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Abstract

This dissertation details studies of two different material classes: isoelectronically doped

URu2Si2, and dichalcogenide superconductors, both of which are primarily studied with the

muon spin rotation (µSR) experimental technique.

The objective of the work on URu2Si2 was to probe how the low temperature “hidden

order” state, which transitions into antiferromagnetism under hydrostatic pressure, evolves

when perturbed by isoelectronic chemical doping. µSR measurements of iron doped URu2Si2,

which produces positive chemical pressure, show long range magnetic order. Neutron diffraction

measurements demonstrate that this magnetic order is antiferromagnetism, and both muon spin

rotation and neutron scattering suggest that the magnetic moment increases with increasing

doping in contrast to the pressure independent moment seen in the pressure induced antifer-

romagnetic state of URu2Si2. Inelastic neutron scattering measurements show a significantly

larger commensurate gap at the (1 0 0) position compared to that seen in the pressure induced

antiferromagnetic phase. Osmium doping, which gives negative effective chemical pressure, shows

similar behaviour in µSR measurements to the iron doped samples. This suggests that these

samples are also antiferromagnetic and that the evolution from hidden order to antiferromag-

netism is not solely caused by changes in the lattice size. This is further supported by µSR

measurements on germanium doped samples that do not show magnetic order despite giving

similar negative chemical pressure to the osmium doped samples.

Work on the dichalcogenide superconductors involved using transverse field µSR to mea-

sure the temperature dependence of the magnetic penetration depth of two different materials,

Pt0.05Ir0.95Te2 and PbTaSe2. The µSR data on Pt0.05Ir0.95Te2 were supplemented by magnetom-

etry measurements of the penetration depth. Zero field µSR measurements were also performed

on PbTaSe2, and rule out any time reversal symmetry breaking field greater than 0.05 G. These

measurements all suggest that both materials are fully gapped superconductors.
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Chapter 1
Introduction

1.1 Superconductivity

Superconductivity is an emergent phenomena that has fascinated physicists since it was first

discovered in 1911 [5]. The most striking feature of this state is that the direct current resistivity

is zero at low temperature, and there is no further barrier to current flow. Currents set up in

superconductors have been shown to persist for years without measurable change, putting a limit

on the resistivity of less than 10−21 Ω-cm [6]. This extremely low resistivity gives the potential for

useful applications in magnet technology and power transmission to substantially reduce wasted

energy. Currently, superconductors are widely used for high field magnets in such applications

as magnetic resonance imaging machines, particle accelerators, and physics laboratories, but

the lack of superconductors that work at room temperature limits the possible application

to power transmission for the time being. The continued search for better understanding of

the mechanisms behind superconductivity in order to hopefully unlock the secret of higher

temperature superconductors ensures that this will be an active research research area for the

foreseeable future.

Superconductivity manifests as a sharp drop in the resistivity of a material below the critical

temperature, TC , as shown in Fig. 1.1 (a). For pure superconductors, this drop happens over a

very small temperature range, and the state immediately above TC is typically metallic. This

zero resistivity state was originally thought of as a simple perfect conductor. However, a second

key feature of superconductivity, the Meissner effect [7], distinguishes superconductivity from

simple perfect conductivity: when cooled below TC , superconductors expel any magnetic flux

inside them and become perfect diamagnets, as shown in Fig. 1.1 (b). This is in contrast to what
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would be expected of a hypothetical “normal” perfect conductor where any magnetic flux in the

material as it was cooled into the perfectly conductive state would remain trapped, rather than

be expelled. This feature of perfect diamagnetism brings possible applications for frictionless

magnetic-superconductor bearings and levitating trains that could significantly reduce energy

use in transportation.

Figure 1.1: (a) Resistance vs. temperature graph for mercury cooled into the superconducting
state [5]. (b) Typical magnetic susceptibility as a function of temperature for a superconductor.

Superconductivity comes about from electrons in the metallic state pairing up into bosons

called Cooper pairs that consist of one spin-up and one spin-down electron (for conventional BCS

superconductors). This was first recognized by Leon Cooper who showed that electrons on the

surface of the Fermi sea are unstable to pairing from arbitrarily small attractive interactions [8].

Bardeen, Cooper, and Schrieffer then came up with a successful theory, BCS theory, for how

these pairs could form in typical superconducting materials, mediated by the electron-phonon

interaction, and described how these pairs form a superconducting state [9]. As electrons are

fermions, no two electrons can be in the same state described by all of the same quantum numbers;

this is the Pauli exclusion principal and gives some explanation for why electron motion always

comes with energy loss. As electrons occupy all different states, they will move independently,

scatter off of one another and off defects in the lattice, and lose energy. Bosons, however, are not

constrained by the Pauli exclusion principle and can all be in the same state. They can therefore

form a collective phase called the Bose-Einstein condensate where all bosons exist in the ground

state and move together. In a superconductor, the Cooper pairs condense into a collective state

2
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similar to a Bose-Einstein condensate, allowing dissipationless flow of charge. Excitations out of

this state occur by breaking breaking Cooper pairs to leave Bogoliubov quasiparticles.

The presence of Cooper pairs with finite binding energy leads to an energy gap in the

excitation spectrum that can be measured by many different techniques. This notably appears

in measurements of the specific heat, Cv, which has the form shown in Fig. 1.2 as a function of

temperature. Fig. 1.2 shows a sharp jump as the superconducting state is entered, indicating the

occurrence of a phase transition, and has the exponential dependence characteristic of a gapped

state, CV ∝ exp(−∆/2kBT ) [10], where ∆ is the energy gap, kB = 8.617 × 10−5 eV/K is the

Boltzmann constant, and T is temperature. The presence of this exponential behaviour in the

specific heat is one of the key features that led to the development of BCS theory.

Figure 1.2: Specific heat as a function of temperature in arbitrary units for the normal metallic
state (black solid line) and the superconducting state (red dashed line).

Superconductors can be divided into two main classes based on their response to a magnetic

field, called type I and type II. Both of these exhibit perfect conductivity in zero applied

magnetic field, but can be distinguished by the behaviour of the magnetic susceptibility and

sometimes conductivity as a function of magnetic field. Type I superconductors simply exhibit

perfect diamagnetism, with the magnetic susceptibility ideally sitting at a constant value of

-1 (dimensionless) for applied field below the critical field HC . Above this field the material

ceases to be a superconductor and changes back into the normal metal state that would exist

3
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above TC . This thermodynamic critical field comes about when the free energy cost of expelling

the magnetic field exceeds the energy gained by the binding energy of the Cooper pairs in the

superconducting state.

Type II superconductors were first proposed by Alexei Abrikosov in 1957 [11]. They show

perfect diamagnetism up to a lower critical field, HC1, which is smaller than the expected

thermodynamic critical field, and do not directly transition back into a normal state. Instead,

these materials show a mixed state where vortices form whose cores are in the normal state and

each allow one magnetic flux quantum, φ0 = 2.067 × 10−15 Wb, to penetrate through. One

consequence of the vortices is that type II superconductors can exhibit finite electrical resistivity

at fields above HC1 due to dissipation from moving vortex cores.

Outside of the vortex cores, the magnetic field relaxes exponentially down to zero, with a

length scale given by the penetration depth, λ. This penetration depth is also the characteristic

length scale that magnetic fields will penetrate into any superconductor, and can be defined

for both Type I and Type II superconductors. In type II superconductors, one measure of the

vortex core size is given by the coherence length, ξ. This is the characteristic length scale for the

superconducting order parameter to recover from zero at the centre of the vortex to the value in

the superconducting bulk and is also the characteristic size of Cooper pairs. The details of the

vortex core structure cannot entirely be captured by a single length scale, and typically depend

on field and temperature [12]. Nevertheless, the coherence length can be a useful parameter to

compare different type II superconductors.

The Type II superconducting state arises when the mixed state is more energetically favourable

than either a pure superconducting state or a pure normal state. It allows part of the energy

gain from the pairing energy of Cooper pairs, while also partially relaxing out the energy cost

of expelling the magnetic field by allowing flux penetration through the vortex cores. Type II

superconductors are found to occur when the ratio of the penetration depth to coherence length

satisfies λ/ξ > 1√
2
. This gives a condition where the vortex cores are sufficiently small not to

remove too much superconducting volume, while the penetration depth is sufficiently large so

that not too much magnetic flux need penetrate through the vortex cores. These vortex cores

usually form into a close packed two dimensional array, as shown in Fig. 1.3. As the field is

increased, each vortex still allows one flux quantum to penetrate, but the separation between them

continually decreases. The upper critical field, Hc2, where type II superconductors transition

fully into the normal state, comes when the vortex cores cannot be packed any more tightly.

Through geometric arguments assuming a triangular lattice of vortex cores and a fixed coherence

4



Ph.D. Thesis - Murray Neff Wilson McMaster University - Physics and Astronomy

length, this is given by Hc2 = φ0
2πξ2

. The characteristic field dependence of magnetization for

Type I and Type II superconductors is shown in Fig. 1.4, which shows the sharp transition back

to the normal state for Type I superconductors, and the more gradual evolution for type II.

Figure 1.3: Characteristic triangular vortex lattice for a superconductor. The black circles show
the vortex cores, and the colours show the field strength outside the cores ranging from high
fields (red) through low fields (blue).

One parameter that is commonly quoted to compare different superconductors is the superfluid

density. This can be thought of as the density of electrons that contribute to the superconducting

state. In any superconductor, paired electrons only exist on top of a large Fermi sea of normal

electrons, so this density does not approach unity. Typically, the penetration depth is measured

directly by experiments, and the superfluid density can then be determined as,

ns =
m∗c2

4πe2λ2
, (1.1)

where m∗ is the effective electron mass, c = 299, 792, 458 m/s is the speed of light, and

e = 1.602×10−19 C is the electron charge. This quantity is often reported as ns/m
∗ because, while

m∗ should equal the bare electron mass for conventional superconductors, in many unconventional
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Figure 1.4: Magnetization as a function of temperature for a Type I (black solid line) and Type
II (red dashed line) superconductor. The thermodynamic (Hc), lower (Hc1) and upper (Hc2)
critical fields are shown by the location of the arrows.

cases it does not, and can be difficult to measure. Superfluid density has proven to be a particularly

useful parameter for high temperature cuprates where the Uemura plot shows a linear scaling

between the low temperature superfluid density and TC [13].

BCS theory provides expectations for what the temperature dependence of various parameters

should be. The most important temperature dependence is that of the superconducting gap

which determines the temperature dependence of many other parameters. This is given by the

self-consistent equation [10],

1

V
=

1

2

∑
k

tanh(β/2(E2
k + ∆2)1/2)

(E2
k + ∆2)1/2

, (1.2)

where ∆ is the gap, V is the pairing potential, Ek is the k-vector dependent energy above the

Fermi energy, and β = (kBT )−1. This equation cannot be solved analytically, and it is therefore

useful to consider analytical approximations for the temperature dependence of the gap. One

such commonly used approximation is [14],

∆(T ) = ∆0tanh

(
1.742

√
Tc
T
− 1

)
(1.3)
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where ∆0 is the zero temperature value of the gap, which BCS theory predicts should be

related to TC by 2∆ = 3.52kBTC . This approximation enables fitting of data in a computationally

reasonable manner and matches the true temperature dependence well, as shown by Fig. 1.5.

Figure 1.5: Temperature dependence of the superconducting gap, ∆, normalized to the value at
zero temperature, ∆0. The black curve is the true BCS temperature dependence given by the
equation

The temperature dependence of other parameters such as the penetration depth, and hence

superfluid density, depends on the spatial symmetry of the gap function and hence the pairng

symmetry. In particular, the temperature dependence of the superfluid density is given by,

ns(T )

n0
=

∮
FS

dSk

[
1− 2

∫ ∞
∆(T,k)

dE

(
−∂F
∂E

)
E√

E2 −∆2(T, k)

]
. (1.4)

Here, E is the energy difference above the Fermi energy, F = 1
eE/kBT+1

is the Fermi function,

∆(T, k) is the temperature and directional dependent gap function, and the outer integral is

over the Fermi surface. In BCS theory, pairing is mediated by the electron - phonon interaction

which has full spatial symmetry and gives an s-wave superconducting state. In this case, the gap

function is isotropic and hence the outer integral vanishes, leaving the simpler expression,

ns(T )

n0
=

[
1− 2

∫ ∞
∆(T )

dE

(
−∂F
∂E

)
E√

E2 −∆2(T )

]
. (1.5)

As the BCS pairing mechanism is the phonon interaction, the transition temperature should

scale like the phonon Debye temperature, and is expected to reach at most 40 K for light transition

metal compounds [15]. The discovery of high temperature superconductivity in the cuprates,

first at temperatures of 30 K [16], and soon after up to 90 K [17], highlighted the importance of

exploring other possible pairing mechanisms. The TC of these superconductors is well over what
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is expected from the Debye temperature that is limited due to the heavy atoms in the structure,

and hence the superconductivity cannot be explained by the phonon interaction. Although the

pairing mechanism in cuprate superconductors is still up for debate, it has been determined that

the pairing symmetry is not s-wave [18]. From this example, and other prominent examples of

non-isotropic superconductivity such as various heavy fermion superconductors [19] and the iron

pnictides [20], it is clear that we must consider pairing symmetries beyond s-wave.

Pairing symmetries beyond s-wave are generally anisotropic, which complicates calculations

and, for instance, requires reverting to the more complicated Eq. 1.4 for the superfluid density.

Some such anisotropic gap functions can have nodes for certain wave-vectors, which have a

substantial influence on the temperature dependence of the parameters describing the super-

conductor. These are typically more difficult to calculate as many possible asymmetric pairing

symmetries can exist, but often result in a temperature dependence persisting down to low

temperatures replacing the flat curve seen for s-wave superconductors. Measuring the superfluid

density can be a good way to distinguish the pairing symmetry in these materials. These

measurements must be performed down to very low temperatures, as qualitative differences

appear most obviously as temperature is reduced to a small fraction (≈ 10-20%) of TC . Figure 1.1

taken from Ref. [21] shows examples of the expected superfluid density temperature dependence

for an s-wave superconductor, and two examples of d-wave superconductors.

In addition to anisotropic pairing symmetries, some superconductors show multi-band be-

haviour. In these cases, superconductivity exists on multiple bands which results in multiple

different superconducting gaps opening up. In principal, these gaps could open up at different

temperatures, but it is usually observed that coupling between bands will result in the Tc being

the same on all bands. In this case, the superfluid density can be determined by adding two

components of the form of Eq. 1.4. Well known examples of multi-band superconductors include

NbSe2 [22], MgB2 [23], and BaFe2As2 [24]. These result in varied temperature dependences

for the superfluid density, depending on the size of the gaps on the different bands. Figure 1.7

highlights this with data from BaFe2As2 (a), showing an upturn at low temperature, MgB2 (b),

showing linear behaviour down to a lower temperature than expected for a single band s-wave

superconductor, and NbSe2 (c), showing only small deviations from the expected single band

behaviour.

Another method of distinguishing conventional fully-gapped, anisotropic, and multi-gap

superconductivity is by determining the field dependence of the penetration depth. In fully

gapped s-wave superconductors, the penetration depth is expected to increase with a quadratic
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Figure 1.6: Temperature dependence of the superconducting fluid density for an s-wave supercon-
ductor (black), typical d-wave superconductor (blue), and nonmonotonic d-wave (red). Figure
taken from Ref. [21].

dependence on the applied field, λ(H,T ) − λ(0, T ) ∝ βs(T )H2 [25]. This field dependence

arises because the screening current produced by an applied field is weakened by pair breaking

quasiparticle excitations that cause a backward current. This reduction in the screening current

allows the field to penetrate further into the superconductor, which is an increase in λ [26].

However, in a fully gapped state quasiparticle excitations can only occur at finite temperature so

it is expected that βs(T ) → 0 as T → 0. By contrast, in anisotropic superconductors such as

d-wave states, nodes in the energy gap allow quasiparticles to occur at any temperature and the

field dependence of the penetration depth is expected to be λ(H,T )− λ(0, T ) ∝ αs(T )H [25],

where αs(T ) need not approach zero as temperature approaches zero.

These expected field dependencies have, for example, been observed in materials such as V3Si

(s-wave) [27], Bi2Sr2CaCu2Oy (d-wave) [25], and other d-wave cuprates [28]. In superconductors

that show multiple isotropic gaps, such as NbSe2 [29] and MgB2 [30], nearly linear field depen-

dencies of λ have been observed, which arise from excess quasiparticles that can be excited across
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Figure 1.7: Temperature dependence of the superfluid density for three different multi-band
superconductors. (a) Data for BaFe2As2 taken from Ref. [24]. (b) MgB2 data taken from Ref. [32].
(c) Data for NbSe2 from Ref. [33].

the smaller gap. In all of these cases, interpreting experimentally determined field dependencies

can be complicated as additional factors, such as non-local effects and the exact model of the

vortex lattice used to extract the penetration depth, can give significant contributions [31].

1.2 Heavy Fermions

The materials known as “heavy fermions” are those which, at low temperature, behave as though

the dominant charge carriers have masses far in excess of the bare electron mass [34]. This

apparent mass comes directly from electron bands that only weakly depend on energy (low

dispersion), which leads to a high density of states at the Fermi energy. Approximating the

band structure locally as the free electron dispersion, E(k) = ~2k2

2m∗ , where the electron mass has

been replaced by the effective mass, a high effective mass corresponds to low band dispersion.

This effective mass is often determined by measuring the specific heat at low temperatures. The

specific heat is a measurement of the energy input required to change the temperature of a

material, and its dominant contributions in crystalline systems can be written as,

c = γT + αT 3, (1.6)

where T is the temperature, γ is the Sommerfeld coefficient for the electronic contribution to

specific heat, and α is the coefficient for the lattice (phonon) contribution to specific heat. At

high temperatures the lattice specific heat will dominate, but if the temperature is lowered far

enough the linear term can be measured. The Sommerfeld coefficient depends linearly on the
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density of states at the Fermi energy, and hence the effective mass of the carriers. The carrier

mass can also be inferred from other measurements sensitive to the density of states, such as de

Haas-van Alphen or other quantum oscillation measurements [35].

Heavy fermion behavior arises from a sea of conduction electrons interacting with a lattice

of highly localized moments that usually come from f -electrons [34], although some examples

of heavy fermion states in materials without f -electrons do exist, such as LiV2O4 [36]. The

behaviour of such a system comes about from the competition between two different factors, the

Kondo effect and the RKKY (Rudermann Kittel Kasuya Yosida) interaction.

The Kondo effect is produced by an antiferromagnetic contact interaction between the

conduction electrons and local moments that causes the moments to be effectively screened

out by the conduction electrons to form Kondo singlets. This screening causes an increase in

the effective mass of the conduction electrons, and increases their overall scattering rate. The

strength of the interaction grows with decreasing temperature and produces the characteristic

upturn in the resistivity at low temperature that is commonly seen in metals with dilute magnetic

impurities [37]. In materials with a lattice of local moments, scattering from the Kondo singlets

becomes coherent, and a characteristic temperature scale, TK , can be defined, below which the

system transitions into a paramagnetic fermi liquid state that is known as Kondo lattice. In this

state, the coherent scattering reduces the electrical resistivity, leading to a maximum resistivity

at TK and a T 2 temperature dependence below TK .

Along with the Kondo effect, a system of localized moments within a sea of conductions

electrons also produces the RKKY interaction, which is indirect exchange between neighbouring

localized moments. This exchange is mediated by Friedel oscillations in the spin polarization of

the conduction electrons and therefore has a changing sign with distance from the moment [38].

Dilute systems, where the distances between neighbouring moments vary considerably, will not

show ordered magnetism from this interaction. However, in a lattice of local moments, the RKKY

interaction can produce ordered magnetism, which is most often antiferromagnetic [37], but can

be ferromagnetic in systems with the correct spacing between the magnetic ions [39].

As the Kondo effect promotes a ground state which is not magnetically ordered, and the

RKKY interaction tends to promote antiferromagnetism, heavy fermion materials where these

two interactions are of comparable magnitude exist in a delicate balance. However, both of these

interactions depend on the strength of the coupling of the local moments with the conduction

electrons, ρJ , with the Kondo temperature varying as TK ∝ e−1/(2Jρ), and the antiferromagnetic

transition temperature produced by the RKKY interaction varying as TN ∝ J2ρ [40]. These

11



Ph.D. Thesis - Murray Neff Wilson McMaster University - Physics and Astronomy

different temperature dependencies leads to the characteristic Doniach phase diagram for heavy

fermion compounds [41].

Significant interest in heavy fermion compounds came from the discovery of unconventional

superconducting and magnetic states at low temperature [34,42]. Steglich et al. discovered the

first superconductivity in a heavy fermion while studying CeCu2Si2 [43]. These measurements

prompted significant interest as, despite the relatively low superconducting transition temperature

(TC), the ratio of TC to the Fermi temperature, TC/TF = 0.05, was found to be quite high. This

immediately suggested an unconventional origin to superconductivity in the material that could

not be explained by typical phonon-coupling models. Furthermore, specific heat measurements

across TC show a very large peak that is consistent with what would be expected if the heavy

fermions were condensing into Cooper pairs to form the superconducting state, rather than

standard electrons [43]. This suggests that the heavy fermion state and the superconductivity

are connected, which is initially surprising as heavy fermion behaviour fundamentally comes

from a magnetic interaction, and magnetism is conventionally thought to be antagonistic to

superconductivity.

Since these first heavy fermion superconductors were measured, many others have been

discovered, mainly in compounds containing praseodymium, cerium, and uranium, although

some other examples do exist [19]. In many of these materials, magnetically ordered states exist

in close proximity to, or coexistence with, the superconductivity. In particular, the CeM2X2

materials, where M is a transition metal and X is silicon or germanium [19], show a variety of

magnetic states where superconductivity often appears as a function of pressure or doping when

the magnetic order is suppressed. This clear interplay between superconductivity and magnetism

makes it important to understand the magnetic states that exist in these materials so that we

can better determine how they might promote superconductivity.

1.3 URu2Si2

URu2Si2 is a particular example of a heavy fermion material that has been subject to considerable

study over the past three decades [44]. This material has the tetragonal I4/mmm crystal structure

shown in Fig. 1.8. At low temperatures, two transitions appear in the specific heat as shown in

Fig. 1.9 [45]. The lower temperature transition is known to be a transition into a superconducting

state, however the nature of the state between the two transitions is still under debate and

has been labelled “hidden order”. Early neutron scattering measurements of the hidden order

state suggested an antiferromagnetic state with ordered moments of µord = 0.04 µB per uranium
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atom [46]. However, this explanation immediately encountered difficulties as this moment is too

small to account for the entropy change at the transition of ∆S = 0.2Rln2 inferred from specific

heat measurements [47]. Muon spin rotation measurements later suggested that the moment was

even smaller [48], and it is now widely accepted that the magnetic moment measured in these

early studies is not intrinsic to the hidden order state.

Figure 1.8: Crystal structure of URu2Si2. Yellow atoms are uranium, blue are ruthenium, and
grey are silicon.

Despite this lack of an ordered moment, the hidden order transition shows up prominently in

measurements of the magnetic susceptibility, with a kink at 17.5 K or a peak in the derivative

with respect to temperature. The susceptibility is also highly anisotropic, showing Ising behaviour

with a much larger value along the c-axis than perpendicular to it, as shown in Fig. 1.10. This

figure also shows the maximum in the susceptibility that occurs around 80 K, thought to be a

result of the electrons hybridizing to form the heavy fermion state out of which hidden order

arises [45].

Inelastic neutron scattering measurements of this material have found magnetic excitations

with two main minima, at the commensurate position Q0 = (0, 0, 1), and at the incommensurate

position Q1 = (0.6, 0, 0) [49]. These excitations exist as an ungapped continuum above the

hidden order transition, and become gapped below THO with ∆0 ≈ 2 meV and ∆1 ≈ 4 meV.

The origin of these excitations is still not fully understood, but Wiebe et al. were able to show

that the entropy change at the transition can be fully accounted for by the gapping of these
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Figure 1.9: Specific heat of URu2Si2 divided by temperature (T ) plotted versus T 2 (top) to give
the linear slope and intercept representing γ and ΘD, and versus T (bottom) showing the two
transitions that occur at 1.1 K and 17.5 K. Reproduced from Ref. [45].

excitations, which suggests that they are a key feature of the hidden order state [50]. Infrared

reflectance measurements find a gap, presumably related to these excitations, whose structure is

similar to that found in more conventional spin-density-wave systems [51]. By contrast, STM

measurements show a gap opening up that does not look like a conventional density wave, and

so the situation is far from clear [52].

1.3.1 Symmetry Breaking

One common feature in studies of URu2Si2 is the search for broken symmetries in the hidden

order state [53]. The presumed lack of an intrinsic ordered moment along the c-axis suggests that

there is no time-reversal symmetry breaking. However, other ordered moments could exist, and

some prominent theories including rank 5 spin density wave order [54], dotriacontapolar (32-polar)

order [55], and Hastatic order [56] suggest an in-plane moment on the order of 0.01 µB/ U or
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Figure 1.10: Magnetic susceptibility of URu2Si2 plotted as a function of temperature in a field of
2 T applied parallel to the c-axis or a-axis as indicated on the graph. Reproduced from Ref. [45].

smaller. A recent neutron scattering study by Ross et al. puts a limit of < 0.0011µB/U, which

substantially constrains such theories [57] that require any time-reversal symmetry breaking.

Another possible broken symmetry that is under recent investigation is rotation symmetry

of the lattice. Torque magnetometry measurements have suggested a breaking of rotational

symmetry in the hidden order state which would change the crystal symmetry to orthorhombic [58].

One puzzling feature of this result is that the signal size does not scale linearly with sample

volume as expected, and instead can only be observed in the smallest samples. This has been

suggested to be the result of randomly oriented orthorhombic domains whose signals will average

out in large samples [58]. Recent Raman measurements find a sharp feature appearing primarily

in the A2g channel at the hidden order transition [59] as expected for a tetragonal system in

the D4h point group. However, they also see weaker excitations in the A1g and Bg channels,

which are forbidden for tetragonal symmetries, again suggesting that tetragonal symmetry is

broken. Cyclotron resonance [60, 61], NMR [62], elastoresistivity [63], and some X-ray diffraction

measurements [64] also support the presence of tetragonal symmetry breaking, albiet with some

unusual dependence on sample quality. However, other X-ray diffraction measurements in a

different geometry [65], polarized light microscopy measurements [66], and inelastic neutron /

x-ray scattering measurements [67] all find no evidence for this symmetry breaking. It is fair to

say that the presence or absence of a small orthorhombic distortion in the hidden order state is

still not a settled question.

A broken symmetry that is fairly well accepted is translational symmetry. Evidence for

this comes primarily from reconstruction of the fermi surface consistent with a doubling of
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the unit cell length along the c-axis, measured using various probes such as angle-resolved

photoemission spectroscopy (ARPES) [68, 69], de Hass-van Alphen measurements [70], and

Shubnikov-de Haas measurements [71]. Significantly, measurements under pressure have found

no significant differences between the Fermi surface in the hidden order state and that in the

antiferromagnetic state [72]. This similarity between the two states makes further study of the

antiferromagnetism important to look for further clues about hidden order.

1.3.2 Pressure

When URu2Si2 is placed under hydrostatic pressure, the hidden order state transforms into

a more conventional antiferromagnetic state above a critical pressure of 0.7 GPa. This has

been well established by neutron scattering [73], as well as muon spin rotation [74] and other

techniques. Neutron scattering and µSR measurements both suggest that the magnetic moment

quickly reaches a steady value above the critical pressure, and then does not increase further with

application of pressure [74,75]. The phase diagram in Fig. 1.11 shows that antiferromagnetism

appears at the pressure where superconductivity is suppressed, suggesting that hidden order is

connected to superconductivity in this material. Throughout the entire pressure range studied,

the hidden order / antiferromagnetic transition temperature slightly increases with applied

pressure. This diagram also demonstrates some of the difficulties of doing measurements under

applied pressure, as different studies measure substantially different critical pressures, depending

on the method of applying pressure.

The evolution of the excitation spectrum and energy gap with pressure has also been studied

with neutron scattering and resistivity measurements that paint a somewhat contradictory picture.

Various works agree that the incommensurate gap increases upon entering the antiferromagnetic

state [76–78], which also results in an increase in the total gap determined from resistivity

measurements [77]. However, there is disagreement on what happens to the commensurate

excitation. Some works suggest that it disappears upon entering the hidden order state [77–79],

while others suggest that it still exists with a similar energy gap and slightly reduced scattering

intensity [76].

Uniaxial pressure has also been shown to cause a transition into the antiferromagnetic state

for pressure along the [100] and [110] axes [80]. These results have suggested the role of the c/a

axis ratio in determining which state is most stable. The c/a axis ratio is also the presently

accepted explanation for the early measurements of a finite antiferromagnetic moment in URu2Si2

at ambient pressure. Localized stress from inevitably imperfect crystals is thought to cause
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Figure 1.11: Pressure-temperature phase diagram of URu2Si2. Reproduced from Ref. [75].

pockets of higher c/a ratio that will give a small volume fraction of the antiferromagnetic state

within the dominant hidden order state. As neutron scattering measurements give an average of

the moment over the entire measured sample volume, this would appear as a smaller moment

than what is expected in the antiferromagnetic state [80]. By contrast, the µSR measurements

are expected to be better able to distinguish this sort of impurity effect because they can measure

both the internal field strength of a phase and the volume fraction of the phase. This highlights

the importance of a volume sensitive probe for the study of URu2Si2.

1.3.3 Doping effects

One potentially useful avenue for studying the antiferromagnetic state of URu2Si2 is to induce

it by chemical substitution / doping rather than by applying external pressure. This has the

significant advantage that many experimental techniques are substantially simpler to perform

at ambient pressure than they are at high pressure. It would also avoid discrepancies between

measurements under different pressure media as was shown in Fig. 1.11.

Numerous doping studies have been performed on URu2Si2 ranging over all three atomic sites.

These include doping the uranium site with thorium, neptunium, yttrium, scandium, and most of

the rare earth elements, doping the ruthenium site with manganese, iron, technetium, rhenium,

osmium, iridium, and rhodium, and doping the silicon site with germanium, phosphorus, and

aluminum. Figure 1.12 summarizes the effects of the various dopings that have been studied.
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They are discussed in more detail below.

Figure 1.12: Periodic table summarizing the various dopings that have been performed on
URu2Si2 and their dominant effects. The background color of each cell shows which site the
atom has been doped onto: yellow for the uranium site, blue for the ruthenium site, grey for the
silicon site, and white if it has not been studied. The symbol colour shows what magnetic state
arises with doping: green for antiferromagnetism, red for ferromagnetism, blue for remaining
hidden order, and black for cases that are unknown, unclear, or enter some other state. The
arrows show whether the transition temperature increases with doping (upwards pointing arrow),
decreases (downwards arrow), or stays mostly unchanged (horizontal dashed line).

Doping of the uranium site by rare earths tends to produce complicated magnetic behaviour,

with additional transitions showing up at lower temperature [81]. The higher temperature

transition also appears to be suppressed by doping in all cases except for samarium doping where

it is unchanged for small doping levels, although most of the rare earth doping series have not been

well studied. Lanthanum doping has been studied by multiple groups. This nonmagnetic doping

first causes the transition temperature to be suppressed up to a doping level of about 0.05 [82],
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followed by an increase for higher doping levels [83]. Along with this increase in transition

temperature the magnetic susceptibility begins to look far more like that of a conventional

antiferromagnet [81, 83]. This has been suggested to be caused by dilution of the uranium

making RKKY interactions less important and increasing the localization of the moments [83,84].

Thorium, another nonmagnetic dopant, also suppresses the transition temperature and possibly

produces an antiferromagnetic state at higher doping, similar to lanthanum doping [85, 86]. This

behaviour has been explained as a combination of negative chemical pressure and introduction of

Kondo holes through replacement of some of the magnetic uranium atoms with nonmagnetic

dopants [85]. Measurements on yttrium doped samples show little change in the transition

temperature with doping, but suggest a change to glassy magnetism at higher doping levels,

while scandium doping suppresses the magnetic transition by a doping level of 0.1 [87]. Finally,

neptunium doping of the uranium site shows a a slight increase in the transition temperature with

doping [88], and Mössbauer [89] as well as resonant X-ray scattering [90] show antiferromagnetism.

However, this antiferromagnetic behaviour is complicated by additional transitions appearing

even for low doping levels [88], and magnetism existing on both the uranium and neptunium

atoms [90].

Doping of the silicon site by aluminum or germanium shows only a slight suppression of

the transition temperature [87], with no change in the character of the transition from bulk

measurements. Little work has been performed on these dopings with local magnetic probes, but

some NMR measurements suggest that no long range magnetic order appears [91]. By contrast,

phosphorus doping, which adds an electron, rapidly suppresses the transition temperature [92],

shows a broad doping range with no order, and recovers antiferromagnetic order at higher

doping [93] as evidenced by NMR measurements [94].

Manganese, technetium, and rhenium doping (URu2−xMxSi2) all supress the hidden order

transition temperature and eventually promote a ferromagnetic ground state [95, 96]. While

manganese and technetium doping have only been studied using bulk characterization such as

magnetization, resistivity, and specific heat, rhenium doping has been studied with a variety of

techniques. Neutron scattering [97] and NMR measurements [98] are both consistent with a long

range ferromagnetic state with a moment around 0.5 µB per uranium at higher doping levels.

Detailed measurements of the phase diagram using specific heat and resistivity show that the

hidden order is suppressed by a doping level of x = 0.1 before ferromagnetism appears at around

x = 0.15 [99] and superconductivity quickly vanishes by a doping level of x = 0.01 [100]. In this

case, there is no evidence for hidden order transitioning to antiferromagnetism before the hidden
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order transition is suppressed to zero temperature.

Iridium and rhodium doping also cause a decrease in the transition temperature for low

doping levels [100]. Iridium doping appears to result in complete suppression of superconductivity

by x = 0.03, and hidden order by x = 0.06; however, little work has been done to understand

whether the hidden order transforms into some other magnetic state before it is suppressed.

Rhodium doping also causes the hidden order to be suppressed by about x = 0.1; however,

there is significant evidence that the hidden order changes into antiferromagnetism before the

transition is completely suppressed [101], and a separate antiferromagnetic order re-appears at

high doping. This case is very similar to that of phosphorus doping of the silicon site, suggesting

that the dominant cause for this behaviour is the addition of extra electrons into the system.

Figure 1.13: (i) Temperature-doping phase diagram for iron doping on the ruthenium site of
URu2Si2. (a) shows the phase diagram measured by resistivity, magnetization, and specific
heat. (b) shows the residual resistivity ratio of the samples. Reproduced from Ref. [102]
(ii) Temperature-doping phase diagram for osmium doping on the ruthenium site of URu2Si2
measured by magnetization, resistivity, and specific heat. Reproduced from Ref. [103].

Iron and osmium doping of the ruthenium site, in contrast to almost all other dopings, cause

the transition temperature to continuously increase over a wide range of doping levels [102,103].

Figure 1.13 shows the temperature-doping phase diagram for both of these dopings. Osmium

shows a continuous increase in the transition temperature for the full range of samples studied,

while iron doping increases the transition up to about 40% doping followed by a slow suppression.

The particular significance of these dopings is that they do not involve changes to the number of

20



Ph.D. Thesis - Murray Neff Wilson McMaster University - Physics and Astronomy

electrons in the material, or direct changes to the f-shell. Therefore, the dominant effect of the

doping is expected to be chemical pressure. Iron is smaller than ruthenium and therefore results

in a positive chemical pressure, similar to the application of applied hydrostatic pressure [102]. In

contrast, osmium is a larger atom, and results in a small negative chemical pressure effect [103].

As both of these studies of osmium and iron used only bulk probes, the exact magnetic ground

state (antiferromagnetic or hidden order) could not be determined. However, if iron doping

behaved like hydrostatic pressure as expected, there should be a transition to antiferromagnetism

around 5% doping, which would allow this pressure-induced antiferromagnetic state to be studied

by techniques that are difficult to use under applied pressure.

1.4 Dichalcogenides

Transition metal dichalcogenides are a group of materials with the TX2 chemical formula, where

T is a transition metal and X is a chalcogenide (oxygen, sulfur, selenium, or tellurium). These

materials have been studied for decades as a result of their widely varying properties and potential

applications in many different areas [104]. Most of these materials form a layered structure where

the inter-layer distance between neighbouring transition metal atoms is frequently a factor of 1.5

or more larger than the interlayer distance, and the chalcogenide atoms are spaced relatively

closely to the transition metals. This structure leaves a great deal of space between the layers,

which can be taken up by intercalated atoms that substantially modify the properties of the

material [105].

It is very common for these materials to undergo a charge-density wave (CDW) structural

transition below room temperature, as was first recognized in the group V (V, Nb, Ta) dichalco-

genides [106–108]. These CDW transitions show up as a peak in the resistivity that is hysteretic

in temperature. Such transitions have now been seen in a wide variety of dichalcogenide materi-

als, including TiSe2 [109], and IrTe2 [110]. These CDW states exhibit a variety of properties,

and have been well studied in their own right. One further interesting feature that arises is

how they interact with other ground states that might exist such as superconductivity and

magnetism. Dichalcogenide materials are generally weakly diamagnetic or paramagnetic down to

low temperature and do not intrinsically show interesting magnetic behaviour. However, doping

or intercalating typical magnetic atoms such as chromium, manganese, iron, cobalt, and nickel

can cause magnetism to appear [111]. Such doping also usually suppresses the charge density

wave transition, and the magnetic order appears only after the CDW has disappeared.

Superconductivity has been seen in a number of dichalcogenide compounds, most notably in

21



Ph.D. Thesis - Murray Neff Wilson McMaster University - Physics and Astronomy

NbSe2, which has been known to be superconducting since the 1960s [112]. After the original

discovery, it was found that the transition temperature strongly depends on small variations

in stoichiometry [113], and is very sensitive to the application of applied pressure [114]. This

sensitivity is thought to be caused by a correlated suppression of the CDW transition temperature

with applied pressure, suggesting that CDW order is antagonistic to superconductivity in these

systems [114]. Unconventional features of the superconductivity in NbSe2, such as multi-band

superconductivity [22], has renewed interest in the superconducting dichalcogenides. In recent

years, superconductivity associated with the suppression of the CDW transition has been studied

in a number of other dichalcogenides including TaS2 [115], IrTe2 [110, 116], TiSe2 [117], and

TaSe2 [118].

TiSe2 shows significantly different behaviour from NbSe2. While in NbSe2 superconductivity

exists at ambient pressure, where a CDW is present, in TiSe2 superconductivity only appears

once the CDW is suppressed by doping [117]. This points to slightly different mechanisms for the

competition (or lack thereof) between these phases in TiSe2 and NbSe2, despite both showing

competition between superconductivity and the CDW.

1.4.1 IrTe2

IrTe2 is a dichalcogenide that is composed of relatively heavy elements, and therefore will have

the potentially interesting feature of high spin orbit coupling, alongside the physics shared by

other dichalcogenides. It forms in the layered trigonal P 3̄m1 space group with the structure

shown in Fig. 1.15. This structure has triangular planes of iridium and tellurium well separated

from each other, allowing ample space for intercalated atoms. IrTe2 undergoes a structural CDW

transition at 250 K into a triclinic P1̄ space group, below which it is weakly diamagnetic with no

additional ordering appearing as temperature is decreased [119]. The low temperature CDW

state in this material is commensurate stripe order with a periodicity 6 times larger than the

underlying lattice [120,121].

Intercalation or substitution on the Ir site by a variety of transition metals is shown to suppress

the CDW transition temperature [110, 116, 122–125]. In contrast, substitution of selenium on

the tellurium site, or applied hydrostatic pressure, increases the temperature of the transition

into the CDW state [126]. This increase is possibly associated with a change in the periodicity

of the CDW state [126]. In the case of Se substitution or hydrostatic pressure where the CDW

transition temperature is increased, no additional ordered phases are seen at low temperature.

In contrast, when the CDW transition is suppressed, superconductivity has been observed for
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Figure 1.14: IrTe2 P 3̄m1 crystal structure. Blue atoms are tellurium and red atoms are iridium.
(a) Looking along the c-axis showing the triangular arrangment of iridium atoms in the plane.
(b) Looking along the ab direction showing the separation of neighbouring planes.

palladium, platinum, or rhodium substitution and for copper intercalation [110,116,122–124].

For intercalation with iron, a spin glass state emerges after the CDW is suppressed; however,

intercalation with other magnetic transition metals such as cobalt or nickel leads to a low

temperature paramagnet [125].

Copper intercalation, along with platinum and palladium doping, all cause an increase in the

unit cell volume by a large increase in the a-axis along with a small decrease in the c-axis [110,116].

Palladium intercalation, which shows similar superconductor properties to Pd and Pt doping,

also results in a slight increase in the unit cell volume, but by an increase in both the c-axis and

a-axis [110]. In these cases, the structural transition is suppressed by less than 4% doping or

intercalation, at which point superconductivity emerges. By contrast, rhodium doping shows

essentially no change in the unit cell volume, and requires a doping level of 10% to suppress

the structural transition and promote superconductivity [122]. This contrast, along with the

increase of the CDW transition temperature with Se substitution of hydrostatic pressure, both

of which decrease the unit cell volume, suggest the importance of the lattice parameters for

modulating the CDW transition. Further evidence for this is that application of hydrostatic

pressure to Pt doped samples increases the temperature of the CDW transition and suppresses

the superconducting TC [127]. However, the suppression of the CDW transition for Rh doping

where the volume does not change suggests that other factors are involved, which are not fully

understood.

In each of these cases the superconducting transition temperature appears to be about the

same, with a maximum of 3 K for Pd doping [110], 3.1 K for Pt doping [116], 2.8 K for Cu
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intercalation [124], and 2.6 K for Rh doping [122]. This suggests that the superconducting state

in each of these cases is the same, and that all that is required to promote it is suppression of

the CDW transition by non-magnetic dopants. However, measurements of Hc2 for H ‖ c-axis of

0.16 T for Pd0.05Ir0.95Te2 [128] compared with 0.09 T for Pt0.05Ir0.95Te2 [129], does suggest some

differences.

Figure 1.15: Doping-temperature phase diagram for PtxIr1−xTe2. Trigonal denotes the P 3̄m1
phase, Monoclinic denotes the C2/m phase, and SC denotes the superconducting state. Closed
squares show the CDW transition measured on warming, while open squares show the CDW
transition on cooling. Circles show the superconducting transition measured by specific heat.
Figure reproduced from Ref. [130].

The doping-temperature phase diagram for PtxIr1−xTe2 is shown in Fig. 1.15. This shows

that the superconducting transition is highest as the CDW transition is suppressed, and decreases

for higher dopings [130]. Other work also shows a small region where the SC state and CDW

coexist, or at least, the SC emerges out of the CDW state rather than out of the high temperature

trigonal state [116]. This feature is also seen in Pd doped and intercalated IrTe2 [110], but has not

been demonstrated for Cu intercalation or Rh doping, possibly as a result of too-sparse doping

measurements [122,124]. This behaviour would be similar to that of Cu-intercalated TiSe2 where

the superconductivity also appears before superconductivity is fully suppressed [117]. There have

also been recent reports of superconductivity appearing in un-doped IrTe2 crystals [131, 132],
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which may be evidence for variable stoichiometry between different “pure” IrTe2 crystals changing

the stability of the superconducting state.

Superconductivity in IrTe2 is particularly interesting to study as the high spin orbit coupling

could promote exotic superconducting states such as topological superconductivity, or non-trivial

pairing symmetries [133,134]. The superconducting pairing symmetry of Pt0.05Ir0.95Te2 has been

investigated by thermal conductivity [129]. These measurements show no evidence for a residual

linear temperature dependence at low temperatures, which suggests that the superconducting

gap has no nodes. Scanning tunnelling microscopy (STM) measurements on Pd0.05Ir0.95Te2

similarly show evidence for fully gapped superconductivity [128]. However, as STM is a surface

sensitive technique, care must be taken in generalizing these results to the bulk material. No

bulk measurements of the superfluid density or penetration depth have been reported. These

would give a more definitive answer about the pairing symmetry of this material.

1.4.2 PbTaSe2

TaSe2 is a dichalcogenide that shows a CDW state below 100K, and a superconducting state with

a very small TC of 0.13 K [135]. Raman scattering measurements of lead intercalated TaSe2 show

that intercalation continuously suppresses the CDW transition [136], which is similar behaviour

to that of other intercalated dichalcogenides such as CuxTiSe2 [117] and PdxIrTe2 [110]. As the

lead intercalation is increased to the stoichiometric level of PbTaSe2, the structure changes from

the P63/mmc space group of TaSe2 to the noncentrosymmetric P 6̄m2 space group, shown in

Fig. 1.16. This figure demonstrates that the overall structure of the TaSe2 planes remains about

the same, and the main effect of the Pb intercalation is to increase the layer spacing to give room

for the Pb atoms to sit in between. As a result of this structure, one can think of PbTaSe2 as a

stoichiometric version of a heavily intercalated transition metal dichalcogenide, and consider the

properties in comparison to other dichalcogenides.

Similarly to CuxTiSe2 and PdxIrTe2, a superconducting state exists in PbTaSe2 in the

absence of the CDW state, with a TC of 3.72 K [137]. This superconducting state is particularly

interesting, as the lack of inversion symmetry in the crystal structure means that asymmetric

spin-orbit coupling is possible, which could give rise to mixed parity superconductivity [138].

The strong spin orbit coupling brought on by heavy tantalum and lead atoms may also lead to

topologically nontrivial properties.

Early DFT calculations of this material do suggest interesting topological behaviour, with a

slightly gapped three dimensional Dirac cone just below the Fermi energy at the K point of the
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Figure 1.16: Structure of TaSe2 ((b) and (d)) and PbTaSe2 ((a) and (c)). (a) and (b) show
the structures looking down the c-axis, while (c) and (d) show the structures looking along the
planes perpendicular to the c-axis. Green atoms are selenium, brown atoms are tantalum, and
dark grey atoms are lead.

Brillouin zone [137]. ARPES measurements support this picture and show the presence of Dirac

surface states [139,140]. This comes about from the bulk Dirac point being gapped out by the

high spin-orbit coupling, resulting in an insulating bulk with metallic surface states, that is, a

topological insulator [139]. Such a state occurring in a material that is also superconducting is

extremely interesting as, if there is conventional fully-gapped superconductivity in the bulk and

Dirac surface states, helical superconductivity may be induced on the surface which could host

Majorana modes in the vortex cores [139]. As the Dirac surface states do exist, the important

question is whether the superconducting state is fully gapped.

The first measurements of superconductivity in this material found a specific heat jump

that could be fit assuming a fully gapped superconductor, but suggested that it had a quite

high upper critical field of Hc2(0) = 1.47 T, with an upwards curvature of Hc2 with respect to

temperature that may indicate unconventional pairing and a non-fully gapped superconducting
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state [137]. However, the relatively high base temperature (2.2 K) of these measurement limits

the interpretation of the results, as most information about the pairing structure is contained

at low temperatures. This work was extended by other groups down to under 0.5 K, where

the anomalous upward curvature is still seen [141,142]. This is taken to be evidence for either

multi-band superconductivity, or unconventional pairing symmetries. Unconventional pairing

symmetry is suggested to be less likely as the upper critical field does not exceed the Pauli limit

as might be expected for triplet superconductivity [141]. One of these studies also reports a

non-monotonic pressure dependence of TC , which could indicate a change in the pairing symmetry

with applied pressure [141]. Further pressure dependent measurements have clarified that this

change in TC is associated with the appearance of a structural transition above a pressure

of 0.25 GPa, and the upwards curvature of Hc2 persists at higher pressures, but the pairing

symmetry has not been investigated [143,144].

Thermal conductivity measurements in ambient pressure show no residual linear temperature

dependence at low temperature [145] and therefore suggest a conventional fully gapped supercon-

ducting state. However, the field dependence of the thermal conductivity has an unexpected

S-shape, which does not match typical fully gapped superconductors. Instead, it more closely

resembles the field dependence of thermal conductivity in NbSe2, which is a well-known multi-

band superconductor [146]. This therefore suggests that PbTaSe2 could also be a multi-band

superconductor, consistent with STM [147] and ARPES [148] band structure measurements that

show multiple bands near the Fermi surface that could contribute to superconductivity.

Tunnel diode oscillator measurements of the penetration depth show exponential behaviour,

asymptoting to a temperature independent value by 0.4 K [148]. This suggests a conventional

single band superconductor, which is inconsistent with the picture from thermal conductivity

and Hc2 measurements that point towards multi-band superconductivity. Tunnel diode oscillator

measurements typically have excellent accuracy for determining the temperature dependence

of the penetration depth, but suffer from a couple of drawbacks that may be significant in this

case. First, the absolute signal strength is sensitive to the sample size and geometry, which

means that these measurements are unable to determine an absolute value of the penetration

depth, and can only determine values relative to other measured temperatures. Second, tunnel

diode oscillator measurements inherently look at penetration of magnetic fields from the vacuum

into the superconductor, and this is therefore a somewhat surface sensitive technique. As the

penetration depth is relatively long, with λ(0) ≈ 250 nm according to measurements of Hc1 [137],

this should not be extremely important, but may affect the results somewhat, especially as
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topological surface states have been shown to exist in this material. It would therefore be of

interest to have measurements of the penetration depth by another technique that is more bulk

sensitive, but these have not yet been performed. As the superconducting state in this material is,

owing to the layered structure, quite anisotropic [149], it would also be useful to have directionally

sensitive penetration depth measurements to confirm whether sample orientation plays a role in

some of these discrepancies.
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Chapter 2
Experimental Methods

This chapter introduces the main experimental methods that were used for the work in this thesis:

tri-arc Czochralski crystal growth, SQUID magnetometry, muon spin rotation, and neutron

scattering. All of these are well established techniques that have been described in detail in

multiple other works. As no substantial modifications or improvements were made to these

methods, this section will mainly serve to highlight the aspects most important to this thesis,

and not attempt to give an exhaustive overview of the techniques.

2.1 Crystal Growth

The crystals of doped URu2Si2 discussed in this thesis were grown at McMaster university

with a tri-arc furnace following a Czochralski crystal growth method. This growth method was

first reported on by Jan Czochralski in 1918 when he used it to grow crystals of various pure

metals and investigate how fast they crystallized [150]. Since that time, it has expanded to

become an extremely technologically important technique, particularly for growing large, high

quality, crystals of semiconductor materials for electronics applications. As such, there are many

excellent sources discussing the technique in detail, such as the Springer Handbook of Crystal

Growth [151].

The Czochralski method essentially consists of melting a boule of material, lowering a seed

rod into the resulting melt, and drawing the seed slowly upwards to allow material to solidfy

on it and form a crystal. There are many different techniques that can be used to heat the

boule, all of which come with some advantages and disadvantages. In our growths, we melted

the boules using an electrical arc in a tri-arc furnace similar to that described in Ref. [152]. A
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Figure 2.1: Picture of the tri-arc furnace during the growth of a crystal. This picture shows the
bright molten sample sitting on the copper hearth, the stingers producing electrical arcs to heat
the sample, and the rotating seed rod pulling the crystal out of the melt.

picture of the furnace during a growth is shown in Fig. 2.1. Briefly, this consists of a rotating

water-cooled copper hearth that the boule sits on, a counter-rotating molybdenum seed rod to

draw the crystal out with, and three tungsten stingers to produce the electrical arcs. Typically,

only two stingers were used during the growth as we only had two power supplies available and

running two stingers off of a single power supply caused instabilities in the arcs that complicated

the growth. This setup is enclosed in a glass and copper walled vacuum chamber that is filled

with argon.

Using a tri-arc furnace has multiple advantages. First, electrical arcs are able to supply a

large amount of heat to produce high temperatures. This allows melting of compounds that may

not be possible with other furnaces, for example ruthenium, with a melting point of 2617 K.

Using multiple arcs also lets the heat be supplied more uniformly around the sample, reducing

hot spots that may lead to evaporation and a change in sample stoichiometry. This would be

improved by using three or more arcs; however, rotating the hearth also helps with the heating

uniformity, making this less necessary. Furthermore, cooling the hearth with water means that

there will be a solid layer of sample surrounding the melt, which minimizes incorporations of

impurities from the hearth material into the melt and hence the crystal. This water cooling is

especially important when heating with electrical arcs, as the hearth must be conductive, ruling

out standard high melting point crucible materials such as alumina. To pull the crystal from
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the melt, a molybdenum seed rod is used as it has a very high melting point and is relatively

non-reactive, which reduces the possibility of contamination from the seed rod into the crystal. If

higher purity is necessary, a seed crystal of the desired material can be attached to the end of the

molybdenum, preventing direct contact between the molten sample and the molybdenum. Finally,

filling the chamber with argon prevents oxidation of the material at the high temperatures used

for the growths.

A typical crystal growth proceeds as follows:

First, stoichiometric amounts of the pure elements are weighed out, aiming for a total sample

mass of around 5 - 10 grams. Where possible, small previously melted pieces of the metals are

used in preference to powders, as the temperature gradients caused by the electrical arc can cause

the argon gas to flow rapidly, blowing some of the powders off the hearth and introducing errors

in the stoichiometry. These weighed pieces are then placed on a water cooled copper hearth in a

mono-arc furnace and melted together under an argon atmosphere. In this step, the sample is

usually only left molten for several seconds before the arc is turned off and the sample allowed

to cool, which minimizes the chances of the sample oxidizing from impurities in the argon or

material evaporating from hot spots. The mono-arc furnace is used for this initial melt rather

than the tri-arc as it is a simpler vacuum chamber that requires less effort to assemble, and the

additional temperature uniformity of the tri-arc is unnecessary for this step. After melting, the

sample is flipped and re-melted several times. This ensures that the sample is well mixed. If the

sample is not flipped, the solid crust on the bottom touching the hearth would remain unmixed,

again introducing uncertainty in the stoichiometry.

After the sample is thoroughly mixed and allowed to cool, it is transferred into the tri-arc

furnace. At this stage, the vacuum chamber is pumped down to a pressure of 200 mBar or lower,

backfilled with just over 1 bar of argon, and then evacuated and re-filled twice more to minimize

oxygen contamination. It is then left with slightly over one atmosphere of argon flowing into the

chamber and out through a check valve. This slight overpressure means that any vacuum leaks

will result mainly in argon being forced out of the system rather than oxygen and nitrogen being

pulled in. Through the entire growth, the argon flowing into the system first passes through a

gettering furnace where it flows over titanium heated to 1100 K that will strip away any oxygen

impurities. This whole process ensures that the oxygen impurity level in the furnace is very low,

allowing intermetallic materials to be heated for hours without oxidizing.
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Once the argon is flowing through the system, and the water supply to the copper hearth

and seed rod is turned on, the sample is re-melted in the tri-arc furnace by applying current

with arcs through the two stingers set up symmetrically on opposite sides of the sample, and

the hearth rotation is turned on to ensure uniform heating. The seed rod is then lowered into

the molten material about half a centimetre below the surface. The temperature of the melt

is then increased until it wets up onto the surface of the seed rod, and the seed rod rotation

is started, in the opposite direction of the hearth. This counter rotation minimizes the chance

of concentrating impurities on a certain cooler side of the seed rod as the material solidifies.

Once the rotation is set up, the seed rod is slowly pulled up out of the melt while adjusting the

temperature to allow material to slowly solidify. The motor on our tri-arc setup can pull the

seed rod at speeds between about 0.1 and 5 cm / hour, but we most commonly used a speed

of about 2.5 cm / hour. Faster speeds allow a quicker growth, but can promote nucleation of

additional polycrystalline grains, rather than growing a single crystal. In contrast, growing a

material too slowly increases the potential for an unwelcome interruption to the growth caused,

for example, by a power supply fluctuation, and also increases the amount of material lost to

evaporation through the growth process, which can be particularly important if certain elements

in the desired sample have a particularly high vapour pressure compared to the others.

While the seed rod is being pulled from the melt, the goal is to grow a large single crystal

grain, rather than many smaller grains. Typically when the material first solidifies on the seed

rod, multiple grains will be nucleated, as shown on the schematic in Fig. 2.2 (a). These grains

will then grow outwards as the crystal is pulled from the melt, until they are forced out by

another larger grain. Eventually, if the growth is controlled so that additional grains are not

nucleated during the pulling process, a single grain will come to dominate the crystal. This

process can be hastened by temporarily narrowing the crystal by increasing the temperature

of the melt. Determining when the material has become a single crystal is often challenging.

If the crystal structure is anisotropic, as in the case of tetragonal URu2Si2, the cross section

can sometimes change from a circle to a noticeable ellipse when it becomes dominantly single

grain, depending on the orientation of the crystal. Alternatively, facets sometimes appear on

the sides that suggest it is a single grain. However, frequently neither of these features appear,

despite the material being composed of a single grain. This can happen in highly symmetric

crystal structures (cubic), and also if something like a tetragonal structure grows such that the

structure is symmetric in the cross section (c-axis along the long side of the crystal, a-a plane in

the cross-section). Therefore, often one must simply wait until a centimetre or two of material is
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Figure 2.2: Schematic of the Czochralski crystal growth process. (a) shows the crystal being
drawn out of the melt. The blue area represents the molybdenum seed rod that the material
initially solidifies on. The gray represents the crystal that is being grown, with the black lines
indicating boundaries between different crystal grains. The red region shows where the melt is
solidifying to form the crystal, and the orange shows the molten material. (b) shows the crystal
after separating from the melt.

solidified and hope that it has become a single crystal.

Once the sample is thought to be a single crystal, the melt can be cooled slightly to widen

the crystal to the desired size. At this point, the crystal is left to grow out of the melt, while

adjusting the current through the stingers as necessary to maintain the width of the crystal.

Typically the current will need to be decreased as the growth proceeds. This is necessary because

the size of the melt shrinks as material is solidified into the crystal, necessitating less power

to achieve a given temperature in the smaller volume, and the distance from the solidification

zone to the water cooled seed rod increases, necessitating a reduced melt temperature to allow

solidification on the warmer crystal.

Once the melt is close to being used up, or the crystal is sufficiently long, the growth is ideally

ended in a controlled fashion by slowly increasing the temperature of the melt. This will narrow

the crystal, eventually separating it from the melt and ending the growth in a rounded point

as shown in Fig. 2.2 (b). The current through the electrical arcs can then be shut off to allow

the sample to cool in the argon. After cooling, the crystal is removed from the seed rod to be

used for the desired experiments. Crystals grown with this method are typically 0.5 - 1 cm in

diameter and 2 - 5 cm long, although growing somewhat larger or smaller are crystals is possible.
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Figure 2.3: URu1.6Os0.4Si2 crystal grown using the tri-arc furnace.

An example of a crystal of URu1.6Os0.4Si2 grown in the tri-arc furnace is shown in Fig. 2.3.

2.2 SQUID Magnetometry

Superconducting QUantum Interference Device (SQUID) magnetometry is an extremely sensitive

method to measure the bulk magnetization of samples. This technique relies on Faraday’s law of

induction to produce a current in a loop of wire in response to a changing magnetic field. In this

case, the changing magnetic field is caused by moving a magnetic sample with respect to a fixed

loop of wire. The current through the wire is then monitored by a SQUID device in order to get

a sensitive measure of the sample magnetization.

A SQUID consists of a superconducting loop of wire broken by one or more thin non-

superconducting ”weak links”, to form what is called a Josephson junction. As first predicted

by B. D. Josephson [153], supercurrent can tunnel through such a junction with zero applied

voltage. The magnitude of the supercurrent will oscillate with the phase difference between the

two superconductors as, Is = Icsin∆φ, where ∆φ is the phase difference and Ic is the critical

current of the superconductor. This, combined with the requirement that the phase be single

valued within any unbroken superconductor, gives rise to the behaviour of a DC SQUID where

two Josephson junctions are set up in parallel. If a loop with flux penetrating through it is set

up with such junctions, as shown in Fig. 2.4, then the current around the loop will oscillate as

the magnetic flux through the loop is changed, with a period given by the flux quantum, Φ0,

according to the equation, I = 2Ic| cos(πΦ/Φ0)|.This can be thought of as the current around

the loop changing to keep the total flux equal to an integer multiple of Φ0.

Typically DC SQUID devices are operated with a bias current applied to the loop, and

therefore the voltage, V , across the device will be given by [10],

V =
R

2

√
I2
b − [2Ic cos(

πΦ

Φ0
)]2, (2.1)
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Figure 2.4: Schematic of a DC squid showing the two Josephson junctions in blue, with a bias
current of I, flux through the loop of Φ, and voltage across the device of V .

where R is the net resistance of the two junctions in parallel and Ib is the bias current. Such a

device therefore gives a sensitive way of converting magnetic flux to voltage for measurements.

A radio frequency (rf) SQUID works on a similar principle, but contains only a single

Josephson junction. If such a single-junction loop is driven by an AC current, as by irradiation

with microwaves, then the current-voltage curve will show discrete steps whose separation is

given by integer multiple of fΦ0, where f is the frequency of the AC current [154]. If an LC

resonant circuit is inductively coupled to the rf SQUID loop, the resonant behavior of the LC

circuit, and hence the output voltage, will vary with the flux through the SQUID, again allowing

magnetic flux to be converted to an output voltage [10].

For the measurements in this thesis, a Quantum Design MPMS XL-3 magnetometer was

used for all magnetization measurements. This instrument uses an rf SQUID coupled to a second

order gradiometer setup of pickup loops, as shown in Fig. 2.5. To measure the magnetic moment

of a sample, it is placed in a non-magnetic plastic straw and moved through the pickup loops in a

controlled fashion, thereby changing the magnetic field passing through the loops and generating

a current that can be converted into a voltage by the SQUID. If there are background fields

that are relatively spatially constant, the current induced by them in the top and bottom loop

will have the opposite sign compared to that induced in the central two loops, and hence the

background current will sum to zero. By contrast, as a result of the proximity of the sample to the

loops, the current induced by the sample will not cancel out, and will instead vary reproducibly
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Figure 2.5: Schematic of the second order gradiometer setup found in our magnetometer. The
pickup loops are shown in black and create a field through an rf SQUID with a single Josephson
junction. The sample, in red, is contained inside a plastic straw which is non-magnetic, and is
swept through the pickup coils by a motor that is connected to the straw by a long non-magnetic
rod.

with sample position. Fitting this expected position dependence therefore gives the second-order

gradiometer setup substantial signal to noise improvement over a single pickup loop.

The result of such a measurement is the magnetic moment, m, of a sample in emu. Often,

we want to know the intrinsic magnetization, M , of a sample per volume, v, or the susceptibility,

χ = M/H, where H is the magnetic field. This is expressed as M = m/v (in emu / cm3) or

4πM = m/v (in Gauss). One complication that arises in measurements where the susceptibility

is large is that the field produced by the sample, called the demagnetizing field, can be an

appreciable fraction of the applied field, Hext, and hence the total field inside the sample will be

significantly different from the applied field. For irregularly shaped objects, the demagnetizing

field will not be constant across the entire interior, and inferring sample properties from bulk

magnetization measurements becomes complicated. However, for certain shapes such as ellipsoids,

symmetry creates a constant demagnetizing field and the effective internal field can be expressed

as,
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Heff = Hext − 4πN. (2.2)

This equation uses CGS units where H is expressed in Oe, and N is the demagnetization

factor.

In three special cases the demagnetization factor is easy to determine; it is 0 for an infinite

cylinder with fields parallel to the long axis, 1 for fields applied perpendicular to an infinite

plate, and 1/3 for a sphere. In the case of a general ellipsoid, the calculation is lengthy but has

been worked out carefully in the literature [155]. While the demagnetizing field is not generally

constant across the sample for shapes other than an ellipsoid, it is common to determine an

average field and hence define an effective demagnetization factor that can be used in Eq. 2.2.

Such average values have been worked out for arbitrary rectangular prisms and can be found in

Ref. [156].

2.3 Muon Spin Rotation

Muon spin rotation (µSR) is a technique that can sensitively measure the internal field of a

sample. It can probe the magnitude of the internal field, the shape of the field distribution, the

volume fraction taken up by different magnetic (or non-magnetic) phases, and dynamics on the

time scale of nanoseconds to several microseconds. As such, µSR can be very useful in the study

of interesting magnetic systems.

This technique relies on the Larmor precession of muons in a magnetic field. Muons are

fundamental particles that in many ways behave like a heavier version of an electron. They have

a spin of 1
2 , a charge of ±e (the positive muon is usually used for µSR), and a mass approximately

207 times the electron mass. This mass and charge combine to give muons a gyromagnetic ratio

of γµ = 135.54 MHz / T, which is substantially smaller than that of an electron. This quantity

sets the frequency at which a muon will precess in an applied field as ν = γµ|Bloc|, where ν is

the frequency and Bloc is the local field at the position of the muon [157].

Despite the similarities with electrons, muons are unlike electrons in one crucial manner:

they are unstable particles and decay with a characteristic lifetime of τµ = 2.197 µs into an

electron (from a negative muon) or positron (from a positive muon) and a pair of neutrinos. As

a result of parity violation in the weak-force decay of muons, the positron or electron will be

preferentially emitted in the direction the muon spin is pointing when it decays. The physics

of the weak interaction sets this preference as W (θ) ∝ [1 + a cos θ], where W is the probability
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for the positron to be emitted at an angle θ relative to the muon spin direction, and a is an

energy dependent asymmetry parameter [157]. Over all positron energies, we expect an average

direction asymmetry of 1/3. This asymmetry allows the average direction of muon spins in a

sample at any given time to be determined in a relatively simple way by tracking which direction

the positrons or electrons are emitted, even with a small number of muons [157].

The first step of a µSR experiment is the production of a muon beam. As positive muons are

most frequently used in µSR experiments, the following discussion will focus on them rather than

both positive and negative muons. At TRIUMF laboratory in Vancouver, where the experiments

discussed in this thesis were conducted, these are produced using a hydrogen ion accelerator. H−

ions are accelerated up to an energy of 500 MeV by a cyclotron, stripped of their two electrons

to leave a bare proton, and then collided into a target made of light nuclei, often beryllium

or carbon. These collisions produce pions (π+) which quickly decay into a muon and a muon

neutrino, π+ → µ+ + νµ [158]. In most cases, surface muons are used, which come from pions

that decay at rest on the surface of the target. These decays emit only positive muons, as

negative muons would interact with nuclei and not leave the target. As a result of maximal

parity violation in the weak-process decay, these muons will be almost entirely polarized with

their spin oriented anti-parallel to their momentum [159]. Furthermore, surface muons arising

from pions decaying at rest are mono-energetic with a relatively small momentum of 29.8 MeV /

c. This is useful as it means that muons will stop within a short distance in a sample, around 0.3

mm for copper [159], avoiding the need for large samples.

Once produced, the muons will pass down the beamline and be steered by various magnets

to hit the sample of interest. Beamlines at TRIUMF include a momentum selector consisting of

crossed electric and magnetic fields shortly before the sample. This has the effect of filtering out

any positrons coming from the target or from a small number of muons that decayed in flight,

and can be used to tune the beam momentum to a certain value as, for example, if one wished

to prevent muon penetration through a thin sample. Furthermore, this momentum selector can,

by setting the magnetic field to a high value, be used to rotate the direction of the muon spin

prior to hitting the sample. This gives rise to two typical modes for the µSR experiments: Spin

Rotated (SR) mode where the muon spins are rotated to an angle between 70 and 90 degrees

from their momentum vector (x - direction), and Non Spin Rotated (NSR) mode where the muon

spins are left pointing essentially antiparallel to their momentum vector (z - direction). These

two modes are useful if one wishes to probe the magnetic fields in different directions in a sample,

or for measurements in large magnetic fields. As muons are charged particles, they will feel a
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Lorentz force, F = ev×B, when they are in a magnetic field. If a large field is applied that is

not parallel to the muon momentum, the Lorentz force will change the muon beam direction,

possibly causing it to miss the sample entirely. Therefore, large fields are in practice only applied

in parallel to the incident muon beam and the SR mode must be used if one wishes to perform

measurements with a field applied perpendicular to the incident muon spin.

Once the muon beam hits the sample, muons will rapidly thermalize and come to rest at a

“muon stopping site”. To allow unique determination of the time interval that a muon is in a

sample, the muon beam intensity is usually set such that only one muon will be stopped in the

sample at a time; this is backed up by electronic gating used to throw away any events that

arise when two or more muons are simultaneously stopped in the sample. As a result of the

positive charge of surface muons, the muon stopping sites typically occur at positions of high

electron concentration in the sample. For oxide or fluoride materials, this is near oxygen or

fluorine atoms owing to their large electronegativity, but in other materials it is often not obvious

where muons are likely to stop. To accurately determine where these muon stopping sites are,

it is necessary to perform density functional theory calculations to determine the position of

electrostatic potential minima where the muons will come to rest [160]. Such minima are often

not unique in a crystal and there are instead two or more metastable positions where muons may

stop. In these cases, the multiple stopping sites will give rise to multiple signals in the µSR data

that must be accounted for. This sort of analysis can be challenging, especially as the presence

of the muon itself will perturb the electronic structure, changing the position of the minima.

In many cases, knowledge of the exact muon stopping site is not necessary to extract useful

information from the results, and such detailed analysis is avoided.

Wherever muons eventually stop, they will feel a field Bloc given by the sum of any applied

external field and the internal field produced by magnetism in the sample. This field will cause

the spin of the muon to precess with a frequency of ν = γµ|Bloc|, as stated above. Once the

muon decays, the emitted positron is observed by detectors generally sitting on either side of the

sample. For a NSR µSR experiment these detectors are arranged in line with the incident muon

momentum, on the front (F) and back (B) of the sample. The time difference between when the

muon entered the sample, determined by a transparent (to muons) counter placed in the muon

beam before the sample, and when the positron was detected, determines how long the muon

had to precess in the sample. By observing the sequential decay of many muons that stop and

decay in the sample one after another, histograms of the number of counts as a function of time,

in the F and B counters, can be constructed. These histograms will contain information about
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both the muon lifetime and the z component (parallel to the incident momentum) of the muon

spin polarization, and have the form,

NB,F (t) = N0e
t/τµ(1±AB,FPz(t)) +BB,F . (2.3)

Here, N0 is a normalization factor taking into account the total number of decays, A is the total

measured muon asymmetry, taking into account experimental factors as well as the physics of

the positron emission, P (t) is the time-dependent muon polarization, B is a time-independent

background rate, and the ± as well as the F and B indices refer to the front or back detectors.

Since in µSR experiments we are interested in the time evolution of the muon spin polarization,

we compute the asymmetry between the front and back counters as,

A(t) = APz(t) =
(NB(T )−BB)− α(NF (t)−BF )

(NB(t)−BB) + α(NF (t)−BF )
. (2.4)

Here, A is the total asymmetry of the signal, and α is a parameter introduced to account for

experimental differences between the F and B counters caused mainly by differing efficiencies and

solid angle coverage. Equation 2.4 assumes AB and AF are the same, which is usually a good

assumption and has been used throughout this thesis. Small differences from one come from the

details of the decay asymmetry distribution of positrons and how it depends on the energy. If,

for instance, there is substantially more absorbing material in front of one of the detectors, it

will preferentially detect high energy positrons, changing the asymmetry in that counter.

The asymmetry in Eq. 2.4 is directly proportional to the muon polarization function and

therefore contains information about the local magnetic field distribution. It is the quantity

usually plotted as the result of µSR experiments. The procedure for SR measurements is very

similar, except that detectors to the right and left of the sample, or above and below (or all

four), are used instead of forward and back counters, and therefore the x or y components of the

polarization function (Px or Py) are probed.

Given a distribution, Dv(Bloc), of local fields, the x and z components of the muon polarization

can be computed as shown in equations 2.5 and 2.6 [157].

Px(t) =

∫ {(
Bx
loc

Bloc

)2

+

[
1−

(
Bx
loc

Bloc

)2
]

cos(2πνµt)

}
Dv(Bloc)d

3Bloc (2.5)

Pz(t) =

∫ {(
Bz
loc

Bloc

)2

+

[
1−

(
Bz
loc

Bloc

)2
]

cos(2πνµt)

}
Dv(Bloc)d

3Bloc (2.6)
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If a single crystal sample has a fixed internal field direction at an angle θ to the incident

muon momentum, then Eq. 2.6 can be integrated to,

Pz(t) = cos2 θ + sin2 θ cos(2πνµt). (2.7)

This will have the fixed value of 1 for θ = 0, representing a net field parallel to the incident

muon beam, and Pz(t) = cos(2πνµt) for θ = π/2, representing a perpendicular field. This

demonstrates that µSR measurements of a sample in a constant applied field, or samples in

which there is perfect static magnetic order, will show an oscillating signal that is undamped, or

only slightly damped due to nuclear dipole moments. In real systems, slight variations in the

magnitude of the field across the sample, or fluctuations in the magnetic order, will cause a finite

width to the field distribution. This will result in a damping term being added to Eq. 2.7, often

approximated by multiplying this by an exponential, e−λt, or a Gaussian, e−0.5(σt)2 , where λ and

σ are relaxation rates. Furthermore, if there are multiple muon sites, each with a different fixed

Bloc, then the net polarization function will be a sum of terms like Eq. 2.7, resulting in a signal

with multiple frequencies.

By contrast, if the local field has a random Gaussian distribution, as expected for a dense

array of randomly oriented static moments, the polarization function, called the Kubo-Toyabe

function, works out to be [161],

Pz(t) =
1

3
+

2

3
(1−∆2t2)e−0.5∆2t2/2, (2.8)

where γµ∆ is the width of the field distribution.

Equations 2.7 and 2.8 demonstrate two possibilities for the polarization function measured by

a µSR experiment. There are of course countless other possibilities which could be determined

by evaluating Eq. 2.6 for any assumed Dv(Bloc). While µSR experiments essentially measure

the field distribution at the various muon sites, it is very difficult to directly compute what

the magnetic behaviour of a sample is from a given field distribution. Therefore, analysis of

µSR data typically involves generating expected polarization functions from physical models of

the magnetic behaviour that could exist in the sample, comparing them to the measured data,

and then iterating until satisfactory agreement is found. If different regions of the sample show

different magnetism, this can necessitate multiple different components being added together

to determine the overall polarization function. For example, if a fraction, F , of a sample is

magnetically ordered with a field given by Eq. 2.7, and the rest shows no internal field (Pz(t) = 1),
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then the overall signal will be a sum of these components, P totz = F cos(2πνµt)+(1−F ), assuming

θ = π/2. In the general case, looking at the ratio of the amplitude of different signals can give

a measure of the volume fraction taken up by different phases in an inhomogeneous sample.

This feature of muons being a volume sensitive real-space probe of magnetism makes it a good

complement to recipricol space techniques such as neutron scattering that average signals over

the entire sample volume.

2.4 Neutron Scattering

For decades neutron scattering has been a leading technique used to investigate crystalline

systems. This technique is often the best method to determine the magnetic and crystal structure

of materials, and can yield important information about structural excitations such as phonons,

as well as magnetic excitations such as magnons and crystal field excitations. The importance of

this technique is highlighted by the 1994 Nobel Prize in Physics that was awarded to Clifford

Shull and Bertram Brockhouse for their early development of neutron diffraction and spectroscopy

respectively [162].

Neutron scattering makes use of neutron beams that are produced either by fission in the

core of a nuclear reactor, or by spallation from a source such as the SNS at Oak Ridge National

Laboratory, which collides high energy protons with a mercury target to produce a spray of

neutrons and other byproducts. Such neutrons can be moderated by passing them through water

at room temperature to yield thermal neutrons with an energy in the range of tens of meV

and corresponding wavelengths of a few Angstrom. This energy and wavelength is particularly

well suited to the study of condensed matter systems, as the wavelength is similar to typical

interatomic spacings, allowing neutrons to be used for conventional diffraction, and the energy is

similar to that of many excitations, allowing these to be accurately probed [162].

Neutrons, being uncharged particles, interact only weakly with matter, primarily via the

strong nuclear force, although as the neutron has a spin of 1/2, it does couple to magnetism

as well. Therefore, by contrast to X-rays or other electromagnetic waves, neutrons interact

primarily with the nuclei of atoms rather than the electron cloud surrounding them, interacting

with the electrons magnetically only if unpaired spins are present. As neither the magnetic nor

nuclear interaction depends directly on the charge of the atom, the interaction strength does not

continuously increase with the size of the atom, as is the case for X-rays, but rather depends on

details of the nuclei through the nuclear scattering length, b, and on the magnetic scattering

length, p. The nuclear scattering length does not vary systematically as the size of the nucleus is
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Figure 2.6: Coherent neutron scattering length for many nuclei. All data is taken from Ref. [163].

increased, and, as demonstrated by Fig. 2.6 which shows the thermal neutron scattering lengths

for most nuclei, can even vary substantially for different nuclei of the same element [163]. Of

particular importance to the study of condensed matter systems is that the scattering length

and cross sections of oxygen and other light elements is quite similar to that of heavier elements.

This means that neutron scattering can be sensitive to the positions of both light elements and

heavy elements, which allows refinement of crystal structures that may not be possible with

X-ray techniques such as proteins and other biological molecules where the hydrogen positions

are important. Furthermore, the magnetic scattering length, p, of a neutron scattering from an

atom with a magnetic moment µ expressed in units of µB, is p = 2.7µ fm. For typical magnetic

moments of ≈ 1 to 10 µB, this is comparable to the nuclear scattering length, which means that

for neutrons, magnetic scattering is of similar intensity to nuclear scattering [162].

To determine how a neutron beam will interact with a sample, the quantity of interest is

the differential scattering cross section. As neutrons are only weakly interacting, this can be

determined by Fermi’s Golden Rule as [162],

d2σ

dΩfdEf
=
kf
ki

( mn

2π~2

)2
|〈kfλf |V |kiλi〉|2δ(~ω + Ei − Ef ) (2.9)

In this equation, Ωf is the solid angle the neutron is scattered to, Ef,i are the final and initial

energies of the neutron, kf,i are the final and initial momenta of the neutron, mn is the neutron

mass, ~ is the reduced Planck constant, λf,i are the final and initial states of the sample, V is
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the interaction potential, and ~ω is the energy change of the sample. The product in the center

of this equation can, for nuclear scattering, be expanded as,

〈kfλf |V |kiλi〉 = V (Q)〈λf |
∑
l

eiQ · rl |λi〉, (2.10)

where Q = kf − ki is the momentum change, rl are the positions of the nuclei, and V (Q) =

b(2π~2/mn). This shows how the nuclear scattering length, b, comes into the expression for the

differential cross section [162].

For magnetic scattering, the equations are in general more complicated, as the scatters can

no longer be treated as point objects. In this case, the general differential cross section is written

as,

d2σ

dΩfdEf
=
kf
ki

∑
i,f

P (λi)|〈|
∑
l

eiQ · rlU
sisf
l |λi〉|2δ(~ω + Ei − Ef ). (2.11)

Here, the U
sisf
l is the scattering amplitude between spin states si and sf . Additional details on

the calculation of differential cross sections can be found in Ref. [162], chapter 2.

In the case of elastic neutron scattering, no energy is transfered to or from the lattice, and

neutrons will diffract from periodic structures as expected for any wave. Taking a crystal to be

a series of atomic planes separated by a distance d, incident neutron plane waves will scatter

from the planes and interfere constructively and destructively with each other. Constructive

interference occurs when the incidence angle is such that the difference in path length for neutrons

scattering off adjacent planes is equal to an integer multiple of the neutron wavelength. This

gives the scattering condition commonly called Bragg’s Law [164], nλ = 2d sin θ, from which the

expected position of sharp scattering peaks for a given crystal structure can be derived. This

condition can also be expressed in terms of the momentum transfer as |Q| = 4π sin(θ)
λ .

For inelastic neutron scattering, the energy transfer is non-zero, and both the energy and

momentum differences between the incoming and outgoing neutrons must be considered. In this

case, the energy transfer is given by ~ω = Ei − Ef = ~2
2mn

(k2
i − k2

f ), and conservation of energy

and momentum somewhat restricts the range of momentum and energy transfers that can be

measured.

The two most common instrument types used for inelastic neutron scattering measurements

are triple-axis and time of flight spectrometers. Both of these have various advantages and

disadvantages which will be discussed below.

A triple-axis instrument briefly consists of a neutron source, a monochromator, a sample
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Figure 2.7: Schematic of a triple axis neutron spectrometer. The neutron path is shown in red.

goniometer, an analyzer, and a neutron detector. A schematic of this setup is shown in Fig. 2.7.

The neutron beam produced by the source, which will have a range of energies given by the

Maxwell-Boltzmann distribution appropriate for the temperature of the moderator, first hits a

variable monochromator, which selects an incident energy. This is commonly done by scattering

the incident beam off of a crystal with known lattice parameters, such as a pyrolitic graphite

monochromator. At any given scattering angle, there will one defined wavelength that satisfies

Bragg’s law for the known lattice parameters of the monochromator crystal, as well as weaker

diffraction from integer multiples of this wavelength that can often be ignored, or filtered out

by a second monochromator. Therefore, the neutron beam coming from such a monochromator

will nominally have a single defined energy, Ei, that can be varied by changing the angle of the

monochromator. This monochromatic beam of neutrons then shines on the sample, which will

diffract the beam for appropriate incident angles onto an analyzer crystal, which is similar to the

monochromator. The analyzer crystal can then be rotated to select a given final neutron energy,

Ef .

The combination of a monochromator and analyzer allows selection of a given energy transfer,

∆E = Ef −Ei. Rotation of the sample goniometer θ−2θ angle allows one to vary the momentum

transfer, Q. Therefore, this three-axis setup in principle allows measurement of all kinematically
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allowed energy and momentum transfers, although rotation limits on the goniometers will set

practical limits to what can be measured on any given instrument. This freedom allows one

to map any desired excitation throughout reciprocal space. A triple axis spectrometer has the

advantage of potentially very high resolution in ∆E and Q. However, as each individual point

of ∆E −Q space must be individually measured, getting a map of excitations across a broad

section of space will be a time consuming process and is generally not practical given the limited

beam time that can be devoted to a given experiment.

This is where the other technique, whose widespread adoption has benefited from recent

advances in detector technology and computing power, comes in: time of flight neutron scattering.

In this technique, instead of using an analyzer after the sample to discriminate the energy at

one given angle, the flight time of scattered neutrons between the time they exit the sample

and the time they hit a large area detector a known distance away is used to determine their

momentum and hence energy. This method is best suited for use with spallation neutron sources

as opposed to reactor sources. This is because spallation sources produce pulses of neutrons,

compared to a continuous beam coming from reactor sources. This lets one define an arrival time

for neutrons based on when the pulse arrives, allowing accurate determination of the flight time

without having to individually count the arrival time of each neutron. However, a continuous

beam from a reactor source can be converted into a pulsed beam, with some loss in intensity, by

using a chopper. This device consists of a rotating neutron-absorbing disc with a curved groove

that will periodically allow neutrons through that have a given incident energy. Using a series of

choppers will both result in a well defined incident energy, and turn a continuous source into a

pulsed source that can be used for a time of flight instrument.

Using a large area detector with the time of flight method allows many momentum and

energy transfer points to be measured simultaneously. To obtain a four dimensional map (three

dimensions of Q and one of ∆E) of the excitations, only one parameter needs to be changed,

the angle of the sample relative to the incoming beam. This allows much quicker measurements

and therefore allows practical measurement of excitations over broad regions of reciprocal space.

This large advantage over triple axis instruments is paid for by two main disadvantages. First,

the energy and Q resolution of time of flight instruments is inherently worse than that of triple

axis instruments. This is because the area detectors have a finite pixel size which limits their

angular resolution, compared to the movable single detector used for triple axis measurements,

where slits can be used to achieve very angular resolution. Furthermore, the detectors used for

time of flight measurements have a finite response time, which limits the resolution for the flight
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time measurement and hence the energy resolution. Secondly, these experiment result in a very

large four dimensional data set that can be computationally difficult to handle, in contrast to a

series of simple two dimensional data sets produced by triple-axis measurement. This second

limitation is becoming less and less important as computing power improves but it still should be

considered. If the broad energy and Q-space coverage of the time of flight technique is not needed,

these drawbacks often make it more appropriate to fall back onto triple axis measurements.
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Chapter 3
URu2Si2

3.1 Summary of Publication I: µSR studies of Fe and Os doped

URu2Si2

As discussed in Section 3, iron and osmium are the only two dopings known to increase the

transition temperature of URu2Si2 [102, 103], aside from the complicated case of neptunium.

Prior to starting this work, it was not known whether this increase came along with a change in

the ground state from hidden order to some other magnetic state. It was therefore of substantial

interest to study these materials with a local magnetic probe to determine the ground state

magnetism.

In this paper, we present µSR and magnetometry measurements of both Fe and Os doped

URu2Si2. The µSR measurements allow us to determine whether there is long range magnetic

order in the ground state, and what volume fraction this order takes up, while magnetometry

measurements allow us to initially characterize the transition temperature and compare it to

previous work.

Our µSR results on the iron doped samples show oscillations indicating long range magnetic

order that, for doping levels between 5 and 30%, exists in over 90% of the sample volume at 2 K.

This demonstrates that the magnetic order is coming from the bulk of the sample and is not an

impurity effect as was seen in early measurements of “pure” URu2Si2. The higher doped samples

show a smaller volume fraction that we attribute to non-magnetic impurities from chemical

phase separation during the crystal growth of such highly doped samples. The lowest doping, 1%

iron, shows a substantially reduced volume fraction of about 60% at 2 K, and shows a measured

transition temperature from µSR that is 1.5 K lower than that measured by magnetometry. We
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attribute this to the sample being in a mixed hidden order - antiferromagnetic state that gives

way to a pure hidden order state in a small temperature region near 17 K, similar to what is

seen for pure URu2Si2 close to the critical hydrostatic pressure [75].

For all samples, the signal seen is very similar to that of URu2Si2 under hydrostatic pressure

[74], with the significant differences that our measured internal field evolves with doping, compared

to a pressure-independent internal field measured above the critical hydrostatic pressure, and we

see evidence for two separate internal fields, compared to only one under hydrostatic pressure.

Both of these might be explained by iron doping changing the likely muon stopping sites, moving

them closer or further away from the uranium atoms and therefore modifying the internal field

they see, but more work is needed to understand this effect. Despite this, the iron doped samples

behave very much as would be expected from a chemical pressure argument looking at the

reduction in the lattice volume with iron doping.

µSR measurements on the osmium doped samples show very similar behaviour; oscillations

indicate long range magnetic order over > 95% volume fraction of all samples (5 - 20% doping),

and the internal field is very similar to that of the iron doped samples. We do not see evidence

for a second internal field, although the oscillation line-width is larger for the osmium doped

samples which may obscure the presence of a second field. The similarity of the osmium doped

measurements to the iron doped measurements presents somewhat of a puzzle, as osmium

increases the lattice volume leading to a negative chemical pressure, and therefore chemical

pressure arguments cannot explain the appearance of the antiferromagnetism. Our magnetometry

measurements suggest that this may be a result of hybridization increasing for both osmium

and iron doping; however, another explanation is that hidden order is a finely tuned state and

pushing the lattice in either direction will destroy it. More work is needed to untangle these two

possible effects.

Publication I: “Antiferromagnetism and Hidden Order in Isoelectronic Doping of URu2Si2”,

M. N. Wilson, T. J. Williams, Y.-P. Cai, A. M. Hallas, T. Medina, T. J. Munsie, S. C.

Cheung, B. A. Frandsen, L. Liu, Y. J. Uemura, and G. M. Luke. Physical Review B 93,

064402 (2016).

Reproduced from Ref. [1] with permission, copyrighted by the American Physical Society.
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We present muon spin rotation (μSR) and susceptibility measurements on single crystals of isoelectronically
doped URu2−xTxSi2 (T = Fe, Os) for doping levels up to 50%. Zero field (ZF) μSR measurements show
long-lived oscillations demonstrating that an antiferromagnetic state exists down to low doping levels for both
Os and Fe dopants. The measurements further show an increase in the internal field with doping for both Fe and
Os. Comparison of the local moment-hybridization crossover temperature from susceptibility measurements and
our magnetic transition temperature shows that changes in hybridization, rather than solely chemical pressure,
are important in driving the evolution of magnetic order with doping.

DOI: 10.1103/PhysRevB.93.064402

I. INTRODUCTION

Heavy fermion systems frequently exhibit interesting
electronic ground states arising from complex hybridization
between conduction electrons and localized f electrons [1].
Compounds containing uranium are particularly interesting as
the Coulomb interaction, spin-orbit coupling, and 5f electron
bandwidth are all of comparable energies, making exotic
ground states possible [2]. A notable example of such a ground
state is the hidden order (HO) arising in URu2Si2 below
T0 = 17.5 K that was first studied in 1985 [3,4]. The order
in this state is termed “hidden” as, despite more than two
decades of study, the order parameter for the 17.5 K transition
has not yet been conclusively identified [2].

Early neutron scattering studies indicated that this state was
antiferromagnetic with a moment of 0.02–0.04 μB per ura-
nium [5,6]. However, other studies found unusual properties
that could not be explained by simple antiferromagnetism, such
as a gap opening up over a large portion of the Fermi surface
indicated by specific heat [7] and infrared spectroscopy [8]
measurements. Furthermore, the measured antiferromagnetic
moment is too small to explain the 0.2Rln2 per f.u. entropy
change across the transition determined from specific heat
measurements [7].

Subsequent neutron scattering measurements conducted
under applied hydrostatic pressure demonstrated a first-order
transition into a large moment antiferromagnetic state (LMAF)
with a moment of 0.4 μB [9] that occurs at a critical
pressure of 0.5–0.8 GPa [10]. μSR measurements under
applied pressure have also confirmed this first-order transition
to the LMAF state, and demonstrate no pressure dependence
of the internal fields from 0.5 to 1.5 GPa [11]. In addition,
μSR [12,13] and NMR measurements [14] show that the weak
antiferromagnetic moment seen at ambient pressure can be
explained by a small phase separated volume fraction of the
pressure-induced antiferromagnetic state coexisting with the
hidden order state. It is now widely accepted that this low
moment antiferromagnetism is extrinsic to the hidden order
state and is caused by inhomogeneous strain in measured
crystals [15].

The origin of the entropy change in URu2Si2 seen from
heat capacity measurements has recently been explained
by a gap opening in the spin excitation spectrum at the
transition, and does not require the presence of weak an-
tiferromagnetism [16]. This gap is equivalent to the Fermi
surface becoming gapped, and angle-resolved photoemission
spectroscopy (ARPES) measurements [17,18] indicate that
this gap arises from hybridization of the conduction band with
the uranium 5f electrons. Scanning tunneling microscopy
(STM) measurements [19] have lent support to this idea by
observing a band splitting below the hidden order transition.
However, these results have been disputed, with other STM
researchers [17] claiming that the hybridization gap opens
well above THO and hence cannot explain the hidden order
state. This leaves the importance of the hybridization gap as
one of the many unanswered questions of URu2Si2.

Despite these significant advances in the understanding of
HO a viable theory has not yet been accepted to explain this
state, although numerous theories have been advanced over the
years (see Ref. [20] for a recent overview). In order to constrain
such theories it is advantageous to further study the hidden
order state through various experimental perturbations. One
such perturbation that has been extensively applied to URu2Si2
is chemical doping. Previous studies have found that doping
of the silicon site has only a weak effect on the electronic state
which may be explained by a chemical pressure effect [21,22],
while doping of the uranium [23,24] and ruthenium [25–28]
sites cause much more dramatic changes in the behavior. This
indicates that the electronic ground state depends much more
strongly on d-f electron hybridization than it does on sp-f
hybridization [22]. However, U-site doping is complicated as
there is competition between dilution of the magnetic U atom,
changes in lattice parameters, and hybridization all occurring
with doping. This makes Ru-site doping interesting to study
as it is a potentially simpler avenue to explore the effect of
changing hybridization on the magnetic states.

Rhodium and rhenium doping are two cases that have been
well studied, both of which suppress the HO state before
5% doping. However, the ground states that emerge after
the suppression are distinctly different. For Re doping the
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HO transition is suppressed by a 5% doping level, and above
7.5% doping a non-Fermi liquid ferromagnetic state emerges
that persists up to high doping levels [29]. By contrast, Rh
suppresses HO by 2% doping at which point a LMAF state
emerges, which is in turn suppressed by 4% doping [30].
Above this doping level no magnetically ordered state is
observed [30].

The Rh doped system has been a particularly valuable
avenue to study the competition between the LMAF and
HO states in the URu2Si2 system, as the doping allows the
transition to be studied without the experimentally challenging
aspects of applied external pressure. This has allowed pro-
ductive studies of the high field behavior of the HO state
(see Ref. [2] and references therein), as well as proposed
identification of universal parameters that cause the transition
between the HO and LMAF states [30].

Despite the potential insights gained by studying Re and
Rh doping, the interpretation of results from both of these
systems is made more difficult because these dopings change
multiple potentially important parameters simultaneously. In
particular, doping of Re or Rh will change the number of
electrons in the system, the d-f hybridization, and the lattice
constants of the system. In order to more easily understand
the mechanisms behind the transitions between HO and other
phases it is beneficial to have systems that change as few
parameters as possible in order to isolate their effects. This
makes the isoelectronic dopings, osmium and iron, interesting
to study as one does not have to consider the effect of changing
electron numbers in this system.

Fe doping of URu2Si2 has been studied for polycrystalline
samples by Kanchanavatee et al. [31]. This work demonstrated
that the full range of compositions URu2−xFexSi2 from x = 0
to 2 can be produced, and that doping results in a monotonic
decrease of the lattice parameters with no evidence for a change
of structure. Furthermore, the temperature-doping phase dia-
gram measured by bulk probes (specific heat, magnetization,
and resistivity) shows an increase in transition temperature as
a function of doping up to a maximum of 40 K. This increase
parallels that of the pure compound under pressure, which led
the authors to hypothesize a transition from HO to LMAF at
a doping level of x = 0.1 and conclude that the effect of Fe
doping on the system is fully explained by a chemical pressure
effect [31]. However, the LMAF and HO states are largely
indistinguishable to the bulk probes used in this study and the
authors did not perform measurements with any microscopic
probes that would allow the magnetic state to be identified,
hence no firm conclusions could be drawn.

Recently, a second study has been published on Fe doping
using neutron diffraction on single crystals [32]. In this work,
elastic neutron scattering allowed the authors to identify a
crossover from HO to AF at a doping level of x = 0.1 as would
be expected from a chemical pressure argument. However, the
moment of 0.8 μB per U that they observe is twice that seen in
the pure material under pressure which indicates that chemical
pressure is not the only factor governing the evolution of mag-
netism in this material. This discrepancy makes further study
of Fe doping valuable to properly understand the HO to LMAF
transition if it is to be used as an analog of the pressure induced
transition.

A cursory study of polycrystalline URu2−xOsxSi2 was
first performed by Dalichaouch et al. in 1990 [27], and has
been recently followed by a more detailed examination by
Kanchanavatee et al. in 2014 [33]. These studies show that
doping is possible up to x = 1.2 with no change in the structure
and only a small increase in the lattice constant compared
to the large decrease seen for Fe doping. Accompanying
this small expansion of the lattice, the transition temperature
dramatically increases up to a maximum of 50 K by x = 1.2.
From resistivity and specific heat measurements Kanchanava-
tee et al. hypothesize a transition out of the HO state at x = 0.2.
However, this study again did not involve any microscopic
probes of magnetism and hence the true evolution of the mag-
netic ground state of URu2−xOsxSi2 is still an open question.

In this paper we present the results of μSR and suscep-
tibility measurements on URu2−xTxSi2 (T = Fe, Os) single
crystals for doping levels up to x = 1. Our measurements
demonstrate that an antiferromagnetic state arises for both
of these compounds at low doping levels and highlight the
importance of hybridization to fully understand the evolution
of magnetic order in this system.

II. EXPERIMENTAL METHODS

Samples measured in this study were single crystals grown
by the Czochralski method at McMaster University from
starting materials of depleted U, Ru(99.95%), Fe(99.99%),
Os(99.8%), and Si(99.9999%). These growths were performed
in a tri-arc furnace from a water-cooled copper hearth under
argon gettered at 900 ◦C. After the growths, crystallinity was
confirmed and sample alignment performed by Laue x-ray
scattering measurements. Doping levels stated in this paper
are the nominal doping levels taken from the masses of the
materials originally reacted.

Magnetic susceptibility measurements were performed on
cleaved plates of the crystals in a Quantum Design MPMS
XL-3. These measurements provide a measure of the transition
temperature from the paramagnetic state to hidden order or
antiferromagnetism, however they cannot readily distinguish
hidden order from antiferromagnetism.

μSR is a sensitive microscopic magnetic probe that can
distinguish antiferromagnetism from hidden order, but cannot
readily distinguish hidden order from paramagnetism. In this
technique, spin polarized positive muons are injected one at a
time into a sample where they penetrate a few hundred microns,
rapidly thermalize, and stop at a Coulomb potential minimum
in the material. Once stopped, each muon spin precesses in
the local magnetic field until it decays with average lifetime
of 2.2 μs and emits a positron preferentially in the direction
of the muon spin at the time of decay. Detectors on either
side of the sample register the decay of the positron and record
the time interval between muon injection and decay. From
many such events, a histogram of positron counts in both
detectors, NR and NL, as a function of muon decay time is
generated. Using these two histograms the asymmetry A is

defined as A = NR−NL

NR+NL
. This quantity gives a measure of how

the muon polarization changes over time, and is limited by the
physics of muon decay and instrumental factors to a maximum
of about 0.3. The true maximum in any given experiment is
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determined from the total oscillating asymmetry seen after
applying a small field transverse to the muon polarization in
the paramagnetic regime.

In zero applied magnetic field, paramagnetic samples,
where there is no static magnetism and the spin dynamics
are very fast, will show a nearly time-independent asymmetry,
with deviations from this caused by nuclear moments. The
HO state will also have this signature, as there is no ordering
of magnetic moments to produce a local magnetic field.
By contrast, long-range ordered magnetic states such as
antiferromagnetism will show an oscillating asymmetry where
the frequency gives the strength of the internal field at the muon
stopping site, provided this field is not parallel to the initial
muon polarization. The ratio of the maximum amplitude of
the oscillating asymmetry to the instrumental maximum gives
the fraction of the sample that is in the magnetic state (the
magnetic volume fraction). The amplitude of this oscillating
signal damps down over time as a result of inhomogeneities
and dynamics of the internal field.

Our μSR measurements were performed on the M15
and M20 beam lines at TRIUMF laboratory in Vancouver.
The LAMPF time-differential spectrometer was used, which
provides a He-4 cryostat for temperatures between 2 and 300 K
and a time resolution of 0.2 ns in an ultralow background
apparatus. This apparatus vetoes muons that miss the sample,
ensuring that almost all of the measured positrons come from
muons that stop in the sample. For these measurements the
single crystals were cleaved into slices roughly 0.5-mm thick
along the c axis which were then mounted in a mosaic covering
1–2 cm2 on thin mylar tape. The c axes were co-aligned facing
the muon beam but no attempt was made to co-align the
samples in the a-b plane. We fit our μSR data using the μSRfit
software package [34].

III. RESULTS

Figures 1 and 2 show the results of the magnetization
measurements in a field of 0.1 T (H ‖ c) on the Fe and Os
doped samples, respectively. No significant differences were
observed in any of these samples between field cooled and
zero field cooled and hence only one set of measurements
are shown. In these measurements a kink in the susceptibility
indicates the transition into either the HO or LMAF states. The
lower panels of these figures show plots of dM/dT to allow a
more accurate determination of the temperature of this kink.

The measurements on the Fe doped samples show little
change in the character of the transition with doping; the
transition remains a relatively sharp peak in dM/dT up to
higher dopings. The sharp peak is consistent with measure-
ments on polycrystalline samples presented by Kanchanavatee
et al. [31]. However, our measurements on single-crystal sam-
ples do not show evidence of the significant second peak seen
in some of the polycrystalline samples in Ref. [31]. This likely
indicates that those features were spurious results arising from
disorder in the polycrystalline samples, as was also proposed
by Das et al. [32]. Additionally, our x = 0.3 sample shows a
significant low temperature upturn in the magnetization as well
as the highest overall magnetization. During the crystal growth
of this sample, a small number of needlelike protrusions were
noticed on the outside of the crystal, likely indicating some

FIG. 1. (a) URu2−xFexSi2 magnetization data measured in a field
of H = 0.1T ‖ c for x = 0.02 (black circles), 0.1 (blue squares), 0.2
(red triangles), and 0.3 (green diamonds). (b) Temperature derivative
of the data shown in (a) arrows on plot (b) show the measured
transition temperatures.

phase separation that would cause a paramagnetic background
in the magnetization measurements, as observed. We attribute
this to a lower than nominal silicon level in the melt arising
from evaporation as silicon has the highest vapor pressure of
the elements present [35] and the growth for this doping was
held at high temperature for a significantly longer period than
the others.

The measurements on our Os doped samples show a
somewhat different evolution in the character of the transition
with doping. Rather then staying as a sharp peak, the transition
broadens significantly and shifts to higher temperature as the
doping level increases. This is consistent with the broadened
transition seen in polycrystalline samples at x = 0.3 and
0.4 [33].

μSR data for the Fe samples at 2 K measured with the
muon spins initially perpendicular to the c axis of the crystals
in zero applied field (ZF) is shown in Fig. 3. Measurements in
Fig. 3(b) were taken with higher statistics to better resolve the
faster relaxing signal. This data exhibits clear oscillations for
all samples, indicating that there is static magnetism with the
field along the c axis at the muon stopping site. The amplitude
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FIG. 2. (a) URu2−xOsxSi2 magnetization data measured in a field
of H = 0.1T ‖ c for x = 0.1 (red circles), 0.2 (black squares), and
0.4 (blue triangles). (b) Temperature derivative of the data shown in
(a). Arrows on plot (b) show the measured transition temperatures.

of the oscillations for the x = 0.02 sample is significantly
lower than for the others and the asymmetry is shifted upwards
by a nonrelaxing component. This indicates that the magnetic
volume fraction is lower in this sample.

We found that applying a small field parallel to the c axis to
any of these samples splits the observed internal field into two
components separated by twice the applied field. This indicates
that the magnetic order in these samples is antiferromagnetic.
We also performed some measurements with the muon spins
parallel to the c axis that show no oscillations for the low
doping samples, indicating that the internal field is only along
the c axis within the accuracy of our alignment. This is
consistent with the antiferromagnetic phase seen in URu2Si2
under hydrostatic pressure [9] and by Das et al. in neutron
scattering measurements on URu2−xFexSi2 [32] which has
magnetic moments along the c axis. However, it should be
noted that while the direction of the internal field often matches
the moment direction, this is not always the case and full
comparison depends on knowledge of the muon stopping site
which we do not have.

Despite the apparent similarity of this antiferromagnetic
state to that of URu2Si2 under hydrostatic pressure, we found

FIG. 3. URu2−xFexSi2 μSR Data measured at T = 2 K in zero
applied external field with the muon spins initially perpendicular to
the c-axis for (a) x = 0.02 (black circles), 0.1 (blue squares), 0.2 (red
triangles), and 0.3 (green diamonds) and (b) x = 0.6 (cyan circles),
x = 0.8 (purple squares), and x = 1 (orange triangles). Solid lines in
(a) show fits to Eq. (1) and those in (b) show fits to Eq. (2).

that the fitting of the ZF data at low doping was significantly
improved with a two component fit compared to the single
component fit used by Amato et al. for the pure compound [11].
We therefore fit the data for x = 0.02–0.3 shown in Fig. 3(a)
using the equation

A = AT {0.5F
[

cos(γμBt)e−0.5(σ1t)2 + cos(γμBRt)

× e−0.5(σ2t)2] + (1 − F )}. (1)

In this model the ratio of the asymmetries of the two
components was fixed to 0.5 for consistency between different
samples as fits with free asymmetry were found to refine to
values near 0.5. Addition of a second frequency for the higher
dopings x = 0.6 to 1.0 did not improve the fits compared to
the single component model given by the equation

A = AT [F cos(γμBt)e−0.5(σ t)2 + (1 − F )]. (2)
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TABLE I. Relaxation rates used to fit the 2 K μSR data in Fig. 3
for URu2−xFexSi2 and the temperature independent ratio of the two
internal fields used in fits to Eq. (1).

Doping x R σ1 (μs−1) at 2 K σ2 (μs−1) at 2 K

0.02 0.86 ± 0.01 2.39 ± 0.08 5.37 ± 0.29
0.1 0.942 ± 0.008 1.95 ± 0.04 4.98 ± 0.13
0.2 0.93 ± 0.02 1.763 ± 0.04 4.39 ± 0.15
0.3 0.891 ± 0.004 2.822 ± 0.07 4.51 ± 0.12
0.6 – 7.57 ± 0.1 –
0.8 – 9.33 ± 0.18 –
1 – 7.04 ± 0.1 –

Therefore, Eq. (2) was used to fit the data in Fig. 3(b).
In these equations AT is the total asymmetry, B is the
larger internal field, γμ = 135.53 × 2π MHz/T is the muon
gyromagnetic ratio, R is the ratio between the internal fields at
the two muon sites, F is the magnetic volume fraction, and the
σi are the relaxation rates. For each of the fits AT and R were
temperature independent parameters for each sample and the
other parameters were allowed to vary with temperature.

The field ratio R varies between samples with no obvious
doping dependence as shown in Table I. However, the
relaxation rate also varies erratically from sample to sample,
likely from differing amounts of disorder, and this will affect
the fitting of a second frequency. Table I also shows the
substantially larger single relaxation for the higher doped
samples which obscures any possibility of fitting a second
field to these data. We expect that a second frequency may
still be present but increased disorder from growing crystals at
high doping levels makes it impossible to distinguish.

Figure 4 shows plots of the fit average internal field
[0.5(B + RB) for the lower dopings] and magnetic fraction
F . In all samples the internal field smoothly decreases from a
maximum at low temperature to zero at the transition, showing
second order behavior. The magnetic fraction for all samples
except for the x = 0.02 is mostly temperature independent
up until the transition where a sharp fall off occurs. This
fraction is close to 1 for the x = 0.1–0.3 samples and slightly
lower for the higher dopings. In contrast to the others, the
x = 0.02 sample shows a substantially reduced F of 0.63 at
2 K. Furthermore, this sample shows different temperature
dependence with a smooth continuous drop off in the magnetic
fraction over the entire temperature range. This may indicate
a continuous volume-wise transition out of the AF state as a
function of temperature.

μSR data collected at T = 5 K in zero field with the
muon spins initially perpendicular to the c axis for the Os
doped samples are shown in Fig. 5(a). For these samples the
data again show clear oscillations indicating similar static
order. However, there is no evidence for a second internal
field component in these samples. Therefore, we fit the data
using Eq. (2) and show the internal field and magnetic
volume fraction in Figs. 5(c) and 5(d). These plots show
similar temperature dependence to the Fe doped samples again
indicating a second order transition in all samples.

The comparison of two internal fields for Fe at low doping
compared to one frequency in Os is illustrated by the Fourier
transform in Fig. 5(b). This plot shows that while two frequen-

FIG. 4. Fitting parameters for the μSR data of URu2−xFexSi2

measured in zero applied field with the muon spins perpendicular to
the c-axis. (a) Average internal field Bav = 0.5(B + RB) for dopings
x = 0.02 (black circles), 0.1 (blue squares) 0.2 (red triangles) and
0.3 (green diamonds). (b) Internal field B for dopings x = 0.6
(cyan circles), 0.8 (purple squares) and 1 (orange triangles). (c)
Magnetic volume fraction for dopings x = 0.02 (black circles), 0.1
(blue squares) 0.2 (red triangles) and 0.3 (green diamonds). (d)
Magnetic volume fraction for dopings x = 0.6 (cyan circles), 0.8
(purple squares) and 1 (orange triangles).

cies appear in the Fe sample, the overall linewidth is similar
for the Os sample. This means that the appearance of a second
field for Os samples could be masked by the larger linewidth.
Similarly, Table I shows that the relaxation rate (linewidth)

FIG. 5. URu2x−OsxSi2 μSR data and fitting in zero external field
measured with muon spins initially perpendicular to the c axis for
x = 0.1 (red circles), 0.2 (black squares), and 0.3 (blue triangles).
(a) μSR data measured at 5 K, (b) Fourier transform of URu1.9Os0.1Si2

(red line) data measured at 5 K and URu1.8Fe0.1Si2 (green line) data
measured at 2 K, and (c) magnetic volume fraction F (d) internal
field B. Solid lines in (d) correspond to fits to Eq. (2).
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is much higher in the heavily doped Fe samples where two
frequencies are not resolved. This is likely a result of chemical
disorder in the samples and would explain why we cannot
see two frequencies in these cases. A similar mechanism may
explain the lack of a second field for the measurements under
pressure done by Amato et al. [11]. In this case, the pressure
was applied with an anvil cell using a transmitting medium
that would be frozen at the relevant temperatures. This can
cause nonuniformities in the applied pressure [36], which
would introduce inhomogeneity in the samples, increasing the
linewidth and masking the appearance of a second frequency.
Furthermore, in any experiment with a pressure cell many
muons are stopped outside the sample. This drops the signal
to noise ratio of the data, further reducing the ability to resolve
a possible second frequency. These explanations would allow
for the magnetic state to be nearly identical in our Fe and Os
samples as well as the pure URu2Si2 measured under pressure,
despite the apparent differences in fitting.

The presence of a second internal field in any of these
measurements indicates that the muons stop at two magneti-
cally distinct sites at equivalent or near-equivalent Coulomb
potential minima. The second magnetic site could either be
explained by a more complex magnetic structure that breaks
one of the symmetries of the underlying crystal lattice, or
structural effects creating two muon sites. If this does appear
only for doping, one possibility is that the Fe/Os atoms are
being magnetically polarized and contributing to the moment
seen by the muons. However, our measurements indicate that
the relative volume fraction of the two magnetic sites is close
to 50/50, which would not be expected if one of these was
coming from the 1%–15% doping. Furthermore, UFe2Si2 and
UOs2Si2 are both nonmagnetic so we would not expect Fe and
Os polarization [37,38]. Future detailed measurements of the
temperature and doping dependence of the lattice parameters
and structure symmetry would help clarify this issue.

IV. DISCUSSION

The fit parameters in Figs. 4 and 5 show two important
features. First, for most samples the low temperature magnetic
volume fraction is close to one. This tells us that the
magnetism we see must be attributed in each case to the bulk
of the sample rather than to a small impurity effect. The small
nonmagnetic volume that does appear could be attributed
to muons stopping in parts of the sample holder rather than
the sample itself or slight misalignment of the samples
with respect to the incoming muon beam. In the heavily
doped samples where the volume fraction appears somewhat
reduced, a small signal also appears in measurements with the
muon spin rotated parallel to the aligned c axis. Misalignment
would explain both the signal in the μ||c measurements and
the reduced signal/volume fraction for μ ⊥ c as the measured
asymmetry varies as sin θ , where θ is the angle between the
muon spins and the internal field.

Second, with the exception of the x = 0.02 Fe doped
sample, the internal field falls off smoothly as a function of
temperature to zero at a transition temperature consistent with
that shown by the magnetization measurements. This indicates
that the system transitions directly from the magnetically
ordered to paramagnetic (PM) states without the transition

FIG. 6. Comparison of the transition temperatures measured by
susceptibility to those measured by μSR for Fe doped samples (red
squares) and Os doped samples (blue circles). The solid black line
shows the expected 1:1 correspondence.

through HO that has been seen for intermediate pressures
applied to URu2Si2 [11,29,39,40]. In the Fe x = 0.02 sample
the transition temperature from μSR is 1.5 K lower than that
measured by SQUID. This small discrepancy is unlikely to be
caused by thermometry differences, as the same thermometry
was used for μSR measurements of all other samples where
the transition temperatures appear more consistent as shown
by Fig. 6. Furthermore, the distinctly different temperature
dependence in the magnetic volume fraction of this sample
compared to the others leads us to believe that the magnetic
state may not be the same. One explanation for these discrep-
ancies is if this sample is in a mixed HO/AF state below 17.5 K,
with the volume fraction of the AF state decreasing up until 16
K leaving a pure HO state in a 1.5 K range between 16 and 17.5
K. In the pressure-temperature phase diagram of pure URu2Si2
there exists a small temperature range where decreasing
temperature first causes a transition into hidden order and then
to antiferromagnetism, so it would not be unexpected to find a
similar region at low Fe dopings in our system. However, as the
transitions measured by both techniques are reasonably broad,
and the temperature discrepancy is small, it is not possible to
draw firm conclusions about the existence of both HO and AF
at different temperatures in this sample. Further measurements
on this doping with other techniques, particularly those that
show a direct signature of the HO state such as inelastic neutron
scattering, which has been used to distinguish the two under
pressure [29], will be required to clarify this issue.

The overall behavior of the μSR data presented in this work
is similar to that seen in measurements on URu2Si2 under
hydrostatic pressure [11]. However, there are some notable
differences. First, while the internal field measured at low
temperature is comparable to that of Amato et al., our mea-
sured internal fields for both Os and Fe increase with doping,
while the internal field above some critical pressure is constant
for URu2Si2 under pressure [11]. This difference in behavior
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FIG. 7. Measured internal fields as a function of effective chem-
ical pressure for Fe doped (red squares) and Os doped (blue circles),
and as a function of applied hydrostatic pressure for pure URu2Si2

(black triangles) from Ref. [11]. Error bars are not shown as in all
cases they would lie within the symbols.

is clearly demonstrated in Fig. 7 showing the low temperature
internal fields measured for all samples in this study plotted
as a function of chemical pressure along with the data from
Amato et al. For this plot the effective chemical pressure Pch

was calculated using Pch = (�V )/(V0)/κ , where κ = 5.2 ×
10−3 GPa−1 is the bulk modulus for pure URu2Si2 [41], �V

is the unit cell volume change from pure URu2Si2 taken from
the crystallographic data in Refs. [31,33] using our nominal
doping levels, and V0 is the unit cell volume of pure URu2Si2.
This figure also indicates that the appearance of magnetic order
cannot be attributed to chemical pressure across this system as
the Os doped samples show similar internal fields at effective
chemical pressures that are negative and whose magnitude is
significantly lower than that for Fe doping. The Fe x = 0.02
sample also shows magnetic order despite being at an effective
chemical pressure less than a quarter of the pressure required
to generate the LMAF in pure URu2Si2. We would like to point
out that as we have not done elemental analysis of the samples
it is possible that the doping level of our x = 0.02 sample is
slightly higher than the nominal value bringing it closer to the
expected HO-AF border, but it is unlikely that the doping level
is far enough off to fully resolve this discrepancy.

It has been proposed in the past that the transition between
HO and LMAF is governed by the η = c/a ratio as has
been demonstrated for superconducting transitions in other
f electron compounds [42], rather than uniform shrinking of
the unit cell [33,43]. While both Fe and Os doping do increase
η, the change is an order of magnitude smaller for Os doping
than is seen for Fe doping or applied pressure. This indicates
that the change in η alone cannot explain the development of
magnetic order.

Susceptibility data on the lower doped samples show a clear
broad maximum at high temperatures, shown in Figs. 8(a)
and 8(b). Such a maximum is expected for heavy fermion
compounds and arises from the crossover from local-moment

FIG. 8. High temperature susceptibility data showing the broad
maxima that appears for (a) Fe doped samples, x = 0.04 (black
circles), 0.1 (blue squares), 0.2 (red triangles), and 0.3 (green
diamond) and (b) Os doped samples, x = 0.1 (red circles), 0.2 (black
squares), and 0.4 (blue triangles). (c) A plot of TN from susceptibility
vs the temperature of this susceptibility maxima for Fe doped (red
squares), Os doped (blue circles), and pure URu2Si2 (black triangle).

magnetism at high temperature to the heavy fermion state
at low temperatures caused by the hybridization of the
conduction electrons with the core f electrons [1]. Hence,
the temperature of this crossover Tmax can be taken as a rough
proxy for the strength of hybridization in these systems. Our
data shows an increase in Tmax with doping for both Os and Fe,
which suggests that hybridization between the U f electrons
and the valence electrons increases with doping for both cases.
Furthermore, Fig. 8 shows a similar linear correlation between
TN and Tmax in both cases. In contrast, measurements by two
different groups of Tmax as a function of pressure for pure
URu2Si2 show conflicting results, with Nishioka et al. finding
a pressure-independent value of approximately 60 K over a
range where the magnetic transition temperature increases
from 16 to 18.5 K [44], while Pfleiderer et al. find that Tmax

increases over this same pressure range [45]. It is therefore
unclear whether or not our samples are behaving the same as
URu2Si2 under pressure. However, the similarity in behavior
between Os and Fe doping indicates that hybridization is the
driving force in these transitions rather than chemical pressure.

Our results for Fe doping show some discrepancies with
those reported recently by Das et al. using neutron scattering
on crystals that should be similar to ours [32]. First, our
internal fields increase with doping, while the results of Das
et al. show either doping independence or a slight decrease
with doping. Second, our measured internal field is roughly
consistent with URu2Si2 under pressure, while Das et al.
report a magnetic moment up to twice that measured for the
LMAF in URu2Si2. Finally, we see similar magnetism down
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to low doping levels while Das et al. see weakening of the
magnetism below x = 0.1.

The first discrepancy could be explained by slight changes
to the muon stopping site with doping. If the muons system-
atically stop closer to the magnetic U atoms as the Fe doping
increases, this would cause a small increase in our observed
internal field even if the magnetic moments are constant or
slightly decreasing. However, in a simplistic viewpoint the
dopant Fe atoms should have electron orbitals with smaller
spatial extent than the Ru, and hence one would expect the
muon stopping sites to move closer to the Fe atoms and further
from the magnetic U ions. This would cause a decrease in
the measured internal field rather than an increase. Detailed
numerical calculations of the likely muon stopping sites would
be required to quantitatively determine the effect of the Fe
doping. Another explanation for the doping dependence is
Fe site magnetism contributing to the internal field, which
could potentially be clarified with Mössbauer measurements
that could directly measure the Fe magnetism.

The second discrepancy is difficult to reconcile. While μSR
cannot provide a numerical value of the magnetic moment
without knowledge of the muon stopping site which we do not
have, the comparison between the measured internal fields of
samples with very similar structures should give a good idea
of how the magnetic moment changes between these samples.
Therefore, the Fe x = 0.1 sample should be reasonably com-
parable to the pure compound under pressure and hence seeing
a similar internal field here should indicate that the magnetic
moments are the same. While the doping could change the
muon stopping site somewhat between pure URu2Si2 and the
Fe x = 0.1 sample, the structure and lattice constants remain
mostly the same and it seems unlikely that this would be a large
enough effect to cut the measured internal field in half to make
our results consistent with the magnetic moment measured by
Das et al. One possibility is that there is signal intensity at
the magnetic Bragg peak positions from multiple scattering
that Das et al. may not have taken into account and would
artificially inflate the calculated magnetic moments.

The final discrepancy of our data showing magnetism down
to lower doping levels may come down to slight variations
in doping levels or internal strain between different crystals.
In particular, the doping levels we state are the nominal
dopings and were not independently measured so there may
be some small discrepancies. However, our results are not

entirely inconsistent with those of Das et al. They report
that there is some magnetic scattering still appearing in the
lower doped samples, it is just substantially reduced. This
could come from magnetic moments that are the same as
those measured in higher doping samples, but with a reduced
magnetic volume fraction, as the Bragg peak intensity cannot
distinguish volume fraction from magnetic moment. A reduced
volume fraction with similar magnetic moment would be
qualitatively consistent with the results we show for our
nominal Fe x = 0.02 sample.

V. CONCLUSION

In conclusion, we have presented μSR measurements
which demonstrate that URu2−xTxSi2 (T = Os, Fe) display
antiferromagnetic order. This order persists down to low
doping levels, with our Fe x = 0.02 sample showing a lowered
magnetic volume fraction that may indicate coexistence of
HO and AF in this sample. Furthermore, the magnetic order
persists down to Fe doping levels below that expected by a
chemical pressure argument, and for Os dopings representing
negative chemical pressure, which shows that the hidden
order is very fragile and can easily be destroyed by even
isoelectronic doping. These measurements, combined with
the local moment-hybridization crossover temperature from
susceptibility, demonstrate that magnetic order in isoelectronic
doping is driven by changes in hybridization rather than purely
structural changes.
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3.2 Summary of Publication II: Neutron scattering studies of

Fe doped URu2Si2

In this paper, we further the work of Section 3.1 by applying neutron scattering to study the

Fe doped samples of URu2Si2. These measurements allow us to directly determine what the

magnetic order seen by µSR is, confirm the transition temperatures, independently determine

the magnetic moment size, and study the evolution of the magnetic excitations with doping.

Our elastic neutron scattering measurements at low temperature show Bragg peaks at the (1

0 0) and equivalent positions, with no magnetic intensity in the (0 0 1) peaks. This is consistent

with the antiferromagnetic state seen in URu2Si2 under pressure where the magnetic moments

are aligned parallel to the c-axis [165].The magnetic diffraction peaks are resolution limited,

which shows that they come from long range order rather than short range correlations. The

magnetic moment calculated from this data increases with doping from 0.51 µB / U at 2.5% Fe

to 0.66 µB / U at 15% Fe, and is larger than the moment seen in URu2Si2 under hydrostatic

pressure of 0.4µB / U. This suggests that the change in the internal field with doping seen in

Section 3.1 is a real change in the magnetism, and not just due to changing muon stopping

sites. Furthermore, the 1% doped sample shows a substantially reduced moment of 0.048 µB /

U, which would be consistent with a larger moment existing over a smaller volume fraction, as

suggested by the µSR measurements in Section 3.1.

Inelastic neutron scattering measurements show that the excitation spectra remain quali-

tatively similar from zero doping up to 15% Fe doping (the highest measured). In all of these

measurements, two main magnetic excitations are seen: a commensurate excitation at the (1 0 0)

position, and an incommensurate excitation at the (0.6 0 0) and equivalent (1.4 0 0) positions.

There is also an excitation at the (2 0 0) position that does not change across the magnetic

ordering transition and comes from a phonon. The data show that both commensurate and

incommensurate excitations are initially ungapped above the transition temperature, and become

gapped below, for both the pure sample and the doped samples. The gap for the incommensurate

excitation is similar to that seen in the hidden order state of pure URu2Si2; however, the incom-

mensurate excitation has substantially lower intensity and a much larger gap. In both the 5% and

15% Fe doped samples spin waves that would be expected for a conventional antiferromagnetic

state are not observed.

Comparison of the temperature dependences of the magnetic Bragg peak intensity and the

incommensurate excitation gap for the 1% doped sample shows that they do not onset at the
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same temperature. As the incommensurate excitation becomes gapped for both the hidden

order and antiferromagnetic state, while magnetic Bragg scattering is only observed in the

antiferromagnetic state, this suggests that the hidden order state exists at temperatures just

below 17.5 K in this sample, with a transition to antiferromagnetism at a lower temperature of

about 15 K. This is similar to what was suggested by comparison of the magnetometry and µSR

transition temperatures for a 1% doped sample in Section 3.1.

As a function of doping, both the commensurate and incommensurate gaps increase. The

incommensurate gap appears to increase continuously with doping, in contrast with the discon-

tinuous change across a critical pressure of 0.5 GPa for pure URu2Si2 under hydrostatic pressure,

but the value of this gap for our Fe doped samples remains similar to that measured under

hydrostatic pressure [77]. The commensurate gap shows a sharp jump between doping levels of

1% and 2.5%, increasing by more than a factor of 3. While the evolution of the commensurate

excitation with applied hydrostatic pressure is not fully resolved, with different studies either

claiming it either disappears entirely [77, 78] or maintains the same energy gap but reduces

in intensity [76], it is clear that our Fe doped samples behave differently than either of these

scenarios. This suggests that the evolution of antiferromagnetism in Fe doped URu2Si2 is not

purely from chemical pressure.

Publication II: “Hidden order signatures in the antiferromagnetic phase of U(Ru1−xFex)2Si2”,

T. J. Williams, A. A. Aczel, M. B. Stone, M. N. Wilson, and G. M. Luke. Physical Review

B 95, 104440 (2017).

Reproduced from Ref. [2] with permission, copyrighted by the American Physical Society.
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We present a comprehensive set of elastic and inelastic neutron scattering measurements on a range of
Fe-doped samples of U(Ru1−xFex)2Si2 with 0.01 � x � 0.15. All of the samples measured exhibit long-range
antiferromagnetic order, with the size of the magnetic moment quickly increasing to 0.51 μB at 2.5% doping and
continuing to increase monotonically with doping, reaching 0.69 μB at 15% doping. Time-of-flight and inelastic
triple-axis measurements show the existence of excitations at (1 0 0) and (1.4 0 0) in all samples, which are
also observed in the parent compound. While the excitations in the 1% doping are quantitatively identical to
the parent material, the gap and width of the excitations change rapidly at 2.5% Fe doping and above. The 1%
doped sample shows evidence for a separation in temperature between the hidden order and antiferromagnetic
transitions, suggesting that the antiferromagnetic state emerges at very low Fe dopings. The combined neutron
scattering data suggest not only discontinuous changes in the magnetic moment and excitations between the
hidden order and antiferromagnetic phases, but that these changes continue to evolve up to at least x = 0.15.

DOI: 10.1103/PhysRevB.95.104440

I. INTRODUCTION

The heavy fermion material URu2Si2 has been a subject of
long-standing interest since the discovery of a phase transition
at T0 = 17.5 K, 30 years ago [1]. Initially thought to be
an antiferromagnetic transition, the small antiferromagnetic
moment of 0.03 μB that arises in this material is far too small
to account for the large specific heat jump at T0 [2,3]. Three
decades of research have produced a number of conclusions
regarding the nature of this phase [4,5], but have failed to
determine the order parameter, leading to this phase being
dubbed the “hidden order” phase. To study the behavior of the
hidden order phase, a large number of perturbations have been
applied to the system in the form of applied field, hydrostatic
pressure, and chemical substitution. In all cases, the hidden
order phase is destroyed with relatively small perturbations:
applied fields of >35 T [6], hydrostatic pressure >0.8 GPa
[7], and chemical substitution of typically greater than 5%
on any of the atomic sites [8–10]. In nearly every case, the
hidden order state is suppressed continuously, and a ferro- or
antiferromagnetic state emerges.

Neutron scattering has played an important role in deter-
mining the properties of the hidden order phase. For example,
while careful study has shown that the small antiferromagnetic
moment is present even in ultraclean samples [11], it is likely
caused by inhomogeneous strain [12]. Within the paramagnetic
phase above T0, inelastic neutron scattering measurements
observed gapless, weakly dispersing features at the � point
on the Brillouin zone (BZ) edge with �Qinc = (1 ± δ 0 0)
(δ = 0.407), while below T0, these excitations became gapped

*williamstj@ornl.gov

(�inc = 4.5–4.8 meV [11,13]) and more intense [3,14]. It was
determined that the gapping of these excitations results in an
entropy change of sufficient size to account for the specific
heat jump at T0 [14]. Below T0 additional, commensurate
excitations appear at the Z point of the BZ, �Qcom = (1 0 0),
with a gap of �com = 1.7–1.8 meV [11,13]. This wave vector
is the ordering wave vector for the antiferromagnetic moment
in both the hidden order and more conventional magnetically
ordered phases. Since the transition at T0 is related to the
gapping of the incommensurate excitations and the emergence
of the commensurate ones, these have both been cited as
possible “signatures” of the hidden order state in neutron
scattering experiments [5,11].

The first instance in which perturbations were found to
enhance the hidden order state was through the use of
applied pressure. Application of pressure increased T0 slightly,
reaching 18.5 K at a pressure of 0.5 GPa [7]. However, at higher
pressures, this system still transitions to an antiferromagnetic
state; at T = 0 this occurs at approximately 0.8 GPa. Pressures
between 0.8 and 1.4 GPa have both a hidden order and a
Néel transition, while above 1.4 GPa the transition is directly
from paramagnetic to antiferromagnetic at TN = 19.5 K [7].
Due to this interplay of hidden order and antiferromagnetism,
studying the behavior under applied pressure has become of
particular interest in trying to determine the nature of the
unknown order parameter. Likewise, the chemical substituents
that enhance T0 have also become an interesting avenue of
research for determining the order parameter of the hidden
order state. Of the dozens of chemical dopings that have been
applied to URu2Si2 only two dopings, both on the Ru site,
have been shown to increase the value of T0: Fe [15] and
Os [16]. In both of these cases, the transition temperature
continues to increase as a function of doping, over a large

2469-9950/2017/95(10)/104440(9) 104440-1 ©2017 American Physical Society
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range, before dropping abruptly. Interestingly, of all of the
pure compounds of the family UT2Si2, T = Fe and Os are the
only two that are nonmagnetic [9,17]. Furthering the analogy
between hydrostatic pressure and Fe/Os doping, the doped
systems are also observed to become more conventionally
antiferromagnetic with increasing chemical pressure, however
no signature of multiple transitions have been observed
with transport measurements [15,16]. It was speculated that
these systems experience only a gradual crossover between
the hidden order and antiferromagnetic states, although this
remains an open question.

In this work we use elastic and inelastic neutron scattering
to measure the magnetic structure and excitations of various
doping concentrations within the U(Ru1−xFex)2Si2 series, in
an attempt to determine the nature of the hidden order-to-
antiferromagnetic crossover, as well as whether the doped
compounds contain inelastic signatures of the hidden order
state and/or signatures of a conventional antiferromagnetic
state (spin waves). Recently, neutron diffraction measurements
have been carried out on a number of dopings in this series [18],
which found that the magnetic moment grows continuously
from x = 0 to x = 0.05 and that at dopings above 5% the
magnetic moment remains relatively constant at 0.8 μB . This
leads the authors to suggest that 5% doping marks the hidden
order-to-antiferromagnetic phase transition, analogous to the
transition at 0.8 GPa in the parent compound under pressure
[18]. This suggests that in order to study the nature of the
excitations through the transition, it is important to measure
dopings both above and below x = 0.05.

II. EXPERIMENT

Single crystals of U(Ru1−xFex)2Si2 with x = 0.01, 0.025,
0.05, 0.10, and 0.15 were grown at McMaster University.
Stoichiometric amounts of unpurified depleted uranium, Ru
(99.95%), Fe (99.99%), and Si (99.9999%) were arc-melted
on a water-cooled copper hearth in a mono-arc furnace
under an inert Ar atmosphere. The largest impurity in the
uranium precursor is elemental Fe at a level of ≈50ppm,
which is small (<0.01%) when compared to the nominal
doping concentrations. The resulting polycrystalline boule was
then used to grow the single crystals using the Czochralski
method. This was performed in a tri-arc furnace using a
water-cooled copper hearth under a continuously gettered Ar
atmosphere at 900 ◦C. After the growths, the single-crystalline
nature and sample alignments were confirmed with Laue x-ray
diffraction.

These samples were studied using elastic and inelastic
neutron scattering at the High-Flux Isotope Reactor (HFIR)
and the Spallation Neutron Source (SNS) of Oak Ridge
National Laboratory (ORNL). The diffraction measurements
were performed on all of the samples using the HB-1A
spectrometer at HFIR, while inelastic measurements were
done on the HB-1 (for x = 0.01 and 0.05) and HB-3 (for
x = 0.025, 0.10, and 0.15) triple-axis instruments at HFIR,
as well as the SEQUOIA time-of-flight spectrometer at the
SNS (for x = 0.05 and 0.15). For comparison, data on the
parent compound have been included where appropriate; this
data were measured on the Multi-Axis Crystal Spectrometer
(MACS) at the NIST Center for Neutron Research and

was published previously [19]. The neutron measurements
described in this work were performed using one single crystal
of each doping: the x = 0.01 sample had a mass of 5.65(2) g
and a mosaic of 4.5◦, the x = 0.025 sample had a mass of
1.99(1) g and a mosaic of 1.3◦, the x = 0.05 sample had a
mass of 2.98(1) g and a mosaic of 10◦, the x = 0.10 sample
had a mass of 1.85(1) g and a mosaic of 3.0◦, and the x = 0.15
sample had a mass of 1.74(1) g and a mosaic of 4.0◦. All of
these samples were aligned in the [H 0 L] scattering plane for
each of the neutron scattering experiments.

The HB-1A measurements were performed in a closed-
cycle refrigerator with a base temperature of 4.0 K using a fixed
incident energy of 14.7 meV. A PG (002) monochromator and
analyzer crystals were used with PG filters, and the collimation
was 40′–40′-40′–80′. The HB-1 and HB-3 measurements
were performed in closed-cycle refrigerators with a base
temperature of 4.0 K using a fixed final energy of 14.7 meV.
A PG (002) monochromator and analyzer crystals were used
with PG filters, and the collimation was 48′–40′–40′–120′.
The SEQUOIA measurements were also performed in a
closed-cycle refrigerator with a base temperature of 5 K, using
a fixed incident energy of 30 meV. The crystals were rotated
in the [H 0 L] plane in 1◦ steps over a 190◦ range.

III. MAGNETIC STRUCTURE DETERMINATION

The neutron diffraction involved measurements of all of
the Bragg peaks for which | �Q| < 4.7 Å

−1
, at 4 and 30 K, as

well as the temperature dependence of the (1 0 0) and (0 0 1)
magnetic Bragg peaks. While the (0 0 1) peaks was found to
have a weak magnetic signal, the c-axis magnetic contribution
was found to be consistent with what would be expected
due to multiple scattering for Ei = 14.7 meV, suggesting that
the magnetic moments point along the ĉ direction. Multiple
scattering was also encountered in the parent material, where
the same magnetic structure was refined for the small, intrinsic
moments [20].

Figure 1 shows the (1 0 0) magnetic Bragg peak at 4 K in
the various Fe-doped samples [Fig. 1(a)] and their temperature
dependence [Fig. 1(b)]. This is a disallowed nuclear peak so
there is no scattering from the sample above T0, as seen in the
temperature dependence. We observe the onset of magnetic
scattering, and the transition appears to be second order in
nature. The temperature dependence of the lowest two dopings,
1% and 2.5%, do not show the same temperature dependence.
Previous work using μSR has shown that at these dopings,
there is considerable phase separation between magnetic and
nonmagnetic regions, likely as a result of the random dopant
distribution in these samples [21]. This is a likely origin of
the observed temperature dependence of the magnetic Bragg
peak. However, the peaks are resolution limited at all dopings,
suggesting that the magnetic order is sufficiently long ranged.
Using the seven structural and nine magnetic peaks collected
on each sample, the magnetic structure and moment can be
determined. In agreement with the parent material at ambient
pressure and in the pressure-induced antiferromagnetic state,
this magnetic structure has magnetic moments aligned along
the c axis, with the body-centered moment antiparallel to the
moments in the neighboring ab planes [20].
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FIG. 1. (a) Radial scans through the (1 0 0) magnetic Bragg
peaks at T = 4 K in the various samples of U(Ru1−xFex)2Si2. All of
the peaks appear resolution limited, indicating long-range magnetic
order. This is a disallowed nuclear peak, and so there is no scattering
from the sample above T0. (b) The temperature dependence of the
(1 0 0) magnetic Bragg peak intensity in the various samples. This
shows the second-order transition from the paramagnetic state to the
antiferromagnetic state at TN . The lack of saturation of the moment
in the 1% (yellow) and 2.5% (black) samples may be dues to phase
separation (see text). In both plots, the error bars lie within the
symbols.

The magnetic moment as a function of doping at T =
4 K was extracted from the integrated intensity of the (1 0
0) magnetic peak normalized by the integrated intensity of the
(1 0 1) structural peak, with the proper Lorentz factors taken
into account for both Bragg peaks. The (1 0 1) structural peak
was chosen for the normalization to minimize the difference
in instrumental Q resolution at the two peak positions, since
resolution effects were not incorporated in these calculations.
This approach is in contrast to the method employed by
Das et al. [18], who chose the higher order Bragg peak
(6 0 0) for the normalization to avoid extinction effects. Neither
normalization method accounts for the effect of multiple
scattering, which has been noted as significant in URu2Si2, but
that is difficult to calculate directly [11,20]. This may produce
differences in the size of the magnetic moments determined.

TABLE I. The transition temperatures and extracted moment
sizes in the various dopings of U(Ru2−xFex)2Si2 measured in this
work. The value of TN is the transition temperature seen in the
measurement of the (1 0 0) Bragg peak [Fig. 1(b)]. Also listed are
the values of T0 and TN as determined from the same crystals that
were used in the current studies. These values were obtained from
susceptibility and μSR measurements as reported in Ref. [21].

Doping (%) TN (K) Moment (μB ) T0 (K) [21] TN (K) [21]

1.0% 15.0(5) 0.048(5) 17.5 16.0
2.5% 15.0(5) 0.51(1)
5.0% 20.0(5) 0.59(1) 21.0 21.0
10.0% 21.0(5) 0.59(2) 21.5 21.0
15.0% 22.5(5) 0.66(2) 25.5 25.0

The moments that were extracted from the neutron diffrac-
tion measurements are shown in Table I, along with the
values of TN and T0 from μSR in a previous work [21]. The
values of TN from the measurement of the (1 0 0) magnetic
Bragg peak are lower than those found by μSR, likely due
to the local probe nature of the μSR measurements. The
size of the moments agree well with the values determined
from the internal field measurements based on the muon
precession frequency, suggesting they are sensitive to the same
magnetic ordering. The size of the moment in the Fe-doped
samples is comparable to what is seen in the pressure-induced
antiferromagnetic state of the parent compound [22], except
for the lowest doping (1%). In the lowest-doped sample, the
size of the internal field determined by μSR would suggest
a moment size of ∼0.45 μB , however this was associated
with a reduced volume fraction of ∼0.6 at T = 5 K [21]. The
decreased moment seen by the neutron measurements is likely
due to the phase separation between antiferromagnetism and
the hidden order phase observed by the μSR measurements.
This would indicate that the transition from hidden order
to antiferromagnetism occurs at a doping between 1% and
2.5%, lower than that suggested by Das et al. [18]. While we
speculate that the difference in the moments may result from
a different normalization method, the difference in the doping
dependence may also be a result of differences in nominal and
actual doping concentrations.

IV. INELASTIC MEASUREMENTS

Figure 2 shows the inelastic time-of-flight measurements
of the 5% sample at 30 K [Fig. 2(a)] and at 5 K [Fig. 2(b)],
as well as the 15% sample at 5 K [Fig. 2(c)]. Figure 2(a)
shows measurements in the paramagnetic state. The inelastic
spectrum seen here in the 5%-doped sample is identical
to what is seen in the parent material above T0: gapless
excitations emanating from �Qinc = (0.6 0 0), and no excitation
at �Qcom = (1 0 0). Figure 2(d) illustrates what happens in
the hidden order state of the parent material (this data are
adapted from Ref. [19]). The excitation at �Qinc becomes
gapped, resulting in the entropy change seen by specific heat.
Additionally, gapped excitations also appear at �Qcom, albeit
with a smaller gap and less intensity. Figure 2(b) shows the
excitation spectrum below the transition in the 5.0% Fe-doped
sample. Relative to the parent material, we see that the
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FIG. 2. Time-of-flight neutron measurements of various U(Ru1−xFex)2Si2 samples. (a) x = 0.05, measured at 30 K in the paramagnetic
phase. As is seen in the paramagnetic state of the parent (x = 0) compound, there are gapless excitations at the incommensurate wave vector
�Qinc = (1.4 0 0). (b) Below T0, these excitations become gapped and their spectral weight increases. (c) At higher Fe dopings (x = 0.15 is

shown here), the gap can be seen to increase and broaden in h̄ω and �Q. (d) Data from the parent compound (taken from Ref. [19]) below T0 show
similar excitations at �Qinc, however the excitations in the parent material are more well defined. Additionally, the commensurate excitations at
�Qcom = (1 0 0), which are clearly present in the parent material, are not as obvious in the Fe-doped samples. Cuts through �Qcom show these

excitations to be substantially weakened, and appear at higher energy than in the parent. Inset: The phase diagram of U(Ru1−xFex)2Si2 showing
the locations of the measurements for (a) to (d). (a) x = 0.05, T = 30 K; (b) 0.05, T = 5 K; (c) x = 0.15, T = 5 K; (d) x = 0.0, T = 0.5 K.

incommensurate excitation is qualitatively unchanged. The
gap appears to be larger, but with little change in the spin
wave velocity, similar to what is observed under hydrostatic
pressure [19]. The commensurate excitation, however, shows
a large change when compared to the pure material in the
hidden order state. It is significantly weaker relative to the
incommensurate excitation. Furthermore, the scattering that is
present at the commensurate point in the 5% doping is only
present at much higher energies.

Moving to higher Fe doping [15.0% in Fig. 2(c)], the
weakening of these excitations seems to continue at both the
commensurate and incommensurate points. Additionally, we
observe that the gap at �Qinc is larger than at x = 0.05 or
in the parent. This type of trend has been observed under
pressure, where an increase in the transition temperature

seems to correlate with an increase in the incommensurate
gap, though the magnitude of the gap change in this system
is much larger than what has been observed under pressure
for the same change in the transition temperature [19,23].
The excitations also appear broadened, both in |Q| and
h̄ω. This would suggest that Fe doping distorts the Fermi
surface, weakening the nesting that gives rise to the excitations
[13]. Furthermore, no additional excitations appear with Fe
doping, including any conventional spin waves centered on the
(1 0 0) magnetic Bragg peak. To more carefully investigate
the changes in the excitations, inelastic triple axis neutron
scattering measurements were performed at both �Qcom and
�Qinc, above and below T0.

The inelastic triple-axis measurements at �Qcom = (1 0 0)
are shown in Fig. 3, at 30 K, above the transition (open circles),

50

100

150
0 5 10 15 20

Energy (meV) Energy (meV) Energy (meV)

C
ou

nt
s 

pe
r M

O
N

=1
E

6
C

ou
nt

s 
pe

r M
O

N
=1

E
6

C
ou

nt
s 

pe
r M

O
N

=1
E

6
C

ou
nt

s 
pe

r M
O

N
=1

E
6

5 10 15 20 5 10 15 20

50

100

150

200

0 5 10 15 20
0

50

100

150

Energy (meV)
5 10 15 20

Energy (meV)
5 10 15 20

0

50

100

150

Energy (meV)

(1 0 0)
30 K

4 K
Fit

(f)
15%

(e)
10%

(d)
5%

(a)
0%

(b)
1%

(c)
2.5%

FIG. 3. Commensurate excitation as a function of doping at T = 4 K (filled circles) and T = 30 K (open circles). The solid line is a fit to
the low temperature data as described in the text. The data for the parent compound are adapted from Ref. [19].
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and at 4 K, below the transition (filled circles) for each of the
measured dopings. The data for the 1% [Fig. 3(a)] and 5%
[Fig. 3(d)] samples were taken on the HB-1 spectrometer,
which had a lower background than the same measurements
on the HB-3 spectrometer for the other Fe-doped samples.
However, all samples clearly show the opening of the gap in the
excitation spectrum below the transition. The same excitation
in the parent compound is shown in Fig. 3(a) for comparison
(data adapted from Ref. [19]). The solid line is a fit to the data,
following the analysis of Refs. [3,19], given by

Ĩ (Q,ω) = I

[
h̄γ /π

[h̄ω − ε(Q)]2 + (h̄γ )2
− h̄γ /π

[h̄ω + ε(Q)]2 + (h̄γ )2

]
,

(1)

where I is an overall scale factor for the intensity and h̄γ is
the half width at half maximum (HWHM) for the Lorentzian
functions. With an energy gap �, the dispersion relation reads

ε(Q) =
√

�2 + h̄2(δQ2
⊥v2

⊥ + δQ2
‖v

2
‖), (2)

where δQ⊥,‖ = |(Q − Q0)⊥,‖| is the projection of the differ-
ence of the wave vector transfer Q from the critical wave
vector Q0 perpendicular and parallel, respectively, to the
ĉ direction. The velocities used were those of the parent
compounds, where vH = vK = v⊥ = 23.7(5) meV Å and
vL = v‖ = 32.5(7) meV Å [19]. Equation (1) was multiplied
by a Bose factor and convoluted with the 4D experimental
resolution function using RESLIB [24]. This underestimates the
elastic peak at (1 0 0) in Fig. 3 due to the elastic magnetic Bragg
peak at this �Q, but more reliably reproduces the quasielastic
signal at the incommensurate (1.4 0 0) in Fig. 4. Since
these measurements were most concerned with extracting the
parameters of the inelastic excitation, no additional terms were

TABLE II. Results of fitting the data in Figs. 3 and 4 to Eq. (1),
as described in the text. Data for the parent compound (x = 0.0) are
taken from Ref. [19].

Doping Wave vector I (arb. units) � (meV) γ (meV)

0.0% [19] (1 0 0) – 2.3(4) 0.9(1)
1.0% (1 0 0) 1.55(3.77) 2.3(1) 1.2(2)
2.5% (1 0 0) 6.99(2.13) 6.7(1) 8.0(6)
5.0% (1 0 0) 10.28(3.08) 6.8(1) 7.7(6)
10.0% (1 0 0) 7.01(1.95) 6.6(1) 6.9(5)
15.0% (1 0 0) 6.04(1.34) 7.5(1) 6.7(6)

0.0% [19] (1.4 0 0) – 4.2(2) 0.7(1)
1.0% (1.4 0 0) 5.12(3.08) 4.18(4) 0.48(9)
2.5% (1.4 0 0) 5.26(2.26) 3.5(1) 2.7(3)
5.0% (1.4 0 0) 2.48(78) 5.21(6) 3.4(3)
10.0% (1.4 0 0) 0.59(26) 5.9(1) 6.1(7)
15.0% (1.4 0 0) 0.25(25) 7.1(3) 6.4(1.6)

included to model the elastic peak. The values obtained from
these fits are given in Table II below.

We see that in the 1% doping, the commensurate excitation
is nearly unchanged from the parent material; the gap and
width are unchanged within error. However, we notice a
dramatic change in the 2.5% doped sample, where the
excitation is substantially broadened in energy and is peaked at
much higher energies. The excitation is essentially unchanged
with further increases in doping, with the gap energy and the
width much larger than in the parent compound. This trend
is shown in Fig. 5 where we can see the very abrupt changes
in the gap [Fig. 5(a)] and the FWHM [Fig. 5(c)], which are
relatively constant above 1% doping. It is also notable that
the commensurate excitation is qualitatively unchanged across
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FIG. 4. Incommensurate excitation as a function of doping at T = 4 K (filled circles) and T = 30 K (open circles). The solid line is a fit to
the low temperature data as described in the text. The data for the parent compound are adapted from Ref. [19].
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FIG. 5. (a) The gap at �Qcom (filled circles) and �Qinc (open circles) as a function of Fe doping measured at T = 4 K. The values of the
gap at 1% doping are nearly unchanged from the parent compound. Above 1% doping, the gap at the commensurate wave vector increases
dramatically, while the incommensurate gap increases continuously with Fe doping. (b) The value of the gap at �Qcom (red circles), �Qinc (blue
circles), and the gap measured by transport (black triangles) as a function pressure. Figure reproduced with permission from Ref. [23], copyright
American Physical Society. (c) The full width at half maximum (FWHM) of the excitations as a function of doping at T = 4 K. Similarly to
the behavior of the gaps, the width of the excitations is nearly unchanged at 1% doping. Above 1%, the width of the commensurate excitation
is greatly increased, while the incommensurate excitation gradually broadens with increasing Fe doping.

the phase transition, despite the emergence of the magnetic
Bragg peaks at (1 0 0). In agreement with the time-of-flight
measurements, no other excitations are present in any of the
samples.

Figure 4 shows the excitation that is present below T0

at �Qinc = (1.4 0 0) as a function of doping. This excitation
was fit in the same manner as the commensurate excitation,
shown by the solid lines in Fig. 4. The values obtained from
this fitting are given in Table II. As with the commensurate
excitation, the incommensurate excitation shows very little
change at 1% doping relative to the parent compound.
However, above 1% doping, rather than a discontinuous
change, the incommensurate excitation exhibits a continuous
broadening and upward shift in energy. As with the doping
dependence of the magnetic moment, the incommensurate
excitation shows a discontinuous change from the hidden order
to antiferromagnetic phases, as well as a continued evolution
over the entire range of Fe doping. This is apparent from
looking at Figs. 5(a) and 5(c), where the gap and FWHM,
respectively, show an increase over the full range of dopings
measured. The excitation appears to weaken continuously with
increasing Fe doping, but is present in all dopings measured
with no additional excitations present.

Comparing these results to the gap measured by inelastic
neutron scattering under pressure [shown in Fig. 5(b)], we see
that there is a similarity when considering the incommensurate
excitation (blue circles). The application of pressure also
increases the gap, though it is assumed that under pressure the
gap jumps discontinuously at P0 = 0.5 GPa and is constant
above. However, there may not be enough data points to be
certain [19,23,25].

Lastly, to more directly probe the relationship between the
hidden order and the antiferromagnetic order, we measured the
order parameters for both types of ordering simultaneously in
the 1% Fe-doped sample, shown in Fig. 6. The black squares
denote the peak intensity of the (1 0 0) elastic magnetic Bragg
peak, while the blue circles are the scattering intensity at

(1.4 0 0) and an energy transfer of 2 meV. This shows the
strength of the scattering at a point within the incommensurate
gap, a measurement that was shown to determine the opening
of the gap at T0 in the parent compound [26]. In agreement with
the quantitative similarities of the excitations in the 1% sample
and the parent compound, as well as the bulk thermodynamic
data [15,21], we see the opening of the incommensurate
gap at T0 = 17.5 K. However, in agreement with the μSR
measurements [21], the onset of the antiferromagnetic order
occurs at a slightly lower temperature, TN = 15 K. Despite the
apparent variation in the transition temperatures, specific heat
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15 K, coincident with the transition in the μSR measurements, while
the opening of the gap at �Qinc (blue circles) onsets at 17.5 K, the
same as for the parent compound and where the transition is seen by
susceptibility [21].
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FIG. 7. (a) The (1 0 0) magnetic Bragg peak shown at 4, 14, and
16 K, subtracting the same data at 30 K. Here we see the disappearance
of the magnetic Bragg peak at a temperature below the hidden order
transition at T0 = 17.5 K. (b) Energy scan at (1.4 0 0) at the same
temperatures as in (a), showing the temperature evolution of the gap.
The gap is present at all temperatures, though the weak signal and
small gap (within the experimental resolution) at 16 K make this less
clear than the measurement shown in Fig. 6.

measurements see no entropy change between the hidden order
and antiferromagnetic phases, emphasizing that the Fermi
surface reconstruction happens at the upper transition [15].
Recent magnetization and thermal expansion measurements
also see evidence for the possibility of two transitions, though
they suggest that this is also present at higher dopings
(∼5%) [27]. This may be due to variations in doping
concentrations or a difference in sensitivity of the measurement
techniques.

To verify the presence of two transitions, constant �Q
measurements were performed at 4, 14, 16, 18, and 30 K to
measure both the (1 0 0) magnetic Bragg peak and the opening
of the gap at (1.4 0 0), shown in Fig. 7. It can be seen that the
14 K data show a gap in the (1.4 0 0) excitation spectrum, and
there is appreciable scattering at the (1 0 0) magnetic Bragg
peak. At 16 K, the magnetic Bragg peak is absent, within
error, while the gap in the (1.4 0 0) constant- �Q measurement
had been reduced, it is still present. Both measurements at
18 K are identical within error to the 30 K data. This is
consistent with the separation in temperature of the hidden
order and magnetic transitions.

V. DISCUSSION AND CONCLUSIONS

We have presented a comprehensive set of elastic and
inelastic neutron scattering measurements on a range of
Fe-doped samples of U(Ru1−xFex)2Si2 with 0.01 � x � 0.15.
We have found that the onset of the antiferromagnetic phase
occurs at very low doping, with the 2.5% doped sample
showing an ordered moment of 0.51 μB . However, the 1%
sample seems to show excitations that are nearly identical to
the parent compound, but onsetting at a higher temperature
than the antiferromagnetic moment. Combined with previous
susceptibility and μSR measurements on these samples [21],
there is strong evidence of different transition temperatures
for the antiferromagnetic and hidden orders, in agreement
with other techniques on different Fe-doped samples [27].
Resistivity and specific heat measurements do not see any
signatures of an abrupt phase transition between the hidden
order and antiferromagnetic state [15,27]. This is consistent
with no observed change in �Q for the incommensurate excita-
tion, which remains at the � point of the hidden order phase,
suggesting no change in the BZ between the antiferromagnetic
and hidden order phases. Additionally, the μSR measurements
see evidence for phase separation at low dopings, likely a result
of the statistically random distribution of Fe dopants [21].
These dopings are also where the (1 0 0) magnetic Bragg peak
does not show a rapid onset, seen in Fig. 1(b), which would be
expected in samples with low doping concentrations.

All of the dopings that were measured show evidence for
long-ranged magnetic order, with the moment size increasing
as a function of doping. This suggests that even far from the
parent compound, there is still an evolution away from hidden
order. This increase in the magnetic moment is accompanied
by a continuous increase in TN , which peaks above the
dopings studied at ∼40% doping, before being suppressed to
a paramagnetic state above ∼70% doping. Synthesis of large
single crystals becomes difficult above 15% Fe doping [15],
but μSR measurements up to 50% Fe doping show that the
magnetic moment decreases above 15% Fe substitution [21].

The inelastic time-of-flight and triple-axis measurements
show that both sets of excitations observed in the parent
compound are present at all dopings measured. However,
while the excitations are qualitatively unchanged, there are
dramatic changes in the quantitative properties above 1%
doping, most noticeably in the reduction of the intensity of the
commensurate excitation. The increase in the gap and energy
broadening of the excitations at both the commensurate and
incommensurate point occurs noticeably in the 2.5% doped
sample. Both the magnitude of the gap (�) and the width (γ )
evolve continuously with doping, which is most apparent at
the incommensurate point. As observed with measurements
of the parent compound under pressure, the increase in the
gap at �Qinc coincides with an increase in T0. This also follows
the monotonic increase in the magnetic moment with doping,
suggesting that the critical doping is between 1% and 2.5%,
but that the magnetic moment and the excitations change
continuously at higher dopings.

The pressure results have been somewhat unclear about the
existence and properties of the commensurate excitation, with
work performed at 0.62 GPa reporting its absence [23,25,28],
while other work seeing a gap of <1meV at 0.72 GPa
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[29] and a gap of 1.8 meV at 1.02 GPa [19]. This has
been interpreted as mode softening at the critical pressure
PC = 0.6 GPa, which may explain the changing value of the
gaps as seen in the present case of Fe doping. However, the
much larger gap and width in the Fe-doped samples clearly
demonstrate that the behavior of the commensurate excitation
under Fe doping is not the same as under applied pressure,
which may suggest that the effect of Fe doping on the Z

point Fermi surface pocket is not strictly analogous to the
changes that occur under hydrostatic pressure. Furthermore,
the change in the excitations point to evolutions in the Fermi
surface with increasing Fe doping; this serves to increase the
gap, suggesting that the Fermi surface pockets at the �, Z,
and/or 	 points distort slightly to change the optimal energy
for the nesting. This must occur without any Fermi surface
reconstruction, as there is no entropy change across the HO-AF
transition [15], nor do we see any change in the location of
the incommensurate excitation (�), suggesting that the Fermi
surface is not distorted in the antiferromagnetic state. Drawing
the analogy to the antiferromagnetic state induced by applied
pressure, that transition similarly shows no Fermi surface
reconstruction by quantum oscillation measurements [30].
We can make further comparison to the pressure-induced AF
state by looking at the excitations seen by neutron scattering.
Under pressure, the gap at the incommensurate point similarly
shows a slight increase, while the intensity of the excitations
also increases [19]. The intensity of the excitations does not
increase with Fe doping, but this may be a result of impurities
distorting the Fermi surface, serving to weaken the nesting that
is undistorted in the case of applied pressure. This can also be
seen by comparing the width of the excitations, which are
unchanged under pressure [19], but dramatically broadened in
the case of Fe doping.

This study serves to illustrate that URu2Si2 is ideally
placed on the precipice of magnetic states: antiferromagnetism
under pressure or Fe doping, and even ferromagnetism under
Re doping [31]. In all cases, we see that the excitation
spectrum changes quantitatively, but not qualitatively, and is
not destroyed by the emergence of the magnetically ordered
state [19,32]. Thus this work demonstrates that in the Fe-doped
compounds studied here, as with other perturbations, the
hidden order state is not incompatible with magnetic order
but rather that the electronic correlations are intimately related
to magnetism.
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3.3 Comparison of iron doping results with recent literature

Since we started our work on iron doped URu2Si2, there have been a number of additional papers

published on this subject [166–172]. Synthesizing these works with our own, we can reach some

broad consensus about the properties of the magnetic states that appear for URu2−xFexSi2.

First, most other reports of Fe doping put the critical doping where antiferromagnetism

appears at a higher level than what we observed in Sections 3.1 and 3.2. In particular, the work

of Das et al. indicates a critical doping of 5 %, and that of Ran et al. suggests 3 %, both of

which are higher than our suggested critical doping of between 1 and 2.5 %. Measurements

of URu2−xFexSi2 under pressure also suggest that iron doping behaves the same as pressure,

suggesting a critical doping of 7.5 % Fe [168]. These other works have all been performed on

crystals grown by the group of Brian Maple at the University of California San Diego, which

suggests some difference between our sample preparation methods compared to his group. One

possibility is that our iron doping levels are slightly higher than expected. Iron is a common

impurity in uranium, and as we performed the crystal growths using unpurified depleted uranium,

it is possible that some additional level of iron was introduced with the uranium. This would

increase our actual doping levels and make our critical doping level coincide better with the

measurements from the other groups.

Outside of the preparation of these papers, we did energy-dispersive spectroscopy measure-

ments on some of our iron doped samples that can, in principle, determine the doping level of the

samples. These were performed at the Canadian Centre for Electron Microscopy in McMaster

University using the JEOL 2010 transmission electron microscope. The results for the iron doped

samples are detailed in Table 3.1. This data suggests that our lowest doped sample in particular

had a higher than nominal iron concentration, which would make our results more consistent

with those of the other groups. However, the uncertainty, x = 0.07 ± 0.03, is over 40% of the

value, which makes it difficult to gain meaningful insight from these measurements.

Nominal doping x Measured doping xm Uncertainty

0.02 0.07 0.03
0.1 0.14 0.04
0.2 0.14 0.05
0.3 0.27 0.05

Table 3.1: Doping levels for samples of the URu2−xFexSi2 crystals measured by energy-dispersive
spectroscopy.

Setting aside the exact doping level of the transition from hidden order, we can compare the
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other facets of our results to the other groups.

Elastic neutron scattering measurements by Das et al. suggest that the magnetic moment

is over 0.8 µB / U for URu1.9Fe0.1Si2, and slightly decreases with increasing doping. This is

in substantial disagreement with our results from Section 3.2 that show both a much smaller

moment of about 0.55 µB / U, and an increase with doping. The results of Das et al furthermore

seem unlikely in light of our µSR results from Section 3.1, as a moment of 0.8 µB / U should

give an internal field much larger than observed, and our µSR results also show an increase

in the internal field with doping. The most likely explanation for these discrepancies is that a

different normalization method used by Das et al. to calculate the moment resulted in somewhat

erroneous results.

We can also contrast our inelastic neutron scattering measurements with those recently

published by Butch et al. [170]. These measurements are quite consistent with our own, showing

that at higher doping levels the commensurate excitation at (1 0 0) becomes weakened with a

much larger gap, while the incommensurate excitations remain strong. While they do not use

their data to determine the gap as a function of doping, their data does show an increasing

gap for the incommensurate excitation, and they suggest that the gap is around 7 meV in the

antiferromagnetic state, which matches our data for the 15 % doped sample. Measurements of the

overall energy gap by optical conductivity [166], specific heat [167], and thermal conductivity [171]

also show a sharp increase upon entering the antiferromagnetic state, as would be expected from

our neutron scattering results.

Turning to the question of whether some samples can show both hidden order and antiferro-

magnetism at different temperatures, the phase diagram produced by Ran et al. suggests that

this can be the case for samples between doping levels of about x = 0.06 and x = 0.11 [171].

Interestingly, if we consider the doping level of our nominal x = 0.02 sample suggested by the

energy-dispersive spectroscopy measurements in Table 3.1 of x = 0.07, this falls directly in the

range where Ran et al. would expect the coexistence of hidden order and antiferromagnetism.

This is perhaps additional evidence that the true doping levels of our samples were somewhat

different from the nominal dopings.

3.4 µSR studies of Ge-doped URu2Si2

Doping germanium onto the silicon site of URu2Si2 causes a reduction in the lattice volume

of about 0.24% /per 5% doping [173]. Using the bulk modulus, κ = 5.2 × 10−3 GPa−1, of

pure URu2Si2, this is equivalent to a negative chemical pressure of about -0.47 GPa per 5%
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doping [173], which is somewhat larger than that that produced by the osmium doping discussed

in Section 3.1. As this doping does not change the ruthenium site at all, it is a way to distinguish

whether it is the negative chemical pressure in URu2−xOsxSi2 that causes the hidden order to

change into antiferromagnetism, or if it is some other effect of changing the ruthenium site as

hypothesized above. While germanium doped URu2Si2 has been studied before [87,173], these

measurements were on polycrystalline samples and did not study the local magnetism of the

samples. It is therefore of interest to extend this work by performing µSR on crystals of this

doping in order to determine whether the magnetic state at low temperature remains in the

hidden order state, becomes antiferromagnetic, or shows some other behaviour.

We grew crystals of URu2Si2−xGex using the tri-arc Czochralski method for doping levels

between x = 0.1 and x = 0.5. The end member URu2Ge2 does not exist, and previous work

established that germanium concentrations above 40% do not form the I4/mmm structure [87],

therefore we did not attempt crystal growths up to higher doping. For each of these growths we

started with stoichiometric ratios of the 4 elements (uranium, ruthenium, silicon, germanium) in

atomic form, melted them together in our mono-arc furnace to form a boule of 3 - 6.5 grams,

and then grew crystals out of the boule in the tri-arc.

For the x = 0.1 and x = 0.2 doping levels, the crystal growths proceeded very smoothly,

facets appeared on the edges of the crystals, and they cleaved easily into flat plates to use for

further measurements. The x = 0.35 experiment did not show facets during the growth, but also

resulted in a good quality single crystal which cleaved easily. However, during the x = 0.4 and x

= 0.5 growths, solid was observed floating on top of the molten material until the power was

raised significantly above that needed to melt the bulk. This is indicative of a material with

a different melting point co-existing with the bulk I4/mmm URu2Si2−xGex phase; i.e., phase

separation as was expected when approaching higher doping levels. This was also obvious when

the crystals were removed from the tri-arc furnace, as, while they did cleave, the cleavage planes

were mottled by small regions of other material.

After the growths, we performed SQUID magnetometry measurements on samples of each of

the crystals. The samples used for these measurements were aligned with the c-axis (perpendicular

to the cleavage plane) parallel to the applied magnetic field. Measurements were taken in the

zero field cooled mode under an applied magnetic field of 1000 Oe. Previous measurements

on URu2Si2 have shown no difference between field cooled and zero field cooled measurements,

therefore we did not perform both. The results of these measurements are shown in Fig. 3.1 for

doping levels up to x = 0.35.
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Figure 3.1: Magnetization (a) and derivitive of magnetization with respect to temperature
dM/dT (b) for URu2Si2−xGex with doping levels of x = 0 (green), x = 0.1 (black), x = 0.2 (blue)
and x = 0.35 (red). All measurements were performed on warming, after cooling in zero applied
magnetic field and applying a field of 1000 Oe at 2 K. Temperature values with arrows on (b)
show the transition temperatures inferred based on the dM/dT data.

These measurements show minimal change in the character of the transition, with it still

appearing as a kink in the magnetization in all four samples. As the doping level increases, the

overall magnitude of the magnetization drops, and the transition temperature, shown by the

arrows in Fig. 3.1 (b), shifts to lower temperatures. The decrease in transition temperature

seen in these measurements is consistent with that measured by Dhar et al. on polycrystalline

samples, suggesting that these crystals have the expected doping levels [173]. Furthermore,

the low temperature upturn of the magnetization increases as the doping level increases. This

sort of upturn suggests some amount of paramagnetic impurity in the samples that is larger in

more heavily doped samples, suggesting that some phase separation occurs at all dopings levels.

Powder X-ray diffraction measurements would be useful to determine what this impurity phase

is, but these were not performed due to the safety hazards of working with powdered radioactive

materials.

Magnetometry measurements on the x = 0.4 and x = 0.5 samples under the same conditions

as stated above are shown in Fig. 3.2 along with the data from the x = 0 sample. These higher

doped samples show significantly different behaviour. There is still a broad high temperature

maximum in the magnetization and some feature near 15 K, but the signal is dominated by a

paramagnetic upturn at low temperatures. This suggests that for these doping levels there is a

substantial paramagnetic impurity phase, as was expected based on the behaviour of the crystal
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growth. The dM/dT data still shows a peak for both of these samples that can be used to infer

the transition temperature, although picking out the exact value will be somewhat complicated

by the background signal caused by the paramagnetic impurities. Nevertheless, the transition

temperature for these two samples appears to be quite similar to that of the x = 0.35 sample.

This suggests that the behaviour at higher doping is due to hitting a solubility limit of Ge in

URu2Si2 and that the excess germanium added for samples above x = 0.35 is not going into the

crystal, but rather forming an additional impurity phase that gives the paramagnetic background.

This observation of the transition temperature ceasing to change and the apparent large impurity

phase means that these heavily doped samples are not of interest for µSR measurements.

Figure 3.2: Magnetization (a) and dM/dT (b) for URu2Si2−xGex with doping levels of x = 0
(green), x = 0.4 (purple), and x = 0.5 (gray). All measurements were performed on warming,
after cooling in zero applied magnetic field and applying a field of 1000 Oe at 2 K.

We therefore performed µSR measurements only on the x = 0.1, 0.2, and 0.35 doped samples.

These measurements were performed at the TRIUMF laboratory using the LAMPF spectrometer

and a helium flow cryostat. This instrument gives access to temperatures between 2 and

300 K, fields up to 4000 Oe, and a timing resolution of 0.4 µs. Zero field measurements allow

determination of the magnetic state of the system. The typical antiferromagnetic state of URu2Si2

has internal fields aligned parallel to the c-axis, and therefore would show oscillations in the

µSR asymmetry for muon spins incident perpendicular to the c-axis. We therefore aligned the

crystals with the c-axis parallel to the incoming beam, and initially performed zero field µSR

measurements in the spin rotated mode: muon spins incident perpendicular to the c-axis. Results

from these measurements at 2 K are shown in 3.3 (a) along with a measurement of pure URu2Si2

taken by Dr. Graeme Luke’s group in the past.
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Figure 3.3: (a) Muon asymmetry spectra of URu2Si2−xGex crystals measured at 2 K in zero
applied field with the muon spins initially perpendicular to the c-axis. Data for x = 0.1 (black),
0.2 (blue), and 0.35 (red) were measured in this work and the x = 0 sample was measured by
past members of Graeme Luke’s group. (b) Muon asymmetry spectra measured with muon spins
initially parallel to the c-axis. Solid lines in these figures show fits to Eq. 3.1.

This data does not show long lived oscillations that would be evidence of long-range magnetic

order. Instead, the data can be described by the exponential Kubo-Toyabe function given by the

equation,

A = AT

(
1

3
+

2

3
(1− λt)e−λt)

)
, (3.1)

where AT is the maximum asymmetry and λ is the relaxation rate. This function is

characteristic of a system of dilute randomly oriented magnetic moments [174]. The data

from the pure URu2Si2 sample can also be described by Eq. 3.1, but with a significantly lower

relaxation rate. This suggests that the germanium doped samples are in the same magnetic state

as the pure URu2Si2. As a further check that there is no long range magnetic order in these

samples, we also performed some ZF µSR measurements with the muon spins aligned parallel

to the c-axis and show the data collected at 2 K in Fig. 3.3 (b). These measurements would

be sensitive to internal fields that lie perpendicular to the c-axis in the a-a plane and would

therefore be substantially different if the observed asymmetry spectra arose from static magnetic

order. Instead, we see that, apart from a change in the maximum asymmetry that comes from

the different detectors used, the asymmetry spectra are almost identical and can again be fit

by Eq. 3.1. This is exactly the expected behaviour for a system of randomly oriented magnetic

moments where the µSR measurements should not change with changing incident muon spin
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direction or crystal orientation.

The relaxation rate as a function of temperature for the germanium doped samples is

shown in Fig. 3.4. The relaxation rate falls off to zero at a temperature coincident with the

transition temperature measured by magnetometry, indicating that the relaxation is associated

with magnetism appearing below the transition.

Figure 3.4: Relaxation rate, λ, extracted from fits of the µSR data in Fig. 3.3 to equation 3.1.

One possible explanation for this behaviour is randomly oriented antiferromagnetic puddles

appearing at grain boundaries or other defects. It is well known that in URu2Si2 these puddles

do appear in imperfect samples, and are the cause of the original misidentification of the hidden

order state as antiferromagnetism [175]. This inhomogeneous antiferromagnetism is thought

to arise from defect-induced changes to the lattice causing variations in the c/a axis ratio that

favours the antiferromagnetic state over hidden order [80]. Doping the sample would be expected

to create more defects, especially with a dopant that we know is not perfectly soluble and may

precipitate out some fraction of other phases that would act as defect sites. It is therefore

reasonable that the relaxation rate would increase with increasing doping as this would suggest a

higher number of these antiferromagnetic puddles, created at the larger number of defect sites.

These results overall indicate that doping URu2Si2 with germanium does not produce an

antiferromagnetically ordered state. With this, we can compare these results to what was

discussed in Section 3.1 for osmium doped µSR. In the germanium doped case, we see no
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antiferromagnetism appearing up to a doping level of x = 0.35, which equates to a chemical

pressure of -1.5 GPa. By contrast, antiferromagnetism appears for osmium doping at least

down to a doping level of x = 0.1, which equates to a chemical pressure of -0.3 GPa [103]. If

chemical pressure was the dominant cause of antiferromagnetism for osmium doping, we would

expect to see it also arise for germanium doping at a similar chemical pressure, equating to a

doping level of about x = 0.07. That we do not see antiferromagnetism at doping levels 5 times

larger than x = 0.07 is strong evidence that chemical pressure does not drive the transition to

antiferromagnetism.

One other possible explanation would be to fall back on the c/a axis ratio argument of

Yokoyama et al. [80]. However, this too does not suffice, as the c/a axis ratios increase for

both germanium [173] and osmium [103] doping, which is what is supposed to favour the

antiferromagnetic state. For a change from 0 to 10% doping, germanium increases the c/a ratio

by 0.04% compared to an increase of 0.02% for an equivalent osmium doping [103,173]. We would

therefore expect, by this argument, that germanium doping should produce antiferromagnetism

even more quickly than osmium doping, which is not what is observed.

A different explanation, not arising from changes to the lattice parameters, must therefore be

given for the presence of antiferromagnetism in osmium doped URu2Si2. One explanation was

advanced in Section 3.1: larger osmium orbitals promote more hybridization between the d-shells.

Again using the temperature of the magnetization maxima as a proxy for the hybridization

strength [34], we can clearly see that the temperature of the maximum decreases for increasing

germanium doping in Fig. 3.1 (a), compared to the increase seen for osmium doping (Fig. 8

(c) in Section 3.1). The data for germanium doping is therefore consistent with this picture of

increasing hybridization driving the antiferromagnetic transition, as germanium doping appears

to push the system in the opposite direction and does not show antiferromagnetism. We can

attempt to quantify this by plotting the transition temperature, TN or THO, vs. the temperature

of maximum magnetization, TP , as was done in Fig. 8 (c) of Section 3.1. This plot is shown in

Fig. 3.4, which includes data from Ref. [176] for rhodium doping.

Figure 3.4 demonstrates that the transition temperature and the temperature of the magneti-

zation maximum do scale with one another for the various dopings. However, the slope of the

scaling is clearly different for rhodium doping than for the others, and, despite having a smaller

hybridization based on this picture, rhodium doped samples do show antiferromagnetic order. The

picture of this scaling describing the competition between hidden order and antiferromagnetism

is therefore not complete, and must take into account other factors such as the additional charges
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Figure 3.5: Transition temperature, TN for the transition into antiferromagnetism, or THO for
the transition into hidden order, plotted against the peak in the magnetization, Tp. This data is
plotted for pure URu2Si2 (orange star), iron doping (red squares), osmium doping (blue circles),
germanium doping (black diamonds), and rhodium doping taken from Ref. [176] (green triangles).

added by rhodium doping, compared to isoelectronic osmium, iron, and germanium doping. A

full description of these effects will have to wait for future work.

3.4.1 Contributions to this work

The µSR work in Section 3.4 was led by myself and benefited from collaboration with the

following other scientists: Shengli Guo, Zizhou Gong, Timothy Munsie, and Graeme Luke. The

sample growth was performed by myself with the assistance of Yipeng Cai. The remainder of

the measurements and analysis in this section were performed by myself under the supervision of

Graeme Luke.
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Chapter 4
Dichalcogenide Superconductors

4.1 Summary of Publication III: Ir0.95Pt0.05Te2

In this paper we present a combined magnetometry and µSR study of the superconducting state

in Ir0.95Pt0.05Te2. This material is previously known to superconduct with a TC of 3 K [116]. We

sought to further investigate the superconducting state by measuring the temperature dependence

of the superfluid density in order to infer the symmetry of the superconducting gap. To do

this, we used µSR measurements in an applied transverse field that is between Hc1 and Hc2 to

measure the field distribution in the vortex state. These measurements allow us to determine the

penetration depth, and hence superfluid density, at a finite field. We also performed reversible

magnetization measurements using a SQUID magnetometer, which allow us to fit an effective zero

field value for the penetration depth that can again be converted into a superfluid density. The

µSR measurements were performed on a polycrystalline sample, giving a directionally averaged

penetration depth, while the magnetometry measurements were performed on a single crystal in

two different orientations.

Our magnetometry measurements of the penetration depth show an anisotropy in the

penetration depth that is relatively small. The low temperature penetration depth measured with

a field perpendicular to the c-axis, which is a combination of the penetration depth along the

c-axis and that in the a-a planes, is only 37% larger than that measured with the field parallel to

the c-axis, a measure of only the penetration depth in the a-a planes. This is, for example, much

smaller than the ratio λc/λab ≈ 20 seen in the highly anisotropic cuprate superconductors [177].

Such a small anisotropy suggests that, despite the layered structure, Ir0.95Pt0.05Te2 shows mainly

3D character, which is supported by band structure calculations that show a quasi 3D fermi
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surface for the P3̄m1 structure [178]. The µSR results yield a low temperature penetration

depth substantially larger than that measured by the magnetometry. This is expected as the

µSR measured the penetration depth at 300 G which is a significant field of about 0.2Hc2. The

superconducting state will therefore be somewhat suppressed at this field and the penetration

depth increased.

The temperature dependence of the superfluid density from both techniques is well fit to the

model of Eq. 1.5 that assumes an isotropic gap. The magnetometry data fits to a TC of 2.9 K

compared to the TC from µSR measurements of 2.3 K. This is again the expected behaviour

caused by suppression of TC at the finite field used in the µSR measurements. Furthermore,

fitting the data gives a ratio of the gap to TC of 2∆0 = 3.8kBTC averaging the two directions

from the magnetometry, and 2∆0 = 4.7kBTC from the µSR. These numbers are fairly similar to

the expected value of 2∆0 = 3.52kBTC for a BCS superconductor, and we therefore suggest that

Ir0.95Pt0.05Te2 is a conventional BCS superconductor with an isotropic BCS gap.

Our results agree with STM results on palladium doped IrTe2 that show an s-wave gap with a

gap to TC ratio of TC of 2∆0 = 3.6kBTC , also indicating weak coupled BCS superconductivity [128].

They also agree with thermal conductivity measurements that suggest a superconducting gap

without nodes [129]. The combination of these results and our own paint a consistent picture of

s-wave superconductivity in the IrTe2 system when the structural transition has been suppressed

by doping.

Publication III: “µSR and magnetometry study of superconducting 5% Pt-doped IrTe2”,

M. N. Wilson, T. Medina, T. J. Munsie, S. C. Cheung, B. A. Frandsen, L. Liu, J. Yan, D.

Mandrus, Y. J. Uemura, and G. M. Luke. Physical Review B 94, 184504 (2016).

Reproduced from Ref. [3] with permission, copyrighted by the American Physical Society.
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We present magnetometry and muon spin rotation (μSR) measurements of the superconducting dichalcogenide
Ir0.95Pt0.05Te2. From both sets of measurements, we calculate the penetration depth and thence superfluid density as
a function of temperature. The temperature dependence of the superfluid densities from both sets of data indicate
fully gapped superconductivity that can be fit to a conventional s-wave model and yield fitting parameters
consistent with a BCS weak coupling superconductor. We therefore see no evidence for exotic superconductivity
in Ir0.95Pt0.05Te2.

DOI: 10.1103/PhysRevB.94.184504

I. INTRODUCTION

Transition metal dichalchogenides have been studied for
many years in an effort to understand their diverse proper-
ties [1,2]. These materials are layered quasi-two-dimensional
systems that frequently exhibit charge density wave (CDW)
ordering that is not yet fully understood [2]. Furthermore, the
crystal structure of these materials is amenable to substitution
and intercalation of a wide variety of dopant atoms to allow
tuning through a broad range of electronic properties [3]. In
particular, these systems provide a valuable avenue to study
the interplay of structural transitions and superconductivity
as in many cases superconductivity emerges after the CDW
transition is suppressed by doping or applied pressure [4–8].

IrTe2 is a member of this group of compounds. It undergoes
a structural transition at about 270 K [9] from the trigonal P3m1
space group to triclinic P1 [10–12]. Recent work has shown
that this structural transition is associated with a charge density
wave that has a periodicity six times larger than the underlying
lattice [13–15]. Substituting Ir with Pd, Pt, or Rh [7,16–18] or
intercalation with Cu [19] suppresses the structural transition
and leads to superconductivity with a maximum TC of 3 K
and HC2 ≈ 0.1 T. Intercalation with other transition metals
also suppresses the structural transition but does not lead
to superconductivity, possibly as a result of competing mag-
netism [20]. Measurements of TC as a function of hydrostatic
pressure in Pt-substituted IrTe2 have shown that increasing the
temperature of the structural transition decreases TC , which
shows that the appearance of superconductivity is directly
related to the disappearance of the structural transition [21].

IrTe2 is of particular interest as both Ir and Te have high
atomic numbers. Spin orbit coupling is therefore expected to
be high which may lead to exotic states such as topological
superconductivity [22,23]. Determining the superconducting
symmetry is important as unconventional (non-s-wave) sym-
metry is required for superconductors to be topologically
nontrivial [23].

Previous measurements of the superconducting symmetry
by thermal conductivity [24] and STM [25] suggest con-
ventional s-wave superconductivity. However, the thermal

conductivity measurements cannot conclusively rule out odd-
parity p-wave superconductivity, and STM measurements are
inherently a surface technique and so the state they probe
may not be representative of the bulk superconductivity.
Furthermore, no penetration depth measurements have been
conducted on this material. These measurements are impor-
tant, as the temperature dependence of the penetration depth
gives information about the symmetry of the superconducting
gap [26].

Muon spin rotation (μSR) is a powerful technique that
can be used to study the magnetic penetration depth of type
II superconductors in the vortex state [26]. In this technique
spin-polarized muons are implanted up to a few hundred μm
into the sample where they precess in the local magnetic
field and decay, emitting positrons that are detected to gain
information about the local magnetic field. Importantly, the
muons are implanted far enough into the sample that this can
be considered a truly bulk technique. Therefore surface effects
that may change the states measured by techniques such as
STM will not be a factor in these measurements.

In this paper, we present complementary μSR and SQUID
magnetometry measurements of the penetration depth of
Ir0.95Pt0.05Te2. These measurements indicate an s-wave super-
conducting state, with gap and TC values that are consistent
with a conventional BCS weak-coupling superconductor.

II. EXPERIMENTAL METHODS

Single crystals of Ir0.95Pt0.05Te2 with sizes of a couple mm3

were grown using the self flux growth method [27]. Muon spin
rotation (μSR) experiments were performed at the TRIUMF
laboratory in Vancouver, Canada. We used the Pandora dilution
refrigerator spectrometer on the M15 surface-muon beam line.
This instrument gives access to temperatures between 0.03
and 10 K with the sample mounted on a silver cold finger,
magnetic fields up to 5 T with a superconducting magnet,
and a time resolution of 0.4 ns. The field is applied parallel
to the incoming muon beam direction, and we performed
measurements with the muon spin rotated perpendicular to the
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field direction (SR). These experiments were performed on an
unaligned collection of small (<1–2 mm) irregularly shaped
single crystals mounted on a 1 × 2 cm2 silver plate using
Apiezon N-grease. We used the μSR fit software package to
analyze the μSR data [28].

Magnetometry measurements were performed at McMaster
University using a Quantum Design XL-5 MPMS with an
iHelium He3 cryostat insert for measurements down to 0.5 K.
Magnetization vs. temperature curves were measured both on
a subset of unaligned crystals from the μSR sample weighing
238 mg (polycrystalline sample), and on an aligned single-
crystal plate weighing 4.72 mg with dimensions 2.4 mm ×
1.5 mm × 0.35 mm (C axis). Magnetization versus field
curves were measured with fields up to 0.15 T and temperatures
ranging from 0.5 to 3 K using the single-crystal plate.
Alignment of the single crystal was verified with Laue x-Ray
diffraction prior to the magnetometry measurements.

III. RESULTS AND DISCUSSION

Figure 1 shows a temperature scan of the magnetization
taken with an applied field of 300 Oe after cooling in zero
field on the polycrystalline sample for comparison with the
μSR data. This data shows strong diamagnetism, indicating
that our sample is superconducting with a Tc of about 2.3 K at
Hext = 300 Oe. The inset shows the temperature dependence
of the upper critical field (HC2) measured by performing
magnetization measurements during isothermal field scans.
This data shows a linear dependence to the critical field down
to the lowest accessible temperature.

Figures 2(a)–2(c) show μSR time spectra measured in an
applied external field of 300 Oe < HC2 transverse to the muon
spins at 0.03, 1, and 2 K after field cooling the sample to ensure
a uniform vortex lattice. These data show a relaxing oscillating
signal, with a beat evident in the lower temperatures along with
a nonrelaxing signal that persists to large times. This indicates

FIG. 1. Magnetization measurements on a polycrystalline sample
of Ir0.95Pt0.05Te2 measured in a field of 300 Oe after cooling in zero
field. (Inset) Upper critical field of the polycrystalline sample. The
red line shows a linear fit to the critical field.

FIG. 2. SR μSR time spectra of Ir0.95Pt0.05Te2 measured in an
applied field of 300 Oe at (a) T = 0.03, (b) 1, and (c) 2 K. (d) Fourier
transform of the μSR data collected in an applied field of 300 Oe at
T = 0.03 K. The inset in (d) shows the theoretical field distribution
of a superconductor using the London model [29].

the presence of more than one component to the signal, and can
be more easily visualized by looking at the Fourier transform
(FT) of the 0.03 K data found in Fig. 2(d). We interpret the
two peaks in the FT as arising from muons missing the sample
and landing in the silver sample holder (peak at ≈300 G) and
those hitting the sample and probing the superconducting state
(lower field peak).

Muons that land in a superconducting sample with an
applied field between HC1 and HC2 see an asymmetric field
distribution arising from the vortex state that will have the form
shown in Fig. 2(d) inset. The experimental data from such
a measurement, even on an ideal vortex lattice, will always
show some broadening of this distribution due to the finite
lifespan of the muon and time-window of the experiment.
In practice, inhomogeneities in a sample will cause additional
broadening of the field distribution that is difficult to rigorously
account for. This is particularly important for the case of a
polycrystalline sample where varied orientation and possible
slight differences between the properties of different grains
will broaden the signal. For our sample, we fit the field
distribution to a three component model shown in Eq. (1)
similar to that used by Khasanov et al. in measurements on
high TC cuprates [30]. This fit has two Gaussian-relaxing
components representing the asymmetric superconducting line
shape, and one nonrelaxing component representing the silver
background. These fits are made in the time domain to
avoid Fourier transform broadening and to properly use the
experimental error bars for weighting:

A = AT [F cos(γμBAgt) + (1 − F )((1 − C) cos

× (γμB1t)e
−0.5(σ1t)2 + C cos(γμB2t)e

−0.5(σ2t)2
)]. (1)

Here, C and F are temperature independent values giving
the ratio of the three components, BAg is the temperature
independent mean field for the silver site, B1 and B2 are
the temperature dependent sample fields, and σi are the
temperature dependent Gaussian relaxation rates.
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FIG. 3. Parameters used to fit Eq. (1) to the μSR data measured
in a field of 300 Oe transverse to the muon spins. (a) and (b) show the
individual relaxation rates σ1 and σ2. (c) shows the average sample
internal field. (d) shows the effective total width of the frequency
distribution [see Eq. (3)].

These fits gave values of C = 0.405 and F = 0.271, and
the temperature dependent values shown in Fig. 3, where
Bav = (1 − F )B1 + FB2. The temperature dependence of the
fit parameters indicate that TC ≈ 2.25 K, consistent with that
from our magnetization measurements at the same field. From
these fits, we then determined the penetration depth using
the analytical approximation appropriate for applied fields
0.25 < b < 1, where b = Bav/Bc2 [31]:

λ = ξ

√
(1.94 × 10−2)

φ0

ξ 2
(1 − b)

γμ

σT

+ 0.069. (2)

Here, γμ = 2π × 135.538 MHz/T is the muon gyromagnetic
ratio, φ0 = 2.06783 × 10−15 Wb is the flux quantum, ξ is
the coherence length, and σT is the overall effective width
of the fit frequency distribution. We interpolated Hc2 values
from the data shown in the inset of Fig. 1 and used the relation
Hc2 = φ0/(2πξ 2) to determine ξ . σT is given by Eq. (3) for the
sum of two Gaussian distributions with different means [32]:

σT = (
(1 − C)(σ1 − σbg)2 + Cσ 2

2

+C(1 − C)(γμB1 − γμB2)2)0.5
. (3)

Here, σb is the high-T background relaxation rate.
The calculated penetration depth is shown in Fig. 4 (blue

squares). This penetration depth diverges towards infinity
approaching TC and at low temperature (T < 0.5 K) has an
average value of 154 ± 6 nm with very weak temperature
dependence (linear fit slope of −1 ± 4 nm ≈ 0). This behavior
is consistent with what is expected for a conventional fully
gapped superconductor that should asymptote to a constant
low temperature value.

To compare with the penetration depth measured by μSR,
we also performed magnetization versus field measurements
at a range of temperatures below TC on a single-crystal
plate. As our field in these measurements was applied using
a superconducting coil, there will always be some trapped
flux in the magnet, resulting in an offset from the expected

FIG. 4. Penetration depth determined from magnetometry and
μSR measurements. Green circles are from magnetometry of a single
crystal with H ‖ C axis. Red triangles are from magnetometry with
H ⊥ C axis. Blue squares are from μSR using a Gaussian fit.

field set by applying current. We corrected for this by doing a
linear fit of the low-field MvH data of the ZFC field scans and
subtracting the resulting field offset. This indicated a trapped
flux of ≈2.5 Oe for the H || C axis measurements, and ≈7.5
Oe for H ⊥ C axis.

Magnetization vs. temperature data for this crystal at
50 Oe < Hc1 is shown in Fig. 5 and indicates that TC ≈ 3 K
at this lower applied field. The magnetization in Fig. 5(b)
is significantly larger than 50 G because demagnetization
effects increase the effective internal field. We accounted for
this in the rest of the analysis by approximating our sample
as a rectangular prism of dimensions 2.4 mm × 1.5 mm ×
0.35 mm. This gives a demagnetization factor of D|| = 0.7039
for the field applied parallel to the C axis, and D⊥ = 0.1124
for the field applied perpendicular to the C axis, using the
formula found in Ref. [33]. The internal field is then calculated
as Hint = Hext − DM . This gives low temperature effective
ZFC internal fields of 176 G for H || C axis, and 55 G for
H ⊥ C axi,s which indicate that either 98% or 84% of the
volume is superconducting. The discrepancy between these
two numbers may indicate some inaccuracy in our estimation
of the demagnetization factors, but this uncertainty does not
substantially affect the conclusions we have reached.

The magnetization of a type II superconductor in the
reversible regime near Hc2 can be approximated using the
London model as [34]

−4πM = αφ0

8πλ2
ln

(
βHc2

H

)
. (4)

Here, M is the magnetization in G, φ0 is the flux quantum,
λ is the effective zero-field penetration depth, α and β are
constants that depend on the field range being fit. We therefore
plotted M versus ln(H ) and fit the resulting linear regime to
determine λ from the slope (s) as

λ =
√

α
φ0

8πs
. (5)
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FIG. 5. Magnetization measurements on a single-crystal sample
of Ir0.95Pt0.05Te2 in a field of 50 Oe applied (a) perpendicular to
the C axis and (b) parallel to the C axis. Closed circles show
measurements after cooling in zero applied field and open circles
show measurements after cooling with the field applied.

We used an α value of 0.7 in the following analysis,
appropriate to higher field ranges [34]. However, it is important
to note that changing this value will only result in a rescaling
of the penetration depth; it will not affect the temperature
dependence. Examples of these linear fits are shown in
Figs. 6(c) and 6(d). The resulting penetration depths are plotted
alongside that measured by μSR in Fig. 4 (green circles and
red triangles).

This analysis gives low-temperature penetration depths of
λ||(0) = 91 nm and λ⊥(0) = 125 nm, which shows that the
anisotropy in this material is not large. The low temperature
penetration depth measured by μSR (156 nm) is slightly
larger than these two values. One would expect that the
polycrystalline μSR sample should result in a directional
averaging of the two penetration depths, However, as the
μSR data is measured at 300 Oe, we would also expect it
to have a slightly larger penetration depth compared to the
effective zero-field values from the magnetization fitting. It is
thus not surprising that the μSR value is above the average
of the two zero-field values, and we can say that penetration

FIG. 6. (a) and (b) Magnetization vs internal field curves mea-
sured at 0.5 K (black squares) and 2 K (red circles) for (a) H ‖ C axis
and (b) H ⊥ C axis. (c) and (d) Magnetization vs ln(H ) curves along
with linear fits to the high-field region (solid lines) measured at 0.5 K
(black squares) and 2 K (red circles) for (c) H ‖ C axis and (b) H ⊥
C axis.

depths measured by our two different techniques seem broadly
consistent, giving a true zero-field average penetration depth
close to 100 nm.

From the penetration depth, we determined the normalized
superfluid density, ns , in each case as

ns(T )

ns(0)
= λ2(0)

λ2(T )
. (6)

The resultant superfluid densities are plotted in Fig. 7. This
figure allows us to look at the temperature dependencies of the
superfluid density in each case without the confounding pos-
sible normalization issues discussed above. The inset in Fig. 7
shows these superfluid densities plotted versus normalized
temperature ( T

TC
) and shows that the temperature dependence

of the superfluid density measured by the two methods is
essentially the same aside from the shift in TC . Estimating
Hc2 from our MvH scans gives approximate values of 300 G
for H ⊥ C axis and 225 G for H ‖ C axis at T = 2.3 K, the
TC measured from μSR at 300 G. From these values we would
expect a somewhat lower TC at 300 G (closer to 2.1 K), but the
discrepancy is not large. The likely explanation is that there is
some variation between individual crystal grains, and that the
one we used for the single-crystal measurements has a slightly
lower TC compared to the polycrystalline aggregate used for
the μSR measurements.

To determine whether our data matches what would be
expected of a fully gapped superconductor, we fit these
superfluid densities to the formula [35]

ns(T ) = C

[
1 − 2

∫ ∞




dE

(
−∂F

∂E

)
E√

E2 − 
2

]
. (7)

Here, C is a scaling constant, E is the energy difference above
the Fermi energy, F = 1

eE/kB T +1 is the Fermi function, kB is the
Boltzmann constant, and 
 is the gap, which we approximate
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FIG. 7. Normalized superfluid density determined from magneti-
zation and μSR measurements. Red triangles are from magnetometry
of a single crystal with H ‖ C axis. Green circles are from
magnetometry with H ⊥ C axis. Blue squares are from the μSR
data. Solid lines show BCS fits to the data using Eq. (7).

using the interpolation formula [36]


(T ) = 
0 tanh

(
1.742

√
Tc

T
− 1

)
. (8)

Here, 
0 is the zero temperature value of the gap, and Tc is
the critical temperature.

The results of these fits are shown as the solid lines in
Fig. 7. These data all show good agreement with the fits,
therefore our data is consistent with Ir0.95Pt0.05Te2 being a
fully gapped superconductor. In particular, the data show a
flat temperature dependence of ns at low temperatures, which
suggests that there are no nodes in the gap and hence the
majority of the carriers are fully gapped. We find no evidence
in these fits for unconventional superconductivity, however
there are some exotic states such as p-wave kx ± iky that are
fully gapped and would be indistinguishable from s wave in
our measurements [37].

Furthermore, we can compare the fit values for Tc and 
0

shown in Table I to the expected constant 2
0
kBTC

= 3.5 expected
for a BCS weak coupling superconductor. The data show a
range between 3.68 and 4.7 for this ratio, which is close to the
expected ratio. The somewhat larger gap extracted from the
μSR data may come from disorder in the vortex lattice during
the μSR measurements particularly at higher temperature.
Disorder would tend to increase the measured μSR relaxation

TABLE I. Parameters used for the superfluid density fits to Eq. (7)
shown in Fig. 7.


0 (meV) TC (K) 2


kBTC

μSR 0.467 2.29 4.7
SQUID perpendicular 0.463 2.84 3.9
SQUID parallel 0.463 2.92 3.7

rate and hence the superfluid density. If this occurs most at
higher temperature, it would have the effect of sharpening the
measured transition, yielding a larger fit gap value. This could
be mitigated by future μSR measurements on large single
crystals where the effect of disorder may be easier to isolate.

Our data overall give results similar to other groups STM
measurements on Ir0.95Pd0.05Te2 that found a value of 2
0

kBTC
=

3.6 [25]. This indicates that differently doped (Pd versus Pt)
IrTe2 display similar superconducting properties.

IV. CONCLUSION

We have presented penetration depth and superfluid density
data of Ir0.95Pt0.05Te2 determined from SQUID magnetometry
and μSR. These data are consistent with conventional BCS
weak coupling s-wave superconductivity in Ir0.95Pt0.05Te2,
with a zero-temperature gap of 
0 = 0.46 meV. We see no
evidence for nodes in the gap which suggests that d-wave
pairing symmetry does not appear in this material. However,
we are unable to distinguish p-wave and s-wave pairing as
some p-wave states may be fully gapped.

Finally, our work shows that the temperature dependence
of the penetration depths measured by two very different
techniques (μSR and magnetometry) are consistent with
one another. This strengthens the conclusions we can draw
from one technique alone, and is to our knowledge the first
quantitative comparison of the results of the two techniques
on the same material.
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4.2 Summary of Publication IV: PbTaSe2

In this paper we present µSR measurements in zero field and in an applied field oriented transverse

to the muon spin, as well as magnetometry measurements for initial characterization. These

measurements are all performed on a single crystal of PbTaSe2 that is oriented with the field

applied parallel to the c-axis. This material is a superconductor with a TC of 3.6 K and is

noncentrosymmetric, which may lead to exotic behaviour such as mixed parity superconductivity

[137]. Zero field µSR measurements allow us to look for evidence of time reversal symmetry

breaking in the superconducting state, while transverse field measurements allow us to measure

the superfluid density as was done in Section 4.1.

Our initial magnetometry characterization shows a superconducting transition at 3.6 K,

as expected, with a low temperature susceptibility of χ = −0.77. That χ is close to one

indicates that our sample is superconducting through mostly the entire bulk of the sample. The

remaining discrepancy likely comes from uncertainty in the applied field and/or uncertainty in

the demagnetizing factor of the sample.

We performed transverse field µSR measurements at two different fields, 250 G and 400 G,

both of which are between Hc1 and Hc2 and therefore put the sample in the vortex state. Only

about 1/3 of the µSR signal comes from muons stopping in the sample, which happens because

the crystal used was relatively thin and is mounted on a silver cold finger that will stop any

muons that penetrate all the way through the sample. This data shows a decreased diamagnetic

shift at 400 G compared with 250 G, consistent with what is expected for a superconductor in a

field closer to Hc2. The relaxation rate of the signal also decreases, consistent with an increase in

the low temperature penetration depth from 140 nm at 250 G to 180 nm at 400 G.

The temperature dependence of the superfluid density determined from the penetration

depth can be reasonably well explained by s-wave BCS behaviour. However, there is some

deviation at low temperature for the measurements at 250 G, with a continued upward slope

persisting down to 30 mK. This could be taken as evidence for nodes in the gap structure, or

as evidence for multi-band behaviour. We fit this data to a two-band model where 91% of the

superfluid density comes from a band with a gap of 0.399 meV, and the rest from a band with a

smaller gap of 0.109 meV. This two-band fit shows statistically superior agreement to our data

compared to the single-band fit for the 250 G data, while the 400 G data can be well described

by superconductivity on a single band. The discrepency between the two fields may come from a

lower field being required to suppress superconductivity on the band with a lower energy gap.

While we cannot rule out an anisotropic gap as the cause of the low temperature behaviour
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from our µSR data alone, previous STM [147] and thermal conductivity [145] measurements

suggest that the energy gap has no nodes. Furthermore, the field dependence of the thermal

conductivity [145], and the temperature dependence of Hc2 [141], are both anomalous and suggest

multiband behaviour, which is also consistent with the band structure measured by STM [147]

and ARPES [140] that show multiple bands near the Fermi surface that could contribute to the

superconductivity. The combination of our results with these other studies suggests that a fully

gapped superconducting state exists on multiple bands in PbTaSe2.

One study that disagrees with this interpretation is tunnel diode oscillator (TDO) measure-

ments of the penetration depth by Pang et al. [148]. The TDO measurements find a penetration

depth that is consistent with a fully gapped superconducting state on a single band. One possible

explanation for this discrepancy is that the TDO measurements measure the penetration depth

in zero field into the surface of the sample. If there are different properties near the surface,

this could modify the results somewhat compared to our µSR measurements which are sensitive

to the full bulk of the sample. The different field range could also change the measurements

somewhat, although it would be expected that the effect of superconductivity on a second band

with smaller field might be more prominent, not less. Further study may be needed to fully

understand why these measurements disagree with our own.

Finally, our µSR measurements in zero field show no evidence for time-reversal breaking fields

in the superconducting state down to 30 mK. These measurements can rule out such fields with

magnitudes greater than 0.05 G, which is smaller than the fields that have been seen in other

materials that show triplet superconductivity [179, 180]. The absence of such a time-reversal

breaking field, combined with the evidence for an isotropic gap from the superfluid density,

suggests that PbTaSe2 is not a mixed parity superconductor.

Publication IV: “µSR study of the noncentrosymmetric superconductor PbTaSe2”, M. N.

Wilson, A. M. Hallas, Y. Cai, S. Guo, Z. Gong, R. Sankar, F. C. Chou, Y. J. Uemura, and

G. M. Luke. Physical Review B 95, 224506 (2017).

Reproduced from Ref. [4] with permission, copyrighted by the American Physical Society.
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We present muon spin rotation and relaxation (μSR) measurements on the noncentrosymmetric superconductor
PbTaSe2. From measurements in an applied transverse field between Hc1 and Hc2, we extract the superfluid density
as a function of temperature in the vortex state. These data can be fit with a fully gapped two-band model, consistent
with previous evidence from ARPES, thermal conductivity, and resistivity. Furthermore, zero-field measurements
show no evidence for a time-reversal symmetry-breaking field greater than 0.05 G in the superconducting state.
This makes exotic fully gapped spin-triplet states unlikely, and hence we contend that PbTaSe2 is characterized
by conventional BCS s-wave superconductivity in multiple bands.

DOI: 10.1103/PhysRevB.95.224506

I. INTRODUCTION

Noncentrosymmetric superconductors are materials where
the lack of inversion symmetry gives rise to asymmetric spin-
orbit coupling which splits otherwise degenerate electronic
bands [1]. The broken symmetry removes means that the
notion of parity can no longer be used to discuss the symmetry
of a superconducting state that might emerge. This effectively
allows mixed singlet and triplet states in these materials. This
mixed-parity superconductivity is theoretically expected to
generally give line nodes or partial line nodes in the gap [2–4].

While some noncentrosymmetric superconductors have
shown evidence for line nodes, such as CePt3Si [5], CeIrSi3 [6],
Mg10Ir19B16 [7], Mo3Al2C [8], and Li2Pt3B [9], many others
display fully gapped states [10–15]. Multigap behavior has
also been observed in materials such as La2C3 [16]. Detailed
analysis of possible microscopic pairing mechanisms has
found that either isotropic or nodal gaps can arise depending on
the anisotropy of the pairing interaction [17]; this has also been
suggested to depend on the spin-orbit coupling strength of the
material [10]. Furthermore, even when the superconducting
states appear fully gapped, μSR measurements have found
time-reversal symmetry-breaking fields in materials such as
La7Ir3 [13] and LaNiC2 [14]. These varied properties make it
valuable to study additional noncentrosymmetric systems in
an effort to gain a deeper understanding of their physics.

PbTaSe2 is a noncentrosymmetric material in the P 6m2
space group consisting of TaSe2 layers well separated by Pb
interlayers, and was recently found to be superconducting
with a TC of 3.7 K [18]. This structure is similar to that
of transition-metal dichalcogenide (TMD) superconductors
such as TaS2, IrTe2, and TiSe2. In these materials, the parent
compound typically hosts a charge density wave (CDW) and
superconductivity emerges after the CDW is suppressed by
applied pressure, doping, or intercalation [19–24]. Pure TaSe2

has a CDW [25] that is suppressed with Pb doping [26], and so
we can view PbTaSe2 as a stoichiometric version of the doped
TMDs, deep inside the superconducting phase, with the novel
feature of broken centrosymmetry. ARPES measurements

have also provided evidence that the superconductivity in
PbTaSe2 is associated with the presence of a nearby CDW
instability [27], which further strengthens the comparison
between this compound and the doped TMDs.

The first studies of superconductivity in PbTaSe2 indi-
cated conventional superconductivity as the magnitude of the
specific heat jump is consistent with s-wave behavior [18].
However, low-temperature measurements of the upper critical
field show an unconventional upward curvature as a function of
temperature [28]. As HC2(T = 0) is still below the Pauli limit,
this has been interpreted as evidence of multiband supercon-
ductivity rather than exotic pairing symmetry. Furthermore,
thermal conductivity measurements are consistent with fully
gapped superconductivity as there is no linear term at low
temperature, and the field dependence suggests multiband
superconductivity [29]. STM [30] and ARPES [31] results
support this multiband picture as they both show multiple
relevant bands near the Fermi surface. However, despite this
broad agreement, tunnel diode oscillator measurements of the
penetration depth were found to be consistent with single-band
s-wave superconductivity [32]. This apparent contradiction
makes it valuable to perform complementary measurements
of the penetration depth to gain additional insight into the
superconducting state of PbTaSe2.

In this paper, we report muon spin rotation and relaxation
(μSR) measurements in the superconducting vortex state of
PbTaSe2. These measurements allow us to extract the tem-
perature dependence of the penetration depth at two different
magnetic fields. Zero-field μSR measurements also provide
a sensitive test for possible time-reversal symmetry breaking
in this material. We find weak temperature dependence to the
penetration depth at low temperature that can be characterized
by fully gapped superconductivity on two bands. Furthermore,
we find no evidence for time-reversal symmetry breaking.

II. EXPERIMENTAL METHODS

The crystal used in this research was prepared by chemical
vapor transport at 850 ◦C using prereacted PbTaSe2, and PbCl2
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as the transporting agent. Details of the crystal growth can be
found in Ref. [33].

Muon spin rotation and relaxation (μSR) experiments were
performed at the TRIUMF laboratory in Vancouver, Canada.
We used the Pandora dilution refrigerator spectrometer on the
M15 surface-muon beam line. This instrument gives access to
temperatures between 0.03 and 10 K with the sample mounted
on a silver cold finger, magnetic fields up to 50 000 G with a
superconducting magnet, and a time resolution of 0.4 ns. The
field is applied parallel to the direction of the incoming muon
beam, and we performed measurements with the muon spin
rotated perpendicular to the field direction. These experiments
were performed on a thin crystal aligned with the c axis parallel
to the muon beam. We also performed μSR measurements
in this cryostat with zero external field using copper coil
electromagnets to compensate for ambient magnetic fields.
We used the μSRFIT software package to analyze the μSR
data [34].

Magnetometry measurements were performed at McMaster
University using a Quantum Design XL-5 MPMS with
an iHelium He3 cryostat insert for measurements down to
0.5 K. Magnetization curves were measured as a function
of temperature on a 3.55-mg single crystal oriented with H
‖ c axis. Alignment of the single crystal was verified with
Laue x-ray diffraction prior to the magnetometry and μSR
measurements.

III. RESULTS AND DISCUSSION

Figure 1 shows the magnetic susceptibility versus temper-
ature of PbTaSe2 measured in a 10-G field applied parallel
to the c axis after cooling in zero field. The susceptibility
was calculated by dividing the measured magnetization by
the applied field corrected for demagnetizing effects, Hcorr =
H − NM , where N is the demagnetizing factor, H is the

FIG. 1. Magnetic susceptibility measurements on a 3.55-mg
single crystal of PbTaSe2 with a field of 10 G applied parallel to the c

axis after cooling in zero field showing a superconducting transition
with TC = 3.6 K. (Inset) Magnetization vs field measurements at
0.5 K showing a lower critical field Hc1 ≈ 40 G.

applied field, and M is the magnetization. The crystal we
measured had the shape of a thin flat plate with the field
applied perpendicular to the plate. We approximate this by
an infinitely thin flat sheet, in which case the demagnetizing
factor is 1. The susceptibility data show diamagnetism setting
in at low temperatures, indicating a superconducting TC of
3.6 ±0.1 K, in agreement with published data [18]. The
sharpness of the transition, occurring over about 0.3 K,
shows that our sample is reasonably clean, as chemical or
structural disorder would broaden the transition. Furthermore,
the strength of the diamagnetic response at low temperature
can be used to estimate the superconducting volume fraction,
as the susceptibility should be 1 for a pure superconductor at
low temperature. We therefore estimate the superconducting
volume fraction to be 0.77 which demonstrates that our sample
is a bulk superconductor. The small difference from one is
likely from partial flux penetration that is expected for a thin
superconducting plate, or from uncertainty in the applied field
caused by flux trapping in the superconducting magnet. The
inset of Fig. 1 shows the magnetic moment as a function of
applied field at 0.5 K from which we can estimate Hc1 ≈ 40 G
and Hc2 ≈ 1000 G.

Figure 2(a) shows a μSR asymmetry spectrum collected
at 25 mK in a 250 G > Hc1 field applied along the c axis of
our PbTaSe2 sample, perpendicular to the muon spin direction.
These data show oscillations as expected for muons precessing
in an applied field, while also showing a distinct beat in the
amplitude. This demonstrates that there are two components
contributing to the asymmetry spectra, as can be seen in the
Fourier transform of the asymmetry, shown in Fig. 2(b). In
these data, the large peak just below 250 G comes from muons

FIG. 2. (a) μSR asymmetry measured at 25 mK in an applied field
of 250 G ‖ c axis with the muon spins rotated ⊥ c axis. (b) Fourier
transform of the data shown in (a). These data show two peaks, one
coming from muons stopping in the superconducting sample and one
background peak from muons stopping in the silver sample holder.
(c) μSR asymmetry measured at 25 mK in an applied field of 400 G ‖
c axis with the muon spins rotated ⊥ c axis. (d) Fourier transform of
the data shown in (c). The superconducting peak is wider and shifted
closer to the background peak, indicating a larger penetration depth
and smaller diamagnetic shift at 400 G compared to 250 G. The red
lines in these figures show fits to the data following Eq. (1).
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stopping in the silver sample holder or nonsuperconducting
portions of our sample, while the peak at the lower field
comes from muons stopping in the superconducting sample.
Similarly, the asymmetry spectra in Fig. 2(c) measured at
25 mK in a field of 400 G and the corresponding Fourier
transform in Fig. 2(d) also show two oscillating components.
At this higher field, the superconducting peak is narrower and
shifted closer to the silver background peak. This indicates a
larger penetration depth and a smaller diamagnetic shift at the
higher field. While the Fourier transform data are useful to
make qualitative observations, it will always contain artifacts
such as peak broadening caused by the limited time range, and
hence we performed all fitting in the time domain.

Muons implanted into a type II superconductor between
the lower (HC1) and upper (HC2) critical fields will see the
asymmetric field distribution of the vortex state whose width
is related to the London penetration depth (λ). In our sample,
Hc1 ≈ 40 G and Hc2 ≈ 1000 G at low temperature, so 250-
and 400-G measurements should both be in the vortex state.
However, the small relaxation rate makes it difficult to resolve
the field distribution and we mainly see a single peak from the
sample in the Fourier transform (in addition to the background
silver peak). Furthermore, the large background peak overlaps
the field region that we would expect to see the tail of the
distribution. These factors make fits to the true vortex lattice
field distribution difficult and unreliable. Instead, we fit the
superconducting data to a single Gaussian damped oscillating
term, where the relaxation rate σSC can be related to the
penetration depth, as is commonly done for polycrystalline
samples.

We fit the asymmetry data in Figs. 2(a) and 2(c) with Eq. (1),

A = AT

[
F cos(γμBst + φ)e−0.5(σs t)2

+ (1 − F ) cos(γμBAgt + φ)e−0.5(σAgt)2]
, (1)

and show the fits as the red lines in Figs. 2(a) and 2(c) and
Fourier transformed as the red lines in Figs. 2(b) and 2(d). This
model has two Gaussian damped oscillating terms representing
the sample and the silver background. For the fitting, we held
the total asymmetry (AT ), ratio between components (F ),
silver field (BAg), silver relaxation rate (σAg), and phase (φ)
constant while allowing the sample relaxation rate (σs) and
field (Bs) to vary and use the constant γμ

2π
= 13.5538 kHz/G

for the muon gyromagnetic ratio. The temperature dependence
of σs and Bs for both fields is shown in Fig. 3. Figure 3(a)
shows an increase in relaxation rate setting in below 2.5 K,
while Fig. 3(c) shows a relaxation rate increase below 1.9 K,
compared to the measured TC of 3.6 K from Fig. 1. This is
consistent with the expected suppression of TC by an applied
field for a superconductor with a relatively low HC2 ≈ 1000 G.

From the sample relaxation rate in Figs. 3(a) and 3(c), we
determined the superconducting component of this relaxation
rate by averaging the rate above TC to determine a background
rate (σBG), and then subtracting this off in quadrature from the

total rate to give σSC =
√

σ 2
s − σ 2

BG.
We can relate the width of the field distribution measured

by μSR (σSC/γμ) with the penetration depth using the relation
given by Eq. (10) in Ref. [35]. This equation gives the variance
of the magnetic field for an ideal vortex lattice, accurate for the

FIG. 3. Fit parameters extracted from fits of the μSR data
measured in an applied transverse field to Eq. (1). (a) σs for 250-G
applied field. (b) Bs for 250-G applied field. (c) σs for 400-G applied
field. (d) Bs for 400-G applied field.

range of applied magnetic fields 0.25 < H/Hc2 < 1, which is
valid for our sample with fields down to 250 G. Expressing λ

as a function of σSC yields

λ = ξ

√
(1.94 × 10−2)

φ0

ξ 2
(1 − H/Hc2)

γμ

σSC
+ 0.069. (2)

Here, φ0 = 2.06783−15 Wb is the flux quantum, and ξ is the
coherence length.

In this equation, we used Hc2 data from Ref. [29] and
the relation Hc2 = φ0/(2πξ 2) to determine ξ . The resultant
penetration depth is shown in Fig. 4. We fit the low-temperature

FIG. 4. Penetration depth calculated using Eq. (2) from the μSR
data measured in 250 G (black) and 400 G (red). The solid lines show
fits to the data using Eq. (3) and show that the penetration depth scales
as expected for a fully gapped superconductor at low temperature.
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FIG. 5. Normalized superfluid density ns(T )/n(0) plotted versus
reduced temperature T/TC from the 250-G μSR data (black circles)
and 400-G μSR data (red triangles). The lines correspond to fits to a
single-band model [Eq. (4)] and a two-band model [Eq. (6)].

penetration depth λ with the BCS low-temperature limit [36],

λ(T ) = λ(0)

[
1 +

√
π�0

2kBT
exp

(
− �0

kBT

)]
. (3)

Here, kB = 8.617 × 10−5 eV K−1 is Boltzmann’s constant, T
is the temperature, �0 is the zero-temperature value of the gap
that is allowed to vary, and λ(0) is the zero-temperature value of
the penetration depth that is also allowed to vary. These fits are
shown as the solid lines in Fig. 4 and show that this model fits
the data well. This suggests that the superconducting state is
fully gapped without any nodes. From these fits we extract the
zero-temperature penetration depth values of λ(0) = 140 ± 1
nm at 250 G and λ(0) = 180 ± 1 nm at 400 G.

As a further test of the pairing symmetry of this material,
we calculated the normalized superfluid density as ns/n0 =
λ2(0)/λ2(T ) for both fields, and show these data in Fig. 5. We
then used Eq. (4) to fit the full temperature range of this data
assuming a fully gapped superconductor:

ns(T )

n0
=

[
1 − 2

∫ ∞

�

dE

(
−∂F

∂E

)
E√

E2 − �2

]
. (4)

In this equation, E is the energy difference above the Fermi
energy, F = 1

eE/kB T +1 is the Fermi function, and � is the gap,
which we approximate using the interpolation formula [37]

�(T ) = �0 tanh

(
1.742

√
Tc

T
− 1

)
. (5)

To determine the zero-temperature value of the gap �0,
we use the BCS weak coupling relation 2�0

kBTc
= 3.5. This

fit is shown as the solid blue line in Fig. 5, where the
superfluid density at each field, normalized to the fit zero-
temperature superfluid density (n0), is plotted against reduced
temperature T/TC . The values TC (250G) = 2.63 K and
TC (400G) = 2.04 K were determined from the fit. The fit
shows reasonably good agreement at both fields, however,

there is a small discrepancy at low temperature for the 250-G
data where there is an unexplained increase in the superfluid
density. A continuing increase in the superfluid density at low
temperature is commonly taken to suggest the presence of
nodes in the gap [36], however, another possibility is multiband
superconductivity as has notably been observed in MgB2 [38].
For two uncoupled fully gapped bands, the superfluid density
can be described by the sum, scaled by some weighting factor
c, of the contributions from the different gaps �1 and �2 [39]:

ns(T )

n0
= (c)

⎡
⎣1 − 2

∫ ∞

�1

dE

(
−∂F

∂E

)
E√

E2 − �2
1

⎤
⎦

+ (1 − c)

⎡
⎣1 − 2

∫ ∞

�2

dE

(
−∂F

∂E

)
E√

E2 − �2
2

⎤
⎦.

(6)

We used this equation to fit the 250-G data and show the
fit as the solid green line in Fig. 5. This fit gives values of
c = 0.91, �1 = 0.399 meV, and �2 = 0.109 meV, suggesting
a Fermi surface dominated by a single band, with only a small
contribution coming from a second band with smaller gap.
The reduced χ2 for the two-gap fit at 250 G is 1.01 compared
to 1.68 for the single band which demonstrates that it is a
statistically superior fit. However, we do not see any evidence
for a continued increase in the 400-G superfluid density with
decreasing temperature as might be expected. This could be
explained by the lower gap on the second band: with a lower
gap the field required to suppress the superconducting state
is expected to be lower which would reduce the influence of
multiband behavior at 400 G compared to 250 G.

The increase at low temperature could also be explained
by a contribution from a band with an anisotropic gap,
such as a d-wave or p-wave component. While our data
alone cannot distinguish the isotropic two-gap state from
such a mixed state, comparison with data from other groups
makes the fully gapped state most likely. STM measurements
show fully gapped superconductivity [30], while thermal
conductivity [29] and HC2 measurments [28] are both
consistent with multiple fully gapped bands. This picture
also matches the theoretical expectations of Samokhin
et al. [17] where a noncentrosymmetric superconductor
with pairing caused by phonons should exhibit two-band
nodeless superconductivity. PbTaSe2 has no surrounding
magnetic phases that might promote pairing by magnetic
fluctuations, and ARPES measurements suggest the role of
phonon stiffening in PbTaSe2 compared to TaSe2 to explain
the appearance of superconductivity [27]. It therefore seems
likely that phonon-mediated pairing is the mechanism for
superconductivity in PbTaSe2 and thus the model of Samokhin
et al., with fully gapped s-wave superconductivity on two
bands, would apply, consistent with our fitting.

Some pairing symmetries, notably some spin-triplet
p-wave states, have a spontaneous time-reversal symmetry-
breaking (TRSB) field in the superconducting state. Most
TRSB states are characterized by nodes in the gap which
are unlikely based on our preceding analysis. However, in
high-symmetry cubic or hexagonal systems TRSB fields can
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FIG. 6. (a) Example silicon muonium asymmetry spectra at early
times in an external field of 5 G. (b) Silicon asymmetry at long times
in an external field of 5 G. (c) Early time silicon asymmetry after
zeroing the field. Red shows data with the muon spins parallel to
momentum, and blue with the muon spins rotated perpendicular to
the momentum. (d) Late time spectra corresponding to (c).

appear even for fully gapped states [40] as has been recently
reported in La7Ir3 [13] and Re6Hf [41]. Such fields have in
the past been identified by μSR measurements in zero field
across the superconducting state [42,43]. However, as the
effect of such a field is very small, significant care must be
taken to minimize any stray field at the sample position, lest a
relaxation rate change caused by Meissner expulsion of a small
field be mistaken for a true time-reversal symmetry-breaking
field.

To perform these careful zero-field measurements on our
PbTaSe2 sample following the procedure outlined in Ref. [44],
we first loaded a piece of pure silicon in place of the sample
and performed measurements at 2 K. At this temperature, a
fraction of muons landing in pure silicon bind with electrons
to form muonium, which has a gyromagnetic ratio γMu

2π
=

1.394 MHz/G, 103 times larger than that of a bare muon. This
gives μSR measurements in low-temperature silicon an ex-
tremely high sensitivity to small magnetic fields. Figures 6(a)
and 6(b), which show the asymmetry spectra of silicon at 2 K
in a field of 5 G, demonstrate this sensitivity. Figure 6(a) shows
the early time spectra with the fast oscillations coming from
muonium. Figure 6(b) shows the asymmetry out to 8 μs and
shows the fast oscillations coming from muonium as well as
the slower oscillations coming from bare muons. These data
are fit with two oscillating components given by Eq. (7),

A = AT

[
FMu cos(γMuBt + φMu)e−(λMut)

+ (1 − FMu) cos(γμBt + φμ)e−(λμt)
]
, (7)

where the field B is the same for both components, FMu = 0.16
is the muonium fraction, λMu and λμ are the muonium and
muon signal relaxation rates, and φMu and φμ are phase offsets
for the muonium and muon components.

Using this silicon sample, we zeroed the field by adjusting
the currents in copper coil electromagnets arranged in three

FIG. 7. (a) μSR asymmetry measured in zero applied field at
0.025 K (blue), 1 K (green), 2 K (yellow), 3 K (orange), and 5K
(red). (b) Fit relaxation rate for μSR data measured in zero field. The
red line shows a fit to a mean field order parameter with TC = 3.6 K
approximated by Eq. (8).

perpendicular directions. In this procedure, we measured
spectra with the muon spin parallel and perpendicular to the
beam momentum, ensuring that the field in all directions was
minimized. Figures 6(c) and 6(d) show the silicon spectra
at 2 K after performing this zeroing procedure with the
muon spins in both possible orientations. No oscillations are
observed in these data, and the field fits to a value of 0+0.3

−0 G
indicating that a good zero-field condition was produced.

Once we arrived at this zero-field condition, we reloaded
the PbTaSe2 single-crystal sample in place of the silicon and
performed zero-field μSR measurements with the muon spins
parallel to the c axis. Figure 7 shows these data for representa-
tive temperatures between 0.025 and 5 K. The asymmetry
in this figure represents the signal coming only from the
sample. The background signal coming from muons stopping
in the silver sample holder is time independent and we have
allowed the baseline shift parameter (α), commonly used in
μSR to account for varying detector efficiencies and geometric
effects, to also account for the baseline shift caused by the
silver background. This results in a total asymmetry which is
comparable to the sample component of the transverse field
measurements. The relaxation of this asymmetry in zero field
will come from nuclear magnetic moments or from electronic
magnetism. As the nuclear moments will not be much affected
by temperature, and there are no known structural transitions
which would modify the muon stopping site, any significant
change in the relaxation rate with temperature is expected to
signal the onset of electronic magnetism.

Figure 7 shows no visible difference between the asym-
metry spectra at all temperatures. Fitting the data to a single
exponentially relaxing component A = AT e−λt , we extract the
relaxation rate (λ) and plot it in Fig. 7(b). This figure shows
no significant change in relaxation rate down to 0.025 K. To
estimate an upper limit on the internal field of the sample, we
fit Fig. 7(b) to a mean field order parameter, approximated by
Eq. (8):

λ = c tanh

(
1.742

√
Tc

T
− 1

)
+ λ0. (8)

Here, λ is the relaxation rate, λ0 is a background relaxation
rate, c is the order parameter, and TC is fixed at 3.6 K. The fit
yields c = 0 ± 0.004 μs−1, which gives an upper limit on the
internal field of 0.05 G. Typical stray fields for time-reversal
symmetry breaking in triplet superconductors are between
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0.1 and 0.5 G [42,45], substantially larger than our upper
limit. We therefore suggest that there is no time-reversal
symmetry breaking in PbTaSe2 coming from triplet pairing.
In certain noncentrosymmetric systems, smaller TRSB fields
of around 0.08 G [13,41] have been reported in fully gapped
superconducting states. These fields are still larger than our
fitting limit, but we cannot rule out a slightly smaller TRSB
field existing in our system.

IV. CONCLUSION

Our results suggest that PbTaSe2 is not purely a conven-
tional s-wave superconductor as the superfluid density is not
flat at low temperatures. Zero-field μSR measurements find
no evidence for a TRSB field, and are of sufficient precision to
rule out the field magnitudes seen in other noncentrosymmetric
and centrosymmetric superconductors. These features are
overall consistent with describing PbTaSe2 as a multiband

superconductor, with isotropic fully gapped superconductivity
existing on both bands.
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Chapter 5
Conclusions and Future Directions

5.1 URu2Si2

5.1.1 Conclusions on various dopings

These works on the three different dopings of URu2Si2 all come together to paint a picture of

how chemical pressure affects the magnetic ground state of URu2Si2, and the extent to which it

can, and can not, be considered the most important tuning parameter for isoelectronic doping.

First, the measurements on URu2−xFexSi2 show that iron doping produces an antiferromag-

netic state with small doping levels that is similar to that of pure URu2Si2 under hydrostatic

pressure [74,75]. Particularly if we consider that the doping levels of some of the samples may

be somewhat higher than the nominal values, the phase diagram as a function of doping can,

through converting the doping to effective chemical pressure, be mapped closely to the hydrostatic

pressure phase diagram. However, despite the similarity of these phase diagrams, the doping

dependence of both the moment measured by neutron scattering, and the internal field measured

by µSR, are quite different in iron doping. Both of these parameters, which ideally are sensitive

to the same quantity, increase with iron concentration up to a doping level of about x = 0.3, after

which point they turn over and begin to decrease. This is significantly different from hydrostatic

pressure where both the magnetic moment measured by neutron scattering [75] and the internal

field measured by µSR [74] are pressure independent above a critical pressure. Furthermore,

our inelastic neutron scattering measurements suggest that the excitation spectra are different

for the antiferromagnetic state induced by iron doping and for that under hydrostatic pressure,

although it is possible that some of this apparent difference comes from the difficulties of doing

scattering experiments under hydrostatic pressure.
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Measurements of the osmium doped samples show a similar antiferromagnetic state to that

seen in the iron doped samples, despite inducing negative chemical pressure. The internal field

measured by µSR in these samples also increases with doping. This constasts with the case of

germanium doping, where a similar negative chemical pressure does not change the hidden order

state into antiferromagnetism. This difference suggests that the hidden order state is not a finely

tuned state that can be pushed away toward antiferromagnetism through a perturbation in either

direction in chemical pressure, but rather is somewhat more robust, and is instead forced toward

antiferromagnetism by some other feature shared by both iron and osmium doping. We suggest

that this feature may be increased hybridization of the ruthenium site electrons and the uranium

f -electrons for both osmium and iron doping, compared to a decrease for germanium doping,

although more work is necessary to better understand this effect.

5.1.2 Future Directions

It would be interesting to do a more thorough characterization of the magnetic state of germanium

doped URu2Si2. In particular, the lack of magnetic order suggests that the hidden order state

persists in these samples, but it would be useful to have inelastic neutron scattering measurements

that could probe the excitations to answer this question more clearly. Furthermore, it would

potentially be interesting to look at positive chemical pressure in another way by doping the

silicon site with carbon. This may allow an antiferromagnetic state more analagous to that under

pressure to be produced, without the effects we see in iron doping that appear to set it apart

from the pressure-induced antiferromagnetism. However, as the melting point of carbon is very

high, and the ionic radius is small, the growth of such carbon doped samples may prove difficult,

and techniques such as high pressure synthesis may be needed.

Finally, it would be useful to more thoroughly address the question of whether the increasing

hybridization for both iron and osmium doped samples is the cause of the antiferromagnetic

state, or if some other factor is causing it. One way to look at this would be to attempt

direct measurement of the electronic hybridization by using a technique such as STM on the

doped samples that has been successful at measuring these properties in pure URu2Si2 [52].

Another possibility is looking at the osmium doped samples under hydrostatic pressure. If the

antiferromagnetism is brought about by changes to the lattice parameters, then applied hydrostatic

pressure should suppress the transition temperature and change it back to hidden order. In

contrast, if it is hybridization, then one might expect an enhancement of the antiferromagnetism

with applied pressure.
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5.2 Dichalcogenides

5.2.1 Conclusions

This thesis considered two different chemically modified dichalcogenides, Ir0.95Pt0.05Te2 and

PbTaSe2. While these share a common material class, it is not necessarily expected for their

properties to be similar as the different atoms and slightly different crystal structures can have a

large impact on electronic properties. Both of these materials become superconducting at low

temperatures; this thesis sought to determine what the gap symmetry of these superconducting

states was through measurement of the penetration depth.

We measured the penetration depth of Ir0.95Pt0.05Te2 using magnetometry and transverse

field µSR measurements. These data show that the penetration depth in this material is not

strongly anisotropic, and increases slightly with increasing field, as would be expected. Converting

the penetration depths to normalized superfluid densities, the temperature dependence of the

data taken from µSR and that from magnetometry are quite similar, aside from a change in TC

resulting from the µSR measurement being at 300 G compared to effectively zero field for the

magnetometry. This temperature dependence can be well fit assuming a isotropic fully gapped

superconducting state, with a gap to TC ratio close to that of the expected BCS weak coupling

value. We therefore suggest that Ir0.95Pt0.05Te2 is a conventional BCS superconductor.

For PbTaSe2, we measured the penetration depth using µSR at two different fields, 250 G

and 400 G. These again show an increase in the penetration depth with field, as expected. At

low temperatures, the superfluid density calculated from the penetration depth at 250 G shows a

continuing increase with decreasing temperature. This could be evidence either for multi-band

behaviour, or an anisotropic superconducting gap. Due to other measurements from the literature

suggesting a fully gapped state with possible multi-band behaviour [141, 145, 147], we fit this

data with a two-band model and find good agreement.

Furthermore, we took zero field µSR measurements on PbTaSe2 to look for possible time-

reversal symmetry breaking in the superconducting state that would be evidence for spin-triplet

superconductivity. These measurements show no change in the relaxation rate down to 30 G

and therefore suggest that there is no time-reversal symmetry breaking. We can put a limit on

the possible size of time-reversal symmetry breaking fields of 0.05 G, which is smaller than the

field seen in other materials that have triplet superconductivity [179,180]. Therefore, from these

measurements, and the penetration depth measurements, we infer that PbTaSe2 is a spin-singlet

superconductor with isotropic fully gapped superconductivity existing on two different bands.
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5.2.2 Future Directions

As the evidence presented in this thesis for the multi-band nature of PbTaSe2 is not conclusive, it

would be interesting to continue with a more extensive set of penetration depth measurements on

this compound. In particular, measuring the penetration depth as a function of field at multiple

temperatures would in principle distinguish between different types of gap symmetry that might

be present, as has been suggested from measurements on other multi-band superconductors such

as MgB2 [30].

Finally, recent work by other groups on PbTaSe2 have shown that there is a change in the

superconductivity under relatively modest pressures of about 0.2 GPa [141,144]. This second

superconducting phase coincides with the point where substantial changes to the bulk Fermi

surface occur as a result of a structural transition [144]. It therefore may be interesting to

do penetration depth measurements in this second pressure-induced superconducting phase to

determine whether unconventional superconductivity appears, possibly as a result of fluctuations

surrounding this structural transition.
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