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Abstract

This thesis examines three important topics in empirical finance: The nonparametric conditional beta, the propagation of risks between markets, and the predictability of the market return density using economics and financial variables.

First, I introduce a model that links the conditional beta to the second order conditional moments of returns. A key insight of my approach is that if the joint distribution of stock returns and market returns are correctly specified, then it follows that their contemporaneous pricing relationship is completely determined by the associated conditional distribution. The model that I propose is able to study the effects of a big shock in the market on the beta of an individual stock or a portfolio. This approach allows the beta to be a flexible function of the sign and size of the market portfolio which is absent in the finance literature. My results demonstrate that beta does depend on the market portfolio in a nonlinear manner. This carries implications for systematic risk measurement significantly different than what we have in a fixed parametric model. My model nests the Gaussian and Student-t distribution as special cases but importantly allows for deviations from the elliptic family of distributions. This includes asymmetric distributions. I extend the model to include more assets and provide a test to see if other factors are priced. My empirical results illustrate that in the event of big shocks in the market the firm’s beta coefficient can go down or shoot up, depending on the market conditions (volatility).

Second, I extend the literature on the spillover effects or contagion effects that focus on
the transmission of shocks through moments to spillover effects on the conditional density and seek to shed greater light on the contemporaneous information transmission between markets. The objective is to develop a joint model of returns on two different markets governed by an infinite mixture model from which the conditional density of the first market given the returns of the other market can be derived. This enables us to study how a shock in one market influences the contemporaneous and future (one-day-ahead, one-week-ahead, and one-month ahead) conditional density of the other market. This makes it possible to explore the contemporaneous spillover effects of big shocks in one market on various features of the density of the other market such as conditional expected return, volatility, skewness and kurtosis, and value at risk.

Third, I investigate the predictability of the market return density using financial and macroeconomic variables. The objective is to develop a Bayesian nonparametric model of the distribution of market returns where the weights of the mixture change over time. Available information on financial and macroeconomic variables is employed to predict the weights of the mixture components in the predictive density of market returns over time. This permits the density of market returns to be unknown and to change over time. Moreover, the proposed model examines whether certain financial and macroeconomic variables convey any useful information about the predictive density which extends the literature on an important question in empirical finance, the predictability of market return. Using the proposed stick-breaking model, instead of focusing only on the conditional mean or variance of market return, I investigate whether these variables are useful in predicting the entire density of stock returns through predicting the time-varying weights of the mixture density. I seek to predict features of the market return density in addition to what is captured by the first and second moments. This matters in empirical distributions in finance and economics where we might have heavy tails and asymmetry. I provide evidence that these features can be of great value in applications such as asset allocation and risk management. I evaluate the
incremental improvement in the predicted density of market returns statistically by the log predictive likelihood criteria and economically by a portfolio selection application.
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Chapter 1

Introduction

This thesis examines three important topics in financial econometrics with a particular focus on estimating an accurate model for financial asset returns using Bayesian nonparametric methods. These topics are of interest to individual investors, managers and policy makers. Informed decisions must take into account the possibility that asset values may increase or decrease as well as the likelihood of these events. This work aims to advance the methodology of modeling asset returns that allows the innovation distribution to be unknown and to change over time. Most of the literature has concentrated on modeling the conditional (co)variance of returns in forms of stochastic volatility and (multivariate) generalized autoregressive conditional heteroskedasticity (GARCH) models with a fixed parametric innovation density. This means that once volatility dynamics are removed, the innovations distribution is constant over time.

This research considers the estimation of an unknown density for the return innovations rather than making a specific assumption. The Bayesian nonparametric approach relies on estimating an infinitely countable mixture of distributions to approximate the true underlying density and yields exact finite sample inference. This results in more accurate predictive densities for individual assets and portfolios of assets. It also provides better measures of
In the first essay, I design and estimate a multivariate Bayesian nonparametric model to study the conditional beta in the capital asset pricing model (CAPM) framework. This study extends recent work that assumes beta changes over time but is fixed at time $t$ as a function of the contemporaneous value of market return. This model is able to study how big shocks in the market affect the beta of an individual stock or a portfolio. There is a large literature that derives testable implications from conditional CAPM. One route to a conditional CAPM is from Hansen and Richard (1987). This model links the second order conditional moments of returns to the conditional beta which determines the risk premium of an asset. One strand of the literature (Bollerslev et al., 1988; Bali and Engle, 2010; Engle, 2016) has investigated this model through a multivariate GARCH model (MGARCH). Recently Engle (2016) proposes a multivariate normal GARCH model from which the conditional distribution defines the dynamic beta coefficient. This directly links time-varying second moments to the time-varying beta in a consistent fashion. The parametric pricing relationship holds more generally for the elliptic family of distributions. This is an attractive approach but may be limiting if the parametric distributional assumptions are not valid.

A key insight of my approach is that if the joint distribution of stock returns and market returns are correctly specified then it follows that their contemporaneous pricing relationship is completely determined by the associated conditional distribution. I semiparametrically model the conditional distribution as a countably infinite mixture of normals (Jensen and Maheu, 2013) using a Dirichlet process prior (Ferguson, 1973). Each normal component in the mixture has a conditional covariance directed by a MGARCH process. The mixing is over both the mean vector and the covariance matrix. Parsimony is guaranteed by the almost surely discrete Dirichlet process prior used for the mixture components. To overcome the infinite-dimensionality of the problem, I apply slice sampler introduced in Walker (2007).

My model nests the Gaussian and Student-t distribution as special cases but importantly
allows for deviations from the elliptic family of distributions. This includes asymmetric distributions. The proposed approach allows the beta to be a flexible function of the sign and size of the market portfolio. Although the time series of the realized conditional betas from the semiparametric model are similar to the benchmark model, I find that beta coefficient does depend on the market portfolio nonlinearly, hence implications for systematic risk measurement is very different than in a fixed parameter model.

In the parametric model, beta is constant at each time and does not depend on the contemporaneous value of market return, while with the proposed semiparametric model, I find that beta changes when we have a significant market correction or crash versus modest moves in the market. I extend the model to include more assets and provide a test to check if other factors are priced. When the market is highly volatile, beta is not affected by unexpected shocks in the market return. While in a calm market, beta can change dramatically from unexpected shocks. For stocks which are highly correlated with the market, an unexpected shock during calm periods increases the beta coefficient. The effect is the reverse for the stocks with low correlation with the market. In other words, when an asset is highly correlated with the market, large moves in a stable market increase the conditional covariance between the market and the asset more than they increase the conditional variance of the market, resulting in a significant increase in the beta coefficient. When an asset has low conditional correlation with the market, large moves in a stable market increase the conditional variance of the market more than they increase the conditional covariance between the market and the asset, leading to a drop in conditional beta. These are important contemporaneous nonlinear dynamics that are absent in other models.

In an attempt to properly estimate the shock spillovers among markets, in the second essay, I develop a joint model of returns on two different markets governed by an infinite mixture model from which the conditional density of one market given the returns of the other market can be derived. This enables us to study how a shock in one market influences the
contemporaneous and future (one-day-ahead, one-week-ahead, and one-month ahead) conditional density of the other market. The proposed model extends the literature on “spillover effects” or “contagion effects” that focus on transmission through conditional moments to spillover effects on the entire density.

There is a vast body of literature on the topic of return spillover and volatility spillover among different markets. One strand of literature estimates the lagged volatility spillover among markets mostly by working in a multivariate GARCH-BEKK (Engle and Kroner, 1995) setting (Darbar and Deb, 1997; Reyes, 2001; Caporale et al., 2006; Gardebroek and Hernandez, 2013; Mensi et al., 2014). The BEKK model captures any significant lagged information transmission among asset volatilities. Another line of studies investigates the contemporaneous spillover effect of a shock in one market on the expected return of the second market. This is usually done by an ad hoc multi-step estimation procedure; first a model is estimated for the returns of the first market, and then the residuals are used as regressors for the returns of the second market (Ng, 2000; Christiansen, 2007; Balli et al., 2015; Apergis and Miller, 2008). This multi-step procedure assumes that the shocks to the first market are external drivers for the second market, which is not necessarily true. This approach also assumes that the contemporaneous shocks to the first market affect the expected return of the second market linearly.

I propose an infinite mixture model for capturing the contemporaneous spillover effects without imposing any assumption on the linearity of spillover effects or the externality of the shocks. With the speed of information transmission among markets these days, estimating the contemporaneous spillovers is of considerable importance. I model the return density of both markets jointly using Dirichlet process mixture model, allowing an unconstrained interaction of markets. Each normal component in the mixture has a conditional covariance directed by a MGARCH-BEKK process. The mean vector and the covariance matrix of the assets are assumed to be component-specific. By estimating the joint density and then
deriving the conditional density, I am able to study the spillover effects of the lagged and contemporaneous shocks in either of the markets on the shape of the entire density of the other market as opposed to the extant literature that mainly focuses on spillovers effects on the first and second moments. This enables us to explore the contemporaneous spillover effects of big shocks in one market on different features of the density of the other market such as conditional expected return, volatility, kurtosis, value at risk, etc.

The proposed model can be used to assess risk transmission among any class of assets. For example, it can estimate how a stock market crash in the US market will affect the Canadian markets. More generally, it can measure financial stress. For instance, conditional on a 3% drop in the oil market, what is the probability that the US market will drop by more than 3%? Density intervals and other probability statements can be directly derived from this model.

I apply the proposed model to a dataset on S&P 500 and oil returns, and also a dataset on S&P TSX returns and oil returns, studying contemporaneous and lagged spillover effects of a shock in oil market on Canada market and the US market. The results show that the contemporaneous transmission of shocks from oil market to both Canada market and the US market are more significant than the lagged spillovers. I provide empirical evidence that a big positive or negative shock in oil market can affect the shape of the entire conditional density of the Canada market returns and the US market returns, increasing the value at risk of an investments in these markets in the event of both positive and negative shocks.

The third essay extends the literature on predictability of market return. I develop a Bayesian nonparametric model of the distribution of market return where the weights of the mixture change over time. Available information on financial and macroeconomic variables is employed to predict the weights of the mixture components in the predictive density of market return over time. This permits the density of the innovations to be unknown and to change over time. Moreover, the proposed model examines whether certain financial
and macroeconomic variables convey any useful information about the predictive density of market return which extends the literature on an important question in empirical finance, predictability of market return.

To estimate the predictive density of market returns, I consider a Bayesian nonparametric mixture model for the distributions over time that allows the mixing distribution to change with time. In general, this can be done by allowing time-variation in the weights of the mixture, the atoms, or both. See for example MacEachern (1999); De Iorio et al. (2004); Gelfand et al. (2005); Teh et al. (2006); Griffin and Steel (2006); Duan et al. (2007); Rodriguez and ter Horst (2008).

Here, I assume that atoms are constant, and variation of the mixing distribution over time comes from the time-varying weights. To determine the weights at each time, I use available information on financial and macroeconomic variables. I propose a new nonparametric mixture model based on the dependent stick-breaking prior of Rodriguez and Dunson (2011) where the time-varying sticks are determined by probit transformations of linear combination of the predictors. This permits the density of innovations to change over time. Moreover, this is a novel and flexible approach by which I examine whether the financial/economic variables carry any useful information to predict the market return’s time-varying density.

Prediction of stock market returns and being able to profit by timing the market using available information has been an interesting topic in finance literature. Predictability of the market returns can be exploited in areas such as asset allocation and risk management. There are contradicting conclusions on whether available information on the financial and macroeconomic variables can improve the out-of-sample predictability of market returns. Rozeff (1986); Fama and French (1988); Campbell and Shiller (1988); Cutler et al. (1991); Hodrick (1992); Rapach and Wohar (2006) and Lettau and Ludvigson (2001) report that certain financial variables explain a significant fraction of movements in stock returns. On the other hand, many studies have criticized the forecasting power of the financial and
macroeconomic variables (see for example Goetzmann and Jorion (1993); Nelson and Kim (1993); Bossaerts and Hillion (1999); Ferson et al. (2003); Engstrom (2003); Goyal and Welch (2003); Lettau and Ludvigson (2005); Ang and Bekaert (2006) and Welch and Goyal (2008)). These studies either conclude that there is no strong evidence supporting the out-of-sample forecasting power of these variables or show that the statistics for many of these predictors are spuriously significant.

The studies mentioned above along with many others only investigate the predictability of mean returns. For an extensive review see Rapach and Zhou (2013). However, out-of-sample point forecasts of market returns do not convey any information about the uncertainty of the realized returns nor the spread and shape of the return distribution, while this information may be valuable for investors. The economic value of a return forecast depends not only on the point forecasts but the entire return distribution.

Although the value of predictors for the predictive mean is unclear, there is evidence that predictors help explain other features of the predictive distribution. Schwert (1989), Engle et al. (2012), Christiansen et al. (2012), Paye (2012), and Asgharian et al. (2013) use various financial and macroeconomic factors to predict the volatility of stock returns. Allowing for predictability of the conditional mean and the conditional variance of stock returns, Cenesizoglu and Timmermann (2012) examine different forecasting models with different predictors using Welch and Goyal (2008) data. They show that using these predictors can improve the economic performance of the prediction models upon constant mean and variance, although this is not the case when the focus is only on statistical measures.

The literature on the predictability of the entire density of market returns using financial and economic predictors is scarce. Some studies investigate this matter through predictability of the conditional mean and conditional variance, as mentioned above. Cenesizoglu and Timmermann (2008) propose a quantile approach to capturing predictability in the distribution of stock returns and find that many of the economic variables studied in the literature
are useful in predicting the tails of the return distribution but not necessarily its center. Instead of focusing only on the conditional mean, conditional variance, or a few quantiles of market excess returns, I investigate whether these financial and macroeconomic variables are useful in predicting the one-period-ahead full density of monthly US stock returns. I attempt to predict features of the market return density in addition to what is captured by the first and second moments. This is particularly important in financial and econometric applications where we usually have heavy tails and asymmetry. I provide evidence that these features can be important in applications such as portfolio selection.

To estimate the proposed model, I apply a Gibbs sampler along with the slice sampler of Walker (2007), the collapsed sampler of Rodriguez and Dunson (2011), and Metropolis-Hastings sampler. The findings add to the growing literature on predictability of market returns. My results show that certain predictors are useful in predicting the density of market returns. I evaluate the incremental improvement in the predicted density of market return statistically by a log-predictive likelihood criteria (Bayes factors) and economically by a portfolio optimization application. The statistical and economic performance of the proposed model is superior over different benchmark models. The strongest predictive ability is found from the kitchen sink case which includes all predictors under study, stock variance, dividend payout ratio, earning price ratio, and dividend price ratio.

The rest of the dissertation proceeds as follows. Chapter 2 reviews the Bayesian methods and nonparametric approaches that I use in all three essays. Chapter 3 examines how the beta coefficient of a firm depends on the market return. Chapter 4 focuses on the contemporaneous spillover of shocks in one market into the entire density of other markets. Chapter 5 studies the predictability of the market return density using financial and economics variables. Chapter 6 concludes.
Chapter 2

Bayesian Inference and
Nonparametric Approaches

The asset return models in all three chapters are extended in a Bayesian nonparametric framework. The Bayesian nonparametric approach relies on estimating an infinitely countable mixture of distributions to approximate the true underlying density and yields exact finite sample inference. To avoid iterating the same literature in each section, this section reviews the definitions and different techniques in Bayesian inference and nonparametric methods with some simple examples and applications.

2.1 Bayesian Inference

Bayesian inference is an approach to decision making in the presence of uncertainty (in the data, in the statistical model and the parameters of the model). In the classic approach, statistical inference can only be defined for experiments that are repeatable. Many experiments in the social sciences are one time events (e.g., the market closing at tomorrow) that do not fit a repeated experiment design. The classic approach must assume a fictitious world in which tomorrow’s stock market close occurs again and again under identical conditions.
If these conditions cannot be met (which is usually the case) then the unknown future event is not a random variable and cannot be interpreted by classic statistical methods. Unlike classic inference, Bayesian approach does not require repeated experiments to define probability. Bayesian approaches also view unknown events with uncertainty and express this uncertainty using a probability distribution. The unknown events do not have to be subject to repetition. Both Bayesian and classic approaches view the unknown model parameters fixed, but the Bayesians express their uncertainty about these parameters using probability.

Bayesian analysis is simply applying Bayes Theorem and updating a prior distribution to a posterior distribution. Bayes rule shows us how our prior beliefs are changed once we observed an event. The result is the posterior probability.

Using Bayes Theorem we can obtain the posterior distribution of a set of parameters, $\theta$, after observing the data from time 1 to T, $p(\theta | y_{1:T})$, as follows

$$p(\theta | y_{1:T}) = \frac{p(y_{1:T} | \theta)p(\theta)}{\int p(y_{1:T} | \theta)p(\theta)d\theta} \propto p(y_{1:T} | \theta)p(\theta)$$

where $p(\theta)$ denotes the prior density, and $p(y_{1:T} | \theta)$ is often called the likelihood. The denominator is the integrating constant and called the marginal likelihood. Therefore, the posterior is proportional to the likelihood times the prior. That is, we update the prior beliefs to posterior beliefs after observing the data. All inference about $\theta$ is conducted through the posterior and conditions on the data, $y_{1:T}$. Only the information contained in the likelihood function matters for inference. Therefore, Bayesian inference is based on what did occur as opposed to classical inference that is concerned about what might have happened. Bayesian approach is ex post and Bayesian inference is conditional on the observed data. The Bayesian approach can be very useful for real time estimation in which new data continually arrives and model estimated need to be updated because this approach to learning is sequential in nature and involves repeated application of Bayes’ rule.
Once we have the posterior density of the parameters, $\theta$, we can calculate the posterior expectation of any function of the parameters, $h(\theta)$ as

$$E(h(\theta)|y_{1:T}) = \int h(\theta)p(\theta|y_{1:T})d\theta$$

(2.1)

For example, the posterior mean of the parameters can be calculated as

$$E(\theta|y_{1:T}) = \int \theta p(\theta|y_{1:T})d\theta$$

(2.2)

As in the classical statistical approach, a Bayesian believes that there exists a true but unknown model parameter. However, the difference is that the Bayesian can use a distribution to express uncertainty. A prior is used to summarize the uncertainty regarding $\theta$ before we observe the data and learn from it. One way of selecting priors is to plot the pdf of the observed data and conjecture the values of the parameter that are more or less likely. When it is possible to identify the form of a posterior distribution, we say that the prior and data density are conjugate. That is, if $F$ is a class of data densities and $P$ a class of priors, then $P$ is conjugate for $F$ if for any likelihood of data that belongs to $F$ and any prior of the parameters that belongs to $P$, the posterior distribution of the parameters also belongs to $P$. In most cases we assume independence between parameters. Thus the parameters’ joint prior density can be written as the product of the prior densities of the parameters separately. This expedites sampling from the posterior density.

We can obtain the posterior distribution, either analytically or we obtain a series of draws from it which can be used to estimate a number of features of the unknown parameter’s distribution such as the posterior mean and standard deviation, the posterior median and other quantiles, $100(1-\alpha)$% density regions. Most often, the posterior distribution does not have a standard and known form. Therefore, it is difficult or impossible to obtain the features like the posterior mean analytically. Development of Markov chain Monte Carlo (MCMC)
technology has successfully solved the problem of computational complexity. The simulation and numerical methods provide a sample from the posterior. Then we can estimate posterior moments and other features of the density using this sample. There are several approaches to simulating from a distribution such as Importance Sampling, Gibb Sampler where we have conditionally conjugate priors, and Metropolis-Hastings where the conditional distributions are of unknown forms.

The predictive density for the model $\mathcal{M}$ is defined as the conditional distribution of $y_{t+1}$ given $y_{1:t} = \{y_1, \ldots, y_t\}$ where all parameter uncertainty has been integrated out.

$$p(y_{t+1}|y_{1:t}, \mathcal{M}) = \int p(y_{t+1}|\theta, y_{1:t}, \mathcal{M})p(\theta|y_{1:t}, \mathcal{M})d\theta$$ (2.3)

This is the key quantity used in forecasting and model comparison. Suppose we have another model $\mathcal{M}'$ and evaluate the predictive density at the data $y_{t+1}$ using $\mathcal{M}'$. If we find that $p(y_{t+1}|y_{1:t}, \mathcal{M}) > p(y_{t+1}|y_{1:t}, \mathcal{M}')$ then this means that model $\mathcal{M}$ is better able to account for the observation $y_{t+1}$. We can compare models on a subset of data which tends to minimize an effect the prior distribution has.

The criteria that I use to compare different models in the next chapters is the value of the predictive likelihood. For each particular model $\mathcal{M}$, the predictive likelihood for $r_{L:T}$, $L < T$ is expressed in terms of the one-step-ahead predictive likelihoods,

$$m(r_{L:T}|r_{1:L-1}, \mathcal{M}) = \prod_{t=L}^{T} p(r_t|r_{1:t-1}, \mathcal{M})$$ (2.4)

where $L > 1$ is chosen to eliminate the influence of the priors on model comparison. Usually in computing these quantities, which tend to be small, it is best to work with the log-predictive likelihoods.

Assume that data $y_{1:T}$ follows one of two models $\mathcal{M}_1$ or $\mathcal{M}_2$ with densities $p(y_{1:T}|\mathcal{M}_1)$
and \( p(y_{1:T}|M_2) \). The posterior odds ratio is

\[
\frac{p(M_1|y_{1:T})}{p(M_2|y_{1:T})} = \frac{p(y_{1:T}|M_1)p(M_1)}{p(y_{1:T}|M_2)p(M_2)}
\]

If the prior probabilities are equal, \( p(M_1) = p(M_2) \), then the posterior odds equal the Bayes factor. If the Bayes factor is 10, then it suggests that \( M_1 \) is 10 times better at explaining the data compared to \( M_2 \). In comparing two models (\( M_1 \) versus \( M_2 \)) a rough guide is that a log-Bayes factor bigger than 3 is a strong evidence for outperformance of \( M_1 \) and a log-Bayes factor bigger than 5 is a very strong evidence for outperformance of \( M_1 \) against \( M_2 \) (Kass and Raftery (1995) ). Bayesian model comparisons favours parsimonious model specifications. Complex models are only chosen if they provide an improved description of the data. We can compare nested or non-nested models using predictive likelihoods.

### 2.2 Dirichlet Process Mixture (DPM) Model

The financial literature has recognized for some time (Fama, 1965; Mandelbrot, 1997) that return distributions exhibits fat tails and asymmetry which are significantly different than the normal distribution. This phenomena is more evident in daily and higher-frequency returns and has led many researchers to use different models to explain skewness and excess kurtosis. Mixture models provide a flexible approach to capture these features of the return distribution.

Mixture models can be divided into two categories in finance. Continuous mixtures have a mixing variable which follows a continuous distribution. The stochastic volatility model of Clark (1973) and the subsequent literature (Taylor, 1994) is a good example of this specification. The second class of models is discrete mixtures. Examples include a finite mixture of normals and Markov switching models. Here, I focus on discrete mixture models used in finance.
In the mixture model analysis, how to determine the number of mixtures is a fundamental problem. The traditional method including model selection based on different number of clusters may over-fit or under-fit the data. While a Bayesian non-parametric model sidesteps this part, it allows the data set to determine its own clusters without actually doing the model selection. Suppose the observation follows an unknown distribution which we try to investigate, the Bayesian method defines a known prior distribution for the underlying unknown distribution. The prior distribution in the non-parametric approach is the space of distributions.

A typical model for $y_t$ in the Bayesian nonparametric framework is

$$f(y) = \int f(y|\theta) dH(\theta)$$

$$H(\cdot) = \sum_{g=1}^{\infty} \eta_g \delta_{\theta_g}(\cdot)$$

where $H$ is almost surely discrete, $f(\cdot|.)$ is a kernel density, and $\eta = (\eta_1, \eta_2, ...) \text{ a vector of the weights such that } \eta_g \geq 0 \text{ for all } g, \sum_{g=1}^{\infty} \eta_g = 1 \text{ and } \delta_x(\cdot) \text{ denotes the distribution degenerate at } x. \theta_1, \theta_2, ... \text{ are assumed to be draws from some known distribution.}$

An infinite mixture model of this form can flexibly represent a wide range of continuous distributions. This nonparametric model is often embedded in a richer time-series model in the finance literature since it is able to capture the fat tails and skewness existing in the financial data but not able to capture time dependencies.

Before discussing the model in (2.5)-(2.6) I review selection of a prior for $H$ and some of its properties. By far the most popular prior for $H$ is the Dirichlet process (DP) prior. The DP, introduced by Ferguson (1973), is a distribution of probability measures over a measurable space. A draw from a DP, say $H$, is a discrete distribution with a countable
number of atoms. The DP is indexed by two parameters: a positive scalar $\alpha$, called the concentration parameter, and a base distribution $H_0$. The draw $H \sim DP(\alpha, H_0)$ is centered on the base distribution which serves as a prior guess. The concentration parameter controls how close we believe the unknown $H$ is to $H_0$. The larger $\alpha$, the stronger belief in $H_0$ and the more distinct atoms we have with significant mass. This prior is convenient in that we can center it around a well known family of parametric distributions such as the Gaussian, and impose some measure of parsimony on the predictive density of $y_t$ through $\alpha$.

A key feature of the DP is that for any finite partition $\{A_1, \ldots, A_K\}$ of the parameter space,

$$H(A_1), \ldots, H(A_K)|\alpha, H_0 \sim D(\alpha H_0(A_1), \ldots, \alpha H_0(A_K)),$$

(2.7)

where $D(a_1, \ldots, a_K)$ denotes a Dirichlet distribution with parameter vector $(a_1, \ldots, a_K)$. This property implies $E[H(A_i)] = H_0(A_i)$ and $V(H(A_i)) = \frac{H_0(A_i)(1-H_0(A_i))}{(1+\alpha)}$.

There are several different representations for the DP: the Chinese restaurant representation, the Polya-urn process, and the stick-breaking representation. A Chinese Restaurant Process (CRP), displayed in Figure 2.1, is a distribution over partitions. Imagine a restaurant with an infinite number of tables that have a unique dish $\theta_g \sim H_0$ that is eaten at each table. A new customer $\phi_n$ (the $n$th customer) chooses an empty table with probability $\frac{\alpha}{\alpha-1}\alpha$ which is served the new dish $\theta \sim H_0$ or decides to sit at one of the occupied tables that have dish $\theta_g$, $g = 1, \ldots, K$ with probability $\frac{c}{\alpha-1+\alpha}$ where $c$ is the number of people sitting at that table.

Another closely related representation for a draw from $H \sim DP(\alpha, H_0)$, is the Polya Urn Scheme. Imagine an urn with $\alpha$ black balls. Whenever a black ball is drawn, a new color is generated from $H_0$ and the new color ball along with the black ball is placed back in the urn. If the drawn ball is non-black, it is placed back together with a ball with the same color.
Thus, the \( n \)th new ball that we put in the urn is the same color as one of the existing colors, say color \( g \), in the urn with probability \( \frac{n_g}{n-1+\alpha} \) where \( n_g \) is the number of existing balls with color \( g \), or has a new color with probability \( \frac{\alpha}{n-1+\alpha} \). Blackwell and MacQueen (1973) prove that the distribution of colors after \( n \) draws converges to a discrete distribution that follows a DP. Let \( s_n \) be an indicator and record the color of the \( n \)th ball. If the first ball is \( s_1 \sim H_0 \), thereafter ball colors are generated as

\[
s_{n+1}|s_{1:n} \sim \sum_{g=1}^{K} \frac{n_g}{\alpha + n} \delta_{s_n,g} + \frac{\alpha}{\alpha + n} \delta_{s_n,K+1} \tag{2.8}
\]

where \( \delta_{h,g} \) denotes the Kronecker delta and \( K \) is the current number of distinct colors.

The observations from a Polya urn are exchangeable and this key point means we can always rearrange our sample to assume we are dealing with the last observation and apply the Polya urn (conditional distribution) results. This is the basis of the Gibbs sampler we discuss below.

Another, constructive definition of the DP, is due to Sethuraman (1994) and often referred to as a \textit{Stick-Breaking Representation} due to the construction of the weights. A draw from
the DP, $H \sim DP(\alpha, H_0)$ almost surely has the form

$$H(\cdot) = \sum_{g=1}^{\infty} \eta_g \delta_{\theta_g}(\cdot)$$  \hspace{1cm} (2.9)

$$\eta_1 = v_1, \eta_g = v_9 \prod_{l=1}^{g-1} (1 - v_l), \ g \geq 2$$  \hspace{1cm} (2.10)

$$v_l \sim \text{B}(1, \alpha), \ l = 1, 2, \ldots$$  \hspace{1cm} (2.11)

$$\theta_g \sim H_0, \ g = 1, 2, \ldots$$  \hspace{1cm} (2.12)

This formulation and the CRP/Polya Urn provide different avenues to posterior sampling.

Note that any draw $H$ from a $DP(\alpha, H_0)$ is a discrete probability measure (Ferguson, 1973) and, therefore, it is possible for a sample from $H$ to have repeated elements. Moreover, the DP can not be used as a prior for distribution of continuous variables. To deal with this issue, Lo (1984) introduces the Dirichlet process mixture (DPM) model and suggests working with a hierarchical model. The DPM model takes the following form

$$y_t | \phi_t \sim F(\phi_t), \ t = 1, \ldots, T$$  \hspace{1cm} (2.13)

$$\phi_t \sim H$$  \hspace{1cm} (2.14)

$$H | \alpha, H_0 \sim DP(\alpha, H_0)$$  \hspace{1cm} (2.15)

where $F(\phi_t)$ is the distribution associated with density $f(y_t | \phi_t)$. If $F()$ is a continuous distribution then so is the DPM model. The parameters, $\phi_t$, are assumed to be distributed according to an unknown distribution $H$ which follows the Dirichlet process prior.

Equivalently, the model in the form of Equation (2.5) with $H$ from Equations (2.9)-(2.12) becomes

$$p(y_t) = \sum_{g=1}^{\infty} \eta_g f(y_t | \theta_g)$$  \hspace{1cm} (2.16)
where \( \theta_g \) represent the unique draws from \( H_0 \)\(^1\) while \( \phi_t \) in Equation (2.14) represent draws from \( H \) which may have repeats.

With the advent of Markov chain Monte Carlo (MCMC) methods Escobar (1994) and Escobar and West (1995) provide tractable approaches to posterior simulation. This is the first generation of posterior samplers.

Here, I discuss the Gibbs sampling method for the model in Equations (2.13)-(2.15). Denote the set of distinct values of all \( \phi_t \)s by \( \theta = \{\theta_1, \theta_2, ..., \theta_K\} \) of size \( K \leq T \). Conditional on \( K \), we introduce indicators \( s_t = g \) if \( \phi_t = \theta_g \) so that, given \( s_t = g \) and \( \theta \), \( y_t \sim F(\theta_g) \). The configuration set \( S = \{s_1, ..., s_T\} \) partitions the data \( y_{1:T} = \{y_1, ..., y_T\} \) into \( K \) distinct groups so that the \( n_g = \#\{t : s_t = g\} \) observations in group \( g \) have the same parameter value \( \theta_g \). Also define \( I_g = \{t : s_t = g\} \) for the set of indices of observations in group \( g \) and \( Y_g = \{y_t : s_t = g\} \) as the corresponding group of observations. Define \( \phi_{-t} = \{\phi_1, ..., \phi_{t-1}, \phi_{t+1}, ..., \phi_T\} \), \( S_{-t} = \{s_1, ..., s_{t-1}, s_{t+1}, ..., s_T\} \), \( K(t) = \) as the number of distinct values in \( \phi_{-t} \) and \( n_g(t) = \#\{s_t \in S_{-t} : s_t = g\} \), then West et al. (1994) show that the Gibbs sampling steps are

- \( \phi_t | \alpha, \phi_{-t}, y_{1:T}, t = 1, ..., T, \)
- \( \theta | \alpha, S, y_{1:T}, \)
- \( \alpha | S, y_{1:T}. \)

The first step is a consequence of samples from the DP being exchangeable and is based on the following

\[
(\phi_t | \phi_{-t}, S_{-t}, K(t), y_{1:T}) \sim \frac{\alpha}{T-1+\alpha} h(y_t) H(d\theta|y_t) + \frac{1}{T-1+\alpha} \sum_{g=1}^{K(t)} n_g(t) f(y_t|\theta_g) \delta_{\theta_g} \quad (2.17)
\]

where \( h(y_t) = \int f(y_t|\theta)dH_0(\theta) \) is the predictive density derived from the prior evaluated at

\(^1\)Assuming \( H_0 \) is a continuous distribution.
y_t and \( H(d\theta|y_t) \propto f(y_t|\theta)dH_0(\theta) \) the posterior distribution based on one observation. This stage generates a new configuration by sequentially sampling indicators from the posteriors

\[ s_t = \begin{cases} 
  g & \text{w.p. } \frac{n_g}{T-1+\alpha}f(y_t|\theta_g), \\
  K^{(t)} + 1 & \text{w.p. } \frac{\alpha}{T-1+\alpha}h(y_t),
\end{cases} \]

for any index \( t \). If \( s_t = K^{(t)} + 1 \), draw a new \( \phi_t \) from \( H(d\theta|y_t) \). The second sampling step \( \theta|\alpha,S,y_{1:T} \) is not necessary but it tends to improve the mixing of the Markov chain. The first step only changes one parameter at a time conditional on all others while the second step allows for an update of all unique \( \theta \) at one time. The final sampling step of \( \alpha \) follows the Gibbs step from Escobar and West (1995).

West et al. (1994) derive the conditional predictive density for future data \( y_{T+1} \),

\[
p(y_{T+1}|\theta,S,\alpha,y_{1:T}) = \frac{\alpha}{\alpha + T} \int f(y_{T+1}|\theta_{K+1})dH_0(\theta_{K+1}) + \sum_{g=1}^{K} \frac{n_g}{\alpha + T}f(y_{T+1}|\theta_g) \tag{2.18}
\]

where \( \theta_{K+1} \) is a new independent draw from \( H_0 \). Note that Equation (2.18) represents a potentially infinite mixture model since for each new observation there is a possibility (proportional to \( \alpha \)) to introduce a new parameter \( \theta \).

The final estimate of the predictive density is obtained by integrating out the parameter uncertainty. Given \( M \) Gibbs draws of \( \phi^{(m)}, S^{(m)} \) and \( \alpha^{(m)} \) the estimate is

\[
p(y_{T+1}|y_{1:T}) \approx \frac{1}{M} \sum_{m=1}^{M} p(y_{T+1}|\theta^{(m)}, S^{(m)}, \alpha^{(m)}, y_{1:T}). \tag{2.19}
\]

There are important alternatives to the Gibbs sampler. Equation (2.9) represents the DP as a countably infinite sum of atomic measures, which leads to the infinite mixture for the density of \( y_t \) in Equation (2.16). The second generation of posterior sampling methods allow for inference on \( H \) and use Equation (2.16) directly. One approach is to truncate this infinite
mixture to a finite number large enough to approximate the true model. Ishwaran and James (2001) provide details on the approximation and block sampling methods. A second approach to deal with the infinite number of parameters in Equation (2.16) is the slice sampler method of Walker (2007). He introduces a latent variable that randomly truncates the model to a finite mixture model, but whose marginal distribution preserves the original model. This turns an infinite dimensional sampling problem into a finite one.

Once we have the sample from the posterior distribution of the unknown parameters, $\theta$, we can approximate the posterior mean of any function $h(\theta)$ as

$$E(h(\theta)|y_{1:T}) = \int h(\theta)p(\theta|y_{1:T})d\theta \approx \frac{1}{M} \sum_{g=1}^{M} h(\theta^{(g)})$$

(2.20)

where $\theta^{(g)}$, $g = 1, \ldots, M$ is the sample drawn from the posterior density of $\theta$ using MCMC algorithms. Often a burn-in sample is considered and the random draws at the beginning of the MCMC algorithm are dropped from the sample in order to ensure the convergence of the random draws is achieved.

**An application of the DPM to stock returns** To illustrate how an infinite mixture model is able to capture the fat tails in a data series, I nonparametrically estimate the density of gold returns, applying the DPM model and using the Gibbs sampler discussed above. The data are the monthly log-returns from January 1970 to November 2012 with $T = 515$ observations. Table 2.1 displays summary statistics of the dataset. This table shows that monthly returns of gold display skewness and excess kurtosis.

<table>
<thead>
<tr>
<th>Total number</th>
<th>Mean</th>
<th>Variance</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>515</td>
<td>0.327</td>
<td>4.6</td>
<td>8.1</td>
<td>1.26</td>
</tr>
</tbody>
</table>

Table 2.1: Summary statistics of gold returns. The data set is the monthly returns from January 1970 to November 2012.
In this example, $\theta = (\mu, h)$, and the base measure, $H_0$, is assumed to have a conjugate prior of

$$H_0(\mu_t, h_t) \equiv \mathcal{NG}(\mu_t, h_t | \mu_0, \rho, \frac{\alpha_0}{2}, \frac{\beta_0}{2})$$

$$\mu_0 = 0, \rho = 4, \alpha_0 = 4, \beta_0 = 20, \alpha \sim \mathcal{G}(a, b)$$

where $\mathcal{NG}(.)$ is the normal-gamma distribution\(^2\) and $\mathcal{G}(a, b)$ is the gamma distribution\(^3\).

Using the results above we have

$$h(y_t) \propto t_{\alpha_0} \left( y_t | \mu_0, \frac{\beta_0(1 + \rho)}{\alpha_0 \rho} \right)^4.$$  \hspace{1cm} (2.21)

$$H(d\theta | y_t) \propto \mathcal{NG}\left( \mu, h | \tilde{\mu}_t, (1 + \rho)^{-1}, \frac{\alpha_0 + 1}{2}, \frac{\omega^*_t}{2} \right)$$ \hspace{1cm} (2.22)

in which

$$\tilde{\mu}_t = \frac{y_t + \rho \mu_0}{1 + \rho}, \quad \omega^*_t = -(1 + \rho)\tilde{\mu}_t^2 + y_t^2 + \rho \mu_0^2 + \beta_0.$$ \hspace{1cm} (2.23)

$t_{\nu}(\mu, \sigma^2)$ denotes a Student-t density with location $\mu$, scale parameter $\sigma^2$ and degree of freedom $\nu$ and $t_{\nu}(x | \mu, \sigma^2)$ is the associated density function evaluated at $x$.

The predictive density given parameter draws is a mixture of normals and Student-t distributions,

$$p(y_{T+1} | \theta, S, \alpha) =$$

$$= \frac{\alpha}{\alpha + T} \int f(y_{T+1} | \mu_{k+1}, h_{k+1}) dH_0(\mu_{k+1}, h_{k+1}) + \sum_{g=1}^{k} \frac{n_g}{\alpha + T} f(y_{T+1} | \mu_g, h_g)$$

$$= \frac{\alpha}{\alpha + T} t_{\alpha_0} \left( y_{T+1} | \mu_0, \frac{\beta_0}{\alpha_0} \left( 1 + \frac{1}{\rho} \right) \right) + \sum_{g=1}^{k} \frac{n_g}{\alpha + T} \phi(y_{T+1} | \mu_g, h_g).$$ \hspace{1cm} (2.24)

\(^2\)(X, T) $\sim \mathcal{NG}(\mu, \rho, \alpha, \beta)$, with density $f(x, \tau | \mu, \rho, \alpha, \beta) = \frac{\beta^\alpha}{\Gamma(a \sqrt{\pi^2})} x^{\alpha - 1} e^{-\tau^2 x^2}$.

\(^3\)X $\sim \mathcal{G}(a, b)$, with density $f(x | a, b) = \frac{b^a}{\Gamma(a)} x^{a-1} e^{-xb}$. Then we have $E(x) = \frac{a}{b}$. 
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The predictive density is obtained by averaging this result over the MCMC draws as in Equation (2.19).

After running the MCMC algorithm for $M = 7000$ iterations and dropping the first $M_0 = 1000$ draws as burn-in, I estimate predictive density. Figure 2.2 shows the estimated nonparametric predictive density of monthly returns with $\alpha \sim \mathcal{G}(1, 24)$ (the first panel) as well as its logarithmic scale plot (the second panel) in comparison to the normal distribution with mean and variance equal to sample mean and sample variance, respectively. The nonparametric model captures significant deviations from the normal distribution by using approximately 5 components, on average. The log-density of the nonparametric model displays thicker upper tails meaning large increases in gold prices are more likely than large drops. The posterior mean of the precision parameter $\alpha$ is 0.17.

![Figure 2.2: Comparison of nonparametric predictive density with the normal distribution. The second panel shows the associated log-densities](image)

Pooling data into different clusters is a distinct advantage of the DPM model. For instance, Fisher et al. (2015) use the DPM in the context of a linear factor structure to
classify the skill of mutual funds into sub-populations.

The DPM model is suitable for modeling an unknown i.i.d. distribution such as the unconditional distribution of returns. Without modification it cannot deal with the pronounced volatility dynamics in return data. For this reason the DPM is often embedded in a more sophisticated time-series specification of returns. I turn to some examples next.

**GARCH-DPM and SV-DPM**

To make the model richer and more suitable for financial data, recent research combines the DPM model with a time series model of volatility such as GARCH or stochastic volatility.

**GARCH** The first class of studies incorporates the GARCH (Bollerslev, 1986) functional form into the infinite mixture model. From the perspective of GARCH literature, these models impose an ARMA structure on squared innovations along with a parametric Normal, Student-t, or in some cases (Bauwens et al., 2007; Galeano and Ausin, 2010) a finite mixture of normals for the innovation density. By extending GARCH models to a Bayesian semiparametric setting, the functional form of the conditional density of the data can be estimated nonparametrically in the same framework as DPM model (2.13)-(2.15) but with a GARCH factor entering into each of the components of this mixture. For general reviews on multivariate GARCH (MGARCH) models, see Bauwens et al. (2006), and Virbickaite et al. (2015).

Kalli et al. (2013) define an infinite mixture model with GARCH components to estimate a unimodal and asymmetric conditional return distribution. The unknown distribution $H$ has a stick-breaking prior (SBP) with a standard exponential distribution as the base distribution $H_0$. The SBP is a more general case of the DP for which there exists less tractable results. With the SBP, the rate of weights decay is controlled by potentially an infinite number of parameters, instead of only one parameter, $\alpha$, which is the case for DP. Kalli et al. (2013) look at the daily log returns of three stock indices and find evidence in favor of their
semiparametric model against GARCH, EGARCH, and GJR-GARCH models. Other work on Bayesian nonparametric GARCH models are Lau and Cripps (2012) and Ausín et al. (2014).

Jensen and Maheu (2013) propose a Bayesian nonparametric modeling approach for the MGARCH model,

\[
y_t|\mu_t, B_t, \Sigma_t \sim N(\mu_t, \Sigma_t^{1/2} B_t^{-1} (\Sigma_t^{1/2})'), \quad t = 1, ..., T, \tag{2.25}
\]

\[
\Sigma_t = \Gamma_0 + \Gamma_1 \odot y_{t-1} y_{t-1}' + \Gamma_2 \odot \Sigma_{t-1}, \tag{2.26}
\]

\[
\mu_t, B_t|H \overset{iid}{\sim} H, \tag{2.27}
\]

\[
H|\alpha, H_0 \sim DP(\alpha, H_0), \tag{2.28}
\]

\[
H_0(\mu_t, B_t) \equiv N(\mu_0, V_0) - W(P, \nu + d - 1), \quad \nu \geq 1, \tag{2.29}
\]

where \(y_t = (y_{1t}, ..., y_{dt})'\) is the d-dimensional vector of returns and the symbol \(\odot\) denotes the Hadamard product. They assume a parametric model for the dynamics of the conditional covariance matrix of returns (Equation (2.26)) proposed by Ding and Engle (2001), and a DPM prior for the multivariate distribution of the returns Equations (2.27)-(2.29). In the Sethuraman (1994) representation of the DPM model, this model can be cast as an infinite mixture of multivariate normals with mixing over both the location and scale matrix of the normal components,

\[
f(y_t|\Sigma_t) = \sum_{g=1}^{\infty} \eta_g \phi(y_t|\mu_g, \Sigma_t^{1/2} B_g^{-1} (\Sigma_t^{1/2})') \tag{2.30}
\]

\[
\eta_1 = v_1, \eta_g = v_g \prod_{l=1}^{g-1} (1 - v_l), \quad g \geq 2 \tag{2.31}
\]

\[
v_l \overset{iid}{\sim} B(1, \alpha), \quad l = 1, 2, ... \tag{2.32}
\]

\[
\theta_g \equiv (\mu_g, B_g) \overset{iid}{\sim} H_0, \quad g = 1, 2, .... \tag{2.33}
\]
This nests the Gaussian case when $\eta_1 = 1$ and $\eta_g = 0$, $g > 1$. When $\mu_g = \mu$, $\forall g$ and $\alpha \to \infty$, $H \to H_0$ and we obtain a Student-t distribution.

Using the conditionally conjugate priors (normal and Wishart) as the base measure, $H_0$, slice sampling methods from Walker (2007) and Kalli et al. (2009) can be used for posterior simulation. In contrast to the previous example that was based on the Polya urn and integrated the unknown $H$ out, slice sampling works directly with the infinite mixture representation in Equation (2.30). In the following sampling steps $S = \{s_1, ..., s_T\}$ is the configuration set where $s_t = g$ if the $t$th observation uses the $g$th component’s parameters $(\mu_g, B_g)$, and $n_g = \#\{t : s_t = g\}$. $u_1, \ldots, u_T$ are the auxiliary variables introduced by Walker (2007) to make the sampling more tractable.

**Step 1** The posterior distribution of $(\mu_g, B_g)$, $g = 1, ..., K$: Using the transformation $z_t = \Sigma_t^{-1/2} y_t$, and making use of conditionally conjugate prior we have

$$B_g|y^T, S, \mu_g, \Sigma^T \sim W \left( P^{-1} + \sum_{t:s_t=g} (3_t - \Sigma_t^{-1/2} \mu_g)(3_t - \Sigma_t^{-1/2} \mu_g)'^{-1}, n_g + d - 1 + \nu_0 \right)$$

$$\mu_g|y^T, S, B_g, \Sigma^T \sim N(\bar{\mu}, \bar{V})$$

which

$$\bar{V} = \left( \sum_{s_t=g} \Sigma_t^{-1/2} B_g^{-1} \Sigma_t^{-1/2} + V_0^{-1} \right)^{-1}, \quad \bar{\mu} = \bar{V} \left( \sum_{s_t=g} \Sigma_t^{-1/2} B_g^{-1} 3_t + V_0^{-1} \mu_0 \right).$$

**Step 2** Updating $v_g$, $g = 1, ..., K$: By the conjugacy of the generalized Dirichlet distribution to multinomial sampling (Ishwaran and James, 2001) we have

$$v_g|S \sim B \left( 1 + \sum_{t=1}^T 1(s_t = g), \alpha + \sum_{t=1}^T 1(s_t > g) \right).$$

Then update $\eta$ according to Equation (2.31).
**Step 3** Updating $u_t$, $t = 1, \ldots, T$ (Walker, 2007):

$$u_t | S \sim U(0, \eta_s)$$

Then we update $K$ such that $\sum_{g=1}^{K} \eta_g > 1 - \min \{u_t \}^T_{i=1}$. Additional $\eta_g$ and $(\mu_g, B_g)$ will need to be generated from the priors if $K$ is incremented.

**Step 4** Updating $S$ (Walker, 2007): For each $t = 1, \ldots, T$, 

$$p(s_t = g | y^T, \Sigma^T) \propto 1(\eta_g > u_t)\phi(y_t | \mu_g, \Sigma_t^{1/2} B_g^{-1}(\Sigma_t^{1/2})'), g = 1, \ldots, K$$  \hspace{1cm} (2.37)

**Step 5** Updating GARCH parameters $\Gamma = \{\Gamma_0, \Gamma_1, \Gamma_2\}$: Assuming prior $p(.)$ for $\Gamma$

$$p(\Gamma | \mu, B, S, y^T, \Sigma^T) \propto p(\Gamma) \times \prod_{t=1}^{T} \phi(y_t | \mu_{s_t}, \Sigma_t^{1/2} B_{s_t}^{-1}(\Sigma_t^{1/2})')$$ \hspace{1cm} (2.38)

which is not of standard form, and the Metropolis Hastings sampler can be applied.

Given a large number of draws from the sampling steps above, the predictive density of $y_{T+1}$ given $y^T$ can be approximated using $M$ draws of the posterior as follows:

$$f(y_{T+1} | y^T) \approx \frac{1}{M} \sum_{m=1}^{M} \phi(y_{T+1} | \mu_{x_{T+1}}^{(m)}, \Sigma_{T+1}^{(m)}^{1/2} B_{x_{T+1}}^{(m)-1} \Sigma_{T+1}^{(m)}^{1/2} ')$$ \hspace{1cm} (2.39)

where $x^{(m)}$ is the $m$th draw of parameter $x$, and $s_{T+1}^{(m)}$ at each iteration $m$ is one of the $K_{T+1}^{(m)}$ components, say component $g$, with probability $\eta_g^{(m)}$, or is a new component with probability $1 - \sum_{g=1}^{K_{T+1}^{(m)}} \eta_g^{(m)}$. Note that we are able to compute $\Sigma_{T+1}^{(m)}$ at each iteration of the algorithm from:

$$\Sigma_{T+1}^{(m)} = \Gamma_0^{(m)} + \Gamma_1^{(m)} \odot y_T y_T' + \Gamma_2^{(m)} \odot \Sigma_T^{(m)}.$$  

This is recursively computed from $t = 1$ to $t = T + 1$. 
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Jensen and Maheu (2013) consider two datasets, equity return and foreign exchange rate, to estimate the model employing Polya urn and stick-breaking sampling schemes. Comparison of the Bayes factors and density forecasts with parametric GARCH models (Gaussian and Student-t innovations) support the flexible semiparametric approach, particularly in the case of asymmetric distributions and during high volatile periods.

Working with a univariate version of the model Ausín et al. (2014) estimate the return density of Hang Seng Index and Bombay Stock Exchange index and carry out Bayesian prediction of the value-at-risk. They compare the results of the semiparametric model with a Gaussian, a Student-t, and a mixture of two zero mean Gaussian distributions, and find significant differences in the return predictive distribution, particularly in the tails.

**Stochastic Volatility**  The second class of studies combine stochastic volatility with a DPM model. The main difference of the SV model with GARCH, is that conditional on time $t$ information, the conditional variance is stochastic and can be thought of as the impact of an unobserved news flow process.

Jensen and Maheu (2010) extend the standard SV specification that has parametric return innovations to the following semiparametric (SV-DPM) setting

\[
y_t \sim N(\mu_t, \lambda_t^{-2} \exp(h_t)) \tag{2.40}
\]

\[
h_t|h_{t-1} \sim N(\delta h_{t-1}, \sigma^2) \quad \text{and} \quad h_t \perp y_t, |\delta| < 1 \tag{2.41}
\]

\[
(\mu_t, \lambda_t^2)' \sim H \tag{2.42}
\]

\[
H \sim DP(H_0, \alpha) \tag{2.43}
\]

\[
H_0(\mu_t, \lambda_t^2) \equiv N(m, (\tau \lambda_t^2)^{-1}) - \mathcal{G}(\nu_0/2, s_0/2) \tag{2.44}
\]

\[\text{Value-at-risk indicates the potential loss associated with an unfavorable movement in market prices over a given time period at a certain confidence level.}\]
The latent log volatility $h_t$ follows a parametric, stationary, first-order autoregressive (AR) process defined with the AR parameter $\delta$ but the rest of the model is nonparametric inasmuch no assumption is made about the underlying distribution of return innovations. Note that, assuming $h_t \perp y_t$, Jensen and Maheu (2010) remove any leverage effect (Jacquier et al., 2004). Equations (2.42) and (2.43) assume the mixture’s probabilities and parameters follow the DP prior. The base distribution, $H_0$, is a conjugate conditional normal-gamma distribution. The Sethuraman (1994) representation for this semiparametric model is

\[
y_t \sim \sum_{g=1}^{\infty} \eta_g \mathcal{N}(c_g, d_g^{-2} \exp(h_t))
\]  

(2.45)

with the mixture weights distributed as $\eta_1 = v_1$, $\eta_g = v_g \prod_{l=1}^{g-1}(1 - v_l)$, $g > 1$, where $v_l \sim \mathcal{B}(1, \alpha)$. The mixture parameters $(c_g, d_g^2)$ have the $\mathcal{NG}$ distribution (Equation (2.44)). They construct an MCMC sampling method for the model and apply it to a long series of daily market returns and find strong deviations from both normal and Student-t distributions.

To take into consideration the correlation between returns and volatility innovations (Jacquier et al., 2004; Nakajima and Omori, 2009), Jensen and Maheu (2014) extend the univariate algorithm of the semiparametric stochastic volatility model above by lifting the assumption of $y_t \perp h_t$. To model the unknown joint distribution of return and volatility innovations ($u_t$ and $v_t$ in the following expressions), they choose a DPM model (ASV-DPM) as below,

\[
y_t = \mu + \exp(h_t/2)u_t
\]  

(2.46)

\[
h_t = \delta h_{t-1} + v_t
\]  

(2.47)

\[
(u_t, v_t)^\prime \sim \mathcal{N}_2(0, \Lambda_t)
\]  

(2.48)

\[
\Lambda_t \sim H
\]  

(2.49)

\[
H \sim DP(H_0, \alpha)
\]  

(2.50)
They compare the ASV-DPM model with the parametric SV models by daily predictive Bayes factors. The empirical experiment provides evidence favoring the nonparametric asymmetric stochastic volatility model more often than the parametric version.

Delatola and Griffin (2013) extend the parametric, linearized stochastic volatility model of Omori et al. (2007) to capture the leverage effect in an infinite mixture model. They include a constant leverage effect and nonparametrically model the distribution of the log-squared returns. The semiparametric stochastic volatility model with leverage effect in this case is specified as

\[
y^*_t = h_t + z^*_t
\]

\[
h_t = \delta h_{t-1} + d_t \rho \sigma_v \exp(\mu_t/2)[a^* + b^*(y^*_t - h_t - \mu_t)] + \sigma_v (1 - \rho^2) \epsilon^*_t
\]

\[
z^*_t \sim N(\mu_t, \delta \sigma^2_v)
\]

\[
\mu_t \sim H
\]

\[
H \sim DP(\alpha, H_0)
\]

where \(a^* = \exp(\delta \sigma^2_v/8), b^* = 0.5a^*, d_t = sign(y_t), \) and same as in Nakajima and Omori (2009) and Jacquier et al. (2004), \(y^*_t = \log(y^2_t + c)\) and \(z^*_t = \log(u^2_t) \sim F\) which can be approximated by a mixture of normal distributions.

Kalli and Griffin (2015) define a Bayesian nonparametric model for cross-sectional aggregation of AR(1) models (Robinson, 1978; Granger, 1980) to account for long memory in volatility. Suppose that we have \(d\) time series, \(\{h_{i1}, ..., h_{iT}\}_{i=1}^d\), where each time series

\(6\)

The predictive likelihood is defined as,

\[
m(y_L, ..., y_T|y^{L-1}, M) = \sum_{i=L}^{T} f(y_t|y^{t-1}, M)
\]

where \(M\) denotes the particular model, and \(L < T\) is chosen to eliminate the influence of the priors. The one-step-ahead predictive likelihoods \(f(y_t|y^{t-1}, M)\), can be estimated by computing the sample mean of the likelihood using MCMC draws of the unknown parameters and latent variables conditional on the data history \(y^{t-1}\).
follow an AR(1) process with persistence parameter $\Phi^i \sim F_{\Phi}$. The finite aggregate process is written as

$$h_t = \sum_{i=1}^{d} \frac{h_{it}}{d}, \quad t = 1, \ldots, T. \quad (2.57)$$

An infinite aggregate process assumes that $d$ in Equation (2.57) goes to infinity. Kalli and Griffin (2015) assume that the stochastic volatility follows an infinite aggregate process,

$$y_t = \beta \exp(h_t/2)u_t, \quad (2.58)$$

$$h_t = \sum_{g=1}^{\infty} h_t(\Phi_g, \sigma^2\pi_g), \quad (2.59)$$

where $u_t \sim N(0, 1)$ and $\pi_g$ is the proportion of the variation in $h_t$ explained by the $g$th process associated with AR parameter $\Phi_g$. This parametrization flexibly models the dependence of the volatility process in financial time series. The persistence parameter of each AR(1) process is independently drawn from a distribution $F_{\Phi}$ which is estimated nonparametrically following a DP prior. They apply the linearized model of SV (Harvey et al., 1994), and also use a finite approximation to the DP (Ishwaran and Zarepour, 2000; Neal, 2000; Kim and Shephard, 1998). The empirical results in the daily returns of HSBC and Apple Inc. show significant difference in the distributions of the volatility persistence, suggesting different lasting effect of the information in these two sets of return.

Mixture modeling appears in many other areas of finance. Mixture models underpin a great deal of research in empirical finance. Development and use of these modeling methods will continue to be a central component of empirical work in finance.
Chapter 3

Essay 1: Nonparametric Dynamic Conditional Beta

3.1 Introduction

This chapter nonparametrically estimates the dynamic conditional beta of a stock using a Bayesian semiparametric multivariate GARCH model. This extends Engle’s (2016) parametric version of dynamic conditional beta to the case of an unknown general continuous distribution. In this setting the whole distribution can affect the compensation for risk.

Researchers have long studied the beta coefficient of a stock which represents the nondiversifiable risk arising from exposure to market movements. Traditional approaches estimate the beta coefficient by regressing excess stock returns on the excess market return as in the one-factor Capital Asset Pricing Model (CAPM, Sharpe (1964) and Lintner (1965)), or exploiting more empirically supported asset pricing models, such as Fama-French three-factor model, which incorporate additional explanatory variables (Fama and French (1993)). Our multivariate model nests both cases, but allows for time variation in the conditional second moments. There is a large literature based on multivariate GARCH (MGARCH) models
that link a time varying beta to the conditional second moments. Some examples include Bollerslev et al. (1988), Giannopoulos (1995), McCurdy and Morgan (1992) and Choudhry (2002).

Recently Bali et al. (2016) proposes a multivariate normal GARCH model from which the conditional distribution defines the dynamic beta coefficient. This directly links time-varying second moments to the time-varying beta in a consistent fashion. The parametric pricing relationship holds more generally for the elliptic family of distributions. This is an attractive approach but may be limiting if the parametric distributional assumptions are not valid.

A key insight of our approach is that if the joint distribution of excess stock returns and market returns are correctly specified then it follows that their contemporaneous pricing relationship is completely determined by the associated conditional distribution. Therefore, we semiparametrically model the conditional distribution as a countably infinite mixture of normals. Each normal component in the mixture has a conditional covariance directed by a MGARCH process. Our model nests the Gaussian and Student-t distribution as special cases but importantly allows for deviations from the elliptic family of distributions. This includes asymmetric distributions which the elliptic family omit being only symmetric. The mixing is over both the mean vector and covariance matrix.

We follow Jensen and Maheu (2013) to implement a Bayesian semi-parametric MGARCH model and extend it to allow for asymmetric shocks in volatility. The data strongly support the semiparametric MGARCH specification over Gaussian and Student-t distributional alternatives.

We use a new approach to selecting the number of factors in a model. Since specifications with a different number of factors are not comparable by the usual Bayes factors due to different dimensions of the dependent variable we select the number of factors based on the
marginal predictive likelihood. This relies on the marginal predictive likelihood of the individual stock return derived from models with different dimensions and is directly comparable across specifications. Empirically, the one factor model is strongly supported for all stocks compared to specifications with Fama-French factors and momentum.

In this framework, the conditional distribution of stock returns given the market excess return (and possibly other factors) can be represented as an infinite mixture with weights written as functions of the value of the market excess return. Consequently, the beta coefficient of a security at each time will depend nonparametrically on the contemporaneous value of market return, as opposed to the beta derived from existing models which is insensitive to the contemporaneous value of the market return.

Although the time series of the realized conditional betas from the semiparametric model are similar to the benchmark model, we find significant nonlinear dependence in beta as a function of the contemporaneous value of the market excess return. In the parametric models, beta is constant as a function of the market excess return.

When the market is highly volatile, beta is not affected by unexpected shocks in the market return. While in a calm market, beta can change dramatically from unexpected shocks. For stocks which are highly correlated with the market, an unexpected shock during calm periods increases the beta coefficient. The effect is the reverse for the stocks with low correlation with the market. In other words, when an asset is highly correlated with the market, large moves in a stable market increase the conditional covariance between the market and the asset more than they increase the conditional variance of the market, resulting in a significant increase in the beta coefficient. When an asset has low conditional correlation with the market, large moves in a stable market increase the conditional variance of the market more than they increase the conditional covariance between the market and the asset, leading to a drop in conditional beta. These are important contemporaneous nonlinear dynamics that are absent in other models.
The remainder of the chapter is structured as follows. We begin by reviewing the benchmark model which is an MGARCH model with Student-t innovations. Section 3.3 provides a general theoretical setting of the multivariate model used in this study, key features of the semiparametric MGARCH model, and the use of the Dirichlet process prior. Posterior sampling is detailed in Section 3.4. The derivation of the nonparametric dynamic conditional beta is presented in Section 3.5. Data is introduced in Section 3.6, and Section 3.7 assesses models with different number of factors and compares the performance of the proposed model to the benchmark model. Applications of the semiparametric model are found in Section 3.8, and Section 3.9 provides some implications of the semiparametric model in finance. Section 3.10 concludes and an Appendix defines distributions and collects the detailed derivations.

3.2 Benchmark Model

Our benchmark model is a straightforward extension of Bali et al. (2016). Bali et al. (2016) defines dynamic conditional beta using a multivariate GARCH (MGARCH) model assuming a multivariate normal distribution as the joint density of stock returns and factors. We replace the normal distribution with a Student-t to accommodate the fat-tails in the data. Let the excess stock return on asset $i$ be $r_{i,t}$ and a vector of regressors (factors) including the excess market return be $r_{f,t} = (r_{f_1,t}, r_{f_2,t}, ..., r_{f_q,t})'$. $r_t = (r_{i,t}, r_{f,t}')'$ is assumed to follow the MGARCH-t

$$r_t | r_{1:t-1} \sim t(\mu_t, H_t, \nu),$$

$$H_t = \Gamma_0 + \Gamma_1 \odot (r_{t-1} - \eta)(r_{t-1} - \eta)' + \Gamma_2 \odot H_{t-1},$$

where $t(\mu, \Sigma, \nu)$ denotes a t-distribution (see appendix) with mean vector $\mu$, scale matrix $\Sigma$ and degree of freedom $\nu$ and $r_{1:t-1} = \{r_1, \ldots, r_{t-1}\}$ is the information set available at time
The scale matrix, $H_t$, is based on the vector-diagonal multivariate GARCH model of Ding and Engle (2001) but other MGARCH formulations could be used. The symbol $\odot$ denotes the Hadamard product. The parameter is $\Gamma = \{\Gamma_0, \Gamma_1, \Gamma_2, \eta\}$, with the symmetric positive definite matrices parameterized as $\Gamma_0 = \Gamma_1/2 (\Gamma_1/2)'$, $\Gamma_1 = \gamma_1 (\gamma_1)'$, and $\Gamma_2 = \gamma_2 (\gamma_2)'$ where $\Gamma_0$ is a lower triangular $(q+1) \times (q+1)$ matrix and $\gamma_1, \gamma_2$ and $\eta$ are $(q+1)$-vectors. $\eta$ permits a nonlinear asymmetric response to shocks and can be considered a multivariate version of the asymmetric GARCH model (Engle and Ng, 1993).

Partition $r_t = (r_{1,t}, r_{2,t})'$ into a $k_1$ and $k_2$ ($k_1+k_2 = q+1$) vector and similarly $\mu = (\mu'_1, \mu'_2)'$ and

$$H_t = \begin{bmatrix} H_{11,t} & H_{12,t} \\ H_{12,t} & H_{22,t} \end{bmatrix}. $$

Applying the properties of the Student-t distribution (Roth, 2013) the conditional distribution of $r_{1,t}$ given $r_{2,t}$ is

$$r_{1,t}|r_{2,t} \sim t(\mu_{1|2}, H_{t,1|2}, \nu_{1|2}), $$

$$\mu_{1|2} = \mu_1 + H_{12,t} H_{22,t}^{-1} (r_{2,t} - \mu_2), $$

$$H_{t,1|2} = \frac{\nu + (r_{2,t} - \mu_2)' H_{22,t}^{-1} (r_{2,t} - \mu_2)}{\nu + k_2} (H_{11,t} - H_{12,t} H_{22,t}^{-1} H_{12,t}'), $$

$$\nu_{1|2} = \nu + k_2, $$

where the conditional mean is $\mu_{1|2}$, the conditional scale matrix is $H_{t,1|2}$ and the degree of freedom $\nu_{1|2}$.

This is a useful result in that it tells us how the conditional distribution of $r_{1,t}$ reacts to any value of $r_{2,t}$. For instance, if $r_{1,t} \equiv r_{i,t}$ and conditioning on one factor, the excess market return, $r_{2,t} \equiv r_{m,t}$, substituting into Equation (3.4) directly gives a dynamic risk premium for asset $i$ as

$$E[r_{i,t}|r_{m,t}, H_t] = \mu_i + H_{12,t} H_{22,t}^{-1} (r_{m,t} - \mu_m). $$
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This tells how the expected excess return of asset $i$ reacts to any value of the market. If the market shock is zero ($r_{m,t} = \mu_m$) then the expected value is $\mu_i$ but for all other realizations the market shock impacts the expected return of the asset. Engle identifies the dynamic conditional beta that arises from the joint relationship as

$$\beta_t = H_{12,t}H_{22,t}^{-1}. \quad (3.8)$$

This is the derivative of Equation (3.7) with respect to $r_{m,t}$. A conditional pricing relationship is obtained by setting $r_{2,t} \equiv E[r_{m,t}|r_{1:t-1}]$ and substituting into Equation (3.7).

There are several advantages to modeling excess returns in this way. First, it confronts the simultaneous nature of the asset return and the factors that price the risk premium. Rather than specifying a single equation partial equilibrium relationship the model begins with the full joint dynamics. Second, the joint distribution of the asset and the factors directly pins down the conditional distribution and the implications for the risk premium. The dynamic beta is a function of the conditional covariance matrix. This is a general result that holds for the elliptic family of distributions.

We estimate the model from a Bayesian perspective. The posterior density has the non-standard form

$$p(\mu, \Gamma, \nu|r_{1:T}) \propto p(\nu)p(\mu)p(\Gamma) \times \prod_{t=1}^{T} t(r_t|\mu, H_t, \nu), \quad (3.9)$$

where $t(r_t|\mu, H_t, \nu)$ is the density of the Student-t distribution, and $p(\nu)p(\mu)p(\Gamma)$ is the prior density for $\mu, \Gamma, \nu$. Posterior draws of the parameters vector are simulated with a Metropolis-Hastings sampler.

Although attractive, the conditional distribution in Equation (3.3) has some drawbacks. The conditional beta derived from MGARCH-t model, at each time, is constant with respect
to the contemporaneous value of market return (Equation 3.8), and consequently, the conditional expected return of the stock is a linear function of the factor returns. This pricing relationship will not hold for more general distributions not belonging to the elliptic family. The elliptic family of distributions are symmetric about their mean and do not account for asymmetry observed in financial returns.

This model imposes a strong assumption on the functional form of the joint distribution of the data. In this chapter, I remove this restrictive assumption by employing a Dirichlet process mixture (DPM) to model the unknown joint distribution of returns. This results in a potentially non-constant conditional beta and a nonlinear conditional expected return of the stock as a function of the contemporaneous value of the market return.

### 3.3 MGARCH-DPM Model

Unlike the benchmark model that assumes a specific parametric joint distribution for the individual asset returns and the factors, we model this joint distribution nonparametrically by an infinite mixture of normal distributions which can approximate any continuous multivariate distribution. Recall that \( r_t = (r_{i,t}, r_{f_1,t}, \ldots, r_{f_q,t})' \) represents the excess return vector of an individual stock and \( q \) factors at time \( t \). The infinite mixture representation can be written as

\[
r_t | H_t, \mu, B, W \sim \sum_{j=1}^{\infty} \omega_j N(\mu_j, (H_t^{1/2})B_j(H_t^{1/2})').
\] (3.10)

where \( H_t^{1/2} \) is the Cholesky decomposition of \( H_t \), \( \mu = \{\mu_1, \mu_2, \ldots\} \), \( B = \{B_1, B_2, \ldots\} \) and \( W = \{\omega_1, \omega_2, \ldots\} \) is the vector of the weights, such that \( \omega_j \geq 0 \) for all \( j \) and \( \sum_{j=1}^{\infty} \omega_j = 1 \). The mixing is over the mean vector and the component \( B_j \) of the covariance matrix. The second component, \( H_t \) of the covariance matrix captures volatility clustering through time but is not a function of \( j \). \( B_j \) is a symmetric positive definite matrix which scales \( H_t \) to yield a better estimate of the joint density of data.
The conditional mean can be derived in exactly the same way as in the benchmark model except it will follow an infinite mixture of conditional normal distributions. If \( r_{ft} = (r_{f1,t}, ..., r_{fq,t})' \) then the conditional density of \( r_{i,t} \) given \( r_{ft} \) is a mixture distribution as well and the conditional expectation can be written as the following weighted mixture

\[
E(r_{i,t}|r_{ft}, H_t) = \sum_{j=1}^{\infty} q_j(r_{ft})E(r_{i,t}|r_{ft}, \mu_j, B_j, H_t).
\]

The weights, \( q_j(r_{ft}) \), are a function of the factors and affect how much each conditional expectation, \( E(r_{i,t}|r_{ft}, \mu_j, B_j, H_t) \), in the mixture contributes. The details on the derivations will be explained later but for now it is important to see that unlike the parametric model the conditional expectation is not a linear function of the factors. To obtain the nonparametric conditional beta, we take the derivative of Equation (3.11) with respect to the desired factor. The conditional beta is not constant in general but it changes as the contemporaneous value of the corresponding factor changes. The next section introduces the Dirichlet process prior to estimate this model. In Section 3.5 we derive the nonparametric conditional beta.

In Bayesian inference the Dirichlet process (DP) prior (Ferguson, 1973) is a standard prior used for infinite dimensional objects such as Equation (3.10). A draw from a DP, \( G \sim DP(\alpha, G_0) \), is almost surely a discrete distribution and is governed by two parameters. The concentration parameter \( \alpha \), a positive scalar and a base distribution \( G_0 \). The nonparametric distribution \( G \) is centered on the base distribution \( G_0 \), which can be considered as the prior guess; \( E(G) = G_0 \). The concentration parameter measures the strength of belief in \( G_0 \). The larger \( \alpha \), the stronger belief in \( G_0 \) and the more distinct elements we have with non-negligible mass. Lo (1984) introduces Dirichlet process mixture (DPM) model in which \( G \) is the mixing measure over a continuous kernel. This has become a standard Bayesian approach to nonparametric estimation of an unknown continuous distribution. In this chapter, \( G \) is the unknown distribution that governs the mixing over the mean vector and covariance matrix
of the normal kernel in our mixture model.

The model (MGARCH-DPM) is an extension of Jensen and Maheu (2013) and allows for asymmetry in the MGARCH process from shocks to volatility and fat tails without making any restrictive assumption. The hierarchical form of the model is,

\[
\begin{align*}
    r_t & \mid \phi_t, H_t \sim N(\xi_t, H_t^{1/2} \Lambda_t (H_t^{1/2})'), \
    \phi_t & \equiv \{\xi_t, \Lambda_t\} | G \sim G, \
    G | \alpha, G_0 \sim DP(\alpha, G_0), \
    G_0 & \equiv N(\mu_0, D) \times W^{-1}(B_0, \nu_0), \
    H_t & = \Gamma_0 + \Gamma_1 \odot (r_{t-1} - \eta)(r_{t-1} - \eta)' + \Gamma_2 \odot H_{t-1}.
\end{align*}
\]

In this model \(\xi_t\) is a \((q+1)\)-vector and \(\Lambda_t\) is a symmetric positive definite matrix and \(H_t\) follows the same MGARCH specification as the benchmark parametric model. \(W^{-1}(B_0, \nu_0)\) represents an inverse Wishart distribution (see appendix) with scale matrix \(B_0\) and degree of freedom \(\nu_0\).

Sethuraman (1994) characterizes a stick-breaking representation of the DP. Combining this with the normal kernel gives the associated stick breaking representation of the MGARCH-DPM density as

\[
p (r_t | \mu, B, W, H_t) = \sum_{j=1}^{\infty} \omega_j N(r_t | \mu_j, H_t^{1/2} B_j (H_t^{1/2})'),
\]

\[
\begin{align*}
    \omega_1 & = v_1, \quad \omega_j = v_j \prod_{l=1}^{j-1} (1 - v_l), \quad j > 1, \
    v_j & \overset{iid}{\sim} \text{Beta}(1, \alpha), \
    \mu_j & \overset{iid}{\sim} N(\mu_0, D), \quad B_j \overset{iid}{\sim} W^{-1}(B_0, \nu_0),
\end{align*}
\]

where \(N(r_t | \mu_j, H_t^{1/2} B_j (H_t^{1/2})')\) denotes the multivariate normal density with mean \(\mu_j\) and
covariance \( H_t^{1/2}B_j(H_t^{1/2})' \) evaluated at \( r_t \). Note that \( \mu \) and \( B \) are the set of unique points of support in the discrete distribution \( G \) while \( \xi_t \) and \( \Lambda_t \) denote draws from \( G \) in Equation (3.13), with the possibility of repeated draws of \( \mu_j \) and \( B_j \).

The model nests several special cases. First, the Gaussian model is obtained when \( \alpha \to 0 \) as \( \omega_1 = 1, \omega_j = 0, \forall j > 1 \) and \( B_1 = I \). The Student-t model results from \( \mu_j \) being constant for all \( j \) and \( \alpha \to \infty \), since \( G \to G_0 \), the inverse Wishart distribution.

### 3.4 Posterior Sampling

To estimate the unknown parameters in Equations (3.12)-(3.16), we apply an MCMC sampler along with the slice sampler of Walker (2007). Slice sampling introduces a latent variable, \( u_t \in (0,1) \), to elegantly convert an infinite sum to a finite mixture model which makes the sampling feasible. Estimating the joint posterior density of \( u_t \) and other model parameters and then integrating out the slice variable \( u_t \) recovers the desired posterior density. In practice, this means jointly sampling all parameters including the slice variable but then discarding \( u_t \). Define \( u_t \) such that the joint density of \((r_t, u_t)\) given \((W, \Theta) \equiv (\mu, B)\) is given by

\[
 f(r_t, u_t|W, \Theta) = \sum_{j=1}^{\infty} 1(u_t < \omega_j)N(r_t|\mu_j, (H_t^{1/2})'B_jH_t^{1/2}). \tag{3.21}
\]

Let \( s_{1:T} = \{s_1, ..., s_T\} \) be the configuration set that partitions the data \( r_{1:T} \) into \( c \) distinct clusters such that observation \( r_t \) is assigned parameter \( \theta_{s_t} = (\mu_{s_t}, B_{s_t}) \). Let \( n_j = \{\#|s_t = j\} \) be the number of observations allocated to state \( j \). The full likelihood is

\[
 p(r_{1:T}, u_{1:T}, s_{1:T}|W, \Theta) = \prod_{t=1}^{T} 1(u_t < \omega_{s_t})N(r_t|\mu_{s_t} + \Gamma_{s_t}r_{t-1}, (H_t^{1/2})B_{s_t}(H_t^{1/2})'), \tag{3.22}
\]
and the joint posterior is proportional to

$$p(W_{1:K}) \Pi_{j=1}^{K} p(\mu_j, B_j) \Pi_{t=1}^{T} 1(u_t < \omega_{s_t}) N(r_t | \mu_{s_t} + \Gamma_{s_t}, (H_{t}^{1/2}B_{s_t}(H_{t}^{1/2}))' )$$

where $K$ is the smallest natural number that satisfies the condition $\sum_{j=1}^{K} \omega_j > 1 - \min \{u_t\}_{t=1}^{T}$ and $W_{1:K}$ denotes the finite set of $W$ and similarly for other parameters $\mu_{1:K}$ and $B_{1:K}$.

Having defined the notation, the steps of the MCMC algorithm are discussed next.

### Steps of MCMC algorithm for MGARCH-DPM Model

1. The posterior distribution of $\theta_j = (\mu_j, B_j), j = 1, \ldots, K$: Using the transformation $z_t = H_{t}^{-1/2}r_t$, and applying the results of conditionally conjugate priors for the linear regression model we have

   $$B_j | r_{1:T}, s_{1:T}, \mu_j, \Gamma \sim W^{-1}\left(n_j + \nu_0, B_0 + \sum_{s_t=j}(z_t - H_{t}^{-1/2}\mu_j)(z_t - H_{t}^{-1/2}\mu_j)' \right)$$

   $$\mu_j | r_{1:T}, s_{1:T}, B_j, \Gamma \sim N(\bar{\mu}, \bar{D})$$

   in which

   $$\bar{D}^{-1} = D^{-1} + \sum_{t | s_t=j} H_{t}^{-1/2}B_{j}^{-1}H_{t}^{-1/2}, \quad \bar{\mu} = \bar{D}\left(\sum_{t | s_t=j} H_{t}^{-1/2}B_{j}^{-1}z_t + D^{-1}\mu_0\right).$$

2. Updating $v_j, j = 1, \ldots, K$.

   $$v_j | S \sim Beta\left(1 + \sum_{t=1}^{T} 1(s_t = j), \alpha + \sum_{t=1}^{T} 1(s_t > j) \right).$$

   Then we update $W_{1:K}$ based on Equation (3.18).

3. Updating $u_t, t = 1, \ldots, T$. $u_t | s_{1:T} \sim U(0, \omega_{s_t})$. Then update $K$ such that $\sum_{j=1}^{K} \omega_j >$
\[ 1 - \min \{ u_t \}_{t=1}^T. \] Additional \( \omega_j \) and \( \theta_j \) will need to be generated from the priors if \( K \) is incremented.

4. Updating \( s_{1:T} \). For each \( t = 1, ..., T \),

\[ p(s_t = j | r_{1:T}) \propto \mathbf{1}(\omega_j > u_t) N(r_t | \mu_j, H_t^{1/2} B_j (H_t^{1/2})^\prime), j = 1, ..., K. \quad (3.28) \]

5. Updating \( \alpha \): Assuming a gamma prior \( \alpha \sim \mathcal{G}(a_0, b_0) \) (see appendix) \( \alpha \) can be sampled following the two steps below (Escobar and West, 1995). Recall that \( c \) is the number of alive clusters defined as the number of clusters in which at least one observation is allocated. Note that \( c \leq K \). Then the sampling steps are as follows.

(a) \( (\tau | \alpha, c) \sim \text{Beta}(\alpha + 1, T) \).

(b) Sample \( \alpha \) from

\[ \alpha | \tau \sim \pi_{\tau} \mathcal{G}(a_0 + c, b_0 - \log(\tau)) + (1 - \pi_{\tau}) \mathcal{G}(a_0 + c - 1, b_0 - \log(\tau)), \]

where \( \pi_{\tau} \) is defined by

\[ \frac{\pi_{\tau}}{1 - \pi_{\tau}} = \frac{\frac{a_0 + c - 1}{b_0 - \log(\tau)}}{T(b_0 - \log(\tau))}. \]

6. Updating GARCH parameters \( \Gamma = (\Gamma_0^{1/2}, \gamma_1, \gamma_2, \eta) \). The conditional posterior is

\[ p(\Gamma | \mu, B, S, r_{1:T}, H_{1:T}) \propto p(\Gamma) \times \prod_{i=1}^T N(r_t | \mu_{s_t}, H_t^{1/2} B_{s_t} (H_t^{1/2})^\prime) \quad (3.29) \]

which is not of standard form, and we apply a Metropolis-Hastings sampler. Given the current value \( \Gamma \) of the chain, the proposal \( \Gamma' \) is sampled \( \Gamma' \sim N(\Gamma, \tilde{V}) \). The draw is accepted with probability

\[ \min \{ p(\Gamma' | \mu, B, S, r_{1:T}, H_{1:T}) / p(\Gamma | \mu, B, S, r_{1:T}, H_{1:T}), 1 \}, \]
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and otherwise rejected. \( \hat{V} \) is proportional to the inverse Hessian matrix of \( \ell = \log[p(\Gamma|\mu, B, S, r_{1:T}, H_{1:T})] \) evaluated at its posterior mode, \( \hat{\Gamma} \), which is computed once at the start of estimation. \( \hat{V} \) is scaled to achieve an acceptance rate between 0.2 and 0.5. In this chapter we apply Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm to approximate the posterior mode of \( \ell \).

### 3.5 Nonparametric Dynamic Conditional Beta

To study the behaviour of the conditional beta of an individual stock, we first consider a special case of our model, \( r_t = (r_{i,t}, r_{m,t}) \) where \( r_{i,t} \) and \( r_{m,t} \) represent an individual stock’s excess return and the market excess return, respectively. Applying the posterior sampling algorithm, we sample model parameters for many iterations and after dropping a set of burn-in draws we have the following set of sampled parameters:

\[
\{(\mu_{j}^{(g)}, B_{j}^{(g)}), v_{j}^{(g)}, j = 1, ..., K^{(g)}\}, \{s_{t}^{(g)}, u_{t}^{(g)}, t = 1, ..., T\}, H_{1:T}^{(g)} = \{H_{1}^{(g)}, ..., H_{T}^{(g)}\}, \quad (3.30)
\]

for \( g = 1, ..., M \) where \( M \) is the number of MCMC iterations. At each iteration \( g = 1, ..., M \) of the algorithm, a draw of \( G|r_{1:T} \), can be written as

\[
G^{(g)} = \sum_{j=1}^{K^{(g)}} \omega_{j}^{(g)} \delta_{\theta_{j}^{(g)}} + \left(1 - \sum_{j=1}^{K^{(g)}} \omega_{j}^{(g)}\right) G_{0}(\theta), \quad (3.31)
\]

where \( \theta_{j}^{(g)} = (\mu_{j}^{(g)}, B_{j}^{(g)}) \) and \( \delta_{\theta_{j}^{(g)}} \) is a mass point at \( \theta_{j}^{(g)} \).

Combining this with the normal kernel gives the predictive density for the generic return
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\((r_{i,t}, r_{m,t})\) conditional on \(G^{(g)}\) as

\[
p(r_{i,t}, r_{m,t} | r_{1:T}, G^{(g)}) = \sum_{j=1}^{K^{(g)}} \omega_j^{(g)} f(r_{i,t}, r_{m,t} | \theta_j^{(g)}) + \left(1 - \sum_{j=1}^{K^{(g)}} \omega_j^{(g)}\right) \int f(r_{i,t}, r_{m,t} | \theta) G_0(\theta) d\theta,
\]

(3.32)

where \(f(r_{i,t}, r_{m,t} | \theta)\) is the multivariate normal density.

To assess the nonlinear regression function \(E(r_{i,t} | r_{m,t}, r_{1:T})\), or the conditional beta of the individual stock \(i\), we require the conditional density derived from this predictive (joint) density of \((r_{i,t}, r_{m,t})\). Therefore,

\[
p(r_{i,t} | r_{m,t}, r_{1:T}, G^{(g)}) = \frac{p(r_{i,t}, r_{m,t} | r_{1:T}, G^{(g)})}{p(r_{m,t} | r_{1:T}, G^{(g)})}
= \frac{p(r_{i,t}, r_{m,t} | r_{1:T}, G^{(g)})}{\sum_{j=1}^{K^{(g)}} \omega_j^{(g)} f_2(r_{m,t} | \theta_j^{(g)}) + \left(1 - \sum_{j=1}^{K^{(g)}} \omega_j^{(g)}\right) \int f_2(r_{m,t} | \theta) G_0(\theta) d\theta}
= \sum_{j=1}^{K^{(g)}} q_j^{(g)}(r_{m,t}) f(r_{i,t} | r_{m,t}, \theta_j^{(g)}) + \left(1 - \sum_{j=1}^{K^{(g)}} q_j^{(g)}(r_{m,t})\right) f(r_{i,t} | r_{m,t}, G_0),
\]

(3.34)

where

\[
q_j^{(g)}(r_{m,t}) = \frac{\omega_j^{(g)} f_2(r_{m,t} | \theta_j^{(g)})}{\sum_{j=1}^{K^{(g)}} \omega_j^{(g)} f_2(r_{m,t} | \theta_j^{(g)}) + \left(1 - \sum_{j=1}^{K^{(g)}} \omega_j^{(g)}\right) \int f_2(r_{m,t} | \theta) G_0(\theta) d\theta}
\]

(3.35)

and \(f_2(r_{m,t} | \theta_j^{(g)})\) is the marginal (normal) density of \(r_{m,t}\) and \(f(r_{i,t} | r_{m,t}, G_0)\) is the conditional distribution using the base measure. The terms \(q_j^{(g)}(r_{m,t})\) determine which components in the mixture receive more weight. Clusters that have a marginal density \(f_2(r_{m,t} | \theta_j^{(g)})\) that has a higher likelihood value for \(r_{m,t}\) will receive larger weights. The marginal density, and hence relative weight of clusters, will change with \(r_{m,t}\) as well as over time through the MGARCH component, \(H_t\). These features will determine the relative weights on the cluster specific conditional expectations which we derive next.

Our focus is on the conditional mean of \(r_{i,t}\) given \(r_{m,t}\). Using the properties of the normal
distribution the conditional mean directly comes from Equation (3.34) and is

\[
E(r_{i,t}|r_{m,t}, r_{1:T}, G^{(g)}) = \sum_{j=1}^{K^{(g)}} q_j^{(g)}(r_{m,t}) [\mu_{j,1}^{(g)} + \beta_{jt}^{(g)} (r_{m,t} - \mu_{j,2}^{(g)})] + \quad (3.36)
\]

\[
\left(1 - \sum_{j=1}^{K^{(g)}} q_j^{(g)}(r_{m,t}) \right) \int [\mu_1 + \beta_t (r_{m,t} - \mu_2)] N(r_{m,t}|\mu_2, (H_t^{(g)})^{1/2} B H_t^{(g)1/2'}) p(\mu, B) d\mu dB
\]

\[
\frac{\int N(r_{m,t}|\mu_2, (H_t^{(g)})^{1/2} B H_t^{(g)1/2'}) p(\mu, B) d\mu dB}{\int N(r_{m,t}|\mu_2, (H_t^{(g)})^{1/2} B H_t^{(g)1/2'}) p(\mu, B) d\mu dB}.
\]

The cluster specific beta is defined as

\[
\beta_{jt}^{(g)} = \left(\frac{H_t^{(g)1/2} B_j H_t^{(g)1/2'}}{H_t^{(g)1/2} B_j H_t^{(g)1/2'}}\right)_{12} \quad (3.37)
\]

where the subscript \((i, j)\) on () denotes element \((i, j)\) of the matrix and \(\beta_t\) in the second line of Equation (3.36) is defined as \(\beta_{jt}^{(g)}\) except \(B_j\) is replaced with \(B\). The numerator and denominator in the last term of Equation (3.36) can be approximated by simulation.

Integrating all parameter and distributional uncertainty results in an estimate of the predictive conditional mean as

\[
E(r_{i,t}|r_{m,t}, r_{1:T}) \approx \frac{1}{M} \sum_{g=1}^{M} E(r_{i,t}|r_{m,t}, r_{1:T}, G^{(g)}). \quad (3.38)
\]

The predictive mean of the conditional beta is the derivative of this conditional expectation of \(r_{i,t}\) given \(r_{m,t}\), Equation (3.38) with respect to \(r_{m,t}\). This is,

\[
b_{m,t}(r_{m,t}) = \frac{\partial E(r_{i,t}|r_{m,t}, r_{1:T})}{\partial r_{m,t}} \bigg|_{r_{m,t}=r_{m,t}}. \quad (3.39)
\]

Full details on this derivative and estimate are provided in the appendix.

In the case that we have more than one factor, we follow the same process. We first estimate the joint model and back out the conditional distribution of the stock return \(r_{i,t}\) given all factors. The nonparametric conditional beta in this case is a vector. It is defined
analogously to Equation (3.39) as the partial derivative with respect to the factor. For instance in the case of the Fama-French 3-factor model with size factor \( r_{SMB,t} \), value factor \( r_{HML,t} \), and market factor (Fama and French, 1993), beta for size factor is defined as

\[
b_{SMB,t} = \frac{\partial E(r_{i,t}|r_{m,t}, r_{SMB,t}, r_{HML,t}, r_{1:T})}{\partial r_{SMB,t}} \bigg|_{r_{m,t}=r_{m,t}, r_{SMB,t}=r_{SMB,t}, r_{HML,t}=r_{HML,t}} \tag{3.40}
\]

with a similar expression for the other factor coefficients \( b_{m,t} \) and \( b_{HML,t} \).

### 3.6 Data

We use the value-weighted index constructed by the Center of Research in Security Prices (CRSP) as a proxy for market returns. Daily market excess returns as well as five individual stock excess returns for IBM, General Electric or GE, Exxon or XOM, Amgen or AMGN, and bank of America or BAC are obtained from 2000/01/03 to 2013/12/31 (3521 daily observations). Excess returns are derived after subtracting the risk-free return approximated by the three-month Treasury bill rate. All returns are scaled by 100. Figure 3.1 displays the data and Table 3.1 reports summary statistics. All individual stocks display skewness and excess kurtosis. Figure 3.1 shows that returns with absolute large (small) value tend to be followed by other large (small) absolute returns reflecting volatility clustering. Daily data for the size factor, \( r_{SMB,t} \), value factor, \( r_{HML,t} \), and momentum factor, \( r_{MOM,t} \), are obtained from Kenneth French’s website.

### 3.7 Model Performance

The criteria that we use to compare different models is the value of the log-predictive likelihood. For each particular model \( \mathcal{M} \) (i.e., MGARCH-t or MGARCH-DPM), the predictive
likelihood for \( r_{L:T}, L < T \) is expressed in terms of the one-step-ahead predictive densities,

\[
m(r_{L:T}|r_{1:L-1}, \mathcal{M}) = \prod_{t=L}^{T} p(r_t|\theta, r_{1:t-1}, \mathcal{M})
\]

(3.41)

where \( L > 1 \) is chosen to eliminate the influence of the priors on model comparison. We can approximate the one-step-ahead predictive likelihoods, \( p(r_t|\theta, r_{1:t-1}, \mathcal{M}) \), by averaging the data density over draws of the unknown parameters conditional on the data history \( r_{1:t-1} \).

This integrates out parameter and distributional uncertainty as

\[
p(r_t|\theta, r_{1:t-1}, \mathcal{M}) = \int p(r_t|\theta, r_{1:t-1}, \mathcal{M})p(\theta|\theta^{(g)}, r_{1:t-1}, \mathcal{M})d\theta
\]

(3.42)

where \( \theta^{(g)} \) is a posterior draw from \( p(\theta|\theta^{(g)}, r_{1:t-1}, \mathcal{M}) \) and \( p(r_t|\theta^{(g)}, r_{1:t-1}, \mathcal{M}) \) is the data density given \( \theta^{(g)} \) and \( r_{1:t-1} \) for model \( \mathcal{M} \).

The following priors are used in estimation. In the MGARCH-t model, \( \nu \sim U(2, 100) \), and \( \mu \sim N(0, 0.1I) \) for both models. For each of GARCH parameters in both models, we set \( \Gamma_{0,ij}^{1/2} \sim N(0, 100)1_S, \gamma_{1,i} \sim N(0, 100)1_S, i = 1, \ldots, q + 1, j \leq i \) as prior distribution where \( S \) denotes the following restriction: \( \text{diag}(\Gamma_{0,ij}^{1/2}) > 0, \gamma_{11} > 0, \gamma_{22} > 0 \) to impose identification. For the concentration parameter \( \alpha \sim G(0.1, 0.3) \). The prior on \( \alpha \) controls the number of the distinct components in the mixture model, although with a large number of observations the effect of the prior is diminished. For the hyper-parameters of the base measure \( G_0 \), we set \( B_0 = (\nu_0 - q - 1)I \) which makes \( E(B) = I \) and centers the conditional covariance of \( r_t \) at \( H_t \). \( \nu_0 = 8 \), but other values for \( \nu_0 \) do not change our conclusions.
Based on Equation (3.42), the predictive likelihoods for the two models are estimated as

\[
p(r_t|r_{1:t-1}, \text{MGARCH-t}) \approx \frac{1}{M} \sum_{g=1}^{M} t(r_t|\mu^{(g)}_t, H^{(g)}_t, \nu^{(g)}_t),
\]

(3.43)

\[
p(r_t|r_{1:t-1}, \text{MGARCH-DPM}) \approx \frac{1}{M} \sum_{g=1}^{M} N(r_t|\mu^{(g)}_{s_t(g)}, H^{(g)/2}_t B^{(g)}_{s_t(g)} H^{(g)/2}_{t-1}').
\]

(3.44)

Note that we are able to compute \( H^{(g)}_t \) at each iteration of the MCMC since we have \( H^{(g)}_{t-1} \) and GARCH parameters: \( H^{(g)}_t = \Gamma^{(g)}_0 + \Gamma^{(g)}_1 \odot (r_{t-1} - \eta^{(g)})(r - \eta^{(g)})_{t-1} + \Gamma^{(g)}_2 \odot H^{(g)}_{t-1} \).

In MGARCH-DPM model, at each iteration \( g, s^{(g)}_t \)

To determine the factors to be used, we compare the values of the marginal predictive likelihood of the individual stock return derived from each model, using different factors. The predictive likelihoods discussed above are directly comparable but when comparing a model with 2 factors versus 3 factors the independent variable \( r_t \) is 2 dimensional and 3 dimensional, respectively. These predictive likelihood values are not comparable. Instead we compare the marginal predictive likelihood for the individual stock return only. This is obtained from each full model after integrating out the factors in each model. For instance, for excess stock return \( i \) we compare the one-factor model against the two-factor model with \( p(r_{i,t}|r_{i,1:t-1}, r_{f_1,1:t-1}) \) and \( p(r_{i,t}|r_{i,1:t-1}, r_{f_1,1:t-1}, r_{f_2,1:t-1}) \). These marginal predictive likelihoods are derived from the full predictive likelihood. For example, the first one is obtained from \( p(r_{i,t}, r_{f_1,t}|r_{i,1:t-1}, r_{f_1,1:t-1}) \) by marginalizing out \( r_{f_1,t} \). This can be done directly on the terms (3.43) and (3.44) by selecting the associated univariate marginal density from the multivariate Student-t and normal on the right hand side of these equations.

We first compare the performance of the MGARCH-DPM model with different factors. These factors include market excess return, size factor and value factor from the Fama-French 3-factor model, and the momentum factor. The set of factors can be extended to include any factor. Table 3.2 reports the marginal log-predictive likelihood of IBM, BAC, GE, XOM and
AMGN, for the MGARCH-DPM model, for 2012/03/12 to 2013/12/31 (500 observations) when we use different factors. The table shows that, for all stocks under study, 1-factor model with market excess return as the only factor results in a better marginal predictive likelihood compared to the 3 and 4-factor models. The evidence for one factor is very strong. For instance, the log-predictive Bayes factor for the 1 factor IBM model against the 3 factor version is $243.35$. Therefore the remainder of the empirical results focus on the the 1-factor model.

Table 3.3 reports the log-predictive likelihoods for the 1-factor MGARCH-t and MGARCH-DPM models, and the log-Bayes factor over 2012/03/12 to 2013/12/31. Bivariate models based on daily excess returns on IBM, GE, XOM, AMGN and BAC each with excess market returns are considered. The results strongly support our semi-parametric model relative to the benchmark model. For instance, log-Bayes factors are all greater than 211. This is very strong evidence of significant deviations from the Student-t MGARCH model.

Figure 3.2 displays the time-series of the market and IBM excess returns as well as the difference in the log-predictive likelihood of the two models using

$$
\log p(r_t | r_{1:t-1}, \text{MGARCH-DPM}) - \log p(r_t | r_{1:t-1}, \text{MGARCH-t}).
$$

(3.45)

Positive values favour the MGARCH-DPM specification. This figure shows that the MGARCH-DPM model almost always outperforms MGARCH-t model. There are large differences when the market or IBM returns are extreme.

### 3.8 Applications of Semiparametric Conditional Beta

This section presents empirical estimates of the nonparametric dynamic conditional beta from the MGARCH-DPM model for several individual stocks and compares them with the corresponding counterpart from the parametric MGARCH-t model. Not only does the beta
computed in this way change over time, but also the time-varying conditional beta is sensitive to the contemporaneous value of excess market return. This implies that the value of the systematic risk of an asset at each time depends on the level of the market return.

The model is applied to derive a nonparametric conditional beta (calculated in Section 3.5) using excess returns on a single stock and on the market return ($q = 1$). This results in a conditional expected return of the individual stock comparable to the conditional CAPM model.

The analysis reported here is based on 25000 iterations of the MCMC algorithm. The first 15000 draws were dropped as burn-in and the following 10000 used for inference. The average acceptance rate of GARCH parameters is about 20% and about 30% for parametric and nonparametric models, respectively.

Tables 3.4-3.8 report the posterior mean and the 0.95 probability density intervals of the fixed parameters for both models and for different stocks. The estimated MGARCH parameters from the two models are consistent. The tables report $c$, the number of components in the mixture used to estimate the unknown density. On average, the bivariate joint density of IBM, XOM, GE, and BAC with the market is estimated using about 3.6-6.3 components but the density intervals indicate considerable uncertainty. However, for AMGN and the market, about 15 components are used, showing that this joint density is far more complex than the others. These results are compatible with the small degree of freedom estimated in the benchmark models. Estimates of $\eta_1$ and $\eta_2$ are consistently positive indicating a larger response to the conditional covariance from negative shocks.

Figures 3.3-3.7 compare the posterior mean of the realized beta over time derived from both models for each of the stocks. For MGARCH-t model, the posterior mean of Equation (3.8) is reported while for the MGARCH-DPM model the posterior mean of Equation (3.39) is evaluated at the realized excess market return value for time $t$. As seen in the figures, both models result in very similar time series for the conditional beta.
Figures 3.8-3.12 illustrate posterior mean of each stock’s conditional beta as a function of the contemporaneous market excess return using Equation (3.39) at several dates. These figures show that beta is changing over time and, more importantly, at each time the value of beta is sensitive to the contemporaneous value of the market excess return. For each stock there are dates that beta is a constant function of the market return which would be consistent with the MGARCH-t model. However, each stock has dates in which beta is nonlinearly dependent on the market return. Moreover, often beta is asymmetrically related to the market; when the market excess return increases (large positive values), conditional beta drops more significantly (Figures 3.8-3.10).

The nonlinear relationship between beta and the market transfers directly into the conditional expected excess return. For example, Figure 3.13 displays the posterior mean of the conditional expected excess return of IBM given different values of the contemporaneous market excess return, derived from Equation (3.38), for dates for which the conditional betas are illustrated in Figure 3.8. This figure clearly shows how the nonlinear conditional beta results in the nonlinear conditional expected return.

To investigate the significance of this nonlinear relationship Figures 3.14-3.18 display the posterior mean of the nonparametric conditional beta as a function of the market excess return as well as the 0.90 density intervals for selected dates for each stock. Beta derived from the MGARCH-t model is included and is a constant function at each time. It is clear from these figures that there are significant departures in beta from the constant beta from the MGARCH-t model.

Finally, Figures 3.19-3.23 provide a three dimensional version of Figures 3.8-3.12 for each stock. In some periods beta is essentially flat and consistent with the MGARCH-t model while in other times beta is very sensitive to the market return.
3.8.1 Summary of Empirical Results

As the empirical results illustrate, the conditional beta is time-varying and at each time depends on the contemporaneous market excess return, as opposed to the constant beta of the benchmark model.

The previous results show some periods in which the conditional beta is insensitive to the value of $r_{m,t}$ (beta is almost constant with respect to $r_{m,t}$) while in other time periods beta changes significantly with $r_{m,t}$. To measure the sensitivity of $b_{m,t}(r_{m,t})$ to $r_{m,t}$ at each time $t$ consider the following measure

$$d_t = \max_{r_{m,t}} b_{m,t}(r_{m,t}) - \min_{r_{m,t}} b_{m,t}(r_{m,t}), \quad (3.46)$$

where $b_{m,t}(r_{m,t})$ is defined in Equation (3.39). Large values of $d_t$ indicate that $b_t(r_{m,t})$ is strongly sensitive to $r_{m,t}$, while a $d_t = 0$ indicates no sensitivity. The MGARCH-t model has a $d_t = 0$ for all $t$. Figure 3.24 illustrates this $d_t$ over time for all individual stocks. Among these four stocks, the dynamic conditional beta for IBM and BAC have the most sensitivity and XOM has the least sensitivity to $r_{m,t}$. What is apparent is that during relatively high volatility periods such as 2002-03, 2009 and 2011:6-2012, $d_t$ attains its smallest values over the sample. In these periods shocks to the market are expected to be large. During lower volatility periods large shocks to the market and firms are unexpected and the conditional beta adjusts accordingly.

To investigate how $b_{m,t}(r_{m,t})$ changes with different market conditions Figures 3.25-3.29 show the broad trends that we find in all stocks. When the market is highly volatile, an individual stock’s conditional beta is less affected by unexpected shocks in the contemporaneous market return. While in a calm market, the conditional beta changes remarkably from unexpected shocks to the market. However, the changes depend on the stocks correlation with the market.
When the market is calm, an unexpected shock increases the conditional beta for a stock that is highly correlated with the market, while this effect is completely the reverse for stocks with low correlation with the market. In other words, when an asset is highly correlated with the market, a large move in a stable market increases the conditional covariance between the market and the asset more than it increases the conditional variance of the market, resulting in a significant increase in the conditional beta. When an asset is less correlated with the market, a large move in a stable market increases the conditional variance of the market more than it increases the conditional covariance between the market and the asset, leading to a drop in the conditional beta.

It is often the case that the effect on $b_{m,t}(r_{m,t})$ from $r_{m,t}$ is asymmetric. Frequently $b_{m,t}(r_{m,t})$ is more sensitive to large positive values of $r_{m,t}$ compared to negative values. In addition, when the market is calm, we see both u-shape and inverse u-shape patterns for the conditional beta of all stocks.

3.9 Implications of the semiparametric model in Finance

From Equation (3.34), we are able to examine the whole conditional density of the stock given factors. Therefore we are able to study the individual stock’s conditional expected return under different risk scenarios. For example, the semiparametric model allows us to study the effect of big shocks in the factors (i.e., market return) on stock’s expected return and risk measures such as value-at-risk.

Consider the predictive conditional expected return of IBM at time $t$ derived from the 1-factor model, $E[r_{IBM,t}|r_{m,1:t-1},r_{IBM,1:t-1}]$. Using the semiparametric model, this value is a nonlinear function of $r_{m,t}$. Therefore, when a large shock is expected to the market, this shock affects our expectation of the IBM return nonlinearly. While in the benchmark
model this effect is linear. For instance, Figure 3.30 illustrates IBM’s predictive conditional expected return for a specific date (2000-11-30). From this figure we can assess the expected impact of a large positive or negative shock to the market on the value of IBM’s return.

Consider a second example of a large realized market shock in 2008-10-28. We can study how the semiparametric model is able to predict the effect of this shock on IBM’s expected return. Figure 3.31 shows IBM’s predictive conditional expected return for this day derived from the benchmark model and the semiparametric model. The realized market return and IBM on this day are %9.77 and %9.56, respectively. This point is illustrated on the graph as well. It is clear how the nonlinearity resulting from the semiparametric model reduces the prediction error. This shows how we can benefit from the semiparametric model in the events that we expect big positive or negative shocks in the market (i.e., a political event, a new financial policy).

Figure 3.31 shows only one specific date. We looked at all dates that the market has realized a big shock (more than 6%) and compared the performance of the semiparametric model with the benchmark. The root mean squared error of the prediction for the benchmark and the semiparametric model is 8.394 and 8.131, respectively, showing the outperformance of the semiparametric model by 3.2% improvement in prediction.

In addition to the expected return, the semiparametric model enables us to study the effect of big shocks in the market on IBM’s whole conditional density and different risk measures. Figure 3.32 illustrates the effect of +5% and −5% shocks in the market return on IBM’s predictive conditional density on 2012-05-17 derived from the semiparametric 1-factor model. The value at risk of investment in IBM when we have no shock in the market is 2.306%. A +5% shock in the market return decreases the value at risk to 0.180%, while a −5% shocks in the market return increases the value at risk to 4.471%. Therefore, we can carry out different risk scenario analyses in order to indicate the effect of big shocks in the market on our investment in a specific firm.
3.10 Conclusion

This chapter derives a dynamic conditional beta representation using a Bayesian semiparametric multivariate GARCH model. We show how to select the number of factors and that the predictive Bayes factors strongly support this semiparametric model over a multivariate GARCH with Student-t innovations. Empirically we find the time-varying beta from our model nonlinearly depends on the contemporaneous value of excess market return. In highly volatile markets, beta is almost constant, while in stable markets, the beta coefficient can depend asymmetrically on the contemporaneous value of the market excess return.

3.11 Appendix

3.11.1 Distributions

If \( r \sim t(\mu, \Sigma, \nu) \) then the density function of the Student-t (Bauwens et al., 2000) is

\[
f(r|\nu, \mu, \Sigma) = \frac{\Gamma\left(\frac{\nu+p}{2}\right)}{\Gamma\left(\frac{\nu}{2}\right)\pi^{p/2}|\Sigma|^{1/2}} \left[ 1 + \frac{1}{\nu}(r - \mu)^T\Sigma^{-1}(r - \mu) \right]^{-\frac{\nu+p}{2}}, \nu > 0.
\]

The \( q \times q \) matrix \( B \) follows an inverse Wishart density with a symmetric positive definite scale matrix \( B_0 \) and degree of freedom \( \nu_0 \geq q + 1 \), if its pdf can be written as

\[
f(B|B_0, \nu_0) = \frac{|B_0|^{\nu_0/2}}{2^{\nu_0/2} \pi^{q(q-1)/4} \prod_{i=1}^{q} \Gamma\left(\frac{\nu_0+1}{2} - i\right)} |B|^{-\frac{\nu_0+q+1}{2}} \exp\left[-\frac{1}{2} tr(B^{-1}B_0)\right],
\]

with \( E(B) = \frac{1}{\nu_0-q-1} B_0 \).

The pdf of the Gamma distribution \( G(a, b) \) with shape parameter \( a \) and scale parameter \( b \) is written as

\[
f(x|a, b) = \frac{b^a}{\Gamma(a)} x^{a-1} e^{-xb}, \ x \in (0, \infty), \ E(x) = \frac{a}{b}.
\]
3.11.2 Derivation of the nonparametric conditional beta

\[
E(r_{i,t}|r_{i',t}, r_{1:T}, G^{(g)}) = \sum_{k=1}^{K^{(g)}} q_j^{(g)} (r_{m,t}) [\mu_{j,1}^{(g)} + \beta_{jt}^{(g)} (r_{m,t} - \mu_{j,2}^{(g)})] + (3.47)
\]

\[
\left( 1 - \sum_{j=1}^{K^{(g)}} q_j^{(g)} (r_{m,t}) \right) \int \frac{[\mu_1 + \beta_t (r_{m,t} - \mu_2)] N(r_{m,t}|\mu_2, (H_t^{(g)1/2} BH_t^{(g)1/2'})_{22}) p(\mu, B) d\mu dB}{\int N(r_{m,t}|\mu_2, (H_t^{(g)1/2} BH_t^{(g)1/2'})_{22}) p(\mu, B) d\mu dB}.
\]

Let

\[
A_1 = \int [\mu_1 + \beta_t (r_{m,t} - \mu_2)] N(r_{m,t}|\mu_2, (H_t^{(g)1/2} BH_t^{(g)1/2'})_{22}) p(\mu, B) d\mu dB,
\]

\[
A_2 = \int N(r_{m,t}|\mu_2, (H_t^{(g)1/2} BH_t^{(g)1/2'})_{22}) p(\mu, B) d\mu dB.
\]

\[A_1 \approx \frac{1}{N} \sum_{n=1}^{N} [\mu_{n,1}^{(g)} + \beta_{n,t}^{(g)} (r_{m,t} - \mu_{n,2}^{(g)})] N(r_{m,t}|\mu_{n,2}, (H_t^{(g)1/2} B_n H_t^{(g)1/2'})_{22}) \quad (3.50)\]

\[A_2 \approx \frac{1}{N} \sum_{n=1}^{N} N(r_{m,t}|\mu_{n,2}, (H_t^{(g)1/2} B_n H_t^{(g)1/2'})_{22}) \quad (3.51)\]

where \(\mu_n\) and \(B_n, n = 1, ..., N\) are i.i.d draws from the prior \(p(\mu, B)\) which in our model is \(N(\mu|\mu_0, D)\) and \(W^{-1}(B|B_0, \nu_0)\), and

\[
\beta_{n,t}^{(g)} = \frac{(H_t^{(g)1/2} B_n H_t^{(g)1/2'})_{12}}{(H_t^{(g)1/2} B_n H_t^{(g)1/2'})_{22}}. \quad (3.52)
\]

Now we obtain the posterior mean of the nonparametric conditional beta by taking the derivative of Equation (3.47):

\[
b_{m,t}(r_{m,t}) = \frac{1}{M} \sum_{g=1}^{M} b_{m,t}(r_{m,t}, G^{(g)}) = \frac{1}{M} \sum_{g=1}^{M} \frac{\partial E(r_{i,t}|r_{m,t}, r_{i',t}, G^{(g)})}{\partial r_{m,t}} \bigg|_{r_{m,t}=r_{m,t}}. \quad (3.53)
\]
After replacing $A_1$ and $A_2$ with their approximations we have

$$\frac{\partial E(r_{1,t}|r_{m,1}, r_{1,2}, G^{(g)})}{\partial r_{m,1}} \approx \sum_{j=1}^{K} q_j^{(g)} (r_{m,1}) \beta_j^{(g)}$$

$$+ \sum_{j=1}^{K} q_j^{(g)} (r_{m,1}^\prime) \mu_j^{(g)} + \beta_{n,t}^{(g)} (r_{m,2} - \mu_{n,2})$$

$$- \sum_{j=1}^{K} q_j^{(g)} (r_{m,1}^\prime) \sum_{n}[\mu_{n,1} + \beta_{n,t}^{(g)} (r_{m,2} - \mu_{n,2})]N(r_{m,1}^\prime | \mu_{n,2}, (H_t^{(g)})^{1/2} B_n H_t^{(g)})^{1/2} )_{22}$$

$$+ \left(1 - \sum_{j=1}^{K} q_j^{(g)} (r_{m,1}^\prime) \right) \left\{ \sum_{n}[\beta_{n,t}^{(g)} N(r_{m,1}^\prime | \mu_{n,2}, (H_t^{(g)})^{1/2} B_n H_t^{(g)})^{1/2} )_{22}^2 \right. \right.$$

$$+ \left. \left. \sum_{n}[\mu_{n,1} + \beta_{n,t}^{(g)} (r_{m,2} - \mu_{n,2})]N(r_{m,1}^\prime | \mu_{n,2}, (H_t^{(g)})^{1/2} B_n H_t^{(g)})^{1/2} )_{22}^2 \right\}$$

$$- \frac{\sum_{n}[\mu_{n,1} + \beta_{n,t}^{(g)} (r_{m,2} - \mu_{n,2})]N(r_{m,1}^\prime | \mu_{n,2}, (H_t^{(g)})^{1/2} B_n H_t^{(g)})^{1/2} )_{22}^2 \} \sum_{n} N'(r_{m,1}^\prime | \mu_{n,2}, (H_t^{(g)})^{1/2} B_n H_t^{(g)})^{1/2} )_{22}^2}$$

where $\beta_{j,t}^{(g)}$, $\beta_{n,t}^{(g)}$, and $q_j^{(g)} (r_{m,1}^\prime)$ are defined in Equations (3.37), (3.52), and (3.35), respectively, and $N'(x|.)$ is the derivative of the pdf of Normal distribution with respect to $x$. In the case that we have more than one factor (say $q$ factors), the derivations follow similarly but the derivative will be a vector of size $q$, each element of which is the coefficient of the corresponding factor.

<table>
<thead>
<tr>
<th>Stock</th>
<th>Mean</th>
<th>Variance</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Max</th>
<th>Min</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market</td>
<td>0.017</td>
<td>1.744</td>
<td>-0.070</td>
<td>7.067</td>
<td>11.350</td>
<td>-8.950</td>
</tr>
<tr>
<td>IBM</td>
<td>0.028</td>
<td>3.070</td>
<td>0.230</td>
<td>7.834</td>
<td>13.019</td>
<td>-15.567</td>
</tr>
<tr>
<td>GE</td>
<td>-0.003</td>
<td>4.277</td>
<td>0.323</td>
<td>8.397</td>
<td>19.702</td>
<td>-12.797</td>
</tr>
<tr>
<td>XOM</td>
<td>0.032</td>
<td>2.672</td>
<td>0.367</td>
<td>11.163</td>
<td>17.180</td>
<td>-13.950</td>
</tr>
<tr>
<td>AMGN</td>
<td>0.034</td>
<td>4.758</td>
<td>0.508</td>
<td>5.907</td>
<td>15.090</td>
<td>-13.437</td>
</tr>
<tr>
<td>BAC</td>
<td>0.031</td>
<td>10.701</td>
<td>0.891</td>
<td>23.399</td>
<td>35.261</td>
<td>-28.969</td>
</tr>
</tbody>
</table>

Table 3.1: Summary statistics of the daily excess returns on the market portfolio, IBM, GE, XOM and AMGN, BAC from 2000/01/03 to 2013/12/31 (3521 observations).
Table 3.2: This table reports the marginal log-predictive likelihood for MGARCH-DPM model, for the last 500 observations, from 2012/03/12 to 2013/12/31. Data are daily excess market, HML, and SMB returns coupled with excess returns on IBM, BAC, and AMGN from 2000/01/03 to 2013/12/31.

<table>
<thead>
<tr>
<th>Stock</th>
<th>Model</th>
<th>1-factor model</th>
<th>3-factor model</th>
<th>4-factor model</th>
</tr>
</thead>
<tbody>
<tr>
<td>IBM</td>
<td>MGARCH-DPM</td>
<td>−774.37</td>
<td>−1017.72</td>
<td>−1240.97</td>
</tr>
<tr>
<td>AMGN</td>
<td>MGARCH-DPM</td>
<td>−917.05</td>
<td>−1200.30</td>
<td>−1347.57</td>
</tr>
<tr>
<td>BAC</td>
<td>MGARCH-DPM</td>
<td>−1071.36</td>
<td>−1235.12</td>
<td>−1451.62</td>
</tr>
<tr>
<td>XOM</td>
<td>MGARCH-DPM</td>
<td>−671.59</td>
<td>−889.56</td>
<td>−1074.24</td>
</tr>
<tr>
<td>GE</td>
<td>MGARCH-DPM</td>
<td>−774.43</td>
<td>−970.31</td>
<td>−1123.54</td>
</tr>
</tbody>
</table>

Table 3.3: This table reports the log-predictive likelihood for the bivariate MGARCH-t and MGARCH-DPM models and the log-Bayes factors, for the last 500 observations, from 2012/03/12 to 2013/12/31. Bivariate data are daily excess market returns coupled with excess returns on IBM, BAC, and AMGN from 2000/01/03 to 2013/12/31.

<table>
<thead>
<tr>
<th>Model</th>
<th>IBM</th>
<th>GE</th>
<th>XOM</th>
<th>AMGN</th>
<th>BAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MGARCH-DPM</td>
<td>−983.27</td>
<td>−964.99</td>
<td>−875.47</td>
<td>−1140.12</td>
<td>−1473.11</td>
</tr>
<tr>
<td>MGARCH-t</td>
<td>−1353.67</td>
<td>−1369.03</td>
<td>−1300.21</td>
<td>−1571.32</td>
<td>−1684.72</td>
</tr>
</tbody>
</table>

| log-Bayes factor vs MGARCH-t | 370.40 | 404.04 | 424.74 | 431.20 | 211.61 |

Table 3.3: This table reports the log-predictive likelihood for the bivariate MGARCH-t and MGARCH-DPM models and the log-Bayes factors, for the last 500 observations, from 2012/03/12 to 2013/12/31. Bivariate data are daily excess market returns coupled with excess returns on IBM, GE, XOM, AMGN, and BAC from 2000/01/03 to 2013/12/31.
Table 3.4: IBM Estimates: This table displays posterior mean and 95% density intervals (DI) for the parameters of MGARCH-DPM and MGARCH-t models. Data is daily excess returns on IBM and excess market returns. Data is from Jan 3, 2000 to Dec 31, 2013 (3521 observations).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>IBM</th>
<th>MGARCH-DPM</th>
<th>MGARCH-t</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Post. Mean</td>
<td>95% DI</td>
<td>Post. Mean</td>
</tr>
<tr>
<td>$\gamma_{01}$</td>
<td>0.102</td>
<td>$(0.055, 0.146)$</td>
<td>0.023</td>
</tr>
<tr>
<td>$\gamma_{02}$</td>
<td>$-0.043$</td>
<td>$(-0.081, 0.003)$</td>
<td>$-0.042$</td>
</tr>
<tr>
<td>$\gamma_{03}$</td>
<td>0.020</td>
<td>$(0.001, 0.053)$</td>
<td>0.020</td>
</tr>
<tr>
<td>$\gamma_{11}$</td>
<td>0.247</td>
<td>$(0.199, 0.307)$</td>
<td>0.150</td>
</tr>
<tr>
<td>$\gamma_{12}$</td>
<td>0.267</td>
<td>$(0.232, 0.313)$</td>
<td>0.224</td>
</tr>
<tr>
<td>$\gamma_{21}$</td>
<td>0.971</td>
<td>$(0.965, 0.977)$</td>
<td>0.975</td>
</tr>
<tr>
<td>$\gamma_{22}$</td>
<td>0.953</td>
<td>$(0.945, 0.961)$</td>
<td>0.955</td>
</tr>
<tr>
<td>$\mu_1$</td>
<td></td>
<td>0.025</td>
<td>$(0.016, 0.046)$</td>
</tr>
<tr>
<td>$\mu_2$</td>
<td></td>
<td>0.041</td>
<td>$(0.022, 0.074)$</td>
</tr>
<tr>
<td>$\nu$</td>
<td></td>
<td>5.37</td>
<td>$(5.01, 5.54)$</td>
</tr>
<tr>
<td>$c$</td>
<td>5.6</td>
<td>$(3.00, 11.0)$</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.571</td>
<td>$(0.070, 1.61)$</td>
<td></td>
</tr>
<tr>
<td>$\eta_1$</td>
<td>0.570</td>
<td>$(0.349, 0.714)$</td>
<td>0.807</td>
</tr>
<tr>
<td>$\eta_2$</td>
<td>0.533</td>
<td>$(0.434, 0.618)$</td>
<td>0.507</td>
</tr>
<tr>
<td>Parameter</td>
<td>Post. Mean</td>
<td>95% DI</td>
<td>Post. Mean</td>
</tr>
<tr>
<td>-----------</td>
<td>------------</td>
<td>--------------</td>
<td>------------</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>0.141</td>
<td>(0.108, 0.182)</td>
<td>0.110</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>0.014</td>
<td>(−0.003, 0.030)</td>
<td>0.016</td>
</tr>
<tr>
<td>$\gamma_3$</td>
<td>0.014</td>
<td>(0.001, 0.041)</td>
<td>0.032</td>
</tr>
<tr>
<td>$\gamma_{11}$</td>
<td>0.250</td>
<td>(0.223, 0.283)</td>
<td>0.228</td>
</tr>
<tr>
<td>$\gamma_{12}$</td>
<td>0.238</td>
<td>(0.198, 0.287)</td>
<td>0.228</td>
</tr>
<tr>
<td>$\gamma_{21}$</td>
<td>0.956</td>
<td>(0.947, 0.965)</td>
<td>0.958</td>
</tr>
<tr>
<td>$\gamma_{22}$</td>
<td>0.960</td>
<td>(0.953, 0.969)</td>
<td>0.958</td>
</tr>
<tr>
<td>$\mu_1$</td>
<td>0.025</td>
<td>(−0.076, 0.129)</td>
<td></td>
</tr>
<tr>
<td>$\mu_2$</td>
<td>0.022</td>
<td>(−0.050, 0.092)</td>
<td></td>
</tr>
<tr>
<td>$\nu$</td>
<td>9.89</td>
<td>(6.16, 13.90)</td>
<td></td>
</tr>
<tr>
<td>$c$</td>
<td>3.6</td>
<td>(2.00, 9.00)</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.324</td>
<td>(0.011, 1.15)</td>
<td></td>
</tr>
<tr>
<td>$\eta_1$</td>
<td>0.480</td>
<td>(0.345, 0.591)</td>
<td>0.436</td>
</tr>
<tr>
<td>$\eta_2$</td>
<td>0.524</td>
<td>(0.436, 0.613)</td>
<td>0.514</td>
</tr>
</tbody>
</table>

Table 3.5: XOM Estimates: This table displays posterior mean and 95% density intervals (DI) for the parameters of MGARCH-DPM and MGARCH-t models. Data is daily excess returns on XOM and excess market returns. Data is from Jan 3, 2000 to Dec 31, 2013 (3521 observations).
### Table 3.6: GE Estimates

<table>
<thead>
<tr>
<th>Parameter</th>
<th>GE Post. Mean</th>
<th>95% DI</th>
<th>MGARCH-DPM Post. Mean</th>
<th>95% DI</th>
<th>MGARCH-t Post. Mean</th>
<th>95% DI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_{01}$</td>
<td>0.061</td>
<td>(0.023, 0.093)</td>
<td>0.031</td>
<td>(0.012, 0.056)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_{02}$</td>
<td>$-0.033$</td>
<td>($-0.054$, $-0.014$)</td>
<td>$-0.029$</td>
<td>($-0.039$, $-0.008$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_{03}$</td>
<td>0.018</td>
<td>(0.001, 0.052)</td>
<td>0.036</td>
<td>(0.022, 0.052)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_{11}$</td>
<td>0.196</td>
<td>(0.174, 0.216)</td>
<td>0.170</td>
<td>(0.145, 0.188)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_{12}$</td>
<td>0.204</td>
<td>(0.181, 0.225)</td>
<td>0.180</td>
<td>(0.168, 0.192)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_{21}$</td>
<td>0.974</td>
<td>(0.967, 0.981)</td>
<td>0.974</td>
<td>(0.970, 0.981)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_{22}$</td>
<td>0.964</td>
<td>(0.957, 0.970)</td>
<td>0.971</td>
<td>(0.967, 0.974)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu_1$</td>
<td></td>
<td></td>
<td>0.004</td>
<td>($-0.034$, 0.029)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mu_2$</td>
<td></td>
<td></td>
<td>0.049</td>
<td>(0.015, 0.071)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu$</td>
<td></td>
<td></td>
<td>6.47</td>
<td>(5.35, 7.05)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.501</td>
<td>(0.060, 1.42)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\eta_1$</td>
<td>0.554</td>
<td>(0.414, 0.707)</td>
<td>0.633</td>
<td>(0.555, 0.785)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\eta_2$</td>
<td>0.464</td>
<td>(0.395, 0.539)</td>
<td>0.463</td>
<td>(0.416, 0.561)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.6: GE Estimates: This table displays posterior mean and 95% density intervals (DI) for the parameters of MGARCH-DPM and MGARCH-t models. Data is daily excess returns on GE and excess market returns. Data is from Jan 3, 2000 to Dec 31, 2013 (3521 observations).
Table 3.7: AMGN Estimates: This table displays posterior mean and 95% density intervals (DI) for the parameters of MGARCH-DPM and MGARCH-t models. Data is daily excess returns on AMGN and excess market returns. Data is from Jan 3, 2000 to Dec 31, 2013 (3521 observations).
Table 3.8: BAC Estimates: This table displays posterior mean and 95% density intervals (DI) for the parameters of MGARCH-DPM and MGARCH-t models. Data is daily excess returns on BAC and excess market returns. Data is from Jan 3, 2000 to Dec 31, 2013 (3521 observations).
Figure 3.1: Daily excess returns on the market, IBM, GE, XOM, AMGN and BAC.
Figure 3.2: The first panel indicates the difference of log predictive likelihood of the two models corresponding to each of the last 500 observations, from 2012/01/05 to 2013/12/31, for MGARCH-t and MGARCH-DPM. The second and third panel illustrate the time series returns on IBM and the market.
Figure 3.3: IBM: Realized conditional beta over time from MGARCH-t and MGARCH-DPM models.

Figure 3.4: XOM: Realized conditional beta over time from MGARCH-t and MGARCH-DPM models.

Figure 3.5: GE: Realized conditional beta over time from MGARCH-t and MGARCH-DPM models.
Figure 3.6: AMGN: Realized conditional beta over time from MGARCH-t and MGARCH-DPM models.

Figure 3.7: BAC: Realized conditional beta over time from MGARCH-t and MGARCH-DPM models.

Figure 3.8: IBM: posterior mean of conditional beta as a function of the market excess return for different dates.
Figure 3.9: XOM: posterior mean of conditional beta as a function of the market excess return for different dates.

Figure 3.10: GE: posterior mean of conditional beta as a function of the market excess return for different dates.
Figure 3.11: AMGN: posterior mean of conditional beta as a function of the market excess return for different dates.
Figure 3.12: BAC: posterior mean of conditional beta as a function of the market excess return for different dates.

Figure 3.13: IBM: posterior mean of the conditional expected excess return of IBM given different values of the contemporaneous market excess return for different dates.
Figure 3.14: The posterior mean and 0.90 density intervals of IBM’s conditional beta as a function of the excess market return from the MGARCH-DPM model. The red line shows the beta coefficients estimated with MGARCH-t model.
Figure 3.15: The posterior mean and 0.90 density intervals of XOM’s conditional beta as a function of the excess market return from the MGARCH-DPM model. The red line shows the beta coefficients estimated with MGARCH-t model.
Figure 3.16: The posterior mean and 0.90 density intervals of GE’s conditional beta as a function of the excess market return from the MGARCH-DPM model. The red line shows the beta coefficients estimated with MGARCH-t model.
Figure 3.17: The posterior mean and 0.90 density intervals of AMGN’s conditional beta as a function of the excess market return from the MGARCH-DPM model. The red line shows the beta coefficients estimated with MGARCH-t model.
Figure 3.18: The posterior mean and 0.90 density intervals of BAC’s conditional beta as a function of the excess market return from the MGARCH-DPM model. The red line shows the beta coefficients estimated with MGARCH-t model.
Figure 3.19: The posterior mean of IBM’s nonparametric conditional beta as a function of excess market return and time from 2009-07 to 2010-03 estimated with MGARCH-DPM model.

Figure 3.20: The posterior mean of XOM’s nonparametric conditional beta as a function of excess market return and time from 2006-08 to 2007-01 estimated with MGARCH-DPM model.
Figure 3.21: The posterior mean of GE’s nonparametric conditional beta as a function of excess market return and time from 2009-12 to 2010-06 estimated with MGARCH-DPM model.

Figure 3.22: The posterior mean of AMGN’s nonparametric conditional beta as a function of excess market return and time from 2005-02 to 2005-08 estimated with MGARCH-DPM model.
Figure 3.23: The posterior mean of BAC’s nonparametric conditional beta as a function of excess market return and time from 2012-10 to 2013-04 estimated with MGARCH-DPM model.
Figure 3.24: Variability of conditional beta with respect to the contemporaneous value of market excess returns over time for different stocks.
Figure 3.25: IBM: conditional beta as a function of the market excess return for various dates grouped by market conditions and correlation.
Figure 3.26: XOM: conditional beta as a function of the market excess return for various dates grouped by market conditions and correlation.
Figure 3.27: GE: conditional beta as a function of the market excess return for various dates grouped by market conditions and correlation.
Figure 3.28: AMGN: conditional beta as a function of the market excess return for various dates grouped by market conditions and correlation.
Figure 3.29: BAC: conditional beta as a function of the market excess return for various dates grouped by market conditions and correlation.
Figure 3.30: IBM: Predictive conditional expected return of IBM derived from MGARCH-DPM and MGARCH-t model.

Figure 3.31: IBM: Predictive expected return from MGARCH-t and MGARCH-DPM models compared with the realized excess return of IBM when we expect a big shock to the market.
Figure 3.32: IBM: Effect of big shocks in the market return on IBM’s predictive conditional density.
Chapter 4

Essay 2: How Does Risk Propagate?
Contemporaneous and Lagged effects

4.1 Introduction

With the speed of information transmission between different markets these days, it is beneficial for investors, policymakers and regulators to be able to determine the contemporaneous shocks spillover from one market to another and how it affects various features (such as moments, tails, and value-at-risk) of the conditional density of the other markets. In this chapter, we study the information transmission among different markets. We develop a joint model of returns on two separate markets governed by an infinite mixture model from which the conditional density of one market given the returns of the other market can be derived. This makes it possible to study how a shock in one market influences the contemporaneous and future (one-day-ahead, one-week-ahead, and one-month ahead) conditional density of the other market in a general setting. The proposed model extends the literature on “spillover effects” or “contagion effects” that focus on transmission through conditional moments to spillover effects on the entire density.
More importantly, we provide a way to assess different risk scenarios, contemporaneously. In the efficient markets where information is transmitted almost simultaneously, it is beneficial for policymakers and regulators to be able to determine for example how the Canadian market will be contemporaneously affected if a big shock happens in the oil market. There is a vast literature studying the lagged effects on the volatility and some ad hoc procedures to estimate the contemporaneous spillover effects on the expected returns. To the best of our knowledge, this is the first work that provides us with insights into the contemporaneous spillover effects and market interactions in a general setting and enables us to carry out risk scenario analyses which are particularly useful in stress testing.

Understanding the cross-market relationships is important to global investors, regulators and policymakers, hedge fund managers, and other participants in the financial markets. There is a large body of literature on the topic of return spillover and volatility spillover among different markets. We can categorize the related articles into three classes: The lagged spillover effect of the returns of one market on the expected returns of the other market, the lagged spillover effect of the shocks to one market on the variance of the other market, and the contemporaneous spillover effect of the shocks to one market on the expected returns of the other market.

The first category of the studies, which is the most natural one, is done through a time series regression model or a vector autoregressive (VAR) model by using the lagged returns of one market as regressors on the right hand side of the regression equation of the returns of the other market.

The second group of studies estimates the lagged volatility spillover among markets. Many articles in the literature find significant volatility spillovers between developed and emerging markets (Wei et al., 1995), within individual equity markets (Hamao et al., 1990; Reyes, 2001), between commodities (Apergis and Rezitis, 2003), between derivatives (Abhyankar, 1995; Pan and Hsueh, 1998; Eom et al., 2002), and between financial markets in the
same country (Darbar and Deb, 1997). Estimating the dynamic volatility spillover effects is mostly done by working in the multivariate GARCH-BEKK\(^1\) framework which flexibly allows volatility interactions among markets. Caporale et al. (2006) study the transmission of South East Asia financial crisis into other developed stock markets by estimating a bivariate GARCH-BEKK model using the likelihood ratio tests. They find that during crises volatility spillover effects are unidirectional from the markets in turmoil to the others as opposed to the bidirectional spillovers in the normal periods. Gardebroek and Hernandez (2013) examine volatility transmission in oil, ethanol and corn prices, and show how a shock in one market affects other markets. Using GARCH-BEKK and DCC-GARCH models, Mensi et al. (2014) study how OPEC news announcements influence the spillover effects between oil and cereal markets.

The third strand in the literature studies the contemporaneous spillover effect of shocks in one market on the expected return of the other market. In the literature, this is usually done by an ad hoc multi-step procedure; first, a model is estimated for the returns of the first market, and then the residuals (or squared residuals) are used on the right-hand side of the regression equation for the returns of the other market. Applying this procedure, Ng (2000) studies the spillovers from a regional shock in Tokyo market and a global shock in the US market into the expected return of a particular PacificBasin market. He first assumes a bivariate asymmetric dynamic GARCH(1,1) model for the weekly returns on the Tokyo stock market and S&P 500 to estimate the shocks to the Tokyo market, \(e^{ja}_t\), and to the US market, \(e^{us}_t\). Then the estimated shocks are used as regressors in the return equation of each of the PacificBasin markets in a univariate GARCH framework.

\[
r_t = \mu_0 + \beta r_{t-1} + \gamma_{t-1} r^{ja}_{t-1} + \delta_{t-1} r^{us}_{t-1} + \phi e^{us}_t + \psi e^{ja}_t + \epsilon_t, \quad \epsilon_t \sim N(0, \sigma_t^2)
\]

In this model, the coefficients \(\phi\) and \(\psi\) denote the contemporaneous spillover effects on the\(^1\)GARCH-BEKK representation proposed by Engle and Kroner (1995).
market under analysis from the world and the regional market, respectively. Note that there is a strong assumption here: S&P 500 returns and Tokyo stock returns are assumed to be external drivers for the local market returns. Another restrictive assumption here is the linearity; the shocks to the world and to the region affect the local market returns linearly.

Christiansen (2007) follows the same logic in three steps; she first estimates a model for the US returns as a proxy for the world market, then estimates a model for European market returns, using the estimated residuals of the first step on the right hand side of the regression equation. In the last step, she estimates a model for the local market returns, assuming that the estimated residuals from the first and second steps are exogenous regressors for the local market returns, and the corresponding coefficients are the spillover effects. Basing on the multi-step procedure, Balli et al. (2015) finds evidence of significant contemporaneous spillover effects from developed markets to emerging markets. Baele (2005) considers a Markov switching model in the second step and estimates the time-varying contemporaneous spillovers from the US and European markets into the local markets.

Apergis and Miller (2008) follow the same multi-step process and recover the oil-supply shocks, global aggregate-demand shocks, and global oil-demand shocks from the first step. Then they determine the contemporaneous effect of these structural shocks on the stock market returns in eight countries in a vector autoregressive framework.

The multi-step procedure for estimating the contemporaneous spillover effect assumes that the shocks to the first market are external drivers for the other market, which is not necessarily true. This approach also assumes that the contemporaneous shocks to the first market affect the expected return of the other market linearly. We propose a model for capturing the contemporaneous spillover effects in a general setting without imposing any assumption on the linearity of spillover effects or the externality of the shocks. In our approach, we model the return density of both markets jointly, allowing an unconstrained interaction. Moreover, by estimating the joint density and then deriving the conditional
density, we are able to study the effects of the contemporaneous shocks in either of the markets on the entire shape of the conditional density of the other market. This enables us to explore the contemporaneous spillover effects of big positive or negative surprises in one market on different features of the other market’s conditional probability density function such as the conditional expected return, volatility, kurtosis, and value-at-risk. The proposed model can be used to assess risk transmissions among any class of assets. For example, it can estimate how a stock market crash in the US market will affect the Canadian markets, contemporaneously. More generally, it can measure financial stress. For instance, conditional on a 3% drop in the oil market what is the probability that the US market will drop by more than 3%? Density intervals and other probability statements can be directly derived from this model.

In this chapter, we consider a semiparametric model for the multivariate joint density of the assets without imposing any restriction on the form of the joint density. Volatility clustering is taken into account by the flexible BEKK multivariate GARCH model. BEKK model discloses any significant lagged information transmission among asset volatilities. Moreover, we define a second component for the covariance matrix, a state-specific constituent for the part of the covariance matrix that is not captured by the GARCH structure. In this model, the mean vector of the assets is assumed to be state-specific as well. We estimate the joint density in a Bayesian framework. The full conditional density can be backed out to study how a shock in one market will affect the conditional density of the other market. Note that this is a general case that nests all the cases under the heading of the conditional moments’ spillover effect.

We apply the proposed model to a dataset on S&P 500 and oil returns (difference in log-prices), and also a dataset on S&P TSX returns and oil returns, exploring the contemporaneous and lagged spillover effects of a surprise in oil market on Canada market and the US market. The results show that the contemporaneous transmission of shocks from oil market
to both Canada market and the US market is more significant than the lagged spillovers. I provide empirical evidence that a big positive or negative shock in oil market can affect the shape of the entire conditional density of the Canada market returns and the US market returns, increasing the value-at-risk of an investment in these markets in the event of both positive and negative shocks.

The remainder of the chapter is structured as follows. Section 4.2 provides a general theoretical setting of the model used in this study, key features of the semiparametric MGARCH model, and the use of the Dirichlet process prior followed by details of the posterior sampling. The benchmark model is introduced in Section 4.3. Section 4.4 presents an outline of the data, followed by the empirical results. Section 4.5 concludes.

4.2 Semiparametric Model

In this section, we introduce in detail the model framework that we use to estimate the spillover effects. Let \( r_t = (r^1_t, ..., r^q_t) \) be the vector of returns at time \( t \). In case we are interested in studying the spillover effects between two markets, \( q \) equals 2. We model the joint distribution of \( r_t \) nonparametrically by an infinite mixture of normal distributions which can approximate any continuous multivariate distribution (Ghosal, 1999). This semiparametric model, referred to as MGARCH-DPM, can be written as the following equation in a Dirichlet process mixture (DPM) model framework

\[
\begin{align*}
\mathbf{r}_t &= \mu_t + \Gamma_t \mathbf{r}_{t-1} + \epsilon_t, \quad \epsilon_t \sim N(0, H_t^{1/2} B_t (H_t^{1/2})'), \quad t = 1, ..., T \\
\theta_t &\equiv \{\mu_t, \Gamma_t, B_t\} | G \sim G, \\
G|{\alpha, G_0} &\sim DP(\alpha, G_0), \\
H_t &= C_0' C_0 + A' \epsilon_{t-1} \epsilon_{t-1}' A + F' H_{t-1} F.
\end{align*}
\]
In this model, \( \mu_t \) and the residuals \( \epsilon_t = r_t - \mu_t - \Gamma_t r_{t-1} \) are \( q \)-vectors, and \( B_t \) and \( H_t \) are \( q \times q \) matrices. \( H_t^{1/2} \) is the Cholesky decomposition of \( H_t \). \( G \) is the mixing measure over a continuous kernel. The mixing is over the mean vector and the component \( B \) of the covariance matrix of a normal distribution. The second component, \( H_t \), of the covariance matrix captures volatility clustering over time.

Equation (4.4) represents the MGARCH structure used in this chapter which is based on the BEKK multivariate GARCH model of Engle and Kroner (1995). The sufficient condition for positive definiteness of \( H_t \) is that at least one of the \( C_0 \) or \( F \) be of full rank (Engle and Kroner, 1995). \( C_0 \) is a \( q \times q \) lower triangular matrix, and \( A \) and \( F \) are matrices of dimension \( q \times q \). \( A \) is a matrix of coefficients \( a_{ij} \) that capture the lagged shock interactions among markets, and \( F \) is a matrix of coefficients \( f_{ij} \) that capture the lagged volatility spillover effects between markets \( i \) and \( j \). MGARCH-BEKK structure in Equation (4.4) has been used in the literature mostly to derive the lagged spillover effects of variances among markets. The expanded formulas for the covariance with this structure for \( q = 2 \) are given by

\[
h_{11,t} = c_{11}^{2} + a_{11}^{2} \epsilon_{1,t-1}^{2} + 2a_{11}a_{21} \epsilon_{1,t-1} \epsilon_{2,t-1} + a_{21}^{2} \epsilon_{2,t-1}^{2} + f_{11}^{2} h_{11,t-1} + 2f_{11}f_{21} h_{12,t-1} + f_{21}^{2} h_{22,t-1},
\]

\[
h_{12,t} = c_{11} c_{12} + a_{11} a_{12} \epsilon_{1,t-1}^{2} + (a_{11}a_{22} + a_{21}a_{12}) \epsilon_{1,t-1} \epsilon_{2,t-1} + a_{22} a_{21} \epsilon_{2,t-1}^{2} + f_{11} f_{12} h_{11,t-1} + (f_{11} f_{22} + f_{21} f_{12}) h_{12,t-1} + f_{21} f_{22} h_{22,t-1},
\]

\[
h_{22,t} = c_{12}^{2} + c_{22}^{2} + a_{12}^{2} \epsilon_{1,t-1}^{2} + 2a_{12} a_{22} \epsilon_{1,t-1} \epsilon_{2,t-1} + a_{22}^{2} \epsilon_{2,t-1}^{2} + f_{12}^{2} h_{11,t-1} + 2f_{12} f_{22} h_{12,t-1} + f_{22}^{2} h_{22,t-1}.
\]

In Equation (4.3), \( G \) is the unknown distribution that governs the mixing over \( \mu_t \), the
VAR coefficients, $\Gamma_t$, and the first part of the covariance matrix of the normal kernel in the mixture model, $B_t$. $B_t$ is a symmetric positive definite matrix that accounts for the part of the covariance matrix that is not captured by GARCH dynamics. A draw from a DP, $G \sim DP(\alpha, G_0)$, is almost surely a discrete distribution and is governed by two parameters. The concentration parameter $\alpha$, a positive scalar and a base distribution $G_0$. The nonparametric distribution $G$ is centered on the base distribution $G_0$, which can be considered as the prior guess; $E(G(\Delta)) = G_0(\Delta)$ for the measurable set $\Delta$. The concentration parameter measures the strength of belief in $G_0$. The larger $\alpha$, the stronger belief in $G_0$ and the more distinct elements we have with non-negligible mass.

Sethuraman (1994) characterizes a stick-breaking representation of the DP. Combining this with the normal kernel gives the associated stick breaking representation of the MGARCH-DPM density as

$$p(r_t | \mu, \Gamma, B, W, H_t) = \sum_{j=1}^{\infty} \omega_j N(r_t | \mu_j + \Gamma_j r_{t-1}, H_t^{1/2}B_j(H_t^{1/2})'),$$

(4.8)

$$\omega_1 = v_1, \quad \omega_j = v_j \prod_{l=1}^{j-1} (1 - v_l), \quad j > 1,$$

(4.9)

$$v_j \overset{iid}{\sim} Beta(1, \alpha)$$

(4.10)

$$(\mu_j, \Gamma_j) \overset{iid}{\sim} N(\beta_0, D), \quad B_j \overset{iid}{\sim} W^{-1}(B_0, v_0),$$

(4.11)

where $N(r_t | \mu_j + \Gamma_j r_{t-1}, H_t^{1/2}B_j(H_t^{1/2})')$ denotes the multivariate normal density evaluated at $r_t$. The model nests several special cases. First, the Gaussian model is obtained when $\alpha \to 0$ and $B_1 = I$. The Student-t model results from $\mu$ and $\Gamma$ being constant for all mixture components and $\alpha \to \infty$, since $G \to G_0$, the inverse Wishart distribution.

To estimate the unknown parameters in Equations (4.8)-(4.11), we apply an MCMC sampler along with the slice sampler of Walker (2007). Slice sampling introduces a latent variable, $u_t \in (0, 1)$, to elegantly convert an infinite sum to a finite mixture model which makes the
sampling feasible. Estimating the joint posterior density of $u_t$ and other model parameters and then integrating out the slice variable $u_t$ recovers the desired posterior density. In practice, this means jointly sampling all parameters including the slice variable but then discarding $u_t$. Define $u_t$ such that the joint density of $(r_t, u_t)$ given ($W = \{\omega_1, \omega_2, \ldots\}, \Theta \equiv (\mu, \Gamma, B)$) is given by

$$f(r_t, u_t | W, \Theta) = \sum_{j=1}^{\infty} 1(u_t < \omega_j)N(r_t | \mu_j + \Gamma_j r_{t-1}, (H_t^{1/2})' B_j H_t^{1/2}).$$  \hfill (4.12)$$

Let $s_{1:T} = \{s_1, \ldots, s_T\}$ be the configuration set that partitions the data $r_{1:T}$ into $c$ distinct clusters such that observation $r_t$ is assigned parameter $\theta_{s_t} = (\mu_{s_t}, \Gamma_{s_t}, B_{s_t})$. Let $n_j = \{\#t | s_t = j\}$ be the number of observations allocated to state $j$. The full likelihood is

$$p(r_{1:T}, u_{1:T}, s_{1:T} | W, \theta) = \prod_{t=1}^{T} 1(u_t < \omega_{s_t})N(r_t | \mu_{s_t} + \Gamma_{s_t} r_{t-1}, (H_t^{1/2}) B_{s_t} (H_t^{1/2})'),$$  \hfill (4.13)$$

and the joint posterior is proportional to

$$p(W_{1:K}) \Pi_{j=1}^{K} p(\mu_j, B_j) \prod_{t=1}^{T} 1(u_t < \omega_{s_t})N(r_t | \mu_{s_t} + \Gamma_{s_t} r_{t-1}, (H_t^{1/2}) B_{s_t} (H_t^{1/2})'),$$  \hfill (4.14)$$

where $K$ is the smallest natural number that satisfies the condition $\sum_{j=1}^{K} \omega_j > 1 - \min\{u_t\}_{t=1}^{T}$ and $W_{1:K}$ denotes the finite set of $W$ and similarly for other parameters $\mu_{1:K}$, $\Gamma_{1:K}$ and $B_{1:K}$.

Note that in the proposed model we have path dependency in the GARCH recursions (Equation 4.4). At each iteration $g$ of the MCMC, we compute $K^{(g)}$ different GARCH processes to take into consideration the path dependency through $\epsilon_{t-1}$ (Haas et al., 2004). At each iteration of the MCMC, we have $K^{(g)}$ distinct clusters which is analogous to having $K^{(g)}$ different states in a Markov switching framework. Therefore, we need to keep track of
$K^{(q)}$ different GARCH processes, $H_j^t$, $j = 1,...,K^{(q)}$, $t = 1,...,T$:

$$H_j^t = C_0^t C_0 + A' \epsilon_{t-1}^{j'} \epsilon_{t-1}^j A + F' H_{t-1}^j F.$$ 

Having defined the notation, the steps of the MCMC algorithm are discussed next.

### 4.2.1 Sampling Steps

**Step 1** The posterior distribution of $\theta_j = (\mu_j, \Gamma_j, B_j)$, $j = 1,...,K$: Equation (4.28) can be rewritten as

$$r_t = X_t \beta + \epsilon_t, \quad \epsilon_t \sim N(0, H_t^{1/2} B_t (H_t^{1/2})'), \quad t = 1,...,T \quad (4.15)$$

where $X_t$ is a vector of 1 (for the intercept) and the lagged returns, and $\beta = Vec(\mu, \Gamma)$. Using the transformation $z_t = H_t^{-1/2} r_t$, $\bar{X}_t = H_t^{-1/2} X_t$, and $e_t = H_t^{-1/2} \epsilon_t$, we have

$$z_t = \bar{X}_t \beta + e_t, \quad e_t \sim N(0, B_t), \quad t = 1,...,T \quad (4.16)$$

And we can apply multivariate regression results for conditionally conjugate priors (Karlsson, 2013) to obtain the posterior distributions of the parameters:

$$B_j | r_{1:T}, S, \mu_j, \Gamma_j, H_{1:T} \sim iW \left( n_j + \nu_0, B_0 + \sum_{t:s_t=j} (z_t - \bar{X}_t \beta_j)(z_t - \bar{X}_t \beta_j)' \right) \quad (4.17)$$

$$\beta_j | r_{1:T}, s_{1:T}, B_j, H_{1:T} \sim N(\bar{\beta}, \bar{D}) \quad (4.18)$$

in which

$$\bar{D} = (\sum_{s_t=j} X_t' B_j^{-1} \bar{X}_t + D^{-1})^{-1} \quad (4.19)$$

$$\bar{\beta} = \bar{D} (\sum_{s_t=j} X_t' B_j^{-1} z_t + D^{-1} \beta_0) \quad (4.20)$$
Step 2 Updating $v_j, j = 1, \ldots, K$ (Ishwaran and James, 2001):

$$v_j|S \sim Beta(1 + \Sigma_{t=1}^{T} 1(s_t = j), \alpha + \Sigma_{t=1}^{T} 1(s_t > j)). \quad (4.21)$$

Then we update $W$ based on recently generated $v_j$s:

$$\omega_1 = v_1, \omega_j = v_j \prod_{i=1}^{j-1} (1 - v_i), j > 1.$$

Step 3 Updating $u_t, t = 1, \ldots, T$ (Walker, 2007):

$$u_t|S \sim Uni(0, \omega_{s_t})$$

Then we update $K$ such that $\Sigma_{j=1}^{K} \omega_j > 1 - \min\{u_t\}_{t=1}^{T}$. Additional $\omega_j$ and $\theta_j$ will need to be generated from the priors if $K$ is incremented.

Step 4 Updating $s_{1:T}$ (Walker, 2007): For each $t = 1, \ldots, T$,

$$p(s_t = j|s_{1:T}) \propto 1(\omega_j > u_t) N(r_t|\mu_j, H_t^{1/2} B_j (H_t^{1/2})'), j = 1, \ldots, K \quad (4.22)$$

Step 5 Updating $\alpha$: Assuming $Gamma(a_0, b_0)$ as the prior distribution of $\alpha$, we can update $\alpha$ following the two steps below (See Escobar and West (1995))

(a) Given the most recent values of $\alpha$ and $d$, sample $\eta$ from $(\eta|\alpha, d) \sim Beta(\alpha + 1, T)$.

(b) Given $d$ and just generated $\eta$, sample the new $\alpha$ from

$$\alpha|\eta, d \sim \Pi_{\eta} \Gamma(a_0 + d, b_0 - \log(\eta)) + (1 - \Pi_{\eta}) \Gamma(a_0 + d - 1, b_0 - \log(\eta)), \quad (4.23)$$

where $d$ is the number of alive clusters to which at least one observation has been assigned, and $\Pi_{\eta}$ is defined by $\frac{\Pi_{\eta}}{1 - \Pi_{\eta}} = \frac{a_0 + k - 1}{n(b_0 - \log(\eta))}$. 
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Step 6 Updating GARCH parameters \( \Psi = \{c_{i,j}, a_{i,j}, b_{i,j}\}_{i,j \leq q} \):

\[
p(\Psi|\beta, B, s_{1:T}, r_{1:T}, H_{1:T}) \propto p(\Psi) \times \prod_{t=1}^{T} N(r_t|\beta_{st}, H_t^{1/2}B_{st}(H_t^{1/2})'),
\]

which is not of standard form, and we apply a Metropolis Hastings sampler. Given the current value \( \Psi \) of the chain, the proposal \( \Psi' \) is computed by

\[
\Psi' = \Psi + N(0, \hat{V}).
\]

\( \Psi' \) is accepted with probability \( \min\{p(\Psi'|\beta, B, S, r_{1:T}, H_{1:T})/p(\Psi|\beta, B, S, r_{1:T}, H_{1:T}), 1\} \), otherwise, \( \Psi' \) is rejected and \( \Psi \) is selected as the draw. In Equation (4.25), \( \hat{V} \) is the inverse Hessian matrix of \( \ell = \log[p(\Psi|\beta, B, S, r_{1:T}, H_{1:T})] \) at its posterior mode, \( \hat{\Psi} \).\(^2\)

We can obtain \( \hat{V} \) in Equation (4.25) by numerically optimizing \( \ell \).\(^3\)

### 4.2.2 Conditional Density

Applying the posterior sampling algorithm, we sample model parameters for many iterations and after dropping a set of burn-in draws we have the following set of sampled parameters:

\[
\{(\mu_j^{(g)}, \Gamma_j^{(g)}, B_j^{(g)}, v_j^{(g)}), j = 1, \ldots, K^{(g)}\}, \{s_t^{(g)}, u_t^{(g)}, t = 1, \ldots, T\}, H_{1:T}^{(g)} = \{H_1^{(g)}, \ldots, H_T^{(g)}\},
\]

\(^2\)To achieve an acceptance rate of parameters between 0.2 and 0.5, we can scale \( \hat{V} \).

\(^3\)We apply Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm to find the posterior mode of \( \ell \).
for \( g = 1, \ldots, M \) where \( M \) is the number of MCMC iterations. At each iteration \( g = 1, \ldots, M \) of the algorithm, a draw of \( G|r_{1:T} \), can be written as

\[
G^{(g)} = \sum_{j=1}^{K^{(g)}} \omega^{(g)}_j \delta^{(g)}_j + \left(1 - \sum_{j=1}^{K^{(g)}} \omega^{(g)}_j \right)G_0(\theta), \tag{4.27}
\]

where \( \theta^{(g)}_j = (\mu^{(g)}_j, \Gamma^{(g)}_j, B^{(g)}_j) \) and \( \delta^{(g)}_j \) is a mass point at \( \theta^{(g)}_j \).

We can estimate the joint density of \( r_t \). For the sake of simplicity, we consider a special case of our model, \( r_t = (r^o_t, r^{us}_t) \) where \( r^o_t \) and \( r^{us}_t \) represent the oil market return and the US market return, respectively. Combining Equation (4.27) with the kernel density \( f(.) \) gives the predictive joint density of oil returns and the US market returns conditional on \( G^{(g)} \) as

\[
p(r^o_t, r^{us}_t | r_{1:T}, G^{(g)}) = \sum_{j=1}^{K^{(g)}} \omega^{(g)}_j f(r^o_t, r^{us}_t | \theta^{(g)}_j) + \left(1 - \sum_{j=1}^{K^{(g)}} \omega^{(g)}_j \right) \int f(r^o_t, r^{us}_t | \theta)G_0(\theta)d\theta \tag{4.28}
\]

The kernel density here is a normal density. Applying the properties of the conditional and marginal distributions of the jointly normal random variables (Bauwens et al., 2000), we are able to simplify the conditional distribution of \( r^{us}_t \) given \( r^o_t \). To minimize notational clutter, we drop the iteration superscript, \( g \), but note that at each iteration we use the most recently updated parameters.

\[
p_{r^{us} | r^o}(r^{us}_t | r^o_t, r_{1:T}, G) = \sum_{j=1}^{K} q_j(r^o_t)N(r^{us}_t | \mu^{us}_j, \Gamma^{us}_j + \Gamma^{us}_{j,us} r^{us}_{t-1} + \beta_j (r^o_t - \mu^{o}_j - \Gamma^{o}_{j,o} r^o_{t-1}), c_j) + \left(1 - \sum_{j=1}^{K} q_j(r^o_t) \right) \frac{A_1}{A_2} \tag{4.29}
\]

where

\[
\beta_j = \frac{(H^1_t B^1_j H^1_t^T)^{us,o}}{(H^1_t B^1_j H^1_t^T)^{o,o}} \tag{4.30}
\]

\[
c_j = (H^1_t B^1_j H^1_t^T)^{us,us} - (H^1_t B^1_j H^1_t^T)^{us,o}(H^1_t B^1_j H^1_t^T)^{-1}_o(H^1_t B^1_j H^1_t^T)^{us,o} \tag{4.31}
\]
\[ q_j(r_t^o) = \frac{\omega_j N(r_t^o | \mu_{j,o} + \Gamma_{j,o} r_{t-1}, (H_t^2 B_j H_t^2)_{o,o})}{\sum_{j=1}^K \omega_j N(r_t^o | \mu_{j,o} + \Gamma_{j,o} r_{t-1}, (H_t^2 B_j H_t^2)_{o,o}) + (1 - \sum_{j=1}^K \omega_j) A_2} \] (4.32)

And

\[
A_1 = \int N(r_t^o, r_t^{us} | \mu + \Gamma r_{t-1}, H_t^2 B H_t^2) N(\beta | \beta_0, D) \times iW(B|B_0, \nu_0) d\beta dB,
\]

\[
A_2 = \int N(r_t^o | \mu_o + \Gamma_o r_{t-1}, (H_t^2 B H_t^2)_{o,o}) N(\beta | \beta_0, D) \times iW(B|B_0, \nu_0) d\beta dB.
\] (4.33) (4.34)

where the subscript \((o,o)\) in \((\cdot)_{o,o}\) denotes element \((1,1)\) of the matrix, and other subscripts are defined similarly. \(\beta\) includes elements of vector \(\mu\) and matrix \(\Gamma\), and \(A_1\) and \(A_2\) can be easily approximated by Monte Carlo simulation. Therefore, the formula for the conditional distribution will be written as

\[
p(r_t^{us} | r_t^o, r_{1:T}, G) = \sum_{j=1}^K q_j(r_t^o) N(r_t^{us} | r_t^{us} + \Gamma_j r_{t-1} + \beta_j (r_t^o - \mu_{j,o} - \Gamma_{j,o} r_{t-1}), c_{jt})
\]

\[
+ (1 - \sum_{j=1}^K q_j(r_t^o)) \frac{\sum_n N(r_t^o, r_t^{us} | \mu_n + \Gamma_n r_{t-1}, H_t^2 B_n H_t^2)}{\sum_n N(r_t^o | \mu_n, \mu_n + \Gamma_n r_{t-1}, (H_t^2 B_n H_t^2)_{o,o})} \] (4.35)

where

\[
\beta_{nt} = \frac{(H_t^2 B_n H_t^2)_{us,o}}{(H_t^2 B_n H_t^2)_{o,o}}
\] (4.36)

and

\[
c_{nt} = (H_t^2 B_n H_t^2)_{us,us} - (H_t^2 B_n H_t^2)_{us,o} (H_t^2 B_n H_t^2)_{o,o}^{-1} (H_t^2 B_n H_t^2)_{us,o}.
\] (4.37)

\(\mu_n, \Gamma_n, \text{ and } B_n, n = 1, \ldots, N\) are i.i.d draws from the priors. Equation (4.35) can be rewritten as the following equation so the contemporaneous shock spillover from oil returns into the
US return density is more obvious.

\[
p(r_t^{us} | r_t^o, r_{1:T}) = \sum_{j=1}^{K} q_j(\epsilon_t^o) N(r_t^{us} | \mu_{j,us} + \Gamma_j,us r_{t-1} + \beta_{jt}(r_t^o - \mu_{j,o} - \Gamma_j,o r_{t-1}), c_{jt})
+ (1 - \sum_{j=1}^{K} q_j(\epsilon_t^o)) A(\epsilon_t^o)
\]  

(4.38)

where \( \epsilon_t^o \) denotes the shock in the oil returns (if state \( j \) occurs), and \( A(\epsilon_t^o) \) is a nonlinear function of \( \epsilon_t^o \). Unlike the literature, we pursue the joint estimation first and then derive the density of the US market conditional on the oil market return. By estimating the joint density, we do not lean on the externality assumption; that the shocks to the oil market are external drivers for the US market. Moreover, the contemporaneous effect of a shock in oil returns on the expected return of the US market is potentially nonlinear while the ad hoc approaches in the literature for studying the contemporaneous spillover effect assume linearity.

### 4.2.3 Transmission of shocks from time \( t \) to \( t + h \):

Thus far, we have looked at the contemporaneous spillover effect of shocks in one market on the other market. Now, we study the propagation of these shocks into the other market’s conditional density over time. If we have a shock in the oil market today, how does this shock transmit to the US market over time? To investigate the effect of a shock (for example 5% shock) in the oil return at time \( t \) on the conditional density of the US market at time \( t + 1 \), we take the following steps at each iterations of the MCMC:

1. Set \( r_{t,\text{shock}}^{oil} \).

The sample mean of the oil return is zero with 4 decimal point precision. We define shocks as \( r_{t,\text{shock}}^{oil} = 5\% = 0.05 \).
2. Take a draw for \( r_{t,\text{shock}}^{us} \sim p(r_{t,\text{shock}}^{us} | r_{t,\text{shock}}^{oil}) \) which is a mixture model:

\[
p(r_{t,\text{shock}}^{us} | r_{t,1:T}, G) = \sum_{j=1}^{K} q_{j}(r_{t,\text{shock}}^{o}) N(r_{t,\text{shock}}^{us} | \mu_{j,us} + \Gamma_{j,us} r_{t-1} + \beta_{jt}(r_{t,\text{shock}}^{o} - \mu_{j,o} - \Gamma_{j,o} r_{t-1}), c_{jt}) \\
+ \left(1 - \sum_{j=1}^{K} q_{j}(r_{t,\text{shock}}^{o})\right) \frac{\sum_{n} N(r_{t,\text{shock}}^{o} | \mu_{n} + \Gamma_{n,o} r_{t-1}, H_{t}^{\frac{1}{2}} B_{n} H_{t}^{\frac{1}{2}}')}{\sum_{n} N(r_{t,\text{shock}}^{o} | \mu_{n,o} + \Gamma_{n,o} r_{t-1}, (H_{t}^{\frac{1}{2}} B_{n} H_{t}^{\frac{1}{2}}')_{o,o})}
\]

(4.39) (4.40)

To do so, we take a draw of the component \( j = 1, 2, ..., K + 1 \) with probabilities \( q_{1}(r_{t,\text{shock}}^{o}), q_{2}(r_{t,\text{shock}}^{o}), ..., q_{K}(r_{t,\text{shock}}^{o}), 1 - \sum_{j=1}^{K} q_{j}(r_{t,\text{shock}}^{o}) \). If we choose the last component, then take a draw from a mixture model with M components and weights \( w_{n} = \frac{N(r_{t,\text{shock}}^{o} | \mu_{n,o} + \Gamma_{n,o} r_{t-1}, (H_{t}^{\frac{1}{2}} B_{n} H_{t}^{\frac{1}{2}}')_{o,o})}{\sum_{n} N(r_{t,\text{shock}}^{o} | \mu_{n,o} + \Gamma_{n,o} r_{t-1}, (H_{t}^{\frac{1}{2}} B_{n} H_{t}^{\frac{1}{2}}')_{o,o})} \).

3. Set \( r_{t,\text{shock}} = (r_{t,\text{shock}}^{us}, r_{t,\text{shock}}^{oil}) \).

4. Using \( r_{t,\text{shock}} \), update the GARCH components \( \{H_{t+1}\} \).

5. \( r_{t+1,\text{shock}} \) has a mixture density:

\[
p(r_{t+1,\text{shock}}^{us}, r_{t+1,\text{shock}}^{o} | r_{1:T}, G) = \sum_{j=1}^{K} w_{j} N(r_{t+1,\text{shock}}^{us}, r_{t+1,\text{shock}}^{o} | \mu_{j} + \Gamma_{j,\text{shock}} r_{t,\text{shock}}, H_{t+1}^{\frac{1}{2}} B_{j} H_{t+1}^{\frac{1}{2}}') \\
+ \left(1 - \sum_{j=1}^{K} w_{j}\right) \int f(r_{t+1,\text{shock}}^{us}, r_{t+1,\text{shock}}^{o} | \theta) G_{0}(\theta) d\theta
\]

6. Take a draw from the joint density: \( (r_{t+1,\text{shock}}^{us}, r_{t+1,\text{shock}}^{o}) \).

7. Obtain the conditional density of \( r_{t+1}^{us} \) given \( r_{t+1,\text{shock}}^{o} \) from

\[
p(r_{t+1}^{us} | r_{t+1,\text{shock}}^{o}, r_{1:T}, G) =
\]

\[
\sum_{j=1}^{K} q_{j}(r_{t+1,\text{shock}}^{o}) N(r_{t+1}^{us} | \mu_{j,us} + \Gamma_{j,us} r_{t,\text{shock}} + \beta_{j,t+1}(r_{t+1,\text{shock}}^{o} - \mu_{j,o} - \Gamma_{j,o} r_{t,\text{shock}}), c_{j,t+1}) \\
+ \left(1 - \sum_{j=1}^{K} q_{j}(r_{t+1,\text{shock}}^{o})\right) \frac{\sum_{n} N(r_{t+1}^{o} | \mu_{n} + \Gamma_{n,o} r_{t,\text{shock}}, H_{t+1}^{\frac{1}{2}} B_{n} H_{t+1}^{\frac{1}{2}}')}{\sum_{n} N(r_{t+1}^{o} | \mu_{n,o} + \Gamma_{n,o} r_{t,\text{shock}}, (H_{t+1}^{\frac{1}{2}} B_{n} H_{t+1}^{\frac{1}{2}}')_{o,o})}
\]

(4.41)
8. Repeat steps 6 and 7 (e.g., 1000 times) and take the average of conditional density in Equation (4.41) over this 1000 iterations as $p(r_{t+1}^{us}|r_{t,\text{shock}}^{o},r_{1:T})$ in the current iteration of MCMC.

9. Go to the next iteration of MCMC.

We can generalize this process to get the effect of a 5% shock in oil market at time $t$ on the conditional density of the US market at time $t + 5$ by adding the following steps after step 6:

At each iterations of the MCMC, after drawing unknowns from the posteriors we do the following steps:

1. Set $r_{t,\text{shock}}^{oil} = 5\%$ or $r_{t,\text{shock}}^{oil} = 5\%$.

2. Take a draw for $r_{t,\text{shock}}^{us} \sim p(r_{t}^{us}|r_{t,\text{shock}}^{oil})$ which is a mixture model.

3. Set $r_{t,\text{shock}} = (r_{t,\text{shock}}^{us}, r_{t,\text{shock}}^{oil})$.

4. Using $r_{t,\text{shock}}$, update the GARCH components $\{H_{t+1}\}$.

5. $r_{t+1,\text{shock}}$ has a mixture density:

$$p(r_{t+1,\text{shock}}^{us}, r_{t+1,\text{shock}}^{o}|r_{1:T}, G) = \sum_{j=1}^{K} w_{j} N(r_{t+1,\text{shock}}^{o}, r_{t+1,\text{shock}}^{us}|\mu_{j} + \Gamma_{j} r_{t,\text{shock}}, H_{t+1}^{2} B_{j} H_{t+1}^{2'}) + (1 - \sum_{j=1}^{K} w_{j}) \int f(r_{t+1,\text{shock}}^{us}, r_{t+1,\text{shock}}^{o}|\theta) G_{0}(\theta) d\theta$$

Take a draw from this joint density: $(r_{t+1,\text{shock}}^{us}, r_{t+1,\text{shock}}^{o}) \sim p(r_{t+1,\text{shock}}^{us}, r_{t+1,\text{shock}}^{o}|r_{1:T}, G)$.

6. for $j = 1 : 4$ do the following steps:

- Using $r_{t+j,\text{shock}}$, update the GARCH components $\{H_{t+j+1}\}$.
• \( r_{t+j+1,\text{shock}} \) has a mixture density:

\[
p(r_{us,t+1,\text{shock}}, r_{o,t+1,\text{shock}} | r_{1:T}, G) = \\
\sum_{j=1}^{K} w_j N(r_{us,t+1,\text{shock}}, r_{o,t+1,\text{shock}} | \mu_j + \Gamma_j r_{t+j,\text{shock}}, H_{t+j+1}^{\frac{1}{2}} B_j H_{t+j+1}^{\frac{1}{2}}') + (1 - \sum_{j=1}^{K} w_j) \int f(r_{us,t+1,\text{shock}}, r_{o,t+1,\text{shock}} | \theta) G_0(\theta) d\theta
\]

7. Obtain the conditional density of \( r_{us,t+5} \) given \( r_{o,t,\text{shock}}, r_{1:T} \) from

\[
p(r_{us,t+5} | r_{o,t,\text{shock}}, r_{1:T}, G) = (4.42)
\]

\[
\sum_{j=1}^{K} q_j (r_{t+5,\text{shock}} | r_{us,t+5} | \mu_{j,us} + \Gamma_{j,us} r_{t+4,\text{shock}} + \beta_{j,t+5} (r_{t+5,\text{shock}} - \mu_{j,o} - \Gamma_{j,o} r_{t+4,\text{shock}}, c_{j,t+5})
\]

\[
+ (1 - \sum_{j=1}^{K} q_j (r_{t+5,\text{shock}})) \frac{\sum_n N(r_{t+5,\text{shock}} | \mu_n + \Gamma_n r_{t+4,\text{shock}}, H_{t+5}^{\frac{1}{2}} B_n H_{t+5}^{\frac{1}{2}}')}{\sum_n N(r_{t+5,\text{shock}} | \mu_n, o + \Gamma_n o r_{t+4,\text{shock}}, (H_{t+5}^{\frac{1}{2}} B_n H_{t+5}^{\frac{1}{2}}') o, o)}
\]

8. Repeat steps 7 and 8 (e.g., 1000 times) and take the average of conditional density in Equation (4.42) over this 1000 iterations as \( p(r_{us,t+5} | r_{o,t,\text{shock}}, r_{1:T}) \) in the current iteration of MCMC.

9. Go to the next iteration of MCMC.

In step 7, if we had new draws, we add the new component with \( w_{K+1} = v_{K+1} \Pi_{j<K+1} (1 - v_j) \) where \( v_{K+1} \sim Beta(1, \alpha) \).

Following the steps mentioned above, we are able to obtain the conditional density \( p(r_{us,t+5} | r_{o,t,\text{shock}}, r_{1:T}) \). Similarly, we simulate the conditional density of the US market \( h \)-period-ahead (\( h = 1, 5, 22 \) for one day, one week, and one month, respectively) given a shock in the oil market return today, \( r_{oil,t,\text{shock}} \). By setting \( r_{oil,t,\text{shock}} \), we can perform different scenario analyses and examine how for example a big positive shock in oil market today
would transmit to the US market in the future. It is very important for policy makers and also for investors to understand these relationships.

4.2.4 Lagged Shocks Spillover Effect on Volatility

In the proposed semiparametric model, estimating the lagged spillover of a shock in one market to the volatility of the other market is not as straightforward as the models in the literature. In the semiparametric model, the volatility at each time $t$ has two components; $H_t$ that follows a GARCH-BEKK process, and a second component $B_s$, which is component-specific. Therefore, the lagged spillover effect of a shock in oil market on the volatility of the US market can be numerically approximated by

$$\frac{\partial \text{vol}_{us,t}}{\partial \epsilon_{o,t-1}} = \frac{(H_t^{1/2} B_s H_t^{1/2'})_{11} - (H_t^{1/2} B_s H_t^{1/2'})_{11}}{\delta}$$

(4.43)

where $\text{vol}_{us,t}$ is the volatility of the US market at time $t$.

4.3 Benchmark: MGARCH-BEKK Model with Student-t Innovations

As our benchmark model, we consider a multivariate GARCH-BEKK-t model where the innovations follow a multivariate Student-t distribution. In estimating the spillover effects in the benchmark model, we follow the same steps as we do in the semiparametric model. We, first, estimate the joint density of the returns from two separate markets and then derive the density of one market conditional on the other market’s returns. In the benchmark model, we assume that this joint density is a multivariate Student-t density. This is a restrictive assumption compared to the proposed model, but it still is more extensive than what has been considered in the literature. In the following formulation, $r_t$ is the vector of returns, $\mu$
is the mean vector, $\Gamma$ is the autoregressive coefficient matrix, and $H_t$ is the dynamic scale matrix of the innovations, $\epsilon_t$. 

$$r_t = \mu + \Gamma r_{t-1} + \epsilon_t, \quad \epsilon_t \sim t(0, H_t, \nu), \quad t = 1, \ldots, T,$$  \hspace{1cm} (4.44)

$$H_t = C_0' C_0 + A' \epsilon_{t-1} \epsilon_{t-1}' A + F' H_{t-1} F.$$  \hspace{1cm} (4.45)

The on-diagonal elements of $\Gamma$ provide the measures of own-mean lagged spillovers, whereas the off-diagonal elements measure the cross-mean lagged spillovers between markets. The scale matrix, $H_t$, follows an MGARCH structure with the set of parameters $A, F,$ and $C_0$. $C_0$ is a lower triangular matrix, and $A$ is a $q$ by $q$ matrix of coefficients $a_{ij}$ that capture the lagged shock interactions among markets. $F$ is a $q$ by $q$ matrix of coefficients $f_{ij}$ that capture the lagged volatility spillover effects between markets. The attractive property of GARCH-BEKK model is that the conditional covariance matrices are positive definite (Silvennoinen, Annastiina Teräsvirta, 2009). This model, with normal density instead of student-t density, is commonly used in the literature to study the lagged volatility spillover among different markets. This is a special case of the proposed semiparametric model where $\mu_j$ is constant for all $j$'s and $\alpha \rightarrow \infty$, since $G \rightarrow G_0$. We use this model to estimate the lagged volatility spillovers and the contemporaneous shock spillovers between markets in a parametric setting.

**4.3.1 Sampling Steps**

We have

$$r_t = \mu + \Gamma r_{t-1} + \epsilon_t, \quad \epsilon_t \sim t(0, H_t, \nu), \quad t = 1, \ldots, T$$  \hspace{1cm} (4.46)

**Step 1** Updating parameters $\Psi = (c_{0,11}, c_{0,21}, c_{0,22}, a_{11}, a_{12}, a_{21}, a_{22}, b_{11}, b_{12}, b_{21}, b_{22})$ (with identification restrictions $c_{0,11} > 0, c_{0,22} > 0, a_{11} > 0$ and $b_{11} > 0$), $\nu$, and elements of vector $\mu$ and matrix $\Gamma$ ($\beta = \text{elemnts of } \mu \text{ and } \Gamma$). Assuming the prior $p(\beta) \sim N(\beta_0, D)$
and \( p(\Psi) \sim N(\Psi_0, E) \) (truncated), then the posterior density is

\[
p(\Psi, \beta, \nu | r_{1:T}, H_{1:T}) \propto p(\Psi)p(\beta)p(\nu) \times \prod_{t=1}^{T} t(r_t | \mu, \Gamma, H_t, \nu)
\] (4.47)

which is not of standard form, and we apply a Metropolis-Hastings sampler. Given the current value \((\Psi, \beta, \nu)\) of the chain, the proposal \((\Psi', \beta, \nu')\) is computed by

\[
(\Psi', \beta, \nu') = (\Psi, \beta, \nu) + N(0, \hat{V})
\] (4.48)

\((\Psi, \beta, \nu')\) is accepted with probability \(\min\{p(\Psi', \beta, \nu') | r_{1:T}, H_{1:T}) / p((\Psi, \beta, \nu) | r_{1:T}, H_{1:T}), 1\}\), otherwise, \((\Psi, \beta, \nu')\) is rejected and \((\Psi, \beta, \nu)\) is selected as the draw. In Equation (4.48), \(\hat{V}\) is the inverse Hessian matrix of \(\ell = \log[p(\Psi, \beta, \nu | r_{1:T}, H_{1:T})]\) at its posterior mode, \((\hat{\Psi}, \hat{\beta}, \hat{\nu})\).

\(\hat{V}\) is obtained by numerically optimizing \(\ell\). To achieve an acceptance rate of parameters between 0.2 and 0.5, we can scale \(\hat{V}\).
4.4 Empirical Results

4.4.1 Spillover Effects of a Shock in Oil Market on Canada Market

In this section, we study shock spillovers from oil market to Canada market. Data are from Toronto Stock Exchange returns, and West Texas Oil returns, from Bloomberg website, ranging from Jan 3, 2000 to Dec 31, 2015 (4021 observations). We estimate the model parameters for both the benchmark model and the semiparametric model. We go on to illustrate the contemporaneous and lagged spillover effects of big surprises in oil market on the conditional density of the Canada market returns. Returns are calculated as log returns. The time series of daily returns are illustrated in Figure 4.1, and Table 4.1 displays the summary statistics of the datasets. The skewness coefficients are different from zero, and the kurtosis coefficients are above three for both series. These findings indicate that the probability distributions of the oil and S&P TSX returns are skewed and leptokurtic.

Model Performance

The criteria that we use to compare different models is the value of the log-predictive likelihood and the log-Bayes factor. Bayesian model comparisons favours parsimonious model specifications. Complex models are only chosen if they provide an improved description of the data. For each particular model $\mathcal{M}$ (i.e., MGARCH-BEKK-t or MGARCH-DPM), the predictive likelihood for $r_{L:T}, L < T$ is expressed in terms of the one-step-ahead predictive likelihoods,

$$m(r_{L:T}|r_{1:L-1}, \mathcal{M}) = \Pi_{t=L}^{T} f(r_t| r_{1:t-1}, \mathcal{M}).$$  

(4.49)
We compare the models on a subset of data (starting from $t=L$) which tends to minimize the effect the prior distributions have. Each predictive likelihood is estimated as,

$$f(r_t|r_{1:t-1}, \mathcal{M}) = \int f(r_t|\theta, r_{1:t-1})p(\theta|r_{1:t-1})d\theta,$$

where $\theta^{(g)}$, $g = 1, ..., M$ is the posterior draws of the model parameters given $r_{1:t-1}$.

Based on Equation (4.51), the predictive likelihoods for the two models can be written as

$$f(r_t|r_{1:t-1}, \text{MGARCH-BEKK-t}) \approx \frac{1}{M} \sum_{g=1}^{M} f(r_t|\theta^{(g)}, r_{1:t-1})$$

and

$$f(r_t|r_{1:t-1}, \text{MGARCH-DPM}) \approx \frac{1}{M} \sum_{g=1}^{M} N(r_t|\mu^{(g)}_{s_t^g}, \Gamma^{(g)}_t, H^{(g)}_t^{-1/2} B^{(g)}_{s_t^g} H^{(g)}_t^{-1/2})$$

In MGARCH-DPM model $s_t^{(g)}$ at each iteration $g$ is one of the $K^{(g)}$ components, say component $j$, with probability $\omega_{j}^{(g)}$, or is a new component with probability $1 - \sum_{j=1}^{K^{(g)}} \omega_{j}^{(g)}$.

The model with the larger predictive likelihood value is the one most consistent with the data. Usually in computing these quantities, which tend to be small, it is best to work with the log-predictive likelihood. In comparing two models ($\mathcal{M}_1$ versus $\mathcal{M}_2$) a rough guide is that a log-Bayes factor bigger than 3 is a strong evidence for outperformance of $\mathcal{M}_1$ and a log-Bayes factor bigger than 5 is a very strong evidence for outperformance of $\mathcal{M}_1$ against $\mathcal{M}_2$.

The following priors are used in estimation. In the MGARCH-BEKK-t model, $\nu \sim$
and $\beta \sim N(0, 0.1I)$ for both models where $\beta = (\mu, \Gamma)$. For each of the GARCH parameters in both models, we set $\Psi \sim N(0, 100)$ truncated to impose identification. In MGARCH-DPM, for the concentration parameter we set $\alpha \sim G(0.1, 0.3)$. The prior on $\alpha$ controls the number of the distinct components in the mixture model, although with a large number of observations the effect of the prior is diminished. For the hyper-parameters of the base measure $G_0$, we set $B_0 = (\nu_0 - q - 1)I$ which makes $E(B) = I$ and centers the conditional covariance of $r_t$ at $H_t$. $\nu_0 = 8$, but other values for $\nu_0$ do not change our conclusions.

Table 4.2 reports the log-predictive likelihoods and the log-Bayes factor over 2012/10/03 to 2015/12/31 with $L = T - 800$. The results strongly support our semi-parametric model relative to the benchmark model.

Figure 4.2 displays the time-series of the oil returns and S&P TSX returns as well as the difference in the log-predictive likelihood of the two models at each time using

$$
\log p(r_t|r_{1:t-1}, \text{MGARCH-DPM}) - \log p(r_t|r_{1:t-1}, \text{MGARCH-BEKK-t}).
$$

Positive values favour the MGARCH-DPM specification. This figure shows that the MGARCH-DPM model almost always outperforms MGARCH-BEKK-t model. There are large differences when the returns are extreme.

**Parameter Estimation for S&P TSX and WTO**

Table 4.3 reports the posterior mean of the constant parameters estimated using the benchmark model and the proposed model along with the 95\% density intervals. Both models show strong positive values for $f_{11}$ and $f_{22}$. The semiparametric model uses about 4.3 mixture components in average to estimate the joint density of the S&P TSX and the oil market returns.

Figure 4.3 shows the estimated time-varying posterior mean of the correlation between S&P TSX and oil returns obtained from the benchmark and the semiparametric model. It
shows that the benchmark model overestimates the correlation.

**Density Estimation**

Figure 4.4 illustrates the posterior density of S&P TSX at time $t$ conditional on the realized value of oil return at time $t$ for three different days selected from a highly volatile period, a low volatile period, and a normal period. This figure supports our semiparametric model since the shape of the estimated posterior conditional density of each day is compatible with the period it lies in, in terms of the volatility level.

Figure 4.5 shows the posterior density of S&P TSX at time $t$ conditional on the realized value of oil return at time $t$ from 2007-01 to 2011-01. This figure illustrates how the estimated density evolves over time.

**Scenario Analysis**

In this section, we carry out a set of comparative risk scenario analyses. How a big shock in the oil market would contemporaneously affect the shape of conditional density of the Canada market return. Risk scenario analysis is useful in stress testing, evaluating risks to the financial system. One goal in stress testing might be assessing the impact of various potential risks that can be transmitted to a market. As an example, we would like to answer the question of ‘How the mean or volatility of a market would be affected by a severe but plausible shock in other markets?’ With the provided model in this chapter, we are able to answer a more comprehensive question: *How the conditional density of a market would be affected by a contemporaneous shock in another market?* The answer to these questions gives valuable insights into the portfolio optimization problems, the diversification opportunities, and the future regulations.

Figures 4.6 and 4.7 illustrate the contemporaneous spillover effect from a shock in the oil market to the S&P TSX conditional density and compare the results with the benchmark.
As the second panel illustrates, with the benchmark model, the contemporaneous effect of a big positive or negative shock in oil market on the TSX market is symmetric. When the market is volatile, a positive shock in oil market shifts the contemporaneous conditional density of TSX to the right, and a negative shock in oil market shifts the contemporaneous conditional density of TSX to the left. When the market is calm, the effect is the opposite; a positive shock in oil market shifts the contemporaneous conditional density of TSX to the left, and a negative shock in oil market shifts the contemporaneous conditional density of TSX to the right.

The contemporaneous spillover effect of a shock in the oil market on the TSX market derived from the benchmark is symmetric; the shifts in the conditional density in these two cases are almost the same amount but in opposite directions. This is not the case with the semiparametric model. Using the proposed model, we find that a positive 10% and a negative 10% shock in the oil market spill over into the TSX market asymmetrically. When the market is calm, a positive shock in the oil market shifts the contemporaneous conditional density of TSX to the right, and a negative shock in the oil market shifts the contemporaneous conditional density of TSX to the left. These shifts are not the same amount for positive and negative shocks, and the resulting conditional densities are skewed and leptokurtic. When the market is volatile, a positive shock in the oil market has almost no effect on the TSX conditional density contemporaneously while a negative shock in oil market shifts the contemporaneous conditional density of TSX to the left. Both positive and negative shocks result in a fatter lower tail than the case with no shock to the oil market.

Figures 4.8 and 4.10 show how a ±10% shock in the oil market propagates to the conditional density of the S&P TSX over time in the semiparametric model and the benchmark model for volatile and calm periods. Figures 4.9 and 4.11 illustrate the corresponding log of the conditional densities in order to make the tail comparison easier. The first plot on top
left shows the transmission of a ±10% in oil market into the TSX market contemporaneously. The remaining three plots illustrate the lagged spillover of these shocks into the TSX market after one day (h=1), one week (h=5), and one month (h=22). Assuming a shock in oil market at time \( t \), the returns of the TSX market at time \( t+1 \) (h=1), \( t+5 \) (h=5) and \( t+22 \) (h=22) are simulated using the semiparametric model, and the conditional densities are estimated. These plots show how the effect of a big shock in oil market on the TSX market disappears as we go forward over time. The contemporaneous effect is the most significant one.

### Spillover Effects on Value-at-Risk

In this section, we assess downside risks faced by an investor who invests in the market portfolio. We look at the one-period-ahead value-at-risk for $10,000 investment in S&P TSX at 5% level. We need to find the value \( \text{VaR}^{5\%}_{t+1} \) that with probability 0.05 the loss on our investment is bigger than \( \text{VaR}^{5\%}_{t+1} \). In another words,

\[
p(R_{t+1} < -\text{VaR}^{5\%}_{t+1}) = 0.05
\]

where \( R_{t+1} \) is the return on our investment after one period, \( R_{t+1} = 10,000 \times e^{r_{TSX}^{t+1}} \).

Table 4.4 reports the effect of a shock in oil market on the one-period-ahead value-at-risk for $10,000 investment in S&P TSX at 5% level. In the semiparametric model, positive and negative shocks both increase the predictive value-at-risk. The benchmark model underestimates the predictive value-at-risk of the investment in S&P TSX when we have a shock in oil market.

### Lagged Spillover Effect

We are also able to estimate how a shock in the oil market today affects the volatility of the TSX market tomorrow. This lies under the heading of volatility spillover in the literature.
To compute the lagged spillover effect, we use the posterior mean of the following

$$
\frac{\partial h_{11,t}}{\partial \epsilon_{2,t-1}} = \left( H_t^1 B_s H_t^2 |_{\epsilon_{t-1}} \right)_{11} - \left( H_t^1 B_s H_t^2 |_{\epsilon_{t-1} + (0, \delta)^{\gamma}} \right)_{11}
$$

(4.55)

Figure 4.12 illustrates an oil market shock spillover into the volatility of TSX market over time (Using the posterior mean of Equation (4.55)). Unlike similar work in the literature, the estimated spillover effect from both models is not constant over time and increases when market volatility goes up. Moreover, this figure shows that the lagged volatility spillover effects are underestimated in the benchmark model.

4.4.2 Spillover Effects of a Shock in the Oil Market on the US Market

In this section we study shock spillovers from oil market to the US market. Data are from S&P 500 returns and West Texas Oil returns, from Bloomberg website, ranging from Jan 3, 2000 to Dec 31, 2015 (3965 observations). We estimate the model parameters for both the benchmark model and the semiparametric model. We go on to illustrate the contemporaneous and lagged spillover effects of big surprises in oil market on the conditional density of the US market returns. Returns are calculated as log returns. The time series of daily returns are illustrated in Figure 4.13, and Table 4.5 displays summary statistics of the datasets.

The skewness coefficients are different than zero and the kurtosis coefficients are above three for both series. These findings indicate that the probability distributions of the oil and S&P returns are skewed and leptokurtotic.
Model Performance

Table 4.2 reports the log-predictive likelihoods and the log-Bayes factor with $L = T - 500$. The results strongly support our semi-parametric model relative to the benchmark model.

Figure 4.14 displays the time-series of the oil returns and S&P TSX returns as well as the difference in the log-predictive likelihood of the two models at each time using

$$
\log p(r_t| r_{1:t-1}, \text{MGARCH-DPM}) - \log p(r_t| r_{1:t-1}, \text{MGARCH-BEKK-t}). \tag{4.56}
$$

Positive values favour the MGARCH-DPM specification. This figure shows that the MGARCH-DPM model almost always outperforms MGARCH-BEKK-t model. There are large differences when the returns are extreme.

Parameter Estimation

Table 4.7 reports the posterior mean of the constant parameters estimated using the benchmark model and the proposed model along with the $\%95$ density intervals. Both models show strong positive values for $f_{11}$ and $f_{22}$. The semiparametric model uses about 3.1 mixture components in average to estimate the joint density of the S&P 500 and the oil market returns. Figure 4.15 shows the estimated time-varying posterior mean of the correlation between S&P 500 and oil returns obtained from the benchmark and the nonparametric model.

Density Estimation

Figure 4.16 shows the posterior density of S&P500 at time $t$ conditional on the realized value of oil return at time $t$. This figure illustrates how the estimated density evolves over time.
**Scenario Analysis**

Investors, fund managers, and regulators are interested in knowing how various potential risks in other markets can be transmitted to the markets of their interest. For example, one might want to know how a big shock in the oil market would contemporaneously affect the conditional density of the US market returns. In this section, we use the benchmark model and the proposed model to examine how the conditional density of the US market would be affected by a contemporaneous shock in the oil market.

Figures 4.17 and 4.18 illustrate the contemporaneous spillover from a shock in the oil market to the conditional density of the S&P 500 returns and compare the results with the benchmark. In the benchmark model, the shifts in the conditional density in the cases of positive and negative shocks in the oil market are almost the same amount but in opposite directions. While in the proposed model, a positive 10% and a negative 10% shock in the oil market spill over into the S&P 500 market asymmetrically. When the market is calm, a positive shock in oil market shifts the contemporaneous conditional density of S&P 500 to the right, and a negative shock in oil market shifts the contemporaneous conditional density of S&P 500 to the left. These shifts are not the same amount for positive and negative shocks, and the resulting conditional densities are skewed and leptokurtic. When the market is volatile, a positive shock in oil market has almost no effect on the S&P 500 conditional density contemporaneously while a negative shock in oil market shifts the contemporaneous conditional density of S&P 500 to the left. Both positive and negative shocks result in a fatter lower tail than the case with no shock to the oil market.

This also can be of interest to investors and policy makers to examine how a ±10% shock in oil market propagates to the conditional density of the S&P TSX over time in the DPM-GARCH model and benchmark model for volatile and calm periods. Figures 4.19 and 4.21 show risk transmission into the entire conditional density of the US market, and Figures 4.20 and 4.22 illustrate the corresponding log of the conditional densities in order to make tail
comparison easier. The first plot on top left shows the transmission of a ±10% in oil market into the S&P 500 market contemporaneously. The remaining three plots illustrate the lagged spillover of these shocks into the S&P 500 market after one day (h=1), one week (h=5), and one month (h=22). These plots show how the effect of a big shock in oil market on the S&P 500 market disappears as we go forward over time. The contemporaneous effect is the most significant one.

We can use the proposed model to measure financial stress. For instance, conditional on a 10% drop in oil market, what is the probability that U.S. market will realize a loss more than 5%? To this end, we examine the contemporaneous and lagged effects of shocks in oil market on the left tail of the conditional densities where the losses occur. Table 4.8 reports the effect of a drop in oil market on the probability of 5% loss in the U.S. market contemporaneously and after one day, one week and one month at three different dates. In general, the contemporaneous effect of a 10% drop in the oil market on the probability of 5% loss in the US market is more significant than the lagged effects, particularly during a volatile period.

**Spillover Effects on Value-at-risk**

Table 4.9 reports the effect of a shock in oil market on the one-period-ahead value-at-risk for $10,000 investment in S&P 500 at 5% level. In the semiparametric model, positive and negative shocks both increase the predictive value-at-risk. The benchmark model underestimates the predictive value-at-risk of the investment in S&P 500 when we have a shock in oil market.
4.5 Conclusion

We propose a model to allow a shock in one market to influence the contemporaneous and future (one-day-ahead, one-week-ahead, and one-month ahead) conditional density of the other market. This model extends the literature on spillover effects or contagion effects that focus on the transmission of shocks through moments to spillover effects on the conditional density. We provide a general approach to assess different risk scenarios, contemporaneously. With the speed of information transmission nowadays, it is beneficial for policymakers and regulators to be able to determine the contemporaneous spillover from shocks in one market to different aspects of the conditional density of the other market such as the conditional moments, tails, and value-at-risk.

We apply the proposed model to study how a shock in oil market affects the conditional density of S&P 500 returns and S&P TSX returns. The contemporaneous spillover effect of a shock in oil market on the TSX and S&P 500 markets derived from the benchmark is symmetric; the shifts in the conditional density in these two cases are almost the same amount but in opposite directions. This is not the case with the semiparametric model. Using the proposed model, we find that a positive 10% and a negative 10% shock in the oil market spill over into the TSX and S&P 500 asymmetrically. When the market is calm, a positive shock in oil market shifts the contemporaneous conditional density of TSX and S&P 500 to the right, and a negative shock in oil market shifts the contemporaneous conditional density of TSX and S&P 500 to the left. These shifts are not the same amount for positive and negative shocks, and the resulting conditional densities are skewed and leptokurtic. When the market is volatile, a positive shock in oil market has almost no effect on the TSX and S&P 500 conditional density contemporaneously while a negative shock in oil market shifts the contemporaneous conditional density of TSX and S&P 500 to the left. Both positive and negative shocks result in a fatter lower tail than the case with no shock to the oil market.

We also study the effect of the shocks in oil market on the value-at-risk of an investment
in S&P 500 and S&P TSX. Positive and negative shocks in oil market both increase the predictive value-at-risk. The benchmark model underestimates the predictive value-at-risk of the investment in the market portfolio when we have a shock in the oil market.
### Table 4.1: Summary statistics of the daily returns on oil returns and S&P TSX, from 2000/01/03 to 2015/12/31 (4021 observations).

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Variance</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSX</td>
<td>0.0047</td>
<td>0.250</td>
<td>-0.646</td>
<td>9.010</td>
<td>-4.251</td>
<td>4.069</td>
</tr>
<tr>
<td>WT Oil Return</td>
<td>0.002</td>
<td>1.019</td>
<td>-0.030</td>
<td>5.479</td>
<td>-7.228</td>
<td>9.539</td>
</tr>
</tbody>
</table>

### Table 4.2: log The Predictive Likelihood of the last 800 observations. Data are daily returns on oil returns and S&P TSX, from 2000/01/03 to 2015/12/31 (4021 observations).

<table>
<thead>
<tr>
<th>Model</th>
<th>log(predictive likelihood)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MGARCH-DPM</td>
<td>-976.20</td>
</tr>
<tr>
<td>MGARCH-BEKK-t</td>
<td>-1033.10</td>
</tr>
<tr>
<td>log Bayes factor</td>
<td>56.90</td>
</tr>
<tr>
<td>Parameter</td>
<td>TSX</td>
</tr>
<tr>
<td>-----------</td>
<td>-----</td>
</tr>
<tr>
<td>$c_{0,11}$</td>
<td>0.025</td>
</tr>
<tr>
<td>$c_{0,12}$</td>
<td>0.002</td>
</tr>
<tr>
<td>$c_{0,22}$</td>
<td>0.005</td>
</tr>
<tr>
<td>$a_{0,11}$</td>
<td>0.149</td>
</tr>
<tr>
<td>$a_{12}$</td>
<td>-0.036</td>
</tr>
<tr>
<td>$a_{21}$</td>
<td>0.017</td>
</tr>
<tr>
<td>$a_{22}$</td>
<td>0.021</td>
</tr>
<tr>
<td>$f_{0,11}$</td>
<td>0.928</td>
</tr>
<tr>
<td>$f_{12}$</td>
<td>0.001</td>
</tr>
<tr>
<td>$f_{21}$</td>
<td>-0.054</td>
</tr>
<tr>
<td>$f_{22}$</td>
<td>0.965</td>
</tr>
<tr>
<td>$\mu_1$</td>
<td>-</td>
</tr>
<tr>
<td>$\mu_2$</td>
<td>-</td>
</tr>
<tr>
<td>$\Gamma_{11}$</td>
<td>-</td>
</tr>
<tr>
<td>$\Gamma_{12}$</td>
<td>-</td>
</tr>
<tr>
<td>$\Gamma_{21}$</td>
<td>-</td>
</tr>
<tr>
<td>$\Gamma_{22}$</td>
<td>-</td>
</tr>
<tr>
<td>$\nu$</td>
<td>-</td>
</tr>
<tr>
<td>$k$</td>
<td>4.3</td>
</tr>
</tbody>
</table>

Table 4.3: Posterior mean and %95 density intervals (DI) for the parameters of MGARCH-DPM and MGARCH-BEKK-t models. Data are daily return on oil and S&P TSX, ranging from Jan 3, 2000 to Dec 31, 2015 (4021 observations).

<table>
<thead>
<tr>
<th>Date</th>
<th>Model</th>
<th>One-period-ahead value-at-risk</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>-10% Shock</td>
</tr>
<tr>
<td>15/01/2015</td>
<td>MGARCH-DPM</td>
<td>90.983</td>
</tr>
<tr>
<td></td>
<td>MGARCH-BEKK</td>
<td>74.025</td>
</tr>
<tr>
<td>30/11/2011</td>
<td>MGARCH-DPM</td>
<td>108.111</td>
</tr>
<tr>
<td></td>
<td>MGARCH-BEKK</td>
<td>89.596</td>
</tr>
<tr>
<td>14/10/2008</td>
<td>MGARCH-DPM</td>
<td>271.253</td>
</tr>
<tr>
<td></td>
<td>MGARCH-BEKK</td>
<td>275.046</td>
</tr>
<tr>
<td>06/09/2013</td>
<td>MGARCH-DPM</td>
<td>93.856</td>
</tr>
<tr>
<td></td>
<td>MGARCH-BEKK</td>
<td>78.788</td>
</tr>
</tbody>
</table>

Table 4.4: Effect of a shock in oil market on the one-period-ahead value-at-risk for $10,000 investment in S&P TSX at 5% level. Data used for estimation are the daily return on oil and S&P TSX, ranging from Jan 3, 2000 to Dec 31, 2015 (4021 observations).
<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Variance</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>S&amp;P</td>
<td>0.015</td>
<td>1.572</td>
<td>-0.181</td>
<td>6.892</td>
<td>-9.035</td>
<td>10.79</td>
</tr>
<tr>
<td>WT Oil</td>
<td>0.002</td>
<td>1.019</td>
<td>-0.030</td>
<td>5.479</td>
<td>-7.228</td>
<td>9.539</td>
</tr>
</tbody>
</table>

Table 4.5: Summary statistics of the daily returns on oil returns and S&P 500, from 2000/01/03 to 2015/12/31 (3965 observations).

<table>
<thead>
<tr>
<th>Model</th>
<th>log(marginal likelihood)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MGARCH-DPM</td>
<td>-1217.693</td>
</tr>
<tr>
<td>MGARCH-BEKK</td>
<td>-1261.147</td>
</tr>
<tr>
<td>log Bayes factor</td>
<td>44.058</td>
</tr>
</tbody>
</table>

Table 4.6: log Marginal Likelihood of the last 500 observations. Data are daily returns on oil returns and S&P 500, from 2000/01/03 to 2015/12/31 (3965 observations).
### Table 4.7: Posterior mean and %95 density intervals (DI) for the parameters of MGARCH-DPM and MGARCH-t models. Data are daily return on oil from http://www.eia.gov/dnav/pet/pet_pri_spt_s1_d.htm, and S&P 500 from CRSP: https://wrds-web.wharton.upenn.edu/wrds/ds/crsp/index.cfm, ranging from Jan 3, 2000 to Dec 31, 2015 (3965 observations).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>S&amp;P 500</th>
<th>MGARCH-DPM</th>
<th>MGARCH-t</th>
<th>MGARCH-DPM</th>
<th>MGARCH-t</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_{0,11}$</td>
<td>0.21</td>
<td>(0.011,0.033)</td>
<td>0.104</td>
<td>(0.089,0.124)</td>
<td></td>
</tr>
<tr>
<td>$c_{0,12}$</td>
<td>-0.004</td>
<td>(-0.012,0.005)</td>
<td>-0.011</td>
<td>(-0.034,0.014)</td>
<td></td>
</tr>
<tr>
<td>$c_{0,22}$</td>
<td>0.011</td>
<td>(0.006,0.016)</td>
<td>0.054</td>
<td>(0.035,0.071)</td>
<td></td>
</tr>
<tr>
<td>$a_{0,11}$</td>
<td>0.113</td>
<td>(0.100,0.140)</td>
<td>0.255</td>
<td>(0.231,0.282)</td>
<td></td>
</tr>
<tr>
<td>$a_{12}$</td>
<td>-0.009</td>
<td>(-0.019,0.000)</td>
<td>-0.020</td>
<td>(-0.040,0.003)</td>
<td></td>
</tr>
<tr>
<td>$a_{21}$</td>
<td>0.029</td>
<td>(0.020,0.038)</td>
<td>0.021</td>
<td>(-0.003,0.050)</td>
<td></td>
</tr>
<tr>
<td>$a_{22}$</td>
<td>0.030</td>
<td>(0.021,0.038)</td>
<td>0.159</td>
<td>(0.140,0.181)</td>
<td></td>
</tr>
<tr>
<td>$f_{0,11}$</td>
<td>0.943</td>
<td>(0.934,0.949)</td>
<td>0.952</td>
<td>(0.942,0.960)</td>
<td></td>
</tr>
<tr>
<td>$f_{12}$</td>
<td>0.006</td>
<td>(0.002,0.010)</td>
<td>0.007</td>
<td>(0.000,0.014)</td>
<td></td>
</tr>
<tr>
<td>$f_{21}$</td>
<td>-0.054</td>
<td>(-0.058,-0.051)</td>
<td>-0.004</td>
<td>(-0.010,0.001)</td>
<td></td>
</tr>
<tr>
<td>$f_{22}$</td>
<td>0.971</td>
<td>(0.967,0.973)</td>
<td>0.981</td>
<td>(0.976,0.985)</td>
<td></td>
</tr>
<tr>
<td>$\mu_1$</td>
<td>-</td>
<td>-</td>
<td>0.022</td>
<td>(0.005,0.048)</td>
<td></td>
</tr>
<tr>
<td>$\mu_1$</td>
<td>-</td>
<td>-</td>
<td>0.016</td>
<td>(-0.008,0.037)</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{11}$</td>
<td>-</td>
<td>-</td>
<td>-0.050</td>
<td>(-0.079,-0.026)</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{12}$</td>
<td>-</td>
<td>-</td>
<td>0.001</td>
<td>(-0.018,0.021)</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{21}$</td>
<td>-</td>
<td>-</td>
<td>0.010</td>
<td>(-0.015,0.037)</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{22}$</td>
<td>-</td>
<td>-</td>
<td>-0.035</td>
<td>(-0.070,-0.004)</td>
<td></td>
</tr>
<tr>
<td>$k$</td>
<td>3.1</td>
<td>(2.65,4.12)</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

Probability of 5% loss in the US market when we have a 10% drop in the oil market:

<table>
<thead>
<tr>
<th>Date</th>
<th>Shock in oil market</th>
<th>Contemporaneously</th>
<th>After 1 day</th>
<th>After 1 week</th>
<th>After 1 month</th>
</tr>
</thead>
<tbody>
<tr>
<td>15/01/2015</td>
<td>No shock</td>
<td>0.0000524</td>
<td>0.0000185</td>
<td>0.0000192</td>
<td>0.000548</td>
</tr>
<tr>
<td></td>
<td>-10% shock</td>
<td>0.00222</td>
<td>0.000824</td>
<td>0.00084</td>
<td>0.00221</td>
</tr>
<tr>
<td>10/12/2008</td>
<td>No shock</td>
<td>0.10863</td>
<td>0.11549</td>
<td>0.10687</td>
<td>0.09031</td>
</tr>
<tr>
<td></td>
<td>-10% shock</td>
<td>0.21112</td>
<td>0.13696</td>
<td>0.12384</td>
<td>0.10564</td>
</tr>
<tr>
<td>14/10/2008</td>
<td>No shock</td>
<td>0.08332</td>
<td>0.08865</td>
<td>0.08559</td>
<td>0.07846</td>
</tr>
<tr>
<td></td>
<td>-10% shock</td>
<td>0.18354</td>
<td>0.10802</td>
<td>0.10059</td>
<td>0.09135</td>
</tr>
</tbody>
</table>

Table 4.8: Probability of 5% loss in the US market when we have a 10% drop in the oil market. Data are daily return on oil and S&P 500, ranging from Jan 3, 2000 to Dec 31, 2015 (3965 observations).
<table>
<thead>
<tr>
<th>Date</th>
<th>Model</th>
<th>One-period-ahead value-at-risk</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>-10 % Shock</td>
</tr>
<tr>
<td>15/01/2015</td>
<td>MGARCH-DPM</td>
<td>186.636</td>
</tr>
<tr>
<td></td>
<td>MGARCH-BEKK</td>
<td>174.951</td>
</tr>
<tr>
<td>30/11/2011</td>
<td>MGARCH-DPM</td>
<td>263.661</td>
</tr>
<tr>
<td></td>
<td>MGARCH-BEKK</td>
<td>262.201</td>
</tr>
<tr>
<td>14/10/2008</td>
<td>MGARCH-DPM</td>
<td>609.062</td>
</tr>
<tr>
<td></td>
<td>MGARCH-BEKK</td>
<td>645.990</td>
</tr>
<tr>
<td>06/09/2013</td>
<td>MGARCH-DPM</td>
<td>179.371</td>
</tr>
<tr>
<td></td>
<td>MGARCH-BEKK</td>
<td>131.033</td>
</tr>
</tbody>
</table>

Table 4.9: Effect of a shock in oil market on the one-period-ahead value-at-risk for $10,000 investment in S&P 500 at 5% level. Data are daily return on oil and S&P 500, ranging from Jan 3, 2000 to Dec 31, 2015 (3965 observations).
Figure 4.1: Time series of the daily returns on oil returns and S&P TSX, from 2000/01/03 to 2015/12/31 (4021 observations)
Figure 4.2: First panel: Log Bayes factor for the last 800 days. Second and third panel: Time series of the daily returns of oil returns and S&P TSX, from 2010/10/23 to 2015/12/31 (800 observations)
Figure 4.3: Estimated correlation between oil return and S&P TSX. Data are daily return on oil and S&P TSX, ranging from Jan 3, 2000 to Dec 31, 2015 (4021 observations).
Figure 4.4: Posterior conditional density estimated using the semiparametric model. Data are daily return on oil and S&P TSX, ranging from Jan 3, 2000 to Dec 31, 2015 (4021 observations).
Figure 4.5: Posterior conditional density in three dimension estimated using the semiparametric model. Data are daily return on oil and S&P TSX, ranging from Jan 3, 2000 to Dec 31, 2015 (4021 observations).
Figure 4.6: Risk Scenario Analysis when the market is highly volatile (14/10/2008). Contemporaneous spillover effect from a ±10% shock in oil market return to the conditional density of the S&P TSX. Data are daily return on oil and S&P TSX, ranging from Jan 3, 2000 to Dec 31, 2015 (4021 observations).
Figure 4.7: Risk Scenario Analysis when the market is calm (15/01/2015). Comparing the contemporaneous spillover effect from a ±10% shock in oil market return to the conditional density of the S&P TSX derived from the DPM model and the benchmark model. Data are daily return on oil and S&P TSX, ranging from Jan 3, 2000 to Dec 31, 2015 (4021 observations).
Figure 4.8: Risk Scenario Analysis when the market is highly volatile (14/10/2008). Propagation of a ±10% shock in oil market return to the conditional density of the S&P TSX in the semiparametric model. Data are daily return on oil and S&P TSX, ranging from Jan 3, 2000 to Dec 31, 2015 (4021 observations). The first plot on top left shows the contemporaneous spillover effect of ±10% in oil market on the TSX market. The second plot on top right shows the lagged spillover effect of ±10% in oil market on the TSX market after one day (h=1). The third and fourth plots show the lagged spillover effect of ±10% in oil market on the TSX market after one week (h=5), and one month (h=22), respectively.
Figure 4.9: Risk Scenario Analysis when the market is highly volatile (14/10/2008). Log of the conditional density of S&P TSX if we have a $\pm 10\%$ shock in oil market return in the semiparametric model. Data are daily return on oil and S&P TSX, ranging from Jan 3, 2000 to Dec 31, 2015 (4021 observations). The first plot on top left shows the contemporaneous spillover effect of $\pm 10\%$ in oil market on the TSX market. The second plot on top right shows the lagged spillover effect of $\pm 10\%$ in oil market on the TSX market after one day ($h=1$). The third and fourth plots show the lagged spillover effect of $\pm 10\%$ in oil market on the TSX market after one week ($h=5$), and one month ($h=22$), respectively.
Figure 4.10: Risk Scenario Analysis when the market is calm (15/01/2015). Propagation of a ±10% shock in oil market return to the conditional density of the S&P TSX in the semiparametric model. Data are daily return on oil and S&P TSX, ranging from Jan 3, 2000 to Dec 31, 2015 (4021 observations). The first plot on top left shows the contemporaneous spillover effect of ±10% in oil market on the TSX market. The second plot on top right shows the lagged spillover effect of ±10% in oil market on the TSX market after one day (h=1). The third and fourth plots show the lagged spillover effect of ±10% in oil market on the TSX market after one week (h=5), and one month (h=22), respectively.
Figure 4.11: Risk Scenario Analysis when the market is calm (15/01/2015). Log of the conditional density of S&P TSX if we have a ±10% shock in oil market return in the semiparametric model. Data are daily returns on oil and S&P TSX, ranging from Jan 3, 2000 to Dec 31, 2015 (4021 observations).

The first plot on top left shows the contemporaneous spillover effect of ±10% in oil market on the TSX market. The second plot on top right shows the lagged spillover effect of ±10% in oil market on the TSX market after one day (h=1). The third and fourth plots show the lagged spillover effect of ±10% in oil market on the TSX market after one week (h=5), and one month (h=22), respectively.
Figure 4.12: Lagged spillover of one 1% of oil shocks into the TSX volatility. Data used for estimation are the daily return on oil and S&P TSX, ranging from Jan 3, 2000 to Dec 31, 2015 (4021 observations).

Figure 4.13: Time series of the daily returns on oil returns and S&P 500, from 2000/01/03 to 2015/12/31 (3965 observations)
Figure 4.14: First panel: Log Bayes factor for the last 500 days. Second and third panel: Time series of the daily prices of oil returns and S&P 500, from 2013/10/23 to 2015/12/31 (500 observations).

Figure 4.15: Estimated correlation between oil return and S&P 500. Data are daily return on oil and S&P 500, ranging from Jan 3, 2000 to Dec 31, 2015 (3965 observations).
Figure 4.16: Realized conditional density. Data are daily return on oil and S&P 500, ranging from Jan 3, 2000 to Dec 31, 2015 (3965 observations).
Figure 4.17: Risk Scenario Analysis when the market is highly volatile (15/10/2008). Contemporaneous spillover effect from a ±10% shock in oil market return to the conditional density of the S&P 500. Data are daily return on oil and S&P 500, ranging from Jan 3, 2000 to Dec 31, 2015 (3965 observations).
Figure 4.18: Risk Scenario Analysis when the market is calm (31/12/2013). Comparing the contemporaneous spillover effect from a ±10% shock in oil market return to the conditional density of the S&P 500 derived from the DPM model and the benchmark model. Data are daily return on oil and S&P 500, ranging from Jan 3, 2000 to Dec 31, 2015 (3965 observations).
Figure 4.19: Risk Scenario Analysis when the market is highly volatile (15/10/2008). Propagation of a ±10% shock in oil market return to the conditional density of the S&P 500 in the semiparametric model. Data are daily return on oil and S&P 500, ranging from Jan 3, 2000 to Dec 31, 2015 (3965 observations). The first plot on top left shows the contemporaneous spillover effect of ±10% in oil market on the S&P 500 market. The second plot on top right shows the lagged spillover effect of ±10% in oil market on the S&P 500 market after one day (h=1). The third and fourth plots show the lagged spillover effect of ±10% in oil market on the S&P 500 market after one week (h=5), and one month (h=22), respectively.
Figure 4.20: Risk Scenario Analysis when the market is highly volatile (15/10/2008). Log of the conditional density of S&P TSX if we have a ±10% shock in oil market return in the semiparametric model. Data are daily return on oil and S&P 500, ranging from Jan 3, 2000 to Dec 31, 2015 (3965 observations). The first plot on top left shows the contemporaneous spillover effect of ±10% in oil market on the S&P 500 market. The second plot on top right shows the lagged spillover effect of ±10% in oil market on the S&P 500 market after one day (h=1). The third and fourth plots show the lagged spillover effect of ±10% in oil market on the S&P 500 market after one week (h=5), and one month (h=22), respectively.
Figure 4.21: Risk Scenario Analysis when the market is calm (31/12/2013). Propagation of a $\pm 10\%$ shock in oil market return to the conditional density of the S&P 500 in the semiparametric model. Data are daily return on oil and S&P 500, ranging from Jan 3, 2000 to Dec 31, 2015 (3965 observations). The first plot on top left shows the contemporaneous spillover effect of $\pm 10\%$ in oil market on the S&P 500 market. The second plot on top right shows the lagged spillover effect of $\pm 10\%$ in oil market on the S&P 500 market after one day ($h=1$). The third and fourth plots show the lagged spillover effect of $\pm 10\%$ in oil market on the S&P 500 market after one week ($h=5$), and one month ($h=22$), respectively.
Figure 4.22: Risk Scenario Analysis when the market is calm (31/12/2013). Log of the conditional density of S&P 500 if we have a ±10% shock in oil market return in the semiparametric model. Data are daily return on oil and S&P 500, ranging from Jan 3, 2000 to Dec 31, 2015 (3965 observations). The first plot on top left shows the contemporaneous spillover effect of ±10% in oil market on the S&P 500 market. The second plot on top right shows the lagged spillover effect of ±10% in oil market on the S&P 500 market after one day (h=1). The third and fourth plots show the lagged spillover effect of ±10% in oil market on the S&P 500 market after one week (h=5), and one month (h=22), respectively.
Chapter 5

Essay 3: Do financial variables help predict the conditional distribution of the market portfolio?

The extent of predictability in stock market returns has been a very active area of research. Predictability of market returns has important implications for asset allocation and risk management. Predictability is usually examined by regressing the stock market returns on a lagged variable such as dividend yield as the predictor. There are contradicting conclusions on whether available information on the financial and macroeconomic variables can improve out-of-sample forecasts of market excess returns. In theory, the predictability of stock returns can be consistent with an efficient stock market if the predictable component reflects a time-varying risk premium.

Some articles provide empirical evidence that lends support to the predictability of market returns. Rozeff (1986); Fama and French (1988); Campbell and Shiller (1988); Cutler et al. (1991); Hodrick (1992); Lettau and Ludvigson (2001); Balvers et al. (1990) and Rapach and Wohar (2006) report that certain financial variables such as dividend yield, price-earnings
ratio, and the ratio of the dividend yield to the short-term interest rate can explain a significant fraction of movements in monthly, quarterly, or annual stock returns. Pesaran and Timmermann (1995) find that during calm periods predictability of stock returns is low while during more volatile periods predictability is increased and could be exploited by investors. Keijsers (2017) studies the predictive power of dividend payout ratio in a mixture model with parameter instability and shows that assuming stable parameters can lead to enormous losses for the long-term investor.

On the other hand, many studies find evidence against the forecasting power of the financial and macroeconomic variables (see for example Goetzmann and Jorion (1993); Nelson and Kim (1993); Bossaerts and Hillion (1999); Ferson et al. (2003); Engstrom (2003); Goyal and Welch (2003); Lettau and Ludvigson (2005); Ang and Bekaert (2006) and Welch and Goyal (2008)). These studies either conclude that there is no strong evidence supporting the out-of-sample forecasting power of these variables or show that the statistics for many of these predictors are spuriously significant.

The studies mentioned above along with many others only investigate the predictability of mean returns. For an extensive review see Rapach and Zhou (2013). However, out-of-sample point forecasts of the conditional mean do not convey any information about the uncertainty of the realized returns nor the spread and shape of the return distribution, while this information may be valuable for investors. The economic value of a return forecast depends not only on the point forecasts but the entire return distribution.

Although the value of predictors for the predictive mean is unclear, there is evidence that predictors help explain other features of the predictive distribution. Schwert (1989), Engle et al. (2012), Christiansen et al. (2012), Paye (2012), and Asgharian et al. (2013) use various financial and macroeconomic factors to predict the volatility of stock returns. Allowing for predictability of the conditional mean and the conditional variance of stock returns, Cenезizoglu and Timmermann (2012) examine different forecasting models with different predictors.
using Welch and Goyal (2008) data. They show that using these predictors can improve the economic performance of the prediction models upon constant mean and variance, although this is not the case when the focus is only on statistical measures.

The literature on the predictability of the entire density of market returns using financial and economic predictors is scarce. Some studies investigate this matter through predictability of the conditional mean and conditional variance, as mentioned above. Cenesizoglu and Timmermann (2008) propose a quantile approach to capturing predictability in the distribution of stock returns and find that many of the economic variables studied in the literature are useful in predicting the tails of the return distribution but not necessarily its center.

In this chapter, instead of focusing only on the conditional mean, conditional variance, or conditional quantiles of market excess returns, we investigate whether these financial and macroeconomic variables are useful in predicting the one-period-ahead full density of monthly US stock returns. We attempt to predict features of the market return density in addition to what is captured by the first and second moments. This is particularly important in financial and econometric applications where we usually have heavy tails, asymmetry, or multi-modality. We provide evidence that these features can be important in applications such as portfolio selection.

We consider a mixture model for the distribution of market excess returns over time where the predictors are used not only in forecasting the conditional mean but in predicting the shape of the conditional density of market returns. This is done by allowing the weights of the mixture to be determined using available information on the predictors.

To implement this, we use a Bayesian nonparametric mixture model that allows the mixing distribution to change with time. In general, we can allow time-variation in the weights of the mixture, the atoms, or both. See for example MacEachern (1999); De Iorio et al. (2004); Gelfand et al. (2005); Teh et al. (2006); Griffin and Steel (2006); Duan et al. (2007); Rodriguez and ter Horst (2008). In this chapter, we assume that atoms are constant, and
variation of the mixing distribution over time comes from the time-varying weights. To
determine the weights at each time, we use available information on financial and macroe-
conomic variables. This is a novel and flexible approach by which we examine whether the
financial/macroeconomic variables carry any useful information to predict the time-varying
density of the market excess returns.

The time-varying weights in the model allow the mixture density to change over time,
and this variation in density is in addition to the changes caused by a time-varying mean and
variance. The infinite mixture model with time-varying weights can reveal changes to the
density not captured by the first and second moments. This makes a considerable difference
in the statistical and economic performance of the model as we demonstrate in our empirical
results.

To give a picture of this difference, we look at an example where we use the dividend
payout ratio as the only predictor for market excess returns in the proposed model and in
the linear regression model where the predictor is only used in forecasting the conditional
mean. Figure 5.1 illustrates the conditional density estimated by the two models in two
different periods. This reveals a notable difference in the level of uncertainty around the
conditional mean. The conditional means, however, are almost the same for both models.
This figure also shows how using available information on dividend payout ratio changes the
density over time in the proposed model while using this information only in the conditional
mean does not affect the shape of the density over time considerably.

We use the predictors studied in Welch and Goyal (2008), updated until December 2015.
Besides studying the out-of-sample point forecasts of the conditional mean which show lit-
tle or no improvement over the benchmark models, we evaluate the improvement in the
predictive density of market excess return by log-predictive Bayes factors. Moreover, the
economic gains of the proposed model is illustrated by a market timing exercise as well as a
portfolio selection problem for an investor who maximizes her expected utility. Our results
show that the statistical and economic performance of the proposed model is superior over
different benchmark models. The greatest predictive ability is found from the kitchen sink
model which includes all predictors under study. We also illustrate how these financial and
macroeconomic variables are useful in predicting the conditional density, the conditional
moments and the conditional quantiles.

The remainder of the chapter is structured as follows. We begin by theoretical settings of
the proposed model and the posterior sampling steps in Section 5.1. Section 5.2 presents sim-
ulation results, and applications of the proposed model are found in Section 5.3. Section 5.4
concludes.

5.1 Model Specification

The question under study is whether stock returns can be predicted using a set of financial
and macroeconomic variables. To examine the predictive power of a variable, researchers
mainly focus on the conventional statistical criteria such as root mean squared forecasting
errors of the predicted mean. By far the most popular model in studying the predictability
of market returns using financial and economic variables is the following linear regression
model

$$y_t = x_{t-1} \mu + e_t$$  \hspace{1cm} (5.1)

where $y_t$ is the market return in excess of the risk-free rate, $x_{t-1}$ denotes a row vector of the
lagged predictors, including 1 for the intercept term, used to forecast the conditional mean
of market returns, and $e_t$ is the error vector (innovation) usually assumed to be i.i.d with
mean equal to zero. $\mu$ is the vector of regression coefficients including the intercept. This
model is estimated, and the in-sample and out-of-sample forecasting power of the prediction
model is usually compared with the constant mean model. The constant mean model is the
primary benchmark in the literature and corresponds to the case where no predictor is used
in Equation (5.1) except for an intercept.

In contrast to Equation (5.1), the volatility could be time-varying (e.g., following a GARCH process). Some articles study predictability in the conditional volatility through entering the predictors in the volatility of the market returns (see for example Schwert (1989), Christiansen et al. (2012), Paye (2012), and Asgharian et al. (2013)). One example is given in the following specification

\[ y_t = x_{t-1}\mu + e_t \quad e_t \sim N(0, \sigma_t^2) \]  
\[ \sigma_t^2 = \alpha_0 + x_{t-1}\alpha_1 + \delta \frac{e_t}{\sigma_t} + \gamma \sigma_{t-1}^2 \]  

The models in Equations (5.1) and (5.2) focus on the predictability of the conditional mean and volatility but maintain the same innovation density for \( e_t \). However, the density of \( e_t \) may change over time as well. In this chapter, instead of focusing only on the predictive mean or variance of market excess returns, we investigate the predictability of the entire density which provides a complete measure of the uncertainty around the predictive mean; the whole distribution for all possible outcomes.

To this end, we assume an infinite mixture model for the distribution of market excess returns over time. The predictors are used not only in forecasting the conditional mean but in predicting the general shape of the conditional density of market returns. This is done by allowing the weights of the mixture to be determined using available information on the predictors.

### 5.1.1 An Infinite Mixture Model with Time-varying Weights

We propose a novel approach to use different financial and macroeconomic variables to estimate the time-varying predictive density of market excess returns. The density of excess
returns is assumed to follow
\[ f_t(y) = \int f(y|\theta)dG_t(\theta), \quad t = 1, ..., T, \]  
(5.3)

where \( y_t \) is the market excess return at time \( t \), \( f(.,|\theta) \) is the kernel density with parameters \( \theta \), and \( G_t \) is the time-varying mixing distribution. \( G_t \) can be continuous or discrete. Here, we focus on the discrete case. To allow the mixing distribution, \( G_t \), to change over time, we can introduce dependence in the weights, the atoms, or both. Define,
\[ G_t(\cdot) = \sum_{j=1}^{\infty} \omega_j(t)\delta_{\theta_j(t)}(\cdot) \]  
(5.4)
\[ \omega_j(t) = v_j(t) \prod_{l<j}(1 - v_l(t)) \]

where \( 0 \leq \omega_j(t) \leq 1 \) and \( \sum_{j=1}^{\infty} \omega_j(t) = 1 \) for all \( t \), and \( \delta_{\theta_j(t)}(\cdot) \) denotes a point mass at \( \theta_j(t) \). This is the general stick-breaking model (MacEachern, 1999; Rodriguez and ter Horst, 2008; Griffin and Steel, 2006). \( \theta_j(t) \)s are independent and identically distributed sample paths from a stochastic process, and \( v_j(t) \)s are i.i.d draws from a distribution with support over \((0,1)\).\(^1\)

The general stick-breaking prior can be simplified by introducing dependence only in the weights (constant atoms), or in the atoms (constant weights). Constant weight models are usually computationally simpler but lack flexibility (MacEachern, 2000). In this chapter, we assume that the atoms are constant over time, and introduce time-variation in the weights in a model specification called Dependent Probit Stick-Breaking Prior put forward by Rodriguez and Dunson (2011). The dependent probit stick-breaking prior is similar to the model in Equation (5.4) when atoms are constant and \( v_j(t) \)s are determined by probit transformations of normal random variables:

\(^1\)In the literature, one common way to define the time-varying weights is to let the sticks, \( v_j(t) \)s, be i.i.d. realizations from a stochastic process \( B(a_j(t), b_j(t)) \) where \( B(a,b) \) denotes the beta distribution.
\[ G_t = \sum_{j=1}^{\infty} \omega_j(t) \delta_{\theta_j}, \quad \text{(5.5)} \]

\[ \omega_j(t) = v_j(t) \prod_{l<j} (1 - v_l(t)), \quad \text{(5.6)} \]

\[ v_j(t) = \Phi(\alpha_j(t)), \quad j = 1, 2, \ldots \quad \text{(5.7)} \]

where \( \Phi(.) \) denotes the cumulative distribution function for the standard normal distribution, \{\alpha_j(t)\}_{j=1}^{\infty} \) have Gaussian densities, and \( \theta_j \)'s are i.i.d draws from the base measure \( G_0; \theta_j \overset{i.i.d}{\sim} G_0, \quad j = 1, 2, \ldots \). The probit transformations ensure that the weights are well-defined and satisfy \( 0 \leq \omega_j(t) \leq 1 \) and \( \sum_{j=1}^{\infty} \omega_j(t) = 1 \) for all \( t \).

We propose a nonparametric mixture model based on the dependent stick-braking prior of Rodriguez and Dunson (2011) where available information on the predictors, \( x_{t-1} \), is used in determining the time-varying sticks, \( v_j(t) \)'s, and hence in estimating the time-varying density of the market excess return at time \( t \).

The proposed model is specified as follows

\[ y_t \sim f_t(y) = \sum_{j=1}^{\infty} \omega_j(t) \mathcal{N}(y_t|x_{t-1}\mu_j, \sigma_t^2 \nu_j^2), \quad t = 1, \ldots, T \quad \text{(5.8)} \]

\[ \sigma_t^2 = \alpha + \delta \epsilon_{t-1}^2 + \gamma \sigma_{t-1}^2, \quad \text{where } \epsilon_t = y_t - \eta \quad \text{(5.9)} \]

\[(\mu_j, \nu_j^2) \overset{i.i.d}{\sim} G_0, \quad j = 1, 2, \ldots \quad \text{(5.10)} \]

\[ \omega_j(t) = \Phi(x_{t-1}\beta_j) \prod_{j' < j} (1 - \Phi(x_{t-1}\beta_{j'})), \quad j = 1, 2, \ldots \quad \text{(5.11)} \]

\[ G_0 \equiv \mathcal{N}(\mu|\mu_0, V_0) \times \mathcal{IG}(\nu^2|s_0, v_0^2) \quad \text{(5.12)} \]

\[ \beta_j \overset{i.i.d}{\sim} \mathcal{N}(\beta_0, B_0), \quad j = 1, 2, \ldots \quad \text{(5.13)} \]
where \( T \) is the number of observations. The vector of the predictors at time \( t - 1 \) including 1 for the intercept term, \( x_{t-1} \), the vector of the unknown coefficients in the conditional mean, \( \mu \), and the vector of the unknown coefficients in probit transformations, \( \beta_j \), are \( (p + 1) \)-dimensional, where \( p \) is the number of predictors. The vector of the predictors at each time, \( x_t \), includes 1 and the predictors of interest. For example, when examining the predicting power of the dividend payout ratio, \( \frac{d_t}{p_t} \), we set \( x_t = (1 \ \frac{d_t}{p_t}) \). \( \beta_j \) are the unknown parameter vectors describing how the weights of the mixture density respond to different values of the predictors.

Here, the kernel density is Gaussian. The mixing is over \( \mu_j \) and the component \( \nu_j \) of the variance, which are i.i.d draws from the base measure \( G_0 \) and constant over time. The second component of the variance, \( \sigma_t \), captures volatility clustering over time. Equation (5.9) denotes the GARCH(1,1) process for \( \sigma_t^2 \) where the parameter \( \eta \) permits a nonlinear asymmetric response to the shocks, \( \epsilon_t \). The component-specific parameter \( \nu_j \) is a positive number which scales \( \sigma_t \) to yield a better estimate of the density of \( y_t \). Variation of the mixing distribution over time comes from the time-varying weights. The time-varying weights have stick-breaking structure where the time-varying sticks are determined by probit transformations of a linear combination of the lagged predictors, \( \Phi(x_{t-1} \beta_j) \).

Equation (5.12) shows the base measure that we use for the component-specific parameters, \( \mu_j \) and \( \nu_j \). \( \mathcal{IG}(s_0, v_0) \) represents an inverse gamma distribution with shape parameter \( s_0 \) and scale parameter \( v_0^2 \). The vector of coefficients \( \beta_j \) in the probit transformations for each mixture component \( j \) has a normal prior (Equation (5.13)).

Available information on the predictors, \( x_{t-1} \), in addition to being used in predicting the conditional mean of market returns (where the majority of the literature has focused), are

\[ f(x|\alpha, \beta) = \frac{\beta^\alpha}{\Gamma(\alpha)} x^{-\alpha-1} \exp\left(-\frac{\beta}{x}\right). \]

Here, \( \Gamma(.) \) denotes the gamma function.
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employed to predict the time-varying mixture weights. This translates into non-constant weights if the predictors are statistically and practically useful in forecasting the entire predictive density. If a predictor conveys no information about the predictive density of market returns, the corresponding $\beta_j$s will have estimated values near zero. If none of the predictors are significant in forecasting the weights, we will have an infinite mixture model with weights that do not change significantly over time, which in practice is equivalent to a mixture model with constant weights.

The proposed model (Equations (5.8)-(5.13)) nests several special cases that we use as our benchmarks. The first case is when $x_{t-1}$ has only one element equal to 1 (i.e., when we do not use any predictor; $p=0$). This case is equivalent to an infinite mixture model with constant weights. The second case is when the mixture has only one component ($\omega_1(t) = 1$, $\omega_j(t) = 0, \forall j > 1$ and $\nu_1 = 1$). This case is equivalent to a linear regression model with time-varying mean and time-varying variance. The third case is achieved from the second case where variance does not change over time (in GARCH specification we have $\delta = 0$, and $\gamma = 0$). This case is equivalent to a Gaussian linear regression model with time-varying mean and constant variance. The fourth case is obtained from the third case when we use no predictor in the conditional mean. This case is equivalent to linear regression model with constant mean and constant variance which is the main benchmark considered in the literature.

In Table 5.1, we introduce the benchmarks against which we compare the statistical and economic performance of the proposed model later in our empirical experiments. The first three models are popular linear regression models with constant/time-varying mean and volatility. $M_0$ is the constant mean and constant variance model and is analogous to the prevailing mean model of Welch and Goyal (2008). No predictor is used in this model. In $M_1$, we use the predictors in the conditional mean. $M_2$ extends $M_1$ to allow for time-varying volatility through a GARCH(1,1) process.
The next benchmark model we consider, $\mathcal{M}_3$, is an infinite mixture model in which, unlike the proposed model in this chapter, weights are fixed; the vector of predictors includes only 1. Our proposed model is an infinite mixture model where the predictors are used in predicting the conditional mean and also in forecasting the time-varying weights of the mixture. We could only use the predictors to forecast the weights of the mixture since it is possible that adding new parameters to the model in the conditional mean might only increase the dimension of the problem without adding any statistical or economic value. Therefore, in our empirical studies, we consider two versions of the proposed model, $\mathcal{M}_4$ and $\mathcal{M}_5$.

<table>
<thead>
<tr>
<th>Model</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Benchmark Models</strong></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{M}_0$</td>
<td>Constant mean and constant variance $y_t = \mu + e_t$, $e_t \sim \mathcal{N}(0, \sigma^2)$</td>
</tr>
<tr>
<td>$\mathcal{M}_1$</td>
<td>Time-varying mean and constant variance $y_t = x_{t-1}\mu + e_t$, $e_t \sim \mathcal{N}(0, \sigma^2)$</td>
</tr>
<tr>
<td>$\mathcal{M}_2$</td>
<td>Time-varying mean and variance $y_t = x_{t-1}\mu + e_t$, $e_t \sim \mathcal{N}(0, \sigma_t^2)$ $\sigma_t^2 = \alpha + \delta \epsilon_{t-1}^2 + \gamma \sigma_{t-1}^2$</td>
</tr>
<tr>
<td>$\mathcal{M}_3$</td>
<td>Infinite mixture with constant weights $y_t = \mu + e_t$, $e_t \sim \mathcal{N}(0, \sigma_t^2 \nu_t^2)$ $\sigma_t^2 = \alpha + \delta \epsilon_{t-1}^2 + \gamma \sigma_{t-1}^2$, $(\mu_t, \nu_t^2) \sim G_t$</td>
</tr>
<tr>
<td><strong>Proposed Models</strong></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{M}_4$</td>
<td>Infinite mixture with time-varying weights $y_t = \mu + e_t$, $e_t \sim \mathcal{N}(0, \sigma_t^2 \nu_t^2)$ $\sigma_t^2 = \alpha + \delta \epsilon_{t-1}^2 + \gamma \sigma_{t-1}^2$, $(\mu_t, \nu_t^2) \sim G_t$</td>
</tr>
<tr>
<td>$\mathcal{M}_5$</td>
<td>Infinite mixture with time-varying weights and predictors in the conditional mean $y_t = x_{t-1}\mu + e_t$, $e_t \sim \mathcal{N}(0, \sigma_t^2 \nu_t^2)$ $\sigma_t^2 = \alpha + \delta \epsilon_{t-1}^2 + \gamma \sigma_{t-1}^2$, $(\mu_t, \nu_t^2) \sim G_t$</td>
</tr>
</tbody>
</table>

Table 5.1: List of the benchmark models and the proposed models. In all models, $y_t$ is the market excess return and $x_t$ is a row vector of the predictors (financial or macroeconomic variables) including 1 for the intercept.
5.1.2 Sampling Steps

To estimate the unknown parameters in Equation (5.8)-(5.13), we apply a Gibbs sampler along with the slice sampler of Walker (2007), the collapsed sampler of Rodriguez and Dunson (2011), and Metropolis-Hastings sampler. In the following and other sections of the chapter $y_{jt}$ denotes \{\(y_j, y_{j+1}, \ldots, y_t\}\).

**Step 1** The posterior distribution of \((\mu_j, \nu_j^2)\), \(j = 1, \ldots, K\): Assuming the conjugate priors \(G_0 \equiv \mathcal{N}(\mu|\mu_0, V_0) \times \mathcal{IG}(\nu^2|\nu_0, \nu_0/2)\), sampling from the posterior distribution of the component-specific parameters is straightforward. First, we introduce indicator variables \(\{\xi_t\}_{t=1}^T\) such that \(\xi_t = j\) if and only if observation \(y_t\) is sampled from component \(j\). Then, we make the following transformation:

\[
\sigma_t^{-1}y_t = \sigma_t^{-1}x_{t-1}\mu_t + \epsilon_t, \quad \epsilon_t \sim \mathcal{N}(0, \nu_t^2).
\]

Then we can use the linear regression results to take posterior draws for \((\mu_j, \nu_j^2)\).

\[
\nu_j^2|y_{1:T}, \xi, \mu_j \sim \mathcal{IG}\left(\frac{n_j + \nu_0}{2}, \frac{s_0 + \sum_{\xi_t=j} (\sigma_t^{-1}y_t - \sigma_t^{-1}x_{t-1}\mu_j)^2}{2}\right),
\]

\[
\mu_j|y_{1:T}, \xi, \nu_j^2 \sim \mathcal{N}(\bar{\mu}, \bar{V}), \quad (5.14)
\]

in which

\[
\bar{V} = \left(V_0^{-1} + \sum_{\xi_t=j} \frac{x_{t-1}x_{t-1}'}{\sigma_t^2\nu_j^2}\right)^{-1}, \quad (5.15)
\]

\[
\bar{\mu} = \bar{V} \left(\sum_{\xi_t=j} \frac{x_{t-1}y_t}{\sigma_t^2\nu_j^2} + V_0^{-1}\mu_0\right). \quad (5.16)
\]

**Step 2** To overcome the infinite-dimensionality of the problem, we apply the slice sampler introduced in Walker (2007) by defining auxiliary variables $u_t$ such that
\[
f(y_t, u_t|W) = \sum_{j=1}^{\infty} 1(u_t < \omega_j(t))N(y_t|x_{t-1}\mu_j, \sigma_j^2\nu_j^2). \tag{5.17}
\]

then the joint posterior is proportional to

\[
\Pi_{t=1}^{T}p(\omega_1(t), ..., \omega_K(t))\Pi_{j=1}^{K}p(\mu_j, \nu_j)\Pi_{t=1}^{T}1(u_t < \omega_{\xi_t}(t))N(y_t|x_{t-1}\mu_{\xi_t}, \sigma_{\xi_t}^2\nu_{\xi_t}^2)
\]

\(K\) is the smallest number that satisfies the condition \(1 - \sum_{j=1}^{K} \omega_j(t) < u_t\), for all \(t\). Details are not discussed here. We update the auxiliary variables \(\{u_t\}_{t=1}^{T}\) as in Equation 5.18, and \(K\) is the smallest number that satisfies Equation 5.19.

\[
u_t|\xi \sim \mathcal{U}(0, \omega_{\xi_t}(t)) \tag{5.18}
\]

\[
\max_t\{1 - \sum_{j=1}^{K} \omega_j(t)\} < \min\{u_1, ..., u_T\} \tag{5.19}
\]

Additional \(\omega_j(t)\) and \((\mu_j, \nu_j)\) will need to be generated from the priors if \(K\) is incremented.

**Step 3** Updating \(\xi_t\), \(t = 1, ..., T\),

\[
p(\xi_t = j|y_{1:T}) \propto 1(\omega_j(t) > u_t)N(y_t|x_{t-1}\mu_j, \sigma_j^2\nu_j^2), \ j = 1, ..., K \tag{5.20}
\]

In order to sample the value of \(\beta_j\)s, we use a data augmentation scheme developed in Rodriguez and Dunson (2011) which allows us to implement another Gibbs sampling scheme. We first define the set of conditionally independent auxiliary variables \(z_j(t) \sim \mathcal{N}(x_{t-1}\beta_j, 1)\). If we define \(\xi_t = j\) if and only if \(z_j(t) > 0\) and \(z_r(t) < 0, \forall r < j\),
then we have

\[ p(\xi_t = j) = p(z_j(t) > 0, z_r(t) < 0, \forall r < j) = \Phi(x_{t-1}\beta_j) \prod_{j' < j} (1 - \Phi(x_{t-1}\beta_{j'})) = \omega_j(t) \]

Then the posterior for \( \{z_j(t)\}_{t,j} \) is written as

\[
z_j(t)|\xi_t \sim \begin{cases} 
N(x_{t-1}\beta_j, 1)1_{\mathbb{R}^-} & \text{for } j < \xi_t \\
N(x_{t-1}\beta_j, 1)1_{\mathbb{R}^+} & \text{for } j = \xi_t 
\end{cases} \tag{5.21}
\]

where \( N(\mu, v)1_A \) denotes the truncated normal distribution over \( A \).

Then conditional on the augmented variables, we update \( \{\beta_j\}_{j=1}^K \):

\[
\beta_j|z_{j,1:T} \sim N(\bar{\beta}_j, B_j^{-1}) \tag{5.22}
\]

\[
\bar{\beta}_j = B_j^{-1} \left( \sum_{t(\xi_t \geq j)} x_{t-1}z_j(t) + B_0^{-1}\beta_0 \right)
\]

\[
B_j = \left( \sum_{t(\xi_t \geq j)} x_{t-1}x_{t-1}' + B_0^{-1} \right)
\]

**Step 4** Updating GARCH parameters: Assuming \( p(\alpha, \delta, \gamma, \eta) \) as the prior for GARCH parameters, the posterior will be written as

\[
p(\alpha, \delta, \gamma, \eta|y_{1:T}) \propto p(\alpha, \delta, \gamma, \eta) \prod_{t=1}^T N(y_t|x_{t-1}\mu_{\xi_t}, \sigma_t^2 v_{\xi_t}^2) \tag{5.23}
\]

which is not of standard form, and we apply a Metropolis-Hastings sampler.
5.1.3 Predictive Density Estimation

The predictive density is defined as the conditional distribution of \( y_{T+1} \) given \( y_{1:T} \) where all parameter uncertainty has been integrated out. This is the key quantity used in forecasting and model comparison.

At each iteration \( g \) of the MCMC algorithm, we have the following set of sampled parameters

\[
\{ (\mu_j^{(g)}, \nu_j^{(g)}), \beta_j^{(g)}, \{ z_t^{(g)}(t) \}_{t=1}^{T}, \{ \xi_t^{(g)}, \nu_t^{(g)}, \sigma_t^{(g)} \}_{t=1}^{T} \}, \quad g = 1, ..., M
\]

where \( M \) is the number of the MCMC iterations. At each iteration \( g \) of the algorithm, a draw of \( G_{T+1|y_{1:T}} \) can be written as

\[
G_{T+1}^{(g)} = \sum_{j=1}^{K^{(g)}} \omega_j^{(g)}(T+1) \delta_{(\mu_j^{(g)}, \nu_j^{(g)})} + \left( 1 - \sum_{j=1}^{K^{(g)}} \omega_j^{(g)}(T+1) \right) G_0(\mu, \nu^2), \quad g = 1, ..., M \quad (5.24)
\]

Combining this with the normal kernel gives us the predictive density of \( y_{T+1} \) at each iteration \( g \) as

\[
p(y_{T+1}|y_{1:T}, G_{T+1}^{(g)}) = \sum_{j=1}^{K^{(g)}} \omega_j^{(g)}(T+1) \mathcal{N}(y_{T+1}|x_T \mu_j^{(g)}, (\sigma_{T+1}^{2})^{(g)} \nu_j^{(g)})
\]

\[
+ \left( 1 - \sum_{j=1}^{K^{(g)}} \omega_j^{(g)}(T+1) \right) \int \mathcal{N}(y_{T+1}|x_T \mu, (\sigma_{T+1}^{2})^{(g)} \nu^2) G_0(\mu, \nu^2) d\mu d\nu
\]

\[
(5.25)
\]

At each iteration, \( y_{T+1} \) has a normal density with parameters specific to the component \( j \) with weight \( \omega_j^{(g)}(T+1), \quad j = 1, ..., K^{(g)} \) or follows a Normal density with new parameters \((\mu, \nu^2)\) drawn from the base measure, \( G_0 \), with weight \( 1 - \sum_{j=1}^{K^{(g)}} \omega_j^{(g)}(T+1) \). The predictive density of \( y_{T+1} \) is estimated by averaging Equation (5.25) over all iterations of the MCMC
algorithm.

\[
p(y_{T+1}|y_{1:T}) = \frac{1}{M} \sum_{g=1}^{M} p(y_{T+1}|y_{1:T}, \mathcal{G}_{T+1}^{(g)})
\]  

(5.26)

5.2 Simulation Results

In this section, the proposed model is tested on simulated data. The primary goal is to assess how well the model can estimate the time-varying weights of the mixture density over time.

First, we simulate \( \sigma_t^2 \) for \( t = 1, 2, ..., 500 \) from a univariate GARCH(1,1) process, \( \sigma_t^2 = \alpha + \delta \epsilon^2_{t-1} + \gamma \sigma^2_{t-1} \), with \( \sigma_0^2 = 0.01 \) and parameters \( \alpha = 0, \delta = 0.005, \gamma = 0.90, \) and \( \epsilon_t \sim i.i.d. \mathcal{N}(0, 0.0003) \). Then, the data \( (y_t, t = 1, ..., 500) \) is simulated according to a mixture of two Normal densities.

\[
\mathcal{N}(-0.4, 0.2\sigma_t^2), \ \mathcal{N}(0.5, 0.3\sigma_t^2)
\]  

(5.27)

To draw the data, \( y_t \)'s, from the mixture density, we need to have \( \omega(t) = (\omega_1(t), \omega_2(t)) \) for all \( t \). To this end, we first generate the vector \( x_{t-1} = (1, x^*_{t-1}) \) for all \( t \) where \( x^*_{t} \)'s are from a Guassian density. Then, the 2-vectors \( \beta_1 \) and \( \beta_2 \) are generated from Gaussian densities, and the weights are calculated using the stick-breaking structure given in Equation (5.11). After normalizing the weights so that \( \omega_1(t) + \omega_2(t) = 1 \) for all \( t \)'s, we generate our sample \( y_t, t = 1, ..., 500 \) from a mixture of two normal densities given in Equation (5.27). This process produces data observations \( (x_t, y_t), t = 1, ..., 500 \) to which the proposed model \( (\mathcal{M}_5) \) is applied, where \( x_{t-1} \)'s are used as values of the predictors over time to forecast the time-varying weights.

The analysis reported here is based on 15000 iterations of the MCMC algorithm. The first 5000 draws were dropped as burn-in and the following 10000 used for inference. The average acceptance rate of the GARCH parameters is about 30%. Table 5.3 displays the
posterior mean and 95% density intervals (DI) for the GARCH parameters in proposed model, $\mathcal{M}_5$. The posterior mean of the number of components in the mixture used to estimate the unknown density is 2.65.

The proposed infinite mixture with time-varying weights, $\mathcal{M}_5$, can potentially have an infinite number of mixture components. But as the estimated weights in Figure 5.2 show, only two components with weights significantly different than zero are recognized. The left (right) plots illustrate the estimated and true weights of the first three components with the highest weights for times that have been generated from the first (second) mixture component in Equation (5.27). Note that the true weights of the third components are zero. As we see in Figure 5.2, the weight forecasts using the proposed model capture the truth well.

If instead we apply the infinite mixture model with constant weights, $\mathcal{M}_3$, to the simulated data, the weights are constant over time. Figure 5.3 illustrates the estimated and true weights of the first three components with the highest weights for times that have been generated from the first (left plots) and second (right plots) mixture component. As we see, the estimated weights are constant over time and consequently the same in the left and right plots. The estimated weights are far from the true weights.

This study shows how the infinite mixture model with time-varying weights, $\mathcal{M}_5$, is able to forecast the true weights of the mixture density over time using the predictor variables if they are useful in determining the weights.

5.3 Empirical Results

5.3.1 Data

In our empirical analysis, we use monthly data on stock returns and a set of predictors studied in Welch and Goyal (2008) from 1927 Jan to 2015 Dec (1067 observations). We use monthly data for S&P 500 returns (continuously compounded including dividends) minus
3-month T-bill as the market excess return. The annual mean and variance of the excess market returns are 6.02% and 42.26%, respectively, for the full sample.

- Stock Variance (**svar**): Sum of squared daily returns on the S&P 500.

- Earnings Price Ratio (**e/p**): The difference between the log of earnings and the log of prices.

- Dividend Payout Ratio (**d/e**): The difference between the log of dividends and the log of earnings.

- Dividend Price Ratio (**d/p**): The difference between the log of dividends and the log of prices.

- Dividend Yield (**d/y**): The difference between the log of dividends and the log of lagged prices.

- Book-to-Market Ratio (**b/m**): The ratio of book value to market value for the Dow Jones Industrial Average.

- Treasury Bill (**tbl**)

- Long Term Yield (**lty**)

- Long Term Spread (**tms**): The difference between the long term yield and treasury bill.

- Default Yield Spread (**dfy**): The difference between BAA yield and AAA yield.

- Inflation (**infl**)

- Net Equity Expansion (**ntis**): The ratio of 12-month moving sums of net issues by NYSE listed stocks divided by the total end-of-year market capitalization of NYSE stocks.
• A Kitchen Sink Regression (all): This includes all the aforementioned variables.
• Changes in industrial production (IP)

5.3.2 Estimates

The following priors are used in estimation. In linear regression models, \( \mu \sim \mathcal{N}(0, 0.1I_p) \).
For GARCH parameters, we set \((\alpha, \delta, \gamma, \eta) \sim \mathcal{N}(0, 100I_4)\). In the probit stick-breaking models, for the hyper-parameters of the base measure \(G_0\), we set \(\mu_0 = 0, V_0 = 10I_p, v_0 = 2\), and \(s_0 = 8\). We set \(\mathcal{N}(0, 0.01I_p)\) as the prior for the vector of coefficients in the probit transformation, \(\beta_j\), reducing the effect of less informative predictors.

Table 5.4 reports posterior mean and 95% density intervals for the GARCH parameters in the proposed model, \(M_5\), when we use different predictors. For example, the first row correspond to the case where we use the stock variance (svar) as the only predictor; \(x_t = (1 \ x_t^*) = (1 \ svar_t)\). There is clear evidence of GARCH-type heteroskedasticity in the data. This table also reports the posterior mean of \(K\), the number of alive components in the mixture used to estimate the unknown predictive density. On average, the density of market returns is estimated using about 5-9 distinct components. Estimates of \(\eta\) are consistently positive indicating a larger response to the conditional variance from negative shocks.

5.3.3 Out-of-sample Point Forecasts of the Conditional Mean

In this section, we examine the out-of-sample performance of the proposed model (ability to predict the conditional mean) and compare it with the out-of-sample performance of the benchmark models. The out-of-sample point forecasts are generated using a 30-year rolling window of the observations.

Table 5.5 displays the out-of-sample root mean squared forecasting error of the infinite mixture model \(M_5\) with time-varying weights and predictors in the conditional mean divided
by that obtained by the candidates. The candidates are the benchmark models ($M_0$ to $M_3$) and the proposed model when the predictors do not enter in the conditional mean ($M_4$). The results cover the out-of-sample period 1970-Jan to 2015-Dec (540 observations). Values less than one indicate that $M_5$ outperforms the candidate, producing a lower root mean squared forecasting error. For example, the second column compares the out-of-sample performance of the infinite mixture model with time-varying weights and predictors in the conditional mean, $M_5$, with that of time-varying mean and constant variance model, $M_1$. In the second column, each row compares $M_5$ with $M_1$ when we use a specific predictor in both models. For example, the second row corresponds to the case where we use dividend payout ratio ($d/e$) as the only predictor; $x_t = (1\ x_t^*) = (1\ d_t/e_t)$. As we see, there is little or no difference in forecasting power of the two models when we focus on the predictability of the conditional mean using the same predictor in both models. Comparing $M_5$ with other candidates leads to the same conclusion.

Figures 5.4 and 5.5 demonstrate the time series of the cumulative out-of-sample root mean squared forecasting errors of the probit stick-breaking model with time-varying weights, $M_5$, divided by that of the constant mean and variance model, $M_0$, for different predictors. Looking at these figures, we are able to diagnose months with better (decreasing graph) or worse (increasing graph) relative performance of $M_5$ over the out-of-sample forecasting period. In general, all figures show increasing pattern, approaching one after 1990 (except for the inflation). This translates into no strong preference to any of the models, $M_5$ or $M_0$. For the inflation case, the time series pattern illustrates superior performance of $M_5$ relative to $M_0$ most of the times throughout the out-of-sample period.

Comparison of the models based on the root mean squared forecasting errors focuses on the accuracy of point forecasts and the predictability of the conditional mean. In the next section, instead of studying the predictive mean, we compare different models based on their ability to forecast the entire density of market returns.
5.3.4 Predictive Likelihood

To compare the performance of the models, we calculate each model’s predictive likelihood. The predictive likelihood for $y_{L:T}$, $L < T$ is expressed in terms of the one-step-ahead predictive likelihoods,

$$m(y_{L:T}|y_{1:L-1}, \mathcal{M}) = \prod_{t=L}^{T} p(y_t|y_{1:t-1}, \mathcal{M})$$

(5.28)

where $\mathcal{M}$ denotes a particular model, and $L > 1$ is chosen to eliminate the influence of the priors on model comparison. The model with the larger value of predictive likelihood is the one most consistent with the data. We can approximate the one-step-ahead predictive likelihoods, $p(y_t|y_{1:t-1}, \mathcal{M})$, by averaging the data density over draws of the unknown parameters conditional on the data history $y_{1:t-1}$. This integrates out parameter and distributional uncertainty as

$$p(y_t|y_{1:t-1}, \mathcal{M}) = \int p(y_t|\Theta, y_{1:t-1}, \mathcal{M}) p(\Theta|y_{1:t-1}, \mathcal{M}) d\Theta$$

(5.29)

$$\approx \frac{1}{M} \sum_{g=1}^{M} p(y_t|\Theta^{(g)}, y_{1:t-1}, \mathcal{M})$$

where $\Theta$ denotes the model parameters, $\Theta^{(g)}$ is a posterior draw from $p(\Theta|y_{1:t-1}, \mathcal{M})$, and $p(y_t|\Theta^{(g)}, y_{1:t-1}, \mathcal{M})$ is the data density given $\Theta^{(g)}$ and $y_{1:t-1}$ for model $\mathcal{M}$. Note that we are able to compute $\sigma_t$ at each iteration of the MCMC since we have $\sigma_{t-1}$ and the GARCH parameters: $\sigma_t^2 = \alpha + \delta \epsilon_{t-1}^2 + \gamma \sigma_{t-1}^2$.

Based on Equation (5.29), the predictive likelihood for the proposed model is estimated as

$$p(y_t|y_{1:t-1}, \mathcal{M}_5) \approx \frac{1}{M} \sum_{g=1}^{M} \mathcal{N}(y_t|\mu_{\xi_t}^{(g)}, (\sigma_t^{(g)} v_{\xi_t}^{(g)})^2).$$

(5.30)
At each iteration $g$, $\xi^{(g)}_t$ is drawn from one of the $K^{(g)} + 1$ components with weights $\omega^{(g)}_j(t)$ $j = 1, \ldots, K^{(g)}$ and $1 - \sum_{j=1}^{K^{(g)}} \omega^{(g)}_j(t)$. When $\xi^{(g)}_t = K^{(g)} + 1$, a new pair of parameters $(\mu, \nu^2)$ is drawn from the base measure $G_0$.

Table 5.6 reports the values of the log-predictive likelihoods for different models. Among all models studied here, the infinite mixture model with time-varying weights and predictors in the conditional mean, $M_5$, when we use all predictors (the kitchen sink case), has the largest value of the predictive likelihood and hence is the most consistent with the data.

To compare the proposed model with any of the candidates when we use the same predictors in both models, we compute the log-Bayes factor for the proposed model against the candidate as the ratio of the predictive likelihoods (Equation 5.31). The candidates are the benchmark models ($M_0$ to $M_3$) and the proposed model when the predictors are not entered in the conditional mean ($M_4$).

$$
\text{log Bayes factor of } M_5 \text{ vs } M = \log \frac{m(y_{L:T}|y_{1:L-1}, M_5)}{m(y_{L:T}|y_{1:L-1}, M)}
$$

(5.31)

Positive values indicate that $M_5$ produces better density forecasts relative to the candidate model, and a log-Bayes factor bigger than 5 is a very strong evidence for outperformance of $M_5$ against the candidate model. Table 5.7 reports the values of the log-Bayes factor of the infinite mixture model with time-varying weights and predictors in the conditional mean, $M_5$, versus the candidate model when both models use the same predictor. Each row compares $M_5$ with the candidate when we use a specific predictor in both models. For example, the second row corresponds to the case where we use dividend payout ratio ($d/e$) as the only predictor; $x_t = (1 \ x^*_t) = (1 \ d_t/e_t)$. This row shows that when we use dividend payout ratio as the only predictor, $M_5$ dominates all candidate models.

Compared to the constant mean and variance model, $M_0$, and the time-varying mean
model, $\mathcal{M}_1$, the results strongly support the proposed model when we use any of the predictors. Column 4 shows that even after the GARCH effects are accounted for ($\mathcal{M}_2$), the time-varying mixture model, $\mathcal{M}_5$, improves density forecasts.

The log-Bayes factor of $\mathcal{M}_5$ versus $\mathcal{M}_3$ (column 5) shows how allowing the weights of the infinite mixture model to be determined by available information on predictors can improve the performance of the model relative to when we have an infinite mixture model with constant weights over time. Almost in all individual predictive models (except net equity expansion), using the predictor in predicting the weights of the mixture density improves the performance of the model. Our results reveal the stronger predictive ability for the kitchen sink case, the stock variance, the dividend payout ratio, the earning price ratio, and the dividend price ratio.

The log-Bayes factor of $\mathcal{M}_5$ versus $\mathcal{M}_4$ (the last column) shows whether using the predictive variable in predicting the conditional mean of the density in addition to using it in predicting the weights of the mixture density adds any value to the model. In general, the absolute values are smaller than 1 (except for the kitchen sink case), showing no significant preference of the two models. For the kitchen sink case, the difference in log-predictive likelihood is 3.862. This means that using all predictors together in predicting the conditional mean of the density in addition to using them in predicting the weights of the mixture density improves the performance of the model in spite of increasing the model dimension.

Table 5.7 compares different models based on the entire log-predictive likelihood criteria where all predictions of the sample contribute equally to the criteria. In practical applications such as risk management, the ability of the models to predict the extremes might be more interesting. Here, we examine the accuracy of the proposed model in describing the left tail of the return distribution. Concentrating on the extreme events, we define the tail predictive likelihood criteria to compare the proposed model with the benchmarks.
\[ m^\alpha (y_{L:T} | y_{1:L-1}, \mathcal{M}) = \Pi_{t=L}^{T} \frac{p(y_t | y_{1:t-1}, \mathcal{M})1_{\{y_t < z_\alpha\}}}{\int_{-\infty}^{z_\alpha} f(v | y_{1:t-1}, \mathcal{M}) dv} \]

\[ \simeq \Pi_{t=L}^{T} \frac{\frac{1}{M} \sum_{g=1}^{M} N(y_t | \mu_{\xi_t}^{(g)}, \sigma_{\xi_t}^{(g)})^2 1_{\{y_t < z_\alpha\}}}{\frac{1}{M} \sum_{g=1}^{M} \Phi \left( \frac{z_\alpha - \mu_{\xi_t}^{(g)}}{\sigma_{\xi_t}^{(g)}} \right)} \]  

(5.32)  

(5.33)

where \( z_\alpha \) is the lower \( \alpha \% \) quantile of the sample. \( 1_{\{y_t < z_\alpha\}} \) equals 1 if \( y_t < z_\alpha \) and equals 0 otherwise. The division by the integration constant \( \int_{-\infty}^{z_\alpha} f(v | y_{1:t-1}, \mathcal{M}) dv \) normalizes the density on the tail region (Diks et al., 2011), and \( \Phi(.) \) denotes the cumulative distribution function for the univariate standard normal.

The second column of Table 5.8 reports the log-Bayes factor of the proposed model, \( \mathcal{M}_5 \), versus the time-varying mean and constant variance model, \( \mathcal{M}_1 \). The results are for \( L = 100 \) and \( \alpha = 0.05 \). This table illustrates outperformance of the proposed model in predicting the extreme events. To examine whether this outperformance is related to the time-varying weights or is only because of the GARCH structure of the conditional variance, we also report the log-Bayes factor of the proposed model, \( \mathcal{M}_5 \), versus the time-varying mean and variance model, \( \mathcal{M}_2 \), in the third column. The results strongly support \( \mathcal{M}_5 \) against \( \mathcal{M}_2 \) which shows using these financial variables in predicting the weights of the mixture improves the predictive ability in the lower tail.

**Weights over time**

The difference between the infinite mixture model with constant weights and the infinite mixture model proposed in this chapter is that in the latter the weights of the mixture density at each period are potentially predicted by the available information on different financial and macroeconomic variables. Since values of these predictors change over time, we expect the predicted weights to change over time as well provided that these predictors
are useful in forecasting the weights of the mixture density.

For the infinite mixture model with constant weights, $M_3$, the weights do not change over time. Figure 5.6 illustrates the posterior mean of the weights of the first five components of the mixture density with the highest weights over time predicted by $M_3$. When we estimate $M_5$ using a predictor $x^*_t (x_t = (1 \ x^*_t))$, if the predictor is useful in forecasting the weights, the weights will not be constant over time anymore. For example, Figure 5.7 illustrates the weights over time estimated by $M_5$ when we use the dividend payout ratio as the predictor, $x_t = (1 \ d_t/e_t)$. The predicted variation of weights over time results in a more accurate predictive density.

We illustrate the weights predicted by $M_5$ for different predictors (Figures 5.7-5.22). These figures show that some of these predictors such as the kitchen sink case, the stock variance, the dividend payout ratio, the earning price ratio, and the dividend price ratio have strong predictive ability while the remaining variables seem not useful in forecasting the time-varying weights, rendering almost constant weights over time. The predicted variation of weights over time results in more accurate predictive densities as we illustrated in Table 5.7.

**Density over time**

In this section, we illustrate estimates of the predictive density of the market excess return obtained by the proposed model and the benchmarks. The time-varying weights in the proposed model make the mixture density change over time and this variation in density is in addition to the changes caused by the time-varying conditional mean and conditional variance. The infinite mixture model with time-varying weights and predictors in the conditional mean, $M_5$, is able to reveal changes to the density not captured by the first and second moments which are overlooked by the linear regression models. This is important in empirical distributions in finance and economics where we might have features such as heavy tails and asymmetry. Exploiting these features can make a big difference in applications.
such as risk management and portfolio selections.

Figure 5.8 illustrates the out-of-sample predictive density of the market excess return at different dates for four different months\(^3\) for the kitchen sink case. The predictive density obtained from three models are illustrated; the proposed model, \(M_5\), the linear regression model with time-varying mean and constant variance, \(M_1\), and the linear regression model with time-varying mean and variance, \(M_2\).

This figure shows how market return density changes over time. When we apply the linear regression model with constant variance, \(M_1\), the density is almost the same over time while allowing time-variation in the volatility, \(M_2\), permits the volatility of the density to change over time. However, the density remains symmetric and bell-shaped. Applying the proposed model, \(M_5\), enables us to capture the asymmetry and fat tails. To facilitate the tail comparisons, we illustrate the log of the probability density functions in the right panels.

This figure also shows how the conditional density derived by different models changes over time. Particularly, the blue density shows how available information on all predictors helps estimate the conditional density. Although the conditional mean is almost the same over time (implying that the predictors do not help forecast the conditional mean), the shape of the density changes.

If we only focus on the point forecasts of the conditional mean, there is not much difference between different models. For example, consider a month in oil shock period (1974-09). Figure 5.9 compares the conditional mean and the conditional density of the market returns derived from the linear regression model, \(M_1\), and the infinite mixture model with time-varying weights and predictors in the conditional mean, \(M_5\), when we use all predictors in both models (the kitchen sink case). As we see in the figure, the estimated mean derived from the two models are not significantly different. However, the shape of the estimated

\(^3\)The dates are 1932-09 in the great depression period, 1974-09 in the oil shock period, 2000-08 in the bubble period, and 2009-02.
density is different; the density derived from the linear regression model is symmetric and does not illustrate any fat tails. The density obtained by applying the proposed model shows skewness and positive kurtosis implying that using available information on all predictors in forecasting the weights of the mixture density enables us to capture the skewness and the fatter tails in the predictive density for this month. This shows that these predictive variables are useful in forecasting the entire density, carrying valuable information on the riskiness of the market returns.

Figure 5.10 displays the 5%, 25%, 75%, and 95% conditional quantiles over the full sample period using the estimates of the infinite mixture model with time-varying weights and predictors in the conditional mean, $M_5$, when we use all predictors (the kitchen sink case). The variation of the conditional quantiles over time, particularly when we see asymmetry in the upper and lower quantiles, supports the usefulness of the predictive variables in forecasting the conditional density of market returns. This includes the period following 1941, 1973-1975, 1979-1980, mid-1994, and 1996 where the decrease in the lower quantiles is more than the increase in the upper quantiles, and 1931-1933, 2008-2009, and 1987 when the increase in the upper quantiles is more than the decrease in the lower quantiles. The variation in the quantiles during these periods is on top of what can be captured by time-varying mean and volatility alone. This figure also shows the conditional mean predicted using this model (the solid red line). As we see, the conditional mean is almost constant and equal to zero over time, implying that the predictors are not useful in predicting the mean of the conditional density.

We also examine the higher order moments of the stock return distribution (conditional skewness and kurtosis). Figure 5.11 and 5.12 plot the time series of the conditional skewness and the conditional excess kurtosis of the return distribution, respectively, over the full sample period using the estimates of the infinite mixture model with time-varying weights and predictors in the conditional mean, $M_5$, when we use all predictors (the kitchen sink
case). The return distribution is negatively skewed most of the time, and the conditional excess kurtosis is mainly positive. Illustrating the periods with different levels of risk, these figures are informative for investors.

In assessing whether a model helps investors obtain economic value, in most cases, measures of forecasting performance based on the first and second moments contain little information, and, instead, the whole predictive distribution will be more important. In Section 5.3.5, we use the predictive density of models to make portfolio decisions and then compare performance of the proposed and benchmark models based on ex post utility outcomes. The results show the superiority of the proposed model, when used as the basis for investment decisions.

5.3.5 Economic Gains

In the previous sections, we demonstrated how using available information on certain financial variables can improve the predictive density of market returns statistically. Now, we investigate the economic improvement achieved by this predictability. We evaluate the economic significance of the predictability of each model with two practical applications. First, we use each model to find the optimal weights of a portfolio of two assets, the market portfolio and the risk-free asset, and investigate the utility improvement produced by each model for an investor who maximizes the expected utility to make her portfolio decisions. Second, we carry out an experiment to illustrate the market timing ability of each model. The results show the significant market timing ability of the proposed model as well as its considerable utility improvement power when employed in portfolio selection decisions.

Utility Improvement

Consider an asset allocation problem where the investor allocates his money to a portfolio of two assets: the market portfolio and the risk-free asset. At each time t, the investor obtains
the optimal weight assigned to the market portfolio, $w_t^*$, by maximizing her expected utility. $w_t^*$ is derived from

$$w_t^* = \arg \max_{w_t} E[U(w_t, y_{t+1}) | I_t, \mathcal{M}]$$

(5.34)

where $I_t$ is the available information at time $t$, and $\mathcal{M}$ denotes a particular model. $1 - w_t^*$ is the optimal weight for risk-free asset.

When we have the full predictive density of $y_{t+1}$, $w_t^*$ can be easily approximated as follows assuming the right hand side of Equation (5.34) exists

$$w_t^* \approx \arg \max_{w_t} \frac{1}{M} \sum_{m=1}^{M} U(w_t, y_{t+1}^m)$$

(5.35)

where $y_{t+1}^m, m = 1, ..., M$ are $M$ draws from the predictive density estimated by model $\mathcal{M}$. This is particularly useful when the investor has utility functions such as power utility for which there is no closed form expression for $E[U(w_t, y_{t+1}) | I_t, \mathcal{M}]$. In order to limit the leverage more than 100% and avoid short-selling, we constrain the weight on the market portfolio by imposing $0 \leq w_t \leq 2$. The optimal weight at each time, $w_t^*$, can be found numerically.

To evaluate the economic gains obtained by the proposed model, $\mathcal{M}_5$, over the constant mean model, $\mathcal{M}_0$, we calculate $\Delta$; the maximum monthly return the investor would be willing to give up for the economic benefit obtained by switching from $\mathcal{M}_0$ to $\mathcal{M}_5$.

$$\sum_{t=t_s}^{t_e} U(W_{t+1}^{re, \mathcal{M}_0}) = \sum_{t=t_s}^{t_e} U(\exp^{-\Delta} W_{t+1}^{re, \mathcal{M}_5}).$$

(5.36)

where $t_s$ to $t_e$ is the out-of-sample period. $W_{t+1}^{re, \mathcal{M}_0}$ and $W_{t+1}^{re, \mathcal{M}_5}$ are the realized wealth of the investor at time $t + 1$ using the optimal weights determined at time $t$ using $\mathcal{M}_0$ and $\mathcal{M}_5$, respectively.

$$W_{t+1}^{re} = w_t^* \exp(r_{ft} + y_{t+1}^{re}) + (1 - w_t^*) \exp(r_{ft})$$

(5.37)
where $y_{t+1}^e$ is the realized value of market excess return at time $t + 1$. If $\Delta > 0$, then $\mathcal{M}_5$ is preferred to $\mathcal{M}_0$.

We consider three types of utility functions:

- **Power Utility (CRRA)**
  \[
  U(W_{t+1}) = \frac{W_{t+1}^{1-\tau}}{1-\tau}
  \]
  In the case of the power utility function, we need to impose the restriction $0 \leq w_t \leq 1$ to avoid unbounded values for the expected utility (Geweke 2001).

- **Exponential Utility (CARA)**
  \[
  U(W_{t+1}) = -\frac{1}{\tau} \exp^{-\tau(W_{t+1})}
  \]

- **Quadratic Utility**
  \[
  U(W_{t+1}) = W_{t+1} - \frac{\tau}{2(1 + \tau)} W_{t+1}^2
  \]
  where $W_{t+1} = w_t \exp(r_{ft} + y_{t+1}) + (1 - w_t) \exp(r_{ft})$, and $\tau$ denotes the coefficient of investor’s risk aversion.

Table 5.9 displays the annualized basis point fee an investor would be willing to pay to switch from $\mathcal{M}_0$ to $\mathcal{M}_5$. The out-of-sample period is from Jan 1985 to Dec 2015 (360 observations). Forecasts are obtained by estimating the models applying a rolling window with the most recent 30 years of observations. Positive numbers show that $\mathcal{M}_5$ outperforms the constant mean model in terms of generating economic benefits. In most cases, an investor is willing to pay to switch from the constant mean model to the proposed model. This table also shows that a more risk-averse investor (higher $\tau$) is ready to pay more to switch to the proposed model; exploiting available information on the financial variables to extract information about the riskiness of the market returns and shape of the market returns predictive density is more valuable for an investor with higher degree of risk aversion. The
more risk averse investors care more about characteristics of the predictive densities other than the first and second moments. They value more the models that take into account the entire density and render better estimations of the riskiness of the assets.

Table 5.10 and 5.11 compare the economic gains of the proposed model, \( M_5 \), to the time-varying mean and constant variance model, \( M_1 \), and the time-varying mean and variance model, \( M_2 \), respectively. Almost in all cases, the investor is willing to pay to switch to the proposed model.

**Market Timing Portfolio**

In another attempt to evaluate the economic improvement achieved by the proposed model, we implement a simple investment strategy (market timing). The one-month-ahead forecast of excess market returns \( (r_{mt+1}^m) \) is compared to a target return (for example \( r_{\text{target}} = 10\% \)). If \( \hat{P}(r_{mt+1}^m > r_{\text{target}}) > p_{\text{target}} \), then the investor will invest only in the market in the following month \((t + 1)\), obtaining the actual market return in that period. However, if \( \hat{P}(r_{mt+1}^m > r_{\text{target}}) \) is less than \( p_{\text{target}} \), then the investor will invest only in the risk-free asset in the following month, obtaining the actual risk-free return. This produces a time series of realized investment returns (a portfolio of returns). We carry out this experiment for each forecasting model and examine the ability of the models to time the market by studying the performance of the portfolios obtained by each model.

The evaluation of portfolios obtained from different models is based on risk-return trade-off approach and utility comparison. The utility function used here is the quadratic utility with the risk aversion coefficient \( \tau = 5 \).

\[
U(W_{t+1}) = W_{t+1} - \frac{\tau}{2(1 + \tau)} W_{t+1}^2
\]

To compare the performance of two models, \( M_a \) and \( M_b \), we calculate the performance fee (\( \Delta \)) that an investor would pay to switch from the portfolio obtained by model \( a \) to the
portfolio obtained by model $b$.

$$
\sum_{t=t_s}^{t_e} U(W_t^{M_b}) = \sum_{t=t_s}^{t_e} U(\exp^{-\Delta W_t^{M_b}}).
$$

(5.38)

where $t_s$ to $t_e$ is the out-of-sample period. $W_t^{M} = e^{r_{t+1}}$ are the realized wealth of the investor at time $t + 1$ using the forecasts obtained by Model $M$. We also calculate the Sharp ratios for each model.

Table 5.12 reports the performance of market timing portfolios with $p_{\text{target}} = 0.5$ and $r_{\text{target}} = 0$. The out-of-sample market timing is conducted from Jan 1960-Dec 2015. The values reported in this table are annualized monthly values. Column 4 shows the values of the Sharp ratios, and the values in the last column are annualized basis point performance fees that an investor is willing to pay to switch from the model in the corresponding row to $M_5$. From this table, it can be seen that the portfolio obtained by the proposed model yields higher average return, lower variance, and higher Sharpe ratio.

In order to truly examine the superiority of the proposed model in market timing, transaction costs must be taken into account. However, the emergence of ETFs has allowed for low transaction costs when switching between a market proxy portfolio (ETF) and a bond (possibly an ETF as well). Table 5.12 also shows the Sharpe ratios and $\Delta$ obtained by different models after accounting for transaction costs. Transaction costs are subtracted from monthly returns depending on whether stocks (market) or the risk free asset (T-bills) are chosen for that particular month. For example, if stocks are chosen in month $t$, then the adjusted return for $t$ after accounting for transaction costs is $r_t \times (1 - c)$, where $c$ is the appropriate cost for stocks. Similar analysis is done for the risk-free asset. Following Pesaran and Timmermann (1994), we use a cost of 0.5% for transaction costs of stocks, and a cost of 0.1% for the risk free asset. From Table 5.12, it can be seen that the Sharpe ratios and the annual fees are not significantly different after accounting for transaction costs.
5.4 Conclusion

In this chapter, we propose a model to study the one-period-ahead out-of-sample predictability of the US stock return density using financial and macroeconomic variables. In contrast to the extant literature that focuses on the point forecasts of the conditional mean, we examine the predictability of the entire density which can be valuable for asset allocation and risk management. We consider a Bayesian nonparametric mixture model that allows the mixing distribution to change with time. In the proposed model, the weights of the mixture are constructed as probit transformations of a linear combination of the predictors.

We compare statistical and economic measures of forecasting performance of the proposed model with a set of benchmark models. Despite little or no improvement in point forecasts, certain variables display significant out-of-sample predictive ability with respect to the predictive density of market returns and increase economic value for investors when employed in portfolio decisions. A risk-averse investor is willing to pay a performance fee to switch from the benchmark models to the infinite mixture model proposed in this chapter. We also illustrate how these financial and macroeconomic variables are useful in predicting the conditional density, the conditional moments and the conditional quantiles.
### Benchmark Models

<table>
<thead>
<tr>
<th>Model</th>
<th>Description</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_0$</td>
<td>Constant mean and constant variance</td>
<td>$y_t = \mu + e_t, \quad e_t \sim N(0, \sigma^2)$</td>
</tr>
<tr>
<td>$M_1$</td>
<td>Time-varying mean and constant variance</td>
<td>$y_t = x_{t-1}\mu + e_t, \quad e_t \sim N(0, \sigma^2)$</td>
</tr>
<tr>
<td>$M_2$</td>
<td>Time-varying mean and variance</td>
<td>$y_t = x_{t-1}\mu + e_t, \quad e_t \sim N(0, \sigma^2_t)$&lt;br&gt;$\sigma^2_t = \alpha + \delta \epsilon^2_{t-1} + \gamma \sigma^2_{t-1}$</td>
</tr>
<tr>
<td>$M_3$</td>
<td>Infinite mixture with constant weights</td>
<td>$y_t = \mu_t + e_t, \quad e_t \sim N(0, \sigma^2_t \nu^2_t)$&lt;br&gt;$\sigma^2_t = \alpha + \delta \epsilon^2_{t-1} + \gamma \sigma^2_{t-1}, \quad (\mu_t, \nu^2_t) \sim G_t$</td>
</tr>
</tbody>
</table>

### Proposed Models

<table>
<thead>
<tr>
<th>Model</th>
<th>Description</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_4$</td>
<td>Infinite mixture with time-varying weights</td>
<td>$y_t = \mu_t + e_t, \quad e_t \sim N(0, \sigma^2_t \nu^2_t)$&lt;br&gt;$\sigma^2_t = \alpha + \delta \epsilon^2_{t-1} + \gamma \sigma^2_{t-1}, \quad (\mu_t, \nu^2_t) \sim G_t$</td>
</tr>
<tr>
<td>$M_5$</td>
<td>Infinite mixture with time-varying weights and predictors in the conditional mean</td>
<td>$y_t = x_{t-1}\mu_t + e_t, \quad e_t \sim N(0, \sigma^2_t \nu^2_t)$&lt;br&gt;$\sigma^2_t = \alpha + \delta \epsilon^2_{t-1} + \gamma \sigma^2_{t-1}, \quad (\mu_t, \nu^2_t) \sim G_t$</td>
</tr>
</tbody>
</table>

Table 5.2: List of the benchmark models and the proposed models. In all models, $y_t$ is the market excess return and $x_t$ is a row vector of the predictors (financial or macroeconomic variables) including 1 for the intercept.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Post. Mean</th>
<th>95% DI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.0033</td>
<td>(0.00, 0.009)</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.005</td>
<td>(0.00, 0.010)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.940</td>
<td>(0.835, 0.947)</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.518</td>
<td>(0.111, 0.945)</td>
</tr>
</tbody>
</table>

Table 5.3: This table displays posterior mean and 95% density intervals (DI) for the parameters of probit stick-breaking model with time-varying weights, $M_5$, for simulated data.
<table>
<thead>
<tr>
<th>Predictor ($x_t^*$)</th>
<th>$\alpha$</th>
<th>$\delta$</th>
<th>$\gamma$</th>
<th>$\eta$</th>
<th>$K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stock Variance</td>
<td>0.000</td>
<td>0.026</td>
<td>0.801</td>
<td>0.127</td>
<td>8.859</td>
</tr>
<tr>
<td></td>
<td>(0.000, 0.001)</td>
<td>(0.008, 0.057)</td>
<td>(0.725, 0.841)</td>
<td>(0.088, 0.176)</td>
<td>(6.542, 10.145)</td>
</tr>
<tr>
<td>Dividend Payout Ratio</td>
<td>0.001</td>
<td>0.052</td>
<td>0.792</td>
<td>0.091</td>
<td>7.635</td>
</tr>
<tr>
<td></td>
<td>(0.000, 0.002)</td>
<td>(0.024, 0.094)</td>
<td>(0.718, 0.844)</td>
<td>(0.035, 0.141)</td>
<td>(5.895, 9.745)</td>
</tr>
<tr>
<td>Long Term Spread</td>
<td>0.001</td>
<td>0.038</td>
<td>0.801</td>
<td>0.101</td>
<td>8.709</td>
</tr>
<tr>
<td></td>
<td>(0.000, 0.002)</td>
<td>(0.012, 0.068)</td>
<td>(0.721, 0.865)</td>
<td>(0.043, 0.162)</td>
<td>(6.312, 11.012)</td>
</tr>
<tr>
<td>Default Yield Spread</td>
<td>0.001</td>
<td>0.048</td>
<td>0.794</td>
<td>0.107</td>
<td>5.046</td>
</tr>
<tr>
<td></td>
<td>(0.000, 0.002)</td>
<td>(0.021, 0.096)</td>
<td>(0.746, 0.856)</td>
<td>(0.049, 0.189)</td>
<td>(4.175, 6.953)</td>
</tr>
<tr>
<td>Dividend Price Ratio</td>
<td>0.01</td>
<td>0.054</td>
<td>0.799</td>
<td>0.089</td>
<td>5.849</td>
</tr>
<tr>
<td></td>
<td>(0.000, 0.002)</td>
<td>(0.023, 0.092)</td>
<td>(0.699, 0.868)</td>
<td>(0.041, 0.138)</td>
<td>(3.859, 7.425)</td>
</tr>
<tr>
<td>Book-to-Market Ratio</td>
<td>0.000</td>
<td>0.046</td>
<td>0.775</td>
<td>0.089</td>
<td>7.699</td>
</tr>
<tr>
<td></td>
<td>(0.000, 0.001)</td>
<td>(0.013, 0.115)</td>
<td>(0.699, 0.861)</td>
<td>(0.042, 0.134)</td>
<td>(7.425, 9.478)</td>
</tr>
<tr>
<td>Earnings Price Ratio</td>
<td>0.000</td>
<td>0.053</td>
<td>0.835</td>
<td>0.102</td>
<td>6.497</td>
</tr>
<tr>
<td></td>
<td>(0.000, 0.001)</td>
<td>(0.012, 0.134)</td>
<td>(0.787, 0.874)</td>
<td>(0.037, 0.198)</td>
<td>(4.845, 8.024)</td>
</tr>
<tr>
<td>Dividend Yield</td>
<td>0.001</td>
<td>0.057</td>
<td>0.807</td>
<td>0.083</td>
<td>5.861</td>
</tr>
<tr>
<td></td>
<td>(0.000, 0.002)</td>
<td>(0.023, 0.123)</td>
<td>(0.726, 0.857)</td>
<td>(0.024, 0.146)</td>
<td>(4.124, 7.451)</td>
</tr>
<tr>
<td>Inflation</td>
<td>0.000</td>
<td>0.035</td>
<td>0.768</td>
<td>0.077</td>
<td>9.38</td>
</tr>
<tr>
<td></td>
<td>(0.000, 0.001)</td>
<td>(0.012, 0.133)</td>
<td>(0.714, 0.823)</td>
<td>(0.026, 0.155)</td>
<td>(7.152, 11.415)</td>
</tr>
<tr>
<td>Net Equity Expansion</td>
<td>0.000</td>
<td>0.032</td>
<td>0.815</td>
<td>0.112</td>
<td>9.071</td>
</tr>
<tr>
<td></td>
<td>(0.000, 0.001)</td>
<td>(0.011, 0.086)</td>
<td>(0.743, 0.877)</td>
<td>(0.051, 0.192)</td>
<td>(7.182, 10.856)</td>
</tr>
<tr>
<td>IP</td>
<td>0.001</td>
<td>0.051</td>
<td>0.749</td>
<td>0.094</td>
<td>7.307</td>
</tr>
<tr>
<td></td>
<td>(0.000, 0.002)</td>
<td>(0.017, 0.089)</td>
<td>(0.689, 0.824)</td>
<td>(0.042, 0.151)</td>
<td>(5.124, 9.047)</td>
</tr>
<tr>
<td>Kitchen sink case</td>
<td>0.000</td>
<td>0.024</td>
<td>0.838</td>
<td>0.098</td>
<td>7.164</td>
</tr>
<tr>
<td></td>
<td>(0.000, 0.000)</td>
<td>(0.014, 0.040)</td>
<td>(0.818, 0.858)</td>
<td>(0.071, 0.126)</td>
<td>(5.658, 9.175)</td>
</tr>
</tbody>
</table>

Table 5.4: This table displays posterior mean and 95% density intervals for the GARCH parameters and the number of distinct mixture components in the probit stick-breaking model with time-varying weights and the predictors in the conditional mean, $\mathcal{M}_5$, for different predictors. For example, the first row correspond to the case where we use the stock variance (svar) as the only predictor; $x_t = (1 \ x_t^2) = (1 \ \text{svar}_t)$. Data are monthly market returns and predictor values from 1927-Jan to 2015-Dec. $\mathcal{M}_5$: Infinite mixture with time-varying weights and predictors in the conditional mean: $y_t = x_{t-1}\mu_t + \epsilon_t$, $\epsilon_t \sim \mathcal{N}(0, \sigma_t^2\nu_t^2)$, $\sigma_t^2 = \alpha + \delta \epsilon_{t-1}^2 + \gamma \sigma_{t-1}^2$, $(\mu_t, \nu_t^2) \sim G_t$.
<table>
<thead>
<tr>
<th>Predictor ($x_t^*$)</th>
<th>$M_0$</th>
<th>$M_1$</th>
<th>$M_2$</th>
<th>$M_3$</th>
<th>$M_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stock Variance</td>
<td>1.002</td>
<td>1.001</td>
<td>1.002</td>
<td>1.002</td>
<td>1.002</td>
</tr>
<tr>
<td>Dividend Payout Ratio</td>
<td>1.001</td>
<td>1.001</td>
<td>1.001</td>
<td>1.001</td>
<td>0.999</td>
</tr>
<tr>
<td>Long Term Spread</td>
<td>1.002</td>
<td>1.001</td>
<td>1.001</td>
<td>1.002</td>
<td>1.002</td>
</tr>
<tr>
<td>Default Yield Spread</td>
<td>1.000</td>
<td>0.999</td>
<td>1.000</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td>Dividend Price Ratio</td>
<td>0.999</td>
<td>1.000</td>
<td>1.000</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td>Book-to-Market Ratio</td>
<td>1.003</td>
<td>1.001</td>
<td>1.001</td>
<td>1.003</td>
<td>1.002</td>
</tr>
<tr>
<td>Earnings Price Ratio</td>
<td>0.999</td>
<td>1.000</td>
<td>1.000</td>
<td>0.999</td>
<td>0.998</td>
</tr>
<tr>
<td>Dividend Yield</td>
<td>1.001</td>
<td>1.001</td>
<td>1.001</td>
<td>1.000</td>
<td>0.999</td>
</tr>
<tr>
<td>Inflation</td>
<td>0.994</td>
<td>1.001</td>
<td>1.002</td>
<td>0.994</td>
<td>0.994</td>
</tr>
<tr>
<td>Net Equity Expansion</td>
<td>1.003</td>
<td>1.000</td>
<td>1.001</td>
<td>1.002</td>
<td>1.001</td>
</tr>
<tr>
<td>Changes in Industrial Production</td>
<td>0.989</td>
<td>1.001</td>
<td>0.997</td>
<td>0.999</td>
<td>1.000</td>
</tr>
<tr>
<td>Kitchen sink case</td>
<td>1.002</td>
<td>1.004</td>
<td>1.004</td>
<td>1.002</td>
<td>1.001</td>
</tr>
</tbody>
</table>

Table 5.5: This table displays the out-of-sample root mean squared forecasting error of the infinite mixture with time-varying weights and predictors in the conditional mean, $M_5$, divided by that of the candidate. Numbers less than 1 show that $M_5$ outperforms the candidate. Forecasts are obtained by estimating the models applying a rolling window with the most recent 30 years of observations. Data are monthly market returns and predictor values from 1927-Jan to 2015-Dec and the out-of-sample period covers 1970-Jan to 2015-Dec.

$M_0$: Constant mean and variance: $y_t = \mu + e_t$, $e_t \sim N(0, \sigma^2)$
$M_1$: Time-varying mean and constant variance: $y_t = x_{t-1}\mu + e_t$, $e_t \sim N(0, \sigma^2)$
$M_2$: Time-varying mean and variance: $y_t = x_{t-1}\mu + e_t$, $e_t \sim N(0, \sigma^2_t)$, $\sigma^2_t = \alpha + \delta \epsilon_{t-1}^2 + \gamma \sigma^2_{t-1}$
$M_3$: Infinite mixture with constant weights: $y_t = \mu_t + e_t$, $e_t \sim N(0, \sigma^2_t \nu^2_t)$, $\sigma^2_t = \alpha + \delta \epsilon_{t-1}^2 + \gamma \sigma^2_{t-1}$, $(\mu_t, \nu^2_t) \sim G$
$M_4$: Infinite mixture with time-varying weights: $y_t = \mu_t + e_t$, $e_t \sim N(0, \sigma^2_t \nu^2_t)$, $\sigma^2_t = \alpha + \delta \epsilon_{t-1}^2 + \gamma \sigma^2_{t-1}$, $(\mu_t, \nu^2_t) \sim G_t$
$M_5$: Infinite mixture with time-varying weights and predictors in the conditional mean: $y_t = x_{t-1}\mu_t + e_t$, $e_t \sim N(0, \sigma^2_t \nu^2_t)$, $\sigma^2_t = \alpha + \delta \epsilon_{t-1}^2 + \gamma \sigma^2_{t-1}$, $(\mu_t, \nu^2_t) \sim G_t$
<table>
<thead>
<tr>
<th>Predictor ($x_t^*$)</th>
<th>$M_0$</th>
<th>$M_1$</th>
<th>$M_2$</th>
<th>$M_3$</th>
<th>$M_4$</th>
<th>$M_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stock Variance</td>
<td>-49.701</td>
<td>-50.175</td>
<td>86.419</td>
<td>100.038</td>
<td>108.308</td>
<td>107.311</td>
</tr>
<tr>
<td>Dividend Payout Ratio</td>
<td>-49.701</td>
<td>-51.321</td>
<td>85.460</td>
<td>100.038</td>
<td>106.348</td>
<td>107.259</td>
</tr>
<tr>
<td>Long Term Spread</td>
<td>-49.701</td>
<td>-50.310</td>
<td>83.189</td>
<td>100.038</td>
<td>102.986</td>
<td>101.301</td>
</tr>
<tr>
<td>Default Yield Spread</td>
<td>-49.701</td>
<td>-50.403</td>
<td>84.681</td>
<td>100.038</td>
<td>101.053</td>
<td>101.619</td>
</tr>
<tr>
<td>Dividend Price Ratio</td>
<td>-49.701</td>
<td>-50.588</td>
<td>85.286</td>
<td>100.038</td>
<td>105.409</td>
<td>105.863</td>
</tr>
<tr>
<td>Book-to-Market Ratio</td>
<td>-49.701</td>
<td>-51.239</td>
<td>83.396</td>
<td>100.038</td>
<td>104.516</td>
<td>104.012</td>
</tr>
<tr>
<td>Earnings Price Ratio</td>
<td>-49.701</td>
<td>-50.126</td>
<td>85.438</td>
<td>100.038</td>
<td>106.045</td>
<td>105.524</td>
</tr>
<tr>
<td>Dividend Yield</td>
<td>-49.701</td>
<td>-50.551</td>
<td>85.031</td>
<td>100.038</td>
<td>104.403</td>
<td>104.444</td>
</tr>
<tr>
<td>Inflation</td>
<td>-49.701</td>
<td>-48.961</td>
<td>92.665</td>
<td>100.038</td>
<td>100.084</td>
<td>100.184</td>
</tr>
<tr>
<td>Net Equity Expansion</td>
<td>-49.701</td>
<td>-48.907</td>
<td>86.946</td>
<td>100.038</td>
<td>98.655</td>
<td>97.848</td>
</tr>
<tr>
<td>Changes in Industrial Production</td>
<td>-49.701</td>
<td>-52.132</td>
<td>84.452</td>
<td>100.038</td>
<td>102.104</td>
<td>103.025</td>
</tr>
<tr>
<td>Kitchen sink case</td>
<td>-49.701</td>
<td>-50.798</td>
<td>93.246</td>
<td>100.038</td>
<td>107.384</td>
<td>111.246</td>
</tr>
</tbody>
</table>

Table 5.6: This table displays the log predictive likelihood of the different models (with L=300). Positive values show that $M_5$ outperforms the candidate. Data are monthly market returns and predictor values from 1927-Jan to 2015-Dec.

- $M_0$: Constant mean and variance: $y_t = \mu + \epsilon_t$, $\epsilon_t \sim N(0,\sigma^2)$
- $M_1$: Time-varying mean and constant variance: $y_t = x_{t-1}\mu + \epsilon_t$, $\epsilon_t \sim N(0,\sigma^2)$
- $M_2$: Time-varying mean and constant variance: $y_t = x_{t-1}\mu + \epsilon_t$, $\sigma_t^2 = \alpha + \delta \epsilon_{t-1}^2 + \gamma \sigma_{t-1}^2$
- $M_3$: Infinite mixture with constant weights: $y_t = \mu_t + \epsilon_t$, $\epsilon_t \sim N(0,\sigma_t^2 \nu_t^2)$, $\sigma_t^2 = \alpha + \delta \epsilon_{t-1}^2 + \gamma \sigma_{t-1}^2$, $(\mu_t, \nu_t^2) \sim G_t$
- $M_4$: Infinite mixture with time-varying weights: $y_t = \mu_t + \epsilon_t$, $\epsilon_t \sim N(0,\sigma_t^2 \nu_t^2)$, $\sigma_t^2 = \alpha + \delta \epsilon_{t-1}^2 + \gamma \sigma_{t-1}^2$, $(\mu_t, \nu_t^2) \sim G_t$
- $M_5$: Infinite mixture with time-varying weights and predictors in the conditional mean: $y_t = x_{t-1}\mu + \epsilon_t$, $\epsilon_t \sim N(0,\sigma_t^2 \nu_t^2)$, $\sigma_t^2 = \alpha + \delta \epsilon_{t-1}^2 + \gamma \sigma_{t-1}^2$, $(\mu_t, \nu_t^2) \sim G_t$
Table 5.7: This table displays the log predictive likelihood of the infinite mixture model with time-varying weights and predictors in the conditional mean, $\mathcal{M}_5$, minus log predictive likelihood of the candidate (with $L=300$). Positive values show that $\mathcal{M}_5$ outperforms the candidate. Data are monthly market returns and predictor values from 1927-Jan to 2015-Dec.

$\mathcal{M}_0$: Constant mean and variance: $y_t = \mu + \epsilon_t, \epsilon_t \sim N(0, \sigma^2)$
$\mathcal{M}_1$: Time-varying mean and constant variance: $y_t = x_{t-1}\mu + \epsilon_t, \epsilon_t \sim N(0, \sigma^2)$
$\mathcal{M}_2$: Time-varying mean and variance: $y_t = x_{t-1}\mu + \epsilon_t, \epsilon_t \sim N(0, \sigma_t^2)$
$\mathcal{M}_3$: Infinite mixture with constant weights: $y_t = \mu_t + \epsilon_t, \epsilon_t \sim N(0, \sigma_t^2), \sigma_t^2 = \alpha + \delta\epsilon_{t-1}^2 + \gamma\sigma_{t-1}^2$
$\mathcal{M}_4$: Infinite mixture with time-varying weights: $y_t = \mu_t + \epsilon_t, \epsilon_t \sim N(0, \sigma_t^2), \sigma_t^2 = \alpha + \delta\epsilon_{t-1}^2 + \gamma\sigma_{t-1}^2, (\mu_t, \sigma_t^2) \sim G_t$
$\mathcal{M}_5$: Infinite mixture with time-varying weights and predictors in the conditional mean: $y_t = x_{t-1}\mu_t + \epsilon_t, \epsilon_t \sim N(0, \sigma_t^2), \sigma_t^2 = \alpha + \delta\epsilon_{t-1}^2 + \gamma\sigma_{t-1}^2, (\mu_t, \sigma_t^2) \sim G_t$

Table 5.8: This table displays the log of tail predictive likelihood of the infinite mixture model with time-varying weights and predictors in the conditional mean, $\mathcal{M}_5$, minus the log of tail predictive likelihood of the candidate, with $L=100$ and $\alpha = 0.05$. Positive values show that $\mathcal{M}_5$ outperforms the candidate. Data are monthly market returns and predictor values from 1927-Jan to 2015-Dec.

$\mathcal{M}_1$: Time-varying mean and constant variance: $y_t = x_{t-1}\mu + \epsilon_t, \epsilon_t \sim N(0, \sigma^2)$
$\mathcal{M}_2$: Time-varying mean and variance: $y_t = x_{t-1}\mu + \epsilon_t, \epsilon_t \sim N(0, \sigma_t^2)$
$\mathcal{M}_3$: Infinite mixture with time-varying weights and predictors in the conditional mean: $y_t = x_{t-1}\mu_t + \epsilon_t, \epsilon_t \sim N(0, \sigma_t^2), \sigma_t^2 = \alpha + \delta\epsilon_{t-1}^2 + \gamma\sigma_{t-1}^2$
positive numbers show that $M_5$ outperforms the constant mean model in terms of generating economic benefits. Data are monthly market returns and predictor values from 1927-Jan to 2015-Dec and the out-of-sample period is from Jan-1985 to Dec-2015. Forecasts are obtained by estimating the models applying a rolling window with the most recent 30 years of observations.

$M_5$: Infinite mixture with time-varying weights and predictors in the conditional mean: $y_t = x_{t-1} \mu + e_t$, $e_t \sim N(0, \sigma_t^2)$, $\sigma_t^2 = \alpha + \delta_{t-1}^\mu \gamma_{t-1}^\mu$, $\mu_t, \sigma_t^2 \sim G_t$

<table>
<thead>
<tr>
<th>Predictor</th>
<th>CRRA $\tau = 2$</th>
<th>CRRA $\tau = 5$</th>
<th>CRRA $\tau = 10$</th>
<th>CARA $\tau = 2$</th>
<th>CARA $\tau = 5$</th>
<th>CARA $\tau = 10$</th>
<th>Quadratic $\tau = 2$</th>
<th>Quadratic $\tau = 5$</th>
<th>Quadratic $\tau = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long Term Spread</td>
<td>27.321</td>
<td>34.132</td>
<td>59.083</td>
<td>27.321</td>
<td>34.132</td>
<td>59.083</td>
<td>27.321</td>
<td>34.132</td>
<td>59.083</td>
</tr>
<tr>
<td>Dividend Yield</td>
<td>11.756</td>
<td>29.280</td>
<td>80.019</td>
<td>11.756</td>
<td>29.280</td>
<td>80.019</td>
<td>11.756</td>
<td>29.280</td>
<td>80.019</td>
</tr>
<tr>
<td>Earnings Price Ratio</td>
<td>7.684</td>
<td>30.710</td>
<td>72.204</td>
<td>7.684</td>
<td>30.710</td>
<td>72.204</td>
<td>7.684</td>
<td>30.710</td>
<td>72.204</td>
</tr>
<tr>
<td>Book-to-Market Ratio</td>
<td>-7.007</td>
<td>27.839</td>
<td>72.385</td>
<td>-7.007</td>
<td>27.839</td>
<td>72.385</td>
<td>-7.007</td>
<td>27.839</td>
<td>72.385</td>
</tr>
<tr>
<td>$\Delta$ in Industrial Production</td>
<td>212.13</td>
<td>49.122</td>
<td>90.011</td>
<td>-212.13</td>
<td>49.122</td>
<td>90.011</td>
<td>-212.13</td>
<td>49.122</td>
<td>90.011</td>
</tr>
<tr>
<td>Kitchen sink case</td>
<td>20.775</td>
<td>10.412</td>
<td>120.943</td>
<td>20.775</td>
<td>10.412</td>
<td>120.943</td>
<td>20.775</td>
<td>10.412</td>
<td>120.943</td>
</tr>
</tbody>
</table>

Table 5.10: This table displays the annualized basis point fee an investor would be willing to pay to switch from the time-varying mean and constant variance model, $M_1$, to the proposed model, $M_5$. Positive numbers show that $M_5$ outperforms $M_1$ in terms of generating economic benefits. Data are monthly market returns and predictor values from 1927-Jan to 2015-Dec and the out-of-sample period is from Jan-1985 to Dec-2015. Forecasts are obtained by estimating the models applying a rolling window with the most recent 30 years of observations.

$M_1$: Time-varying mean and constant variance: $y_t = x_{t-1} \mu + e_t$, $e_t \sim N(0, \sigma^2)$

$M_5$: Infinite mixture with time-varying weights and predictors in the conditional mean: $y_t = x_{t-1} \mu + e_t$, $e_t \sim N(0, \sigma_t^2 \nu_t^2)$, $\sigma_t^2 = \alpha + \delta_{t-1}^\mu \gamma_{t-1}^\mu$, $\mu_t, \sigma_t^2 \sim G_t$
Table 5.1: This table displays the annualized basis point fee an investor would be willing to pay to switch from the time-varying mean and variance model, $M_2$, to the proposed model, $M_5$. Positive numbers show that $M_5$ outperforms $M_2$ in terms of generating economic benefits. Data are monthly market returns and predictor values from 1927-Jan to 2015-Dec and the out-of-sample period is from Jan-1985 to Dec-2015. Forecasts are obtained by estimating the models applying a rolling window with the most recent 30 years of observations.

$M_2$: Time-varying mean and variance: $y_t = x_{t-1} + e_t, \ e_t \sim N(0, \sigma^2_t)$, $\sigma^2_t = \alpha + \delta \epsilon^2_{t-1} + \gamma \sigma^2_{t-1}$

$M_5$: Infinite mixture with time-varying weights and predictors in the conditional mean: $y_t = x_{t-1} + e_t, \ e_t \sim N(0, \sigma^2_t \nu_t)$, $\sigma^2_t = \alpha + \delta \epsilon^2_{t-1} + \gamma \sigma^2_{t-1}, \ (\mu_t, \nu_t) \sim G_t$

<table>
<thead>
<tr>
<th>Predictor</th>
<th>CRRA $\tau = 2$</th>
<th>CRRA $\tau = 5$</th>
<th>CRRA $\tau = 10$</th>
<th>CARA $\tau = 2$</th>
<th>CARA $\tau = 5$</th>
<th>CARA $\tau = 10$</th>
<th>Quadratic $\tau = 2$</th>
<th>Quadratic $\tau = 5$</th>
<th>Quadratic $\tau = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dividend Payout Ratio</td>
<td>0.246</td>
<td>25.827</td>
<td>24.368</td>
<td>16.735</td>
<td>27.673</td>
<td>28.263</td>
<td>15.020</td>
<td>35.697</td>
<td>61.085</td>
</tr>
<tr>
<td>Default Yield Spread</td>
<td>-6.983</td>
<td>1.421</td>
<td>10.174</td>
<td>-6.901</td>
<td>0.436</td>
<td>28.950</td>
<td>-6.838</td>
<td>0.072</td>
<td>15.493</td>
</tr>
<tr>
<td>Book-to-Market Ratio</td>
<td>-7.711</td>
<td>10.757</td>
<td>16.465</td>
<td>0.221</td>
<td>12.750</td>
<td>86.956</td>
<td>0.663</td>
<td>23.093</td>
<td>46.395</td>
</tr>
<tr>
<td>Net Equity Expansion</td>
<td>0.763</td>
<td>7.520</td>
<td>15.289</td>
<td>0.848</td>
<td>7.552</td>
<td>21.602</td>
<td>0.883</td>
<td>8.361</td>
<td>19.487</td>
</tr>
<tr>
<td>Model</td>
<td>Mean</td>
<td>St. Dev.</td>
<td>Sharpe Ratio</td>
<td>∆</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>------</td>
<td>----------</td>
<td>--------------</td>
<td>----</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Without Transaction Costs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{M}_0$</td>
<td>0.388%</td>
<td>6.170%</td>
<td>0.062</td>
<td>41.640</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{M}_1$</td>
<td>1.27%</td>
<td>22.342%</td>
<td>0.057</td>
<td>48.306</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{M}_2$</td>
<td>1.09%</td>
<td>20.249%</td>
<td>0.054</td>
<td>33.271</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{M}_3$</td>
<td>1.71%</td>
<td>21.105%</td>
<td>0.081</td>
<td>42.589</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{M}_5$</td>
<td>5.26%</td>
<td>23.531%</td>
<td>0.223</td>
<td>−−</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Buy-Hold</td>
<td>4.69%</td>
<td>26.592%</td>
<td>0.179</td>
<td>−−</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>With Transaction Costs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{M}_0$</td>
<td>0.385%</td>
<td>6.144%</td>
<td>0.061</td>
<td>41.293</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{M}_1$</td>
<td>1.267%</td>
<td>22.326%</td>
<td>0.056</td>
<td>47.944</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{M}_2$</td>
<td>1.094%</td>
<td>20.225%</td>
<td>0.054</td>
<td>32.987</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{M}_3$</td>
<td>1.674%</td>
<td>21.076%</td>
<td>0.079</td>
<td>42.242</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{M}_5$</td>
<td>5.182%</td>
<td>23.425%</td>
<td>0.221</td>
<td>−−</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Buy-Hold</td>
<td>4.69%</td>
<td>26.592%</td>
<td>0.179</td>
<td>−−</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.12: Performance of market timing portfolios with $p_{\text{target}} = 0.5$ and $r_{\text{target}} = 0$. The results are for the kitchen sink case when we use all predictors under study. The first and second columns report the annualized mean and standard deviation of the portfolios. The values in the last column are annualized basis point performance fees that an investor is willing to pay to switch from the model in the corresponding row to $\mathcal{M}_5$. The risk aversion coefficient is $\tau = 5$. Data are monthly market returns and predictor values from 1927-Jan to 2015-Dec and the out-of-sample period is from Jan-1960 to Dec-2015. Forecasts are obtained by estimating the models applying a rolling window with the most recent 30 years of observations.

$\mathcal{M}_0$: Constant mean and variance: $y_t = \mu + e_t$, $e_t \sim N(0, \sigma^2)$

$\mathcal{M}_1$: Time-varying mean and constant variance: $y_t = x_{t-1} \mu + e_t$, $e_t \sim N(0, \sigma^2)$

$\mathcal{M}_2$: Time-varying mean and variance: $y_t = x_{t-1} \mu + e_t$, $e_t \sim N(0, \sigma^2_t)$, $\sigma^2_t = \alpha + \delta \epsilon_{t-1}^2 + \gamma \sigma^2_{t-1}$

$\mathcal{M}_3$: Infinite mixture with constant weights: $y_t = \mu + e_t$, $e_t \sim N(0, \sigma^2_t \nu^2_t)$, $\sigma^2_t = \alpha + \delta \epsilon_{t-1}^2 + \gamma \sigma^2_{t-1}$, $(\mu_t, \nu^2_t) \sim G$

$\mathcal{M}_5$: Infinite mixture with time-varying weights and predictors in the conditional mean: $y_t = x_{t-1} \mu_t + e_t$, $e_t \sim N(0, \sigma^2_{t} \nu^2_{t})$, $\sigma^2_t = \alpha + \delta \epsilon_{t-1}^2 + \gamma \sigma^2_{t-1}$, $(\mu_t, \nu^2_t) \sim G_t$
Figure 5.1: Density estimation obtained by the proposed model and the linear regression model at two different dates when we use dividend payout ratio as the predictor. Data are monthly market returns and predictor values from 1927-Jan to 2015-Dec.
Figure 5.2: Simulated data. Comparison of the true weights with the estimated weights from the infinite mixture model with time-varying weights, $\mathcal{M}_5$. 
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Figure 5.3: Simulated data. Comparison of the true weights with the estimated weights from the infinite mixture model with constant weights, \( \mathcal{M}_3 \).
Figure 5.4: Cumulative out-of-sample root mean squared forecasting error of infinite mixture model with time-varying weights and predictors in mean, $\mathcal{M}_5$, divided by that of constant mean and variance model, $\mathcal{M}_0$. Forecasts are obtained by estimating the models applying a rolling window with the most recent 30 years of observations. Data are monthly market returns and predictor values from 1927-Jan to 2015-Dec and the out-of-sample period covers 1970-Jan to 2015-Dec.

$\mathcal{M}_0$: Constant mean and variance: $y_t = \mu + \epsilon_t$, $\epsilon_t \sim N(0, \sigma^2)$

$\mathcal{M}_5$: Infinite mixture with time-varying weights and predictors in the conditional mean: $y_t = x_{t-1}\mu + \epsilon_t$, $\epsilon_t \sim N(0, \sigma_t^2\nu_t^2)$, $\sigma_t^2 = \alpha + \delta\sigma_{t-1}^2 + \gamma\sigma_{t-1}^2$, $(\mu_t, \nu_t^2) \sim G_t$
Figure 5.5: Cumulative out-of-sample root mean squared forecasting error of infinite mixture model with time-varying weights and predictors in mean, $M_5$, divided by that of constant mean and variance model, $M_0$. Forecasts are obtained by estimating the models applying a rolling window with the most recent 30 years of observations. Data are monthly market returns and predictor values from 1927-Jan to 2015-Dec and the out-of-sample period covers 1970-Jan to 2015-Dec.

$M_0$: Constant mean and variance: $y_t = \mu + \epsilon_t$, $\epsilon_t \sim N(0, \sigma^2)$

$M_5$: Infinite mixture with time-varying weights and predictors in the conditional mean: $y_t = x_{t-1}\mu_t + \epsilon_t$, $\epsilon_t \sim N(0, \sigma^2_t\nu_t^2)$, $\sigma^2_t = \alpha + \delta \sigma_{t-1}^2 + \gamma \sigma_{t-1}^2$, $(\mu_t, \sigma^2_t) \sim G_t$
Figure 5.6: Weights estimated by infinite mixture model with constant weights, $\mathcal{M}_3$. Data are monthly market returns and predictor values from 1927-Jan to 2015-Dec.

$\mathcal{M}_3$: Infinite mixture with constant weights: $y_t = \mu_t + e_t$, $e_t \sim \mathcal{N}(0, \sigma_t^2 \nu_t^2)$, $\sigma_t^2 = \alpha + \delta \sigma_{t-1}^2 + \gamma \sigma_{t-1}^2$, $(\mu_t, \nu_t^2) \sim G$
Figure 5.7: Weights estimated by infinite mixture model with time-varying weights and predictors in the conditional mean, $M_5$, when we have dividend payout ratio as the predictor in the weights and the conditional mean, $x_t = (1 \ d_t/e_t)$. Data are monthly market returns and predictor values from 1927-Jan to 2015-Dec.

$M_5$: Infinite mixture with time-varying weights and predictors in the conditional mean: $y_t = x_{t-1} \mu_t + e_t, \ e_t \sim N(0, \sigma_t^2 \nu_t^2), \ \sigma_t^2 = \alpha + \delta \sigma_{t-1}^2 + \gamma \sigma_{t-1}^2, \ (\mu_t, \sigma_t^2) \sim G_t$
Figure 5.8: Density estimation obtained by different models at four different dates when we use all predictors (the kitchen sink case) as the predictors. The dates are 1932-09 in the great depression period, 1974-09 in the oil shock period, 2000-08 in the bubble period, and 2009-02. Data are monthly market returns and predictor values from 1927-Jan to 2015-Dec.

$\mathcal{M}_1$: Time-varying mean and constant variance: $y_t = x_{t-1}\mu + \epsilon_t$, $\epsilon_t \sim N(0, \sigma^2)$

$\mathcal{M}_2$: Time-varying mean and variance: $y_t = x_{t-1}\mu + \epsilon_t$, $\epsilon_t \sim N(0, \sigma_t^2)$, $\sigma_t^2 = \alpha + \delta\epsilon_{t-1}^2 + \gamma\sigma_{t-1}^2$

$\mathcal{M}_5$: Infinite mixture with time-varying weights and predictors in the conditional mean: $y_t = x_{t-1}\mu_t + \epsilon_t$, $\epsilon_t \sim N(0, \sigma_t^2\nu_t^2)$, $\sigma_t^2 = \alpha + \delta\epsilon_{t-1}^2 + \gamma\sigma_{t-1}^2$, $(\mu_t, \nu_t^2) \sim G_t$
Figure 5.9: Comparison of the conditional mean and density of market excess returns estimated by the time-varying mean and constant variance model, $\mathcal{M}_1$, and the infinite mixture model with time-varying weights and predictor in the conditional mean, $\mathcal{M}_5$, when we use all predictors (the kitchen sink case) as the predictors. Data are monthly market returns and predictor values from 1927-Jan to 2015-Dec.

$\mathcal{M}_1$: Time-varying mean and constant variance: $y_t = x_{t-1}\mu + \epsilon_t$, $\epsilon_t \sim N(0, \sigma^2)$

$\mathcal{M}_5$: Infinite mixture with time-varying weights and predictors in the conditional mean: $y_t = x_{t-1}\mu_t + \epsilon_t$, $\epsilon_t \sim N(0, \sigma^2_t \nu^2_t)$, $\sigma^2_t = \alpha + \delta\epsilon^2_{t-1} + \gamma\sigma^2_{t-1}$, $(\mu_t, \nu^2_t) \sim G_t$
Figure 5.10: This figure displays the 5%, 25%, 75%, and 95% conditional quantiles over the full sample period using estimates of the infinite mixture model with time-varying weights and predictor in the conditional mean, $\mathcal{M}_5$, when we use all predictors (the kitchen sink case) as the predictors. This figure also shows the conditional mean predicted using this model (the solid red line). Data are monthly market returns and predictor values from 1927-Jan to 2015-Dec.

$\mathcal{M}_5$: Infinite mixture with time-varying weights and predictors in the conditional mean: $y_t = x_{t-1}\mu_t + \epsilon_t$, $\epsilon_t \sim N(0, \sigma_t^2 \nu_t^2)$, $\sigma_t^2 = \alpha + \delta \sigma_{t-1}^2 + \gamma \sigma_{t-1}^2$, $(\mu_t, \nu_t^2) \sim G_t$
Figure 5.11: Conditional skewness estimates using the infinite mixture model with time-varying weights and predictor in the conditional mean, $\mathcal{M}_5$, when we use all predictors (the kitchen sink case) as the predictors. Data are monthly market returns and predictor values from 1927-Jan to 2015-Dec. $\mathcal{M}_5$: Infinite mixture with time-varying weights and predictors in the conditional mean: $y_t = x_{t-1}\mu_t + \epsilon_t$, $\epsilon_t \sim \mathcal{N}(0, \sigma_t^2 \nu_t^2)$, $\sigma_t^2 = \alpha + \delta \sigma_{t-1}^2 + \gamma \sigma_{t-1}^2$, $(\mu_t, \nu_t^2) \sim G_t$.
Figure 5.12: Conditional kurtosis estimates using the infinite mixture model with time-varying weights and predictor in the conditional mean, $M_5$, when we use all predictors (the kitchen sink case) as the predictors. Data are monthly market returns and predictor values from 1927-Jan to 2015-Dec.

$M_5$: Infinite mixture with time-varying weights and predictors in the conditional mean: $y_t = x_{t-1}\mu_t + \epsilon_t$, $\epsilon_t \sim N(0, \sigma_t^2 \nu_t^2)$, $\sigma_t^2 = \alpha + \delta \sigma_{t-1}^2 + \gamma \sigma_{t-1}^2$, $(\mu_t, \nu_t^2) \sim G_t$
Figure 5.13: Weights when we have **Stock Variance** as the predictor in the weights and the predictive mean in $M_5$. 
Figure 5.14: Weights when we have **Long Term Spread** as the predictor in the weights and the predictive mean in $\mathcal{M}_5$. 
Figure 5.15: Weights when we have Default Yield Spread as the predictor in the weights and the predictive mean in $M_5$. 
Figure 5.16: Weights when we have all predictors (kitchen sink case) as the predictors in the weights and the predictive mean in $\mathcal{M}_5$. 
Figure 5.17: Weights when we have Dividend Price Ratio as the predictor in the weights and the predictive mean in $\mathcal{M}_5$. 
Figure 5.18: Weights when we have **Book-to-Market Ratio** as the predictor in the weights and the predictive mean in $\mathcal{M}_5$. 
Figure 5.19: Weights when we have Inflation as the predictor in the weights and the predictive mean in $\mathcal{M}_5$. 
Figure 5.20: Weights when we have \textbf{Earnings Price Ratio} as the predictor in weights and mean in $M_5$. 
Figure 5.21: Weights when we have **Dividend Yield** as the predictor in the weights and the predictive mean in $\mathcal{M}_5$. 
Figure 5.22: Weights when we have Net Equity Expansion as the predictor in the weights and the predictive mean in $M_5$. 
Figure 5.23: Weights when we have **Industrial Production** as the predictor in the weights and the predictive mean in $\mathcal{M}_5$. 
Chapter 6

Conclusion

This thesis makes contributions in the financial econometrics area with a particular focus on estimating an accurate model for financial asset returns using Bayesian nonparametric methods. Most of the literature has concentrated on modeling the conditional (co)variance of returns in forms of stochastic volatility and (multivariate) GARCH models with a fixed parametric innovation density. This means that once volatility dynamics are removed, the innovations distribution is constant over time. Empirical research that allows the innovation distribution to be unknown and to change over time is scarce. The attempt in this thesis is to fill this gap and advance the methodology of modeling asset returns by estimating an unknown density for the return innovations rather than making a specific assumption. This can significantly enhance our understanding of the tails and higher moments of the returns density which are relatively unexplored.

The first essay derives a dynamic conditional beta representation using a Bayesian semiparametric multivariate GARCH model. I show how to select the number of factors and that the predictive Bayes factors strongly support this semiparametric model over a multivariate GARCH with Student-t innovations. Empirically, I find the time-varying beta from the proposed model nonlinearly depends on the contemporaneous value of the market excess
returns. In highly volatile markets, beta is almost constant, while in stable markets, the beta coefficient can depend asymmetrically on the contemporaneous value of the market excess returns.

In the second essay, I propose a model that allows a shock in one market to influence the contemporaneous and future (one-day-ahead, one-week-ahead, and one-month ahead) conditional density of the other market. This model extends the literature on spillover effects or contagion effects that focus on the transmission of shocks through moments to spillover effects on the conditional density. I provide a general approach to assess different risk scenarios, contemporaneously. With the speed of information transmission nowadays, it is beneficial for policymakers and regulators to be able to determine the contemporaneous shocks spillover from one market to different aspects of the conditional density of the other market such as the conditional moments, tails, and value at risk. I apply the proposed model to study how shocks in oil market affect the conditional density of S&P 500 returns and S&P TSX returns. The contemporaneous spillover effect of a shock in oil market on the TSX and S&P 500 markets derived from the benchmark is symmetric; the shifts in the conditional density in these two cases are almost the same amount but in opposite directions. This is not the case with the semiparametric model. Using the proposed model, I find that a positive 10% and a negative 10% shock in the oil market spill over into the TSX and S&P 500 asymmetrically. When the market is calm, a positive shock in oil market shifts the contemporaneous conditional density of TSX and S&P 500 to the right, and a negative shock in oil market shifts the contemporaneous conditional density of TSX and S&P 500 to the left. These shifts are not the same amount for positive and negative shocks, and the resulting conditional densities are skewed and leptokurtic. When the market is volatile, a positive shock in oil market has almost no effect on the TSX and S&P 500 conditional density contemporaneously while a negative shock in oil market shifts the contemporaneous conditional density of TSX and S&P 500 to the left. Both positive and negative shocks
result in a fatter lower tail than the case with no shock to oil market. I also study the effect of the shocks in oil market on the value-at-risk of an investment in S&P 500 and S&P TSX. Positive and negative shocks in oil market both increase the predictive value-at-risk. The benchmark model underestimates the predictive value-at-risk of the investment in the market portfolio when we have a shock in oil market.

In the third essay, I propose a model to study the one-period-ahead out-of-sample predictability of the US stock return density using financial and macroeconomic variables. In contrast to the extant literature that focuses on the point forecasts of the conditional mean, I examine the predictability of the entire density which can be valuable for asset allocations and risk management. I consider a Bayesian nonparametric mixture model that allows the mixing distribution to change with time. In the proposed model, the weights of the mixture are constructed as probit transformations of a linear combination of the predictors. I compare statistical and economic measures of forecasting performance of the proposed model with a set of benchmark models. Despite little or no improvement in the point forecasts, certain variables display significant out-of-sample predictive ability with respect to the predictive density of market returns and increase economic value for investors when employed in portfolio decisions. A risk-averse investor is willing to pay a performance fee to switch from the benchmark models to the infinite mixture model proposed in this chapter. I also illustrate how these financial and macroeconomic variables are useful in predicting the conditional density, the conditional moments and the conditional quantiles.

Overall, this research emphasizes the importance of accurate density estimation and return predictability. Most work in the literature can explain the first and second moments, but what matters in practice is a good estimation of the entire density so we can study various features such as value-at-risk. This dissertation explores Bayesian nonparametric approaches to estimating the unknown density of returns lifting the restrictive parametric assumptions. This research should be of interest not only to the academic community but
to the investors, practitioner, managers, and policymakers as well. In this light, potential applications are performed in each essay that could be implemented in real time.


