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ABSTRACT

The non-invasive measurement of the mass of bone |is
a clinically relevant problem. The bone is one component of
a composite system. At the spine it may include fat, lean
and bone mineral. At a hip prosthesis it may include soft
tissue, bone mineral and metal. The measurement of the
attenuation of photons of different energies can be used to
determine the mass of one or all of the components of the
composite system.

The £first system is currently measured wusing only
two photon energies by assuming that it is a two component
system. A model was developed which predicts the effect of
the third component, fat, and was validated using phanton
measurements. Typlcal parameters for the volume and spatial
distribution of fat in vivo were determined using CT scans.
In combination with the model a median error of 8% is
introduced by the third component. The feasibility of using
a third energy to correct for the error was investigated. A
model for the variance of the bone measurement normalized to
emitted photon flux was developed. The optimal set of photon
energlies ylelded a minimum value for the variance. However,
this variance was excessively high, requiring a radiation
dose 3000 times thét for dual photon absortiometry.

For the second system a triple photon absorptiometry

technique was developed using the isotopes 203-Hg and 141-

iii



Ce. The technigque was shown to be valid, but the variance
was high due to cross-over of high energy photons in the
detector and by scattering. In order to make measurements
with a precision of 1%, counting times of 70 hours are
required. Monte Carlo simulations were performed to
determine the optimal geometry to reduce cross-over from
scattering. However, cross-over cannot be reduced
sufficiently with 203-Hg and 141-Ce. A three 1isotope source
is required to make <clinical bone measurements at a

prosthesis.
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CHAPTER 1

BONE MINERAL MEASUREMENTS

. nt t

Noninvasive techniques for the measurement of
skeletal status have been available since the inception of
medical radiology. More recently, the development of
sophisticated technigues allow the guantitative measurement
of bone mineral content with increasing accuracy and
precision. EBach technique has its merits and deficliencies
when compared with other methods. Thelir relative value must
be determined by assessment of how they acheive their
primaiy purposes, to differentiate a diseased population
from a normal population, and to monltor the progress of the
disease or treatment for the disease. These techniques will
generally prove useful for metabollc bone dliseases or other
conditions which involve reduction in bone mineral content,
or osteopenia.

There are two related problems which fit into this
category. The flrst involves the measurement of lumbar spine
bone mineral content for the assessment of osteoporosis. The
second lnvolves the measurement of femoral shaft bone
mineral content following the implantation of a metal hip

prosthesis. 1In this work the feasibility of a new technique



which utllizes the transmission of photons of three
different energies, triple photon absorptiometry, will be
examined.

1.2 A I ipti £ Ost ‘.

Osteoporosis 1is defined as the reduction of the
amount of mineralised bone, and it involves the deficiency
of both the bone mineral hydroxyapatite as well as the
collagen matrix wupon which the mineral 1is 1laid (Mazess,
1979). The osteoporotic bone appears normal hilstologically
(Wasserman and Berzel, 1987) and there are no blochemical
changes which are associated with other bone disorders such
as osteomalacia and hyperparathyroidism (Houston, Jolner and
Trounce, 1975). The risk of fracture is elevated; atraumatic
fracture 1s frequently the 1lnitial presentation of the
otherwise asymptomatic condition.

The skeletal system is composed of two different
types of bone, compact cortical bone and the 1less dense
trabecular bone. The most frequent fracture sites are those
with greater proportions of trabecular bone, namely the
vertebrae, the proximal femur and the distal radius (Melton
and Riggs, 1983). Twenty-five percent of women over 60 years
of age will have vertebral fractures while 32% of women over
90 will have hip fractures (Wasserman and Barzel, 1987).
Studies have 1indicated that reduction 1in bone mineral

content may be an important risk factor for fracture. at



these sites, and that a fracture threshold may exist (Bohr
and Schaadt 1983, Melton and Riggs 1983, Melton et al 1986).

The 1loss of bone mineral 1is attributed to an
imbalance in the normal processes of bone formation and
resorption. In normal aging the average rate of bone 1loss
for females would be 1% per year between the ages of 45 and
75 slowing to 0.4% per year for ages greater than 75. Peak
bone loss rates may be as high as 3% per year for a short
time period following menopause or oophorectomy (Wahner
1987). 1In osteoporotic females the rates éf loss may be 50%
higher than for normals, so that the typical 60 - 70 year
old osteoporotic' may have bone mineral content 10 to 15%
lower than normal counterparts (Mazess 1979, Riggs et al
1982).

The technlque chosen for bone mlneral measurement
should satlisfy the following criteria: the bone mineral
content at the measurement site should be correlated with
the fracture risk or the fracture threshold at an important
site; for example the bone mineral at the distal radius is
used to predict the risk of vertebrae fracture, and the
reproduclibllity should be sufficient to demonstrate
clinically significant (5%) differences in bone mineral
content over protracted or relatively short periods of time
(Wahner 1983). As will be presented in the next sectlion the

presently avallable array of techniques meet these criteria



with varying degrees of success.

1.3 Bone Mineral Measurement for Osteoporosis:

A number of non-invaslive technlques for the
measurement of bone mineral content have developed, each of
which 1involves the interaction of radiation with tissue
through absorption or scattering processes. These
interactions are either measured directly, or indirectly by
transmission measurements, the latter being the predominant
method. The;e are a number of comprehenslve reviews of-these
methods (Wahner, Dunn, and Riggs, 1983. Mazess, 1983.
Goodwin 1987) so only a brief discussion of thelr relative
merits will follow.

Compton and coherent scattering are two related
techniques which measure scattering directly by using a
collimated beam of gamma photons to irradiate a small volume
of trabecular bone, usually in the calcaneus (with
predominantly trabecular bone it is thought to be correlated
with overall skeletal status even though it 1is rarely a
fracture site itself [Vogel Wasnich and Ross 1988]). The
intensity of the photons scattered out of the bone at a
given angle is the product of the incident intensity of the
beam, the scattering volume and the macroscopic scattering
probability at that angle for the tissue (figure 1.1). The
latter factor 1s the product of the effective atomic

differential cross-section for the tissue and the density of
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the tissue, both of which are related to bone mineral
content. The scattered intensity is affected by attenuation
of both the incident and scattered beams and by multiple
scattering.

Compton scattering using 153-Sm (Garnett et al 1973)
or 137-Cs (Hazan et al 1977) was the flrst of these
techniques to be used clinically. The reproducibility of the
measurements -was of the order 1.5%, however the technique
was affected by multiple scatter with typical errors of 10%
(Webber 1981). More recently coherent scattering has been
investigated (Kerxr et al 1980, Karrellas et al 1983, Ndlovu
personal communications). It is expected that this technique
may be more sensitive to differences in bone mineral content
than Compton scattering since the atomic differential cross-
section for coherent scattering is more strongly dependent
upon atomic number than is Compton scattering.

Neutron activation analysis of calcium involves the
direct measurement of the absorptlon of a beam of neutrons
by the tissue. Radioactive 49-Ca is produced by the capture
of thermal neutrons by 48-Ca. This decays with a half-life
of 8.9 minutes, emitting a 3.1 Mev gamma ray isotropically.
The 1intensity of the emitted photons is a product of the
neutron flux, the’volume of irradiation and the macroscopic
absorption probability, which is the product of the atonic

absorption cross-section and the density of 48-Ca. The



emitted 1intensity 1is affected by attenuation of both
neutrons and photons, as well as by interference from other
neutron activation products, such as 24-Na (Cohn 1981).

The choice of irradiation site ranges from the hand
or torso to the whole body with isotopic sources,
accelerators and reactors used to produce the neutrons. Each
choice of site has its limitations. The hand is convenient
to measure, but may not be highly correlated with fracture
risk. The torso site 1includes the vertebrae, - but
measurements here have relatively high standard deviations
(4%). The whole body measurement is accurate (5%) and
precise (1%), but measurements do not distinguish high
fracture risk sites (Cohn 1981).

Transmission methods are used to determine bone
mineral content by measurement of the attenuation of
photons in the dlagnostic energy range through the tissue.
These methods utilize the attenuation factor ,Y, which |is
based upon the fundamental relationship between the incident
intensity of the radiation, Io, and the transmitted
intensity, I, as given in equation 1.1 (figure 1.1).

Y = In(Io/I) = /n(t)dt 1.1
The attenuation factor is equal to the integral of a(t),
which is the macroscopic linear attenuation coefficlent and
is a function of the energy of the radiation and the atomic

composition of the tissue. The various transmission methods



extract bone mineral content differently from the
attenuation factor. These differences affect the validity of
each method.

Single photon absorptiometry, SPA, measures the
attenuation of a collimated beam of photons of a single
energy through the tissue (Cameron and Sorenson 1963,
Karajalainen 1973). since the attenuation is due not only to
the bone mineral but also the overlying soft tissue, the
attenuation factor is compared to the attenuation through an
equal thickness of soft tissue, the difference being
proportional to the lineal density of bone mineral. 1In
practice one assures an equal transmisslon thickness by
immersion in water, so the technique is restricted to such
locations as the distal radius or the os calcis.

The precision of the technique is quite good, with
long term reproducibility of 1.5%. This 1is degraded by
repositioning errors of 4% (Wahner, Riggs and Beabout 1977)
so that precision may be of the order 7% (Mazess, Cameron
and Miller 1972). The accuracy is affected by fat, a
constituent of soft tissue, which is not compensated for by
Immersion in water. Errors due to fat have been estimated to
range from 8.5% (Wooten, Judy and Greenfield 1973) to 15%
(Zeitz 1972).

In dual photon absorptiometry, DPA, the transmission

of photons of two different energies is measured (Wilson and



Madsen 1977, Dunn, Wahner and Riggs 1980, Krolner and Pors
Neilsen 1980). 1If the tissue is composed of only ¢two
components, such as soft tissue and bone mineral, then the
differential attenuation of the two photons 1s used to
determine the thickness of either component (this will be
described in detail later). The effect of fat can be reduced
by choosing a baseline in regions with no bone mineral.

The technique has the advantageelhat it does not
require constant thickness of tissue and can be used for the
hip, 1lumbar vertebrae or the whole body. The 1long term
reproducibllity for patients is of the order 4% and may be
as low as 2.5% for modern machines. Errors can be introduced
by 1inhomogeneous distributions of fat, the magnitude of
which are examined in this study.

Quantitative conmputed tomography, QCT, uses
tomographic reconstruction to obtain the transaxial
distribution of attenuation coefficients 1in Hounsfield
units. The trabecular bone can be isolated within the
vertebrae or the hip uncomplicated by overlying tissue using
either a single energy or a dual energy approach (Cann and
Genant 1980, Relser and Genant 1984). Reference standards
which contain well defined amounts of bone equivalent
material are useé to calibrate the Hounsfleld units to
effective mineral density.

The reproducibility 1is of the order of 2.5% for
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single energy QCT, but is worse at 21% for the dual energy
approach (Goodwin 1988). The accuracy is better for dual
energy QCT then for single energy which can have errors
due to fat of the order 20% (Laval-Jeantet et al 1986).

Clearly each of these techniques has its
deficlencies, and no one method 1s ideal. DPA may seem to be
the best approach at present for choice of site, precision,
and 1low radiation dose. The effect of inhomogeneous fat
needs to be addressed, and perhaps remedied with triple
photon absorptiometry.

1.4 patterns of Loosening of Hip Prosthesis:

The evolution of the surgical procedure of total hip
arthroplasty has been assisted by a combination of gradual
development and engineering of the prosthesis and major
advances 1in the selection of biocompatable materials. The
first of these was the development of the metal alloy
'Vitallium', composed of chromium, cobalt and molybdenum by
Venable and Stuck in 1938. This alloy is biologically inert
and has the necessary strength, and durability to be used
for load bearing implants. The second major advance was the
introduction by Charnley of high density polyethylene for
bearing surfaces in the 1960s. This has appropriate friction
and wear characteristics for Joint linings. The prosthesis
is designed to withstand the stresses of normal motion over

extended periods. Unfortunately, such mechanical devices do
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not have the self regenerative capacity of the original
biological tissue so that wear is inevitable, with the end
result being failure of the prostheslis primarily by
loosening (Bechtol 1983, Haberman 1986).

The incidence of loosening of the femoral prosthesis
has been described in a large number of cases and varies
widely from study to study. The rates vary from 1.1% to 50%,
which reflects real differences in surgical technique as
well as differences in clinical definition of 1loosening
{Paterson et al 1986, Haberman 1986). Loosening can be
caused by infection, but the majority of loosening |is
aseptic and may be assoclated with resorption of bone
(Freiberger 1986). The incldence of calcar resorption ranges
from 16% to 69% (Haberman 1986) with calcar resorption
reported in greater than 50% of loosening cases and femoral
cortex resorption in 5% of cases (Carlsson and Gentz 1980).

Loosening associated with bone resorption may follow
different patterns. Atrophy of the supporting cortical or
trabecular bone may occur due to redistribution of stress in
the presence of the prosthesis (Woo et al 1976).
Alternatively, resorption at the bone-cement/prosthesis
interface may be due to histiocytic reaction to wear and
corrosion producté (Willert and Semlitsch 1976, Winter
1976). Radiological evidence for prosthesis loosening rellies

upon demonstration of resorption of bone at the bone
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prosthesls interface.
1.5 Methods o i :

As mentioned iIn the previous section, the incidence
of prosthesis loosening depends strongly upon the «clinical
definition of 1loosening. Assessment of loosening can be
classlfled into two categorlies: demonstration of degqradation
of the bone-cement/prosthesis interface and measurement of
movement between the bone and the prosthesis.

The simplest technique which fits the first category
is direct visualization of a radiolucent zone adjacent to
the stem of the prosthesis (Paterson, Fulford and Denhan
1986). The other techniques rely upon Intra-articular
injection of some agent which can enter the region of
resorbed bone for visualization. Examples of this include
radlionuclide arthrography using 99m-Tc sulphur colloid
imaged with a gamma camera (Uri et al 1984), contrast
arthrography with radiological contrast agents using either
standard radiographs or subtraction techniques (0'Neil and
Harris 1984) and scintigraphy with 99m-Tc MDP and 67-Ga
which assesses both increased bone activity and infection
(Rushton et al 1982).

The second type of technique, roentgen
stereophotogrammetric analysis, RSA, uses tantalum markers
to demonstrate relative movement of the prosthesis and bone

(Mjoberg et al 1986). The markers are placed 1in the
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trochanters and act as a reference for the position of the
femoral prosthesis. Serial radibgraphs can demonstrate
displacement assocliated with loosening.

wWwhile each of these techniques 1is suitable for
demonstration of a loose prosthesis, none assesses the bone
during the 1loosening process. The high attenuation of
photons by the metal Vitallium makes standard bone content
techniques unsuitable at this site. while some attempts have
been made to modify CT images using multiplanar
reconstruction (Fishman et al 1986) or by interpolation of
Hounsfield numbers at the prosthesis (Seitz and Ruegsegger
1982), these do not produce reliable measurements of the
bone mineral content about the prosthesis. Triple photon
absorptiometry may prove a viable method to assess the bone
mineral at this site.
1.6 The Physical Basis for Triple Photon Absorptiometry:

The attenuation of a beam of photons of energy E by
a complex system like the human body can be described by the
attenuation factor, Y(E), which is the natural logarithm of
the ratio of the original intensity, 1Io, and the attenuated
intensity, I (which 1Is an energy dependent version of
expression 1.1). The attenuation factor is given by the
integral of the llneaf attenuation coefficient, a, at each
position, x, along the path length through the body (figure

1.2). That is
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Y(E) = 1n(Io/I) = [u(E,x)dx 1.2
In general a(E,x) is a function of the local density
and atomic composition of the tissue. It can be represented
by the weighted sum of the linear attenuation coefficlients
of certain basis phases, & (figure 1.2). In such cases the
attenuvation factor 1is described as the sum of attenuatlon
factors due to equivalent thicknesses of the basis phases.
That is
Y(E) = T [#(E,®)t(9)] 1.3
The egquivalent thicknesses can be recovered by
determining the attenuation factor at different energies by
transmisslion measurements. If a represents the matrix of
linear attenuation coefficlents for the dlfferent phases at

the different energies then

a~ ~ e

Y=at 1.4
where Y and t are the attenuation factor and thickness
matrices respectively. 1If the matrix a is non-singular, the
equivalent thicknesses are found from the inverse matrix as

shown in equation 1.5.

t =2 Y 1.5
For DPA, two basis phases, soft tissue and bone
mineral, are utilized to describe the attenuation of the
body. However, other two phase basis sets have been

suggested, examples of which include photoelectric and
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Compton phases, water and CaCl, Lucite and aluminum (Alvarez
and Macovski, 1976; Avrin, Macovski and Zara, 1978; Jackson
and Hawkes, 1983; Lehmann et al, 1981; Hawkes, Jackson and
Parker, 1986). These have been shown to describe the
attenuation of photons by tissue to 1-2% over the diagnostic
energy range. However divergences 1lncrease to 5% for higher
atomic numbered elements such as copper and iodine.

Three phase basis sets have been utilized for
removal of lodine contrast from soft tissue and bone Images
using 1iodine K-edge techniques (Relderer, Kruger and
Mistretta, 1981). For TPA, two separate three component
systems will be considered: bone minerxal, 1lean tissue and
tat, and bone mineral, soft tissue and Vitalllium. The most
natural baslis phases to choose will be the constituent
components themselves. The feasibillity of TPA will depend
upon the 1linear independence of the 1linear attenuation
coefficlients of the components at the chosen photon
energles.

Some insight into this can be obtained by
consideration of the possible photon interactions with the
materials at the wvarious photon enexrgies. The 1linear
attenuation coefficient of a material, m, at an energy, E,
is proportional to the sum of the cross-sections £for the
various photon interaction processes, g, at the given

energy, as in expression 1.6.
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2(E,m) = K L 6(E,1i) 1.6
Frequently the cross-sections can be expressed as
the product of two terms, one which includes the energy
dependence, 6'(E,i), and the other the atomic number
dependence, f£f(Z,i), where Z is the effective atomic number
of the material for a particular process. 1In such a case,
the cross-section can be written as 1in expression 1.7.
R(E,m) = ¥ £(Z,i)6'(E,1) 1.7
Since the term on the left is in fact a matrix
element, substitution into equation 1.4 gives a new matrix
equation with matrices contalning the enerqgy dependence and

the atomic number dependence separately.

~ ~ o~ ~

Y=f g t 1.8
The inverse matrices can be used to determine the equivalent
thicknesses of the interaction processes if both matrices £

and ¢' are non-singular as in equation 1.9.

~ ~ ~

t=6""f£"%Y 1.9
This result suggests that the number of phases that
can be recovered from the transmission data is 1limited by
the number of photon interaction processes. The validity of
this result will depend upon the nature of the photon
interaction processes. For photons 1in the diagnostic
radiology range there are three atomic processes of

consequence: incoherent scattering, coherent scattering and
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photoelectric absorption. These have been described in great
detail by others, (Evans 1955, Hobbie 1987) so only a brief
discussion of the relevant points will be given here.

The flrst of these, 1incoherent scattering, involves
Compton scattering of the incident photon by a single
electron of the atom. The differential cross-section for
scattering by a free electron is described by the Klein-
Nishina formula. Integration over all scattering angles
ylelds the total cross-section for a free electron as -glven
in equation 1.10, with the photon energy, E, 1in electron

rest mass units.

6 o (1+E) 2(1+E) - 1n(1+2E) 1.10
E  142E E
+ 1n(1+2E) - 1+43E
2E (1+2E)

A first approximation of atomic differential cross-sections
is given by multiplication of the free electric cross-
section by the number of electrons, 2Z, which is in the form
of equation 1.7. These must be modified by atomic form
factors which reduce the cross-section by restricting
scattering to events which deliver more than the binding
energy of the electron. These effects are small, and
primarily affect small scatter angles. Nonetheless, the
total cross-sections deviate by a small fraction from a
simple multiplication of the free electron cross-section and

atomic number.
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The second interaction, coherent scattering,
involves the non-relativistic scattering of the photon by
all the -electrons of the atom. The differential cross-
section for a free electron is glven by the Thompson cross-
section. The atomic differential cross-section is given by
multiplication of the Thompson cross-section by the square
of a form factor, F(x,2), where Z is the atomic number and x
is the momentum transferred to the atom and is a function of
photon energy and scatter angle. The form factor 1is given as
the Fourler transform of the charge density of the atom, and
at a given angle and photon energy |is approximately
proportional to the square of the atomic number. Thus the
differentlial cross-section can be expressed as the product
of an energy and an atomic number dependent term, in the
form of equation 1.7. Unfortunately the total cross-section
is not so easily placed into the form of equation 1.7, and
is only approximately proportional to the square of atonmic
number. Moreover, since the scattering is strongly forward
peaked, the total interaction is very small relative to the
other interactions, and in broad-beam conditions may be
negligible.

The third interaction, photoelectric absorption,
involves complete absorption of the photon, with the energy
and momentum taken up by the entire atom. Theoretical

description of the process has proven difficult over all
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energy ranges, but an emplrical descriptlion of the cross-
section 1s given by equation 1.11, where E represents the
photon energy in electron rest mass units.

n -7/2

6~ Z E 1.11

This is in the form of equation 1.7, but unfortunately the
energy exponent 1s only valid over certain energy ranges
and requlres slight modifications to cover the complete
range. Moreover there 1s not complete agreement as t6 the
exponent for the atomic number term ranging from n=4 (Evans
1955) to n=5 (Hobbie 1987).

Overall, the three interaction cross-sections are
described by expression 1.7 with small deviations. One of
these interactions, coherent scattering, does not contribute
greatly to the total interactlion of the photon, and in some
geometries may be negligible. It is not surprising then that
two components accurately describe the attenuation of
photons to within small percentages. Triple photon
absorptiometry must explolt the small differences due to
binding effects in Compton scattering, due to coherent
scattering and due to changes 1n exponents in photoelectric
absorption to analyze a three component system. This work
will be an examination of the necessity and the feasibility
of triple photon absorptiometry for the two systems of

interest mentioned previously.



CHAPTER 2

THE ERROR DUE TO FAT IN DPA MEASUREMENTS

. 0 tio

The theory of multiple photon absorptiometry has
been described 1in the previous chapter, as have several
methods of bone densitometry. 1In this chapter dual photon
absorptiometry will be examined in detall. In particular
the validity of a dual photon approach to solve a composite
system which clearly has more than two components will be
examined by determining the magnitude of errors due to fat
imhomogeneities 1in bone mineral measurements at the lumbar
spine.

Dual photon absorptiometry (DPA) has certain
advantages over other techniques as discussed earlier. The
essence of the technique 1is to assume that the body consists
of a two component system, namely soft tissue and bone, and
to exploit the different attenuation characteristics of the
components at two different photon energies 1in order to
calculate the mass of bone in the beam (Wilson and Madsen
1977, Dunn, Wahner and Riggs 1980, Krolner and Pors Nlelsen
1980).

In reality the body consists of at 1least three

components: bone, lean tissue, and fat tissue. If

21
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unaccounted for, the effect of the fat tissue is to reduce
the apparent bone mass measurement. However, 1f it 1is
assumed that the fat |is distributed homogeneously,
measurements in regions in which there is no bone can be
used to establish a baseline, or a relative soft tissue
component. This baseline can be used to calculate a
corrected bcone mass in other regions,

Transmission measurements through the abdomen at the
lumbar spine will include fat arising in three principal
forms: fat layers which surround organs, fat within bone
marrow and layers of subcutaneous fat. Inhomogeneities will
most likely be due to fat surrounding organs wﬁich
themselves are not distributed uniformly within the body.

The effects of inhomogeneous fat distribution have
been investigated 1in the past. Wahner et al (1985) used
phantoms and cadaver spines to measure the effects of marrow
fat. They found negligible errors provided the aorta was not
highly calcilfled and provided there was not excessive fat
adjacent to the vertebrae. Roos et al (1980) measured
cadaver sec:lions and found medlan errors of 10% due to fat
adjacent to "he spine. Krolner and Pors Nlelsen (1980) using
tissue subs:citutes found that significant errors could be
introduced by non-uniform fat layers, but that careful
selection of the baseline could minimize the error. This

work incorporates in vivo measurements of fat distributions
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with a model for the errors introduced by fat distributions
to estimate in vivo DPA errors that can be expected.
2.2 Model for erroxr due to fat

An analytic expression for the error due to fat can
be derived from the equations which describe attenuation of
photons as given in equation 1.3. For the dual photon system
using a high energy, El, and a low energy, E2, to find the
mass of bone, m(b), and the mass of soft tissue, m(s), this
can be written as

Y(El)

#(b,El)m(b) + ua(s,El)m(s) 2.1a

Y(E2) #(b,E2)m(b) + a(s,E2)m(s) 2.1b

These can be solved to give the mass of bone m(b) as

m(b) = (Y(El)u(s,B2)-Y(E2Ipu(s,F1)) 2.2
D(s,b)

where the denominator/is the determinant of the matrix of
the mass attenuation coefficients and in general is gliven by
D(s,b) = n(s,El)a(b,E2)-p(s,E2)a(b,E1) 2.3
The effect of a layer of fat 1is to change the
attenuation factors in equation 2.1 by the addition of the
attenuation due to fat as given by

Y(iz1)!

Y(El1) + a(f,El)m(£E) 2.4a

Y(i22)'! Y(E2) + a(£,E2)m(£) 2.4b
Solving thes: as before yields

m(o2)' = m(b) + D(s,fim(£f) 2.5
D(s,b)

so that the =zrror in bone mineral, am(b), is given by
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2m(b) = D(f,s)m(b) 2.6
D(b,s)

If the fat were composed of a uniform layer this
error could be removed by proper cholce of basellne, In
effect removing a background signal of bone due to fat. 1In
practice a baseline measurement is made, so that the error
which 18 unaccounted for 1s due to differences in the nmass
of fat between the basellne and the position of bone
measurement, am(f). The exrror is now described by the
following expression |

am(b) = D(f,s)am(f) 2.7
D(b,s)

The fractional error in bone mass is given by

An(b) = D(f,s)am(b) 2.8
mb D(b,s)m(b)

An alternative expression can be derived using the
fractional :(at content rather than the mass of £fat. The
fractional fat content is defined as the ratio of fat volume
to total soft tissue volume and refers to the cylinder of
tissue inter:ogated by the photon beam. A mineral thilckness,
t, 1s equivalent to the bone mass, m(b), divided by the bone
mineral density. If af is the difference between fractional
fat content at the baseline and at the vertebrae, and the
patient has thickness d, the equivalent thickness of f£fat,
Af(d-t), 1is given by the difference of £fat mass, anmf,

divided by the fat density. These equivalent thicknesses can
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be substituted into equation 2.8 to yield the expression

Am(b) = (4d-t)D'(f,s)af 2.9
m(b) t D'(b,s)

where D'{(a,l) is similar to D(a,b), but depends on linear
attenuation coefficients rather than mass attenuation
coefficients.

Examination of equation 2.9 reveals two terms which
describe the patient, (d-t)/t and af, and another term which
is 1independent of the patient, D'(f,s)/D'(b,s), a fat
effect paraneter. Calculation of expected errors in bone
measurements will require an estimate of the patient
parameters as well as the patient independent parameter
which will depend upon the values chosen for the linear
attenuation coefficients.

| Linear attenuation coefficients for tissues will
depend upon the atomic composition of the tissues and are
not a trivial exercise to obtain. Webber (1987) has compiled
a list of measured as well as derived attenuation
coefficients for 1lean tissue, fat tissue and bone. 1In
addition recommended 1linear attenuation coefficlents are
given for use in the enexrgy range 40 kev to 100 kev.

Using these coefficients the gquantity
D'(f,s)/D'(b,s) was calculated and the results are given Iin
table 2.1. Clearly, the choice of value of linear

attenuation coefficient is critical, with fourfold
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Table 2.1 The value of the fat effect parameter by source

of linear attenuation coefficients.

Reference

Bradley, Chorig and Ghose (1986)
Hubbell (1982)

Joyet, Baudraz and Joyet (1974)
Webber (1987

white and Fitzgerald (1977)

Fat Effect Parameter

-0.0686
-0.0378
-0.0834
-0.0535
-0.0225
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differences possible in the calculation of bone mass errors.

For further calculations using the model of equation
2.9 the recommended coefficients were used to give a value
for D'(f£,s)/D'(b,s) of -.0535 for 153-Gd. A similar approach
using the recommended attenuation coefficients at 60 kev,
and the mean of the coefficients of Rao (1975), Hubbell
(1982) and wWhite (1980) gives a value for D'(f,s)/D'(b,s)
for 241-Am-137-Cs of -0.0404. These values will be used to
determine the errors due to measured fat distributions in
later sections.
2.3 Phantom Measurements

The adequacy of the model as expressed in equation
2.9 was tested by simulating inhomogeneous fat distributions
using phantom materlals. The DPA measurements were made
using a source of 153-Sm (which has the same photon energies
as 153-Gd with the same deéay daughter 153-Eu) developed by
Bhaskar (1984). This source was mounted on a modified
rectilinear scanner which was interfaced to a NOVA computer
and transmission measurements were made using a method
described in detall by Rowntree (1985). The analyslis of the
transmission data differed in that images of the DPA scans
were generated. Figure 2.1 shows a typical noisy image; the
rectangular aluminﬁm region has approximate dimensions of 5
by 10 pixels.

The three tissues 1lean, fat and bone were



FIGURE 2.1 Dual photon bone mineral image obtained using
the modified rectilinear scanner.
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substituted with water, polyethylene and aluminum
respectively. Because the linear attenuation coefficients
for the phantom materials do not exactly match their
biological counterparts, the quantity D'(f,s}/D'(b,s), the
fat effect coz2fficient, for the phantom materials and for
153-Sm was detcermined to be -0.0459.

The firactional error in aluminum thickness was
determined for various combinations of thicknesses of
phantom materials with 20 cm total thickness by Rowntree
(1985) and selected measurements were repeated using the
image display snalysis to verify the results. The combined
sets of data were analyzed by plotting the fractional error
against the absolute value of af(d-t)/t in figure 2.2. A
straight 1line was obtained with correlation coefficient of
0.98. The slope which should be equal to the fat effect
coefficient was 0.046+0.006. It appears that the analytical
model adequately describes the effect of inhomogeneous fat
distributions and can be used for further estimates of the
error.

2.4 In vivo fat distribution - single slice

Of the two patient dependent parameters in equation
2.9, the first, (d-t)/t, which describes patient thickness
divided by equivalént bone mineral thickness is fairly well
defined, whereas the second, Aaf, the fat deviation is not.

In order to estimate the fat deviation for the population
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seen clinically, CT images centred through a single lumbar
vertebral body were obtained and analyzed. These were taken
from archived images of a series of 11 patients who were to
be scanned foi other causes and volunteered for a single
additional exposure.

A rectangular region of interest corresponding to
the typical field of view for a DPA scan was manually drawn
using a Joystick and a histogram of CT numbers was created
as shown iIn flgure 2.3a. when the region was positioned in
soft tissue there were two distinct populations of CT
numbers corresponding to lean and fat tissue as 1In figure
2.3b, whereas when the region was drawn to 1include the
vertebrae a third population of CT numbers appeared which
corresponds to bone as in fligure 2.3c.

Thé fractional fat content for a given region of
interest was defined as the volume of fat divided by the
volume of both fat and lean tissue. This was calculated from
the histogram by using the following expression

fat content = # pixels fat 2.10
# pixels fat + # pixels lean

The numbers of pixels were obtained by setting
a FWHM window 0 include eilther the fat or lean peaks shown
in figure 2.3 and aetermlnlng the area of the peak. The fat
content was measured at seven different positions, both over

the vertebrae and lateral to it as indicated in figure 2.4.



(b)

FIGURE 2.3 CT transverse images through a lumbar vertebra
showing the shape of the region of interest (a)
and the histograms of CT numbers for regions adjacent to the
vertebra (b) and including the vertebra (c). The lean, fat
and bone pixels appear as distinct peaks in the histoqramg.



| —
///,/ k\\\\
- )
\\\‘r\‘-ﬁ~_~_-“———””’
1 2 3 4 5 6 7

FIGURE 2.4

Location of measurement regions on CT image.
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Each region of interest was of a similar size and shape
within the reproducibility of a manual drawing procedure.

The fat content deviation was defined as the
difference between the fat content at a given location and
the fat content at the spine expressed as a percentage. This
was calculated for each region and the results are plotted
by region in figure 2.5. The fat content deviation increases
as the position of the region of interest 1s moved away from
the vertebrae, probably due to reaching the side of the
patient with increasing subcutaneous fat.

For this reason a mean fat content deviation was
calculated, which is the mean of the deviations for the two
regions immediately adjacent to the vertebrae, on either
side. 1In addition, thils was expected to mimic the clinical
situation most closely, namely that the baseline would
include regions on either side of the vertebrae. The mean
fat content deviation will be referred to as the fat
deviation for the individual scan for the remalnder of this
discussion.

The fat deviations were found to be both positive
and negative depending upon the patient, and there was no
significant correlation with elther fat content at the
vertebrae or with patient age. The magnitude of the fat
deviation was not strongly dependent on other patient

parameters, and it 1is unlikely that either age or fat
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content is a good predictor of deviation.

The magnitude of fat deviation was found to have a
median value of 4.1% with upper and lower quartiles of 7.5%
and 3.0% respectively. Fat deviation measurements were
repeatable to within 0.8%,.

2.5 In vivo fat distribution - multiple images

The single scan measurements were made with the
assumption that the fat deviation did not vary along the
cephalad-caudal axis and that a single measurement |is
representative‘of the entire lumbar reglion. In order to test
this, the fat deviation was measured through each of four
lumbar vertebrae for 15 volunteers. The fat deviations for
the 1individual vertebrae were determined, and there was
little dependence on vertebral body number. In figure 2.6
the 1individual fat deviation measurements can be seen to
cluster about the mean value with little divergence from the
mean value. This suggests that there is not enough variation
from vertebra to vertebra to be of consequence.

For the multiple scan measurements, as for single
image measurements, the fat deviation could be both positive
and negative, and there was no strong correlation with age
or fat at the spine. The mean fat deviation was found to
have a median valae of 4.1% with upper and lower quartiles

of 12.0% and 1.7% respectively. The mean fat deviation was

found with precislion of 0.7%.
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Since the differences in fat content are assumed to
be due to deep fat surrounding organs which are large
relative to the slice thickness it seems reasonable to
assume that the single measurement through the centre of one
vertebra 1is representative of the fat deviation over all
four vertebrae. The clustering of the multiple measurements,
and the close relationshlip between the single and multiple
measurements suggests that both the single measurements and
the multiple measurements represent mean fat deviations
which can be expected in the general population. For these
reasons the individual results of the first group of images
were combined with the mean results of the second group of
images to yield fat deviation measurements for 26 patients.

The fat deviations for the comblned group are
plotted agalnst age in figure 2.7 and against fat at the
spine in figure 2.8. The correlation coefficient was
calculated for the relationships of fat deviation to age and
fat deviation to fat at the spine, and for both was found to
be 0.34. This is not significantly different from 0 which
suggests that there Is no strong correlation between the fat
deviation and patient age or fat at the spine.

The magnitude of the fat deviation for the combined
populations had a median of 4.4% with upper and lower
quartiles of 8.2% and 2.1%. The maximum for an 1individual

was 19.0%.
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2.6 The effect of fat on DPA accuracy

The effect of fat deviations which were measured can
be estimated by substitution of typlcal patient parameters
into equation 2.9. This was performed for a 20 cm thick
patient for the median, and upper and lower quartiles, with
the results plotted in figure 2.9. The typical population
seen at McMaster has bone mineral densities (BMD) ranging
from 0.8 g/cm2 to 1.4 g/cm2 (Webber 1988). Using the median
fat deviation of 4.4% suggests that BMD errors of 6 to 11%
will be common. Using the upper quartile fat deviation of
8.2%, BMD errors of 11 to 20% are possible. Substitution of
the mean BMD value of 1.1 g/cm2 along with the median fat
deviation value ylelds a median BMD error of 7.9%.

This median error can be compared with the results
of Roos et al (1980). Using 241-Am-137-Cs they found median
errors of 10%. Using equation 2.9, their error will
correspond to a median error of 12% using 153-Gd.

An alternative analysis is to choose an arbitrary
BMD error, say 10%, and to determine the fraction of the
population which can be expected to have errors of greater
magnitude. Choosing a mean BMD value of 1.1 g/cm2 and a 20
cm thick patient, all patients with fat deviations greater
than 5.6% will hav; BMD errors greater than 10%. Examination
of filgure 2.9 reveals 10 out of 26 patients with fat

deviations greater than 5.6%. 1In other words about 1/3 of



35

Error (%)

BMC {(g/cm?2)

FIGURE 2.9 Projected error in the measurement of bone
mineral as a function of bone mineral density.

Errors are given for median fat deviations {solid line} as
well as for upper and lower quartiles.
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the patients will have BMD errors greater that 10%.

It would appear that median fat differences can give
rise to BMD errors of the order of 8%. This effect nmust
contribute to the biological variation of DPA measurements.
Of more concern, however, is the fact that 1/3 of the
population can be expected to have BMD errors 1ln excess of
10% with some errors consliderably greater. This is
compounded by the fact that the errors increase as the BMD
decreases and that the errors cause predominately falsely
high BMD measurements. The unfortunate result is that the
measurements of most concern are most subject to

inaccuracles.



CHAPTER 3

FEASIBILITY OF TPA AT THE LUMBAR SPINE

The results of the previous chapter suggest that
inhomogeneous distributions of fat at the lumbar spine can
introduce errors of greater than 10% 1in a significant
fraction of the patient population, which is in agreement
with previous studies (Krolner and Nielsen, 1980, -Roos,
Hansson and Skoldborn, 1980). The errors are an unavoidable
consequence of the DPA technique in which the body is
assumed to be composed of two components, mineral and soft
tissue. Unfortunately, a third component, fat, is
interpreted erroneously as mineral mass.

If the effect of fat could be removed then it might
improve the discrimination between normal and osteoporotic
populations. An approach might be triple photon
absorptiometry (TPA) in which three photon energlies are used
in a three component body. In this chapter certain
theoretical aspects of TPA will be presented with an
examination of the variance and accuracy which may be
expected. A comparison of the possible merits of TPA
compared with DPA will be given.

3.1 Variance of TPA Measuremenis
The theory of triple photon absorptiometry has been
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described 1in detail in chapter 1, 1in which the equivalent
thickness of a given basis phase is recovered using the
attenuation factors (given by equation 1.3) for the three
photon energies and the inverse of the 1linear attenuation
coefficient matrix as in equation 1.5, reproduced here as

equation 3.1.

t=n Y 3.1

with Y(E) = 1n(Io/I) = Z(a(E,e)t($)] 3.2

It was indicated that two basis phases are sufficient to
describe the attenuation of diagnostlc energy photons to
small fractions accurately, so that triple photon
absorptiometry will require measuring small differences in
attenuation coefficients of the phases. Since the ultimate
aim of TPA 1s to generate bone mineral measurements with
good precision, the test of the feasibility of TPA will be
the precision of such measurements at reasonable radiatlion
doses.

A fundamental factor which introduces varilance into
the TPA measurement and will prove to be a limiting factor
in the precision of the technique 1s quantum noise from
counting statistics of the transmitted photons. Efforts to
choose the photon energies should be directed towards
maximizing the statistical precision. The statistical

precision for wvarious 1isotope combinations and patient
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geometries has been calculated for DPA using a generalized
parameter which was independent of source intensity (watt
1975, Smith, Sutton and Tothill 1983). A similar treatment
can be performed to determine the optimum energies for TPA.

The variance of the bone mineral measurement is a
complicated functlion of the patient geometry, the photon
energies and the initial intensities of the three photon
beams. However 1f the patient parameters and the 1initial
photon intensities are held flxed, an expression for the
variance can be derived using the standard propagation of
errors as described in such sources as Bevington (1969).

If one begins with equatlion 3.1, the varlance 1s given
by the following expression

-1
var(t(b)) = var{ L an (b,E}Y(E)) 3.3

in which n"(b,E) is an element of the inverse of the matrix
a. In practice, the elements of n~' will be obtained
directly using phantoms rather than by inverting the matrix
8, and errors in the measurement of 2~' will result in
errors of accuracy rather than loss of precision. For the
purpose of this discussion the variance will be considered
to be due entirely to counting statistics, and n~'(b,E) can
be regarded as a constant. In thls case the variance can'be
written as

-1 2
var(t(b)) = (n (b,E)) var(Y(E)) 3.4
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initial intensities. A normalized variance, V, which is
independent of the 1initial intensity, is gliven by
multiplication of the variance of the bone mineral by the
normalized initial intensity as in equation 3.9.

-1 2 Y(E)
vV==%x((n (b,E)) e /E(E)] 3.9

Typlcal forms for the factor, £(E), are glven in equation

3.10.
equal initial intensity f(E) = 1 -3.10a
Y(E)
equal transmitted intensity f(E) = e 3.10b
equal dose f(E) = 1 3.10c
-Y(E)
(1 - e )

If the effect of crossover 13 1ncluded, then the
normalized varlance will change since the value of I(E) in
equation 3.5 will be falsely increased by crossover. If I(E)
represents the transmitted intensity at energy E, then I(E)
i1s glven by

I(E) = Im(E) - £ X(E')I(E") 3.11
for E'>E
where Im(E) represents the measured intensity at energy E
and X(E') is the crossover from energy E' to energy E. Since
the varlance of Im(E) obeys counting statistics, the
varlance of In(I(E)) is gliven by

2 2
var{lnl(I(E))} = [Im(E)+L(X(E') I(E')]/I(E) 3.12
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This can be written as the multiple of 1/I(E) and a
crossover term, XF(E) given by

2
XF(E) = [Im(E)+Z(X(E') I(E')1/I(E) 3.13

Substitution for I(E) from equation 3.2 and Im(E) from
eqguation 3.11 gives
2 -Y(E') -Y(E)
XF(E) = 1+E{[X(E')+X(E') 1£(E')e }/£(E)e 3.14
and the normalized variance, V, can be written as

-1 2 Y(E)
V=EEl(n (b,E)) e XF(E)/£(E)] 3.15

This 1s similar to equation 3.10, with the additional term
XF(E) accounting for crossover.
3.2 Selection of photon energies

once the normallizing correction, £(E), and the patlient
parameters are chosen, the normalized variance can be
calculated for any given set of photon energles. In
principle the optimum photon energies will be given by the
minimum value of the normalized variance over the three
space of photon energies. In practice the minimum |is
difficult to £ind since the normalized variance diverges
when two or more energies are identical. The possible
choices of photon energles are reduced further by the
practical consideration of the photon energles of avallable
isotopes.

In order to overcome these difficulties it was assumed
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that one of the photons would have energy greater than 100
kev so that the dominant photon interaction for all tissues
would be Compton scattering. The normalized variance was
calculated over the plane of the remalning two photon
energies in order to £find the minimum. The patient
parameters were set to correspond to those typical at
McMaster, viz 20 cm total thickness, 30% fat content in soft

* bone mineral areal density. Linear

tissue and 1.0 g/cm
attenuation coefficients were obtained from a
parameterization of white and Fitzgerald (1977).

Results for some selected combinations of energy are
shown 1in figure 3.1 with f(E) set to unity for all photon
energies. Two of the energlies have been fixed and the value
of the normalized variance 1s plotted for the third energy
ranging from 20 to 100 kev. Three different sets of photon
combinations are given, with the fixed photon energies at 42
and 103 kev, 60 and 660 kev, and 37 and 145 kev
corresponding to 153-G4, 137-Cs-241-Am and l141-Ce
respectively. The minima at approximately 28 kev and 60 kev
for the Cs-Am and Ce curves correspond to the 1ideal third
energy for these lisotopes.

Similar data are presented in figure 3.2 with two
energlies fixed at 103 and 42 kev and the factor f(E) chosen
to correspond to the three different conditions in equation

3.10. Qualitatively the shapes of the curves are similar,
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with little change in the location of the minima due to the
choice of the form of £(E).

Similar data are presented in figure 3.3 with two
energles fixed at 103 and 42 kev and the crossover factor
ranging from 0 to 10%. Again, the shapes of the curves are
qualitatively similar, with little change in the location of
the minima due to crossover. The effect of crossover 1s more
pronounced for lower energies which suggests that the
optimal combination of energlies will not Include very low
energles. Using these results the combination of 145, 60 and
37 kev using the isotopes 141-Ce and 241-Am was chosen for
further analyslis of TPA.

3.3 sSimulation of TPA

The varlance of the bone measurement was estimated by
computer modelling of the TPA process. Transmission of each
photon beam was simulated for a bone mineral equivalent
elliptical cross-section cylinder embedded in composite fat
and lean tissue. The typical patient parameters referred to
earlier were used to determine the attenuation factors,
Y(E), using the model indicated in figure 3.4.

An initial intensity was chosen which was then used
to generate the transmitted Intensity £for each energy.
Statlistical fluctuatlions were introduced using a random
Gausslian variate. These were generated using an algorithm

given by Lewis (1975) in which random points on the unit
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used for simulation of TPA at the spine.
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circle are chosen. The unit circle is then inverted to give
two gaussian variates with mean 0 and standard deviation 1
as illustrated in figure 3.5.

Invexrse linear attenuation coefflclents appropriate
for the selected photon energles were used to recover the
equivalent bone mineral thickness and to generate the
simulated TPA images shown in figure 3.6.

The 1local varlance of the bone mineral equivalent
thickness was estimated by the root mean squared difference
from the expected bone mineral value. The nolse amplitude
was found for different combinations of crossover and photon
intensity, defined as the number of transmitted photons at
145 kev in a region with no bone mineral and is plotted in
figure 3.7. The nolse amplitude amplitude was found to vary
as ~1241(1+0.055 X0)/¥N g/cma, where XO ils the crossover in
percent and N 1s the number of photons in the 145 kev
channel. This expression is vallid both for a single plixel as
well as for an entire vertebra, and is in agreement with the
theoretically derived variance. Y
3.4 The effect of uncertaipty in attenuation coefficients

The uncertainty 1in the theoretical variance was
determined by Monte Carlo methods. The parametrization of
white and Fitzgerald was accurate to within 1%, which could
include random deviations as well as deviations correlated

with tissue type. Gaussian deviations with a standard
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Figure 3.5 Algorithm for generating Gaussian varlates, gl
and g2.
vl € 2%rnd-1
v2 € 2*rnd-1

2 2
r € vl + v2

If r > 1 then choose new vl and v2

%
£f € [-2 1In(x)/x]

gl < £*vl

g2 < £*v2
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FIGURE 3.6 Simulated TPA images for elliptical cylinders of

bone with thicknesses from left to right of 0.6,
1.0 and 1.4 g/cm®. The images from top to bottom are with
no statistical noise, with transmitted count rates of 500,
5000 and 50,000 per pixel in the high energy channel.
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deviation totalling 1% both random and tissue correlated
were added to the linear attenuation coefficent matrix and
the variance was determined using equation 3.15. The
resultant distributlions were log-normal as Indicated 1in
figure 3.8. The greatest range in possible values of the
variance occurs when the uncertainties are random. This
should be expected, since random errors tend to remove the
energy and atomic number dependence for the 1interaction
cross-sections, thereby allowing for more phases  than
interaction types.

The most 1likely combination of uncertainties was
chosen to be 25% random and 75% correlated. This gave
distribution of variances with 90% confidence 1interval
6.9x10“ - 9.7x107, compared with the expected value of
9.6x106.

3.2 Count requirements and relative doge for TPA

The count requirements for TPA can be determined from
the expression for the noise amplitude. The bone content
must be determined only in the vertebrae, so the vertebrae
mnust be defined for the measurement procedure. It Iis
simplest to do this using the TPA image itself, but the
vertebrae can be measured following definition by some other
means (Jonson, Roos and Hansson 1986). 1In the former case,
the probability that a true signal be detected above noise

becomes greater than 50% when the signal to noise ratio,
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SNR, is approximately 2 (Billingsley 1975). For bone mineral
of 1 g/cma and crossover of 3% the number of transmitted
photons per pixel must be 8,000,000, which is consliderably
larger than that encountered in typical DPA measurements. If
the number of pixels in the vertebrae is 7400 as for DPA,
then the precision of the mean bone mineral measurement will
be 2.5%.

The ratio of the skin doses for TPA and DPA was

evaluated using

D(TPA) = X u(E) E Io(E) ' 3.16
D(DPA) L un(E) E Io(E)

where a(E) represents mass energy absorption coefficients
taken from Hubbel (1982), E represents the energy of the
photons, and 1Io(E) the incident intensity at that energy,
and their product is summed over all photon energies. For
TPA, Io was determined from the transmitted countrate, while
for DPA, 110 was determined from transmitted countrates seen
at McMaster, typically 1500 per pixel. To obtain similar
statistical precision the dose for TPA will be approximately
3,000 times the DPA dose. Although the form of equation 3.16
is a crude estimate of the dose, the ratio iIs so large that
any refinements are unnecessary.

If the 90% co;fidence levels for the variance are used

the dose ratio becomes 30 to 30,000 times that for DPA for

2.5% precision. 1In all likelihood one would like to achieve
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precision of 1% or better, which requires a radiation dose
at least 200 times that for DPA.
3.6 Feasibility of TPA at the Spine

Errors 1in transmission measurements arise from such
factors as scatter, cross-over, beam hardening and
statistical fluctuations. When the contribution from only
the latter factor is analyzed for TPA using an optimum set
of photon energies, the radlation dose assocliated with a
reasonable point variance was found to be 3,000 times that
for DPA. Clearly the other sources of error will exacerbate
the situation.

These results support the conclusions of Hawkes,
Jackson and Parker (1986) and Lehmann et al (1981) who
showed that two phases are sufficient to describe the
attenuation of tissue to within 1% over the diagnostic
enexrgy range. The high dose for TPA 1illustrates the
difficulty of measuring the small  attenuation differences
between the three tissues. TPA is not a viable solution for
this problem since the radiation dose for a reasonable
variance is unacceptably large, with 90% confidence 1levels
indicate dose 1levels 30 to 30,000 times those for DPA

assuming a precision of 2.5%.



CHAPTER 4

TRIPLE PHOTON ABSORPTIOMETRY FOR THE HIP

In this chaptexr the problem of triple photon
absorptiometry, TPA, for the measurement of bone mineral
about a hip prosthesis is examined. The discussion begins
with examination of the physical parameters of the problen,
is followed by the development of the TPA source and- ends
with a description of phantom measurements. This will lead
into examination of requirements for successful clinical
TPA.

4.1 Physical Parameters for TPA

The cause of mischief, and for our purposes, of
interest, 1s the hip prosthesis itself. It is composed of
the alloy Vitallium FHS which is specifically formulated for
high tensile strength and biocompatability. As indicated in
table 4.1 the alloy is composed primarily of cobalt and has
a mean atomic number of 26.3 (Howmedica 1979). The
composition is very similar to that of stainless steel with
cobalt substituted for iron. The density was determined
volumetrically to be 7.26 g/cm3 + 2%.

The prosthesis 1ls asymmetrically shaped (figure 4.1)
for optimal load bearing characteristics and has a textured

surface at the proximal end for improved adhesion to the
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Table 4.1

Elemental composition of Vvitallium FHS

Element Fractlon(%) Atomic Number
Carbon .05 6
Silicon .15 14
Manganese .70 25
Chromium 26.50 24
Molybdenum 5.50 42

Cobalt 66.50 27



Y o ¢
4

¢
wr 0T,

textured surface R

t R ]

A
N

FIGURE 4.1 Hip prosthesis top view (left) and side view
{right).
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trabecular bone by ingrowth into the texture. The 1length
from proximal to distal end is approximately 8 ecm and the
cross-section is approximately elliptical with thickness of
1 cm and width of 3 cm at the proximal end tapering to 1 ocm
at the distal end. The high attenuation of photons in the
diagnostic energy range by Vitallium will make it advisable
to measure transmission through the shortest pathlength. It
may be possible to arrange for patients to 1lie so that
typical transmission pathlengths are between 1 and 2 cms.

The prosthesis 1s situated in the femur, which has
decreasing fractlions of trabecular bone from the proximal
end towards the centre, and it becomes trabecular again at
the distal end. The bone mineral density at the hip will be
in the range 0.6 to 1.0 g/cma. The overlying soft tissue
will have fat contents in the range 20 to 50% with total
thickness in the range 10 to 20 cms, with typical thickness
of 15 cm.

The atfenuation characteristics of these materials

are indicated in figure 4.2. The mass attenuation

coefficients were determined using the following
parameterization
i
In(p/p) = ¥ a(i)E 4.1
i=0

The parameters, a(i), for biological material were taken

from White and Fitzgerald (1977) and for phantom materials
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were obtalned from fltting cross-sections from Hubbel et al
(1975).
velo t of T ource

The ideal source for TPA was determined by
consideration of appropriate photon energies, half-lives and
avallability of isotopes. Examination of figure 4.2 reveals
that the mass attenuation coefficient for Vitallium
increases rapidly for energies below 100 kev whereas those
for soft tissue and bone mineral only begin to diverge below
100 kev. The choice of the 1lowest energy was necessarily a
compromise between these two consliderations. The other two
energies were separated from the lowest energy and each
other 1in order to be resolved using Nal detectors for
transmission measurements.

The 1isotopes 141-Ce with a gamma energy of 145 kev
and 203-Hg wlith gamma energy of 279 and Tl x-rays 1In the
range 72 to 80 kev were chosen as a possible TPA sourxce.
These feature half lives of 32.5 days for 141-Ce and 46.9
days for 203-Hg which would give the source a moderately
useful 1life. They can be produced readily by neutron
activation with thermal cross-sections of 0.6 barns for 140-
Ce and 4 barns for 202-Hg (Lederer 1968).

The possibllity of producing these sources using
naturally occuring elements rather than enriched isotopes

was determined by lrradiating small quantities of
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material. Samples of 34 mg CeO and 7.7 mg HgO were placed in
the high flux tube at McMaster Nuclear Reactor for 30
minutes and 210 minutes respectlively and allowed to decay
for 24 hours. The spectra were obtalned using a high purity
Germanium detector to identify contaminants and the isotopes
which were identiflied are indicated in table 4.2. These are
all produced from different isotopes of Hg and Ce and since
all have half-lives shorter than that of 203-Hg and 141-Ce
it was considered possible to produce essentially pure
sources by allowing the contaminants to decay.

The 1irradlation and decay times needed to produce
pure sources were determined by considering the various
isotopes which are produced by neutron 1irradiation of
natural elements. The activity of a given isotope following
irradlation is given by

-at

A =ab mNa geo (l-e ) 4.2
MW

where ab is isotopic abundance, m is mass of the material,
Na 1is Avogadro's number, MW 1ls molecular welght of the
material, 4 is the neutron cross-section , ¢ is the neutron
flux, @& 1is the decay constant and t is the irradiation
time. The activities of the neutron activation products were
calculated using data taken from Lederer (1968) and are
indicatéd in table 4.3 for Hg and table 4.4 for Ce in which

relatlive activitlies are glven immediately followling



Table 4.2 Isotopes identifled in prelimlnary spectra

Isotope Half-life Enerqy (kev}
HgO 197-Hg 65 hr 190

197m-Hg 55 min 133

203-Hg 47 day 279
CeO 141-Ce 32.5 day 145

143-Ce 34 hr 58,232,294
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Table 4.3 Isotopes produced by lrradiation of Hg for 3 days

Isotope Abundance Half-Life g;gzz;g Relative Activity
(barns)

Q days 30 days
197 .0015 65 hr 880. 19.2 .022
197m .0015 24 hr 25. 1.48 0
199m .1002 42.6 min .02 2.67 0
203 .298 46.9 day 4.0 1 1
205 .0685 55 min .04 28.2 0


http:Half-I.if

Table 4.4

Isotope  Abundance Half-Life Section

137
137m
139
139m
141
143

73

Isotopes produced by irradiation of Ce for 3 days

.0019
.0019
.0025
.0025
.8850

.1110

9 hr

34 hr
140 day
60 sec
32.5 day
34 hx

Cross-—

(barns)

6.0
.6

1.0
.04
.6

1.0

8.6 0

.05 0

001 .0016
8.8 0
1 1

4.8 .00001
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irradlation for 3 days and following 30 days decay. The 3
day irradiation time was chosen because the 203-Hg activity
saturated 1in the high flux irradiation tube in three days,
whereas the 30 days decay was required to remove most of the
contaminants.

Sources were constructed consisting of 600 mg CeO
and 750 mg HgO in graphite capsules. These were Iirradiated
for 3 days in the high flux tube at McMaster reactor and
allowed to decay for 30 days. Examination revealed that the
HgO source had excessive leakage due to radiative heating
and subsequent dissociation of HgO 1into the constituent
vapours.

To alleviate this problem, Hg _F, which is
considerably more stable than HgO was used. A quantity of
650 mg was sealed in quartz and heated at 500 °c for 2 days
with no observable effect. Following this it was irradiated
under identical conditions as the Hg0O and found to be intact
when removed from storage.

The spectra for 141-Ce and 203-Hg are shown
superimposed in figure 4.3. The peaks due to the 279 and 145
kev photons are indicated as is the peak due to the T1 x-
rays. These were obtained using a 2 inch NaI(Tl) crystal
with relatively poér resolution. This will be discussed 1in
greater detall 1in later sections. The sources were used

separately so that only the two peaks from the 203-Hg were
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FIGURE 4.3 Nal spectra of 203-Hg and 141-Ce superimposed.
The photopeaks at 145 and 279 kev are indicated

along with the Tl X-rays.
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measured simultaneously.
4.3 Transmission measurement procedure

The transmission measurements were made using the
modified rectilinear scanner mentioned in chapter 2, with
further modifications to account for lower source activity.
The 141-Ce source consisted of CeO powder placed 1into a
graphlte capsule whereas the 203-Hg source consisted of
Hg,F, powder sealed in quartz. Following irradiation they
were placed individually into a source hol@er. These are
illustrated in figure 4.4. The source holder was placed into
a lead castle and the beam was directed towards a detector
collimator.

The detector signals were analyzed using two single
channel analyzers wlth windows for two photopeaks, namely
the 279 kev photon and Tl x-rays for 203-Hg, or the single
145 kev photon for 143-Ce. The windows were calibrated using
a multi-channel analyzer. The SCA output was sent to a 16
bit counter interfaced to a NOVA computer as described in
detall by Rowntree (1985). The counters were examined and
cleared every second to prevent overflow and subsequent
errors,

Two different detectors were used in the
measurements. A 1.27 cm Nal detector which had been used for
153-Sm was used for preliminary measurements. This was not

ideal for measuring the 279 kev photons for two 1reasons.
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Firstly, the probabllity of any type of interaction in the
crystal is given by
P =1 - exp(-at) 4.3

where n is the linear attenuation coefficient for Nal and t
is the thickness of the crystal. For a 1.27 cm crystal using
attenuation coefficients from Mannhart (1976) this is 52% at
279 kev. Secondly, only a fraction of these will be
photoelectric events, and appear in the photopeak. The rest
will be Compton scattered and will deposit only a fraction
of their energy in the crystal, with some of these appearing
in the window of the lower energy photons. For 279 KkKev
photons approximately 50% of the 1interactions will be
Compton scattered contributing to cross-over.

The cross-over was fouhd to be 34.3% for the small
crystal. This was measured by filtering the 203-Hg source
with 1 mm Ta, which afforded attenuation of the Tl X-rays by
6 orders of magnitude.

For later measurements a 5.08 cm Nal detector was
used. The probability of any interaction in this crystal at
279 kev is 95%, however the fraction of Compton scattered
photons will not change. This might suggest that the cross-
over will be the same as for the smaller crystal. However
the cross-over was reduced because the energy resolution of
the detectors were different and the photons scattered

within the detector will have a greater probabllity of
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secondary interactions. A Compton scatter followed by a
photoelectric interaction will not be distinguished from a
single photoelectric event in the detector output and will
appear In the photopeak.

The cross-over for the 5.08 cm Nal detector was
found to be 12.6%. This was measured by using the Ta filter
as before and was verified by measuring the transmission of
the Tl X-rays through various thicknesses of steel. The
transmitted intensity was fitted to a function of the form

I(t) = A expl-2(T1)t) + B expl-n(279)t] 4.4
where the parameter B is the initial intensity of the 279
kev photons multiplied by the cross-over fraction. The
transmitted intensitlies are shown in figqure 4.5, and are
fitted by the following functions
I1(279) = 2443 exp(-.8771 t) 4.5a
I(T1) = 997exp(~5.9779 t) + 309 exp(-.8771t) 4.5b
The detector was held opposite the source castle,
and a collimator was attached to the front of the detector
holder as indicated in flgure 4.6. The source collimator had
a diameter of 5mm while the detector collimator was 8 mm 1in
diameter (the source collimator had a diameter of 8 mm using
the original HgO source). These did not allow high spatilal
resolution in the measurements, however the large bores were
neccesary to ensure high count rates from relatively weak

3ources.
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The deadtime of the detectlion system was assumed to
be non-paralyzable. In this model the ratio of observed to
true count rates, n/m, is given by

n/m =1 - nv 4.6
where v is the pulse length corresponding to an interaction
in the detector (Knoll 1979). Subsequent measurements were
corrected for deadtime losses by inverting equation 4.6 to
yleld the true count rate as

m=n/{1l-nv] 4.7

The pulse length was determined by measurement of
the deadtime by using a pulser to establish the ratio of
observed to true count rates. This was performed for bbth
141-Ce and 203-Hg at different count rates, with the results
plotted in figure 4.7. A stralght line was fitted to these
data using least squares with the slope of the line equal to
the pulse length. This was found to be approximately 9 as.
4.4 Phantom Materials

For the purpose of this work phantom materials were
required to mimic the biological tissues fat, 1lean and bone
as well as Vitallium. For the first three tissues,
polyethylene, water and aluminum were chosen, primarily
because they had been used for previous work, whereas for
vitallium, stainléss steel was chosen. These two materials
have similar compositions as indicated in table 4.5. One can

almost think of Vitallium as stainless steel with the 1iron
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Table 4.5 Composition of Vvitallium and Stainless Steel

Element

Carbon
Silicon
Chromium
Manganese
Iron
Cobalt
Nickel

Molybdenum

Atomic Number

14
24
25
26
27
28

42

Fracti (%)

Vitallium

.05
.15
26.50
.70

66.50

1.00
20.00
2.00
67.00

10.00
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replaced by cobalt,

&
The attenuation characteristics of the phantom

materials were determined by transmission measurements using
the 1.27 cm Nal detector and the original HgO source and the
Ce0 source, The linear attenuation coefficients were
determined by £fitting the logarithm of the transmitted
intensities to a straight 1ine using least squares
procedure. These were measured as accurately as possible
with the weak source, with some transmitted intensities no
greater than background. The mass attenuatlion coefflclents
were calculated by dividing by the densities of the phantom
materials. These are given in table 4.6. 1In addition the
difference between the measured phantom mass attenuvation
coefficlents and the calculated tissue coefficlents is glven

as a percentage of those for the tlissues.

4.5 Simulation of Phantom TPA
In orxder to determine the feasibility of TPA

at the hip simulations similar to those in chapter 3 were
pexformed. Linear attenuation coeffliclents were taken £from
table 4.6 in order to determine the inverse matrix of
attenuvation coefficients. For aluminum the evaluated inverse
matrix elements were found to be 2.275, -22.15 and 24.851
for the Tl x-rays, 145 kev and 279 photons respectively.

As before, an initial intensity was chosen, and

transmitted intensities were calculated using the
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Table 4.6 Mass attenuation coefficient for phantom

materials
Material Density Mass attenuation coefficient
3
(Tissue) g/cm (Differences %)
Tl X-ray 145 kev 279 kev
Polyethylene 0.93 .1769 .1505 L1179
+.0016 +.0009 +.0025
(Fat) 0.93 -4.0 -1.3 -5.1
Water 1.00 .1829 .1520 .1210
+.0017 +.0018 +.0018
(Lean) 1.06 0.3 2.1 0.7
Aluminum 2.71 .2336 .1351 .1138
+.0047 +.0018 +.0032
{Bone) 1.89 4.4 -6.9 1.9
Steel 7.86 .7236 .1977 .1100

+.0048 +.0008 +.0007

(Vitallium) 7.26 -10.4 -6.0 2.0
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attenuation coefficlents for the geometry shown 1In flgure
4.8. statistical fluctuations were introduced using a random
Gaussian variate, and the aluminum thickness was recovered
using the inverse matrix terms.

Aluminum thickness images were generated for three
different thicknesses (0.25, 0.375 and 0.50 cm) with 0.85 cm
of s8teel. 1Images for different intensities are gliven in
figure 4.9. The noise amplitude was found to vary as 31.3/N
where N is the number of transmitted photons iIn a reglon of
soft tissue. This is considerably lower than that for TPA at
the spine, and seems to suggest that TPA may be possible at
reasonable doses.

4.6 Phantom Verification of TPA

Preliminary phantom measurements were made using the
1.27 cm Nal detector and the weak HgO source with a purpose
more concerned with establishing the validity of the TPA
technigue than with mimicking clinical measurements. Only
three of the phantom materials were used, namely steel,
aluminum and polyethylene. The elimination of water was
necessary to ensure the most accurate reproduclibility of
transmission thickness when the sources were exchanged,
since these materlals were solld slabs. This was considered
reasonable since the mass attenuation coefficients of water
and polyethylene are simllar for the three photon energles

under consideration.
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FIGURE 4.8 Phantom geometry used for TPA simulation.



FIGURE 4.9 Simulated TPA images for phantom geometry with
rectangular aluminum regions with thicknesses
from left to right of 0.25, 0.375 and 0.5 cm. The images
from top .to bottom are with transmitted count rates of )
10,000, 5000 and 1000 per pixel in the high energy channel.
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The transmission measurements were performed using a
constant thickness of 10 cm of polyethylene with different
thicknesses of aluminum and steel. There were 16 different
configurations of phantom materials as indicated in fliqgure
4.10. It was hoped that the thickness of aluminum could be
recovered from the attenuation factors using the previously
calculated inverse linear attenuation coefficients or that
correct inverse coefficients could be determined directly by
fitting the aluminum thickness to the sum of Iinverse
attenuation coefficients multiplied by attenuvation factor.

Background was measured for 10 hours for the 203-Hg
source and for 3 hours for the 141-Ce source. The background
rates were 2022, 439 and 366 counts per hour respectively
for the Tl X-rays, 145 and 279 kev photons. The unattenuated
count rates were measured for 60 minutes for 203-Hg and for
20 minutes for 141-Ce and were 181432, 72065 and 66071
respectively for the Tl X-rays, 145 and 279 kev photons.

Transmission measurements were made for each
combination of phantom materials for 60 minutes for 203-Hg
and 20 minutes for 141-Ce. The measured count rates were
corrected for background, source decay and dead time, and
the cross-over to the Tl X-rays was corrected by the
subtraction of 34.3% of the 279 kev count rates.

The 203-Hg source was very weak following the

leakage and was sealed in a different source holder than Iin
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FIGURE 4.10 Phantom material thicknesses for various
configurations, referred to by arbitrary
numerical designation.
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figure 4.6. The collimator in this instance was 8 mm in
diameter, and the source holder sat above the source castle,
reducing the source collimator to detector collimator
distance.

The attenuation factors were calculated for each
photon energy for each phantom combination and the wvalidity
of these were assessed by fitting the attenuation factors to
a function of the form

Y(E) = ¥ «(B,i)t(1) 4.8
where «(E,i) is the linear attenuation coefficient for
material i at energy E. The results for the fitted

attenuation coefficients are compared to the previously
measured (or expected) coefficients in table 4.7

The coefficients for 145 and 279 kev are reasonable.
However the results for the Tl X-rays are not correct,
especially for steel. The most likely explanation for this
is that 279 kev photons are scattered within the phantom and
are detected as Tl X-rays. This will result in falsely high
Tl X-ray transmission rates with corresponding falsely low
attenuation factors. This cross-over 1is seen in dual photon
absorptiometry, and 1is corrected by choosing a cross-over
factor which includes both cross-over in the patient and in
the detector. Invariably this is a function of patient
thickness, however it varies slowly enough that a single

value can be used accurately over the normal range of



Table 4.7 Fltted and Measured Linear

Coefficients for Phantom Materials

Energy

Tl X-rays

145 kev

279 kev

Polyethylene

.158
.165

.140
.140

.113
.110

F - fitted

Attenuation

Aluminum Steel
.542 3.089
.633 5.687
.370 1.557
.366 1.554
.293 .929

.308 .864

E - expected

o mm o mm
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patient thicknesses.

In order to determine the approprliate value of
cross-over to use, the expected attenuation factors were
calculated for each phantom configuration and were set
equal to

Y(T1)=1ln[(I0o(T1)-XO I0(279))/(I(T1)-X0 I1(279))]1 4.9
which was inverted to give the required cross-over using the
following expression.

XO0=[Io(T1)-I(Tl)exp(Y(T1))1/[I0(279)-1(279)exp(Y(TL))] 4.10
The required cross-overs are given in table 4.8 and range
from 44% to 80% over a very small range of phantom thickness
(10-12 cm). To correct for patient cross-over using this
method is probably prone to error.

Another approach to correct for the cross-over is to
assume that the additional cross-over due to scatter 1is a
fraction of the 1incident 279 kev flux rather than the
transmitted flux. The cross-over would be identical for all
phantom configurations which have approximately equal
thicknesses. With a constant scatter term the attenuation
factor is given by

Y(T1l) = 1n Io(T1)-XO010(279) 4.11
I(Tl) -XO0 I(279)-8Scat

where X0 is the cross-over within the Nal crystal. This can

be solved to give

Scat = [I(T1)~X01(279)]
- exp(-Y(T1))[Io(tl)-X0I0(279)] 4.12
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Table 4.8 Cross-over factor required for phantom
configurations.
Phantom Configuration Cross-over (%)
1 43.9
2 49.3
3 50.5
4 55.8
5 64.4
6 64.2
7 59.2
8 65.0
9 71.2
10 70.5
11 65.8
12 70.7
13 70.6
14 78.4
15 79.8

16 73.8
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The scattered flux was determined wusing equation
4.12 for all phantom configurations with a mean value of
4428 counts per hour. The attenuvation factors were
calculated using thls result and equation 4.11 and are glven
in table 4.9 together with the expected attenuation factors,
There 1is general agreement. Another Iinterpretation of
equation 4.11 1is that the scatter term 1s 1in fact an
incorrect measurement of the background. This seems unlikely
since the correction is twice the measured background rate,
which was determined to within 1% by counting for 10 hours.

The 1inverse 1llinear attenuation coefficlents were
determined by 1least squares fitting of the thickness of
aluminum to the linear combination of attenuation factors as

T(al) = T %(E)Y(E) 4.13
where ®(E) is the inverse linear attenuation coefficient.
These were found to be 2.05+.61, -16.51+4.82 and 17.42+5.00
respectively for Tl X-rays, 145 and 279 kev. These compare
favourably with the calculated counterparts used 1in the
previous section of 2.27, -22.15 and 24.85.

The thickness of aluminum was calculated using the
inverse coefficients and 1is given 1in table 4.10. The
thickness of aluminum was recovered using TPA and the root
mean squared deviation for the phantom configuration was
0.25 cm aluminum. This ié not discouraging since the source

was very weak (approximately 50 counts per second in the Tl


http:17.42+5.00
http:16.51�4.82
http:2.05�.61

Table 4.9 Attenuation factors for phantom configurations

Phantom Configuration Expected Scatter Flux
1 1.61 1.69
2 1.81 1.87
3 2,03 2.11
4 2.23 2.28
5 2.51 2.42
6 2,71 2.66
7 2.93 2.99
8 3.13 3.14
9 3.41 3.15

10 3.61 3.42

11 3.83 3.86

12 4,03 4.03

13 4.32 3.99

14 4.51 4.00

15 4.74 4.28

16 4.93 5.13
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Table 4.10 Comparison of aluminum thickness by TPA with

expected aluminum thickness

Phantom Configuration Aluminum Thickness (cm)
Expected TPA
1 0.000 0.099
2 0.314 0.405
3 0.662 0.633
4 0.976 0.478
5 0.000 0.353
6 0.314 0.520
7 0.662 0.415
8 0.976 0.701
9 0.000 - 0.337
10 0.314 0.783
11 0.662 0.408
12 0.976 0.928
13 0.000 -0.037
14 0.314 0.459
15 0.662 0.551

16 0.976 0.893
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X-Ray window) and a stronger source may result 1in more
precise measurements. This will be discussed in the next
section.

4.7 variance of Phantom TPA

The shortcomings of the preliminary
phantom measurements were a result of two factors. The first
is that the 203-Hg source was very weak, so that transmitted
count rates were not much greater than background. The
second 1s that the cross-over of the 1.27 cm Nal detector
was excessive, For the next set of phantom measurements the
5.08 cm Nal detector was used with the Hgafja souce. The aims
of these measurements were to determine the inverse 1linear
attenuation coefficlents more accurately and to determine
the precision of the TPA technique.

As mentioned previously, the transmission
measurements were made with only a single source in the
holder. 1In order to measure a two-dimensional phantom with
the rectilinear scanner two separate scans would have to be
made, generating two sets of transmission data. This
introduced the possibility of misalignment of the data sets.
Although one can conceive of several arrangements to prevent
misalignment, for the purpose of these measurements it was
more expedient to make pseudo-scan images and to leave
misalignment correction as a future refinement. This

involved making repeated measurements at a single site on
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the phantom with both sources before moving to a different
site. These sets of data were combined mathematically to
generate TPA images.

The combinations of thicknesses of phantom materials
were similar to those 1in the previous section, with
polyethylene at 9.7 cm and aluminum ranging from 0.314 to
0.976 cm. Only one thickness of 0.794 cm steel was used.
Theseb were combined to yleld a pseudo-scan with the
combinations shown in figure 4.11. This pseudo-scan can be
considered as three sets of data, each a single thickness of
aluminum with steel in the middle. Given the 5 mm diameter
of the source collimator, the images would represent real
images with dimensions 12 by 8 cms, with aluminum 7 cm wide
and steel 2 cms wide. These are somewhat representative of
clinical dimensions, except perhaps for the polyethylene
thickness. They should reproduce all the features of proper
scanned TPA without the difficulties of misalignment, and of
course with perfect spatial resolution.

Background was measured for each of the sources for
60 minutes and was found to be 1.55, 0.72 and 0.85 counts
per second respectively for Tl X-rays, 145 and 279 kev
photons. The wunattenuated count rate was measured for 4
minutes and found to be 1462.4, 2620.4 and 2532.6 counts per
second respectively for Tl X-rays, 145 and 279 kev photons.

The transmitted intensity was measured for the two
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sources independently and was corrected for background,
deadtime and source decay as described 1in the previous
section. Measurements were taken for different lengths of
time Including 1, 5, 10, 50 and 100 seconds per plixel. These
data were combined to generate the sets of transmission data
for each photon energy.

A cross-over correction of 12.66% was used to remove
the cross-over photons from the 279 kev to the T1 X-ray
window. However, as 1ln the previous section, this procedure
did not correct for cross-over from within the phantom. The
linear attenuation coefficients for the various materials
were determined wusing mean attenuation factors for the
entire set of phantom data. These are given in table 4.11.
The attenuation coefficients are correct for the 145 and 279
kev photons but are not correct for the Tl X-rays.

An analysis similar to that in the previous section
was performed to determine the scatter £flux. Unlike the
previous measurements the cross-over required to glive
accurate transmlission factors was relatively constant at
16.75% with a range of 16.5 to 17.0% for all phantom
combinations with aluminum. It was lower at 15.9% at the
region with only polyethylene. The more constant cross-over
1s probably due to better collimation of the source and
increased air gap from the phantom to the detector

collimator.



Table 4.

11

Fitted and

Measured Linear

Coefficients for Phantom Materials

Energy

Tl X-rays

145 kev

279 kev

Polyethylene

.156
.165

.141
.140

.115
.110

F - fitted

Aluminum

.520
.633

.368
.366

.333
.308

E - expected

Steel

2.907
5.687

1.552
1,554

.831
.864

Y = mE
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Attenuation
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The inverse linear attenuation coefficients which
had been calculated earlier (2.27, -22.14, 24.85) were used
to recover the aluminum thickness from the transmission
data. The results, however, were 1incorrect, and are
summarized in table 4.12. The attenuation factors from the
pseudo~-scans were used to determine the best values for the
Inverse 1linear attenuation coefficients by 1least squares
fitting of equation 4.13. These were found to be 0.36, -3.7,
4.43 and were used to recover the aluminum thickness  with
more success as indicated in table 4.12 and by the pseudo-
scan lmages in figure 4.12.

The precision of TPA was determined by calculation
of the RMS deviation of the measured aluminum thickness for
each thickness both at sites with and without steel. This
was found to be quite different if steel was or was not
present, but did change appreciably with the thickness of
aluminum. The RMS deviation without steel present was found
to vary as 0.242/{T cm aluminum with T the counting time 1in
seconds per pixel. The RMS deviatlon of regions with steel
present was 2.36//T cm aluminum.

These results are further complicated by the fact
that the transmission through the steel included pixels with
countrates which were negative when the background, cross-
over and scatter flux were subtracted. These pixels could

not be used to calculate attenuation factors and were
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Table 4.12 Aluminum thickness recovered by TPA for 10

seconds per pixel pseudo-scan.

Aluminum Calculated Fitted
Thickness Coefficients Coefficients
No Steel

0.314 -1.20 0.25

0.662 0.21 0.54

0.976 1.00 0.72

| Steel
0.314 -1.04 0.49
0.662 -0.09 0.67

0.976 1.14 0.91



FIGURE 4.12 Phantom pseudoscans for rectangular plateszs of
aluminum of thickness from left to right of
0.976, 0.662 and 0.314 cm. The images from top to bottom
were obtained with counting times of 1, 5 and 10 seconds
per pixel. ‘



107

ignored. The fraction of pixels which had less than one
count in the T1 X-ray window depended upon the counting time
ranging from 73% at 1 second per pixel to 40% at 10 seconds
p