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Abstract 

The objective of this thesis is to study the dynamic properties of laser 

diodes and the compensation for the nonlinearities of laser diodes based on 

the theory of Volterra series. 

In the first part of this thesis, an analytical expression in Volterra series is 

discussed to depict the nonlinear distortion of laser diodes up to the third order. 

The simulation results of this analytical method show that Volterra series 

model improves the accuracy of the description of the nonlinearity of laser 

diodes in comparison with small-signal analysis model. 

In the second part, the pth_order inverse theory is introduced to 

compensate the lasers' nonlinear distortion. The compensation scheme is 

constructed and the simulation of the system is conducted in this thesis. The 

result shows that the laser nonlinear distortion can be compensated by using 

this technique. 
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Chapter 1 

Introduction 

1.1 Background and Motivation 

McMaster - Electrical and Computer Engineering 

Semiconductor lasers are widely used as sources in many optic lightwave 

transmission systems. The direct modulation technique of the laser diode is 

attractive because of its simplicity. The output optical power of a laser is an 

analog modulation waveform when the laser is modulated above threshold. 

Under high-speed modulation, the nonlinear distortions generated by the laser 

diodes become a main limiting factor of the overall system performance. 

Therefore, there is a need to model the nonlinearity characteristics of the laser 

diode to an adequate accuracy. Several techniques has been proposed to 

suppress or compensation the nonlinear distortion of the laser diode. lllling and 

Kennel [17] demonstrate a technique that using a continuous shaped drive 

current for the suppression of relaxation oscillations. They derived a differential 

equation with respect to the driving current as a function of the output wave 

form. 

Volterra series gains our interest because it is a powerful analytical method 

to model a wide class of nonlinear systems with memory. It predicts adequately 

accurate level of the nonlinear distortion generated by laser diodes. Salgado 

and O'Reilly [2] presented a frequency domain analytic study of laser nonlinear 
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distortion based on the Volterra series up to third order. Hassine and Toffano [4] 

derived analytical output expressions for any arbitrary input waveforms based 

on Volterra functional series to the second order. The Volterra series provides 

a more general analysis framework in the distortions caused by nonlinearity 

and has its own advantage in the degree of accuracy. In the thesis, the Volterra 

model is constructed in which the nonlinear transfer functions of different 

orders are derived following the method described by Bussgang, Ehrman, and 

Graham [8] and Salgado and O'Reilly [2]. In the communication systems, it is 

necessary to develop a scheme to compensate for the relaxation oscillations of 

the laser diode to enhance the performance of the system. Several methods 

have been proposed for equalizing Volterra systems such as the pth_order 

inverse theory [3], fixed point approach [18], and the root method [19]. In this 

thesis, the compensation scheme based on the principles of the pth_order 

inverse is applied to compensate the nonlinear distortions. 

1.2 Organization of Thesis 

In chapter 2, normalized rate equation formulations are derived and used 

for the analysis of laser diode dynamics in the thesis. Further, the modulation 

responses of the laser diodes are examined in detail. At last, a numerical 

model based on finite difference method is established to obtain 'exact' 

solutions of the rate equations compared with the analytical solution of the rate 

2 
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equations and used as a benchmark for comparisons with approximate 

analytical solutions. 

In chapter 3, we linearized the rate equations and use the small signal 

model to simulate the modulation response of the laser diode. It is shown that 

the small signal model validate only if the amplitude of modulated current is 

much smaller than the biased current. 

In chapter 4, a nonlinear Volterra series is introduced to analyze the large 

signal response of the laser diode. In comparison with the small signal model, 

the Volterra series model is a more general model which can describe the 

nonlinear system. 

In chapter 5, a pth_order inverse theory of a nonlinear system is discussed 

and applied to compensate the nonlinearities of the laser diode. 

1.3 Contribution 

The main contribution of the thesis is as follows: 

1 . A Volterra model based on the single-mode rate equations is presented 

to simulate the dynamical nonlinearity of a directly modulated laser 

diode response to a modulated rectangular pulse bias above threshold. 

The second-order and third-order nonlinear distortions are discussed in 

the time domain. 

2. A compensation scheme based on the pth_order inverse theory is 

3 
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developed to cancel nonlinear distortion in the output of the directed 

modulated laser diode. 

4 
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Chapter 2 

Rate Equations for Laser Diode 

2.1 Review of Rate Equations for Laser Diode 

The starting point to analyze the dynamic behavior of laser diode is the 

single-mode rate equations. The single-mode rate equations including the 

effect of gain compression term can be expressed as the following forms [5]: 

dN(t) = I(t) - N(t)- go(N(t)- Ntr)(l- sS(t))S(t) 
dt q~ct Tn 

(2.1.1) 

dS(t) =rgo(N(t)-Ntr)(l-&S(t))S(t)- S(t) +r{JN(t) 
~ ~ ~ 

(2.1.2) 

where N(t) is the electron density, S(t) is the photon density, J(t) is the 

current injected into the active region, r is the optical confinement factor 

given by the ratio of the active region volume and the total model volume, N1r 

is the electron density for transparency, vact is the volume of active region, 'n 

is the electron lifetime, 's is the photon lifetime, g 0 is the gain slop constant, 

c is the gain saturation coefficient, fJ is the fraction of spontaneous 

emission coupled into the lasing mode, and q is the electronic charge. 

The output optical power generated by the laser diode is [20]: 

(2.1.3) 

where 1J is the external quantum efficiency of the laser is, h is Planck's 

5 
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constant, and v is the optical frequency. 

The threshold current is given by [20]: 

(2.1.4) 

Table 2.1 Parameter Values from DFB laser 

parameter Value unit 

q 1.602 x 1 o-19 c 

~ct 0.45x10-16 m3 

fJ l.Ox10-4 

r 0.25 

c 2.5x10-23 m3 

go 2.9x 10-12 -1 3 s m 

Ntr 1024 m -3 

Tn l.Oxl0-9 s 

Ts l.Oxl0-12 s 

2.2 Normalized Rate Equations 

The various quantities in the rate equations (2.1.1) and (2.1.2) are 

normalized as follows [1]: 

t 
t'=-, 

in 
N'(t) = g0rsN(t), S'(t) = g0rnS(t), J'(t) = go~'is J(t), Ntr '= N1rgo'is, 

q act 

6 
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It is very useful to rewrite the rate equations in dimensionless units 

because the normalization considerably simplifies the expressions. Moreover, 

the number of parameters in the rate equations is also reduced. The 

normalized rate equations become, respectively: 

dN'(t) =I'- N'(t)- (N'(t)- N ')(1- & 'S '(t))S '(t) 
dt tr 

(2.2.1) 

dS'(t) = y(1(N'(t)-N
1
r ')(l-&'S'(t))S'(t)-S'(t)+!/JN'(t)) 

dt 
(2.2.2) 

where N'(t) and S'(t) are the normalized electron and photon densities, I'(t) is 

the normalized injection current, r is the optical confinement, N'1r is the 

normalized electron density for transparency, & ' is the normalized gain 

saturation coefficient, p is the fraction of spontaneous emission, and r is 

the ratio of the spontaneous recombination lifetime rn to the photon lifetime 

Ts • 

Table 2.2 Parameters for the Normalized Rate Equations 

parameter value Unit 

p l.Oxl0-4 

[' 0.25 

&' 8.62lx10-3 

N'tr 2.9 

r 1000 

7 
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2.3 Rate Equations Operating Characteristics 

2.3.1 Steady State Characteristics 

When the injected current density is at a fixed value of I > 11h , after some 

possible transient effects such as the turn-on delay and relaxations oscillations, 

the laser is expected to reach the steady state at which fluctuations of the 

electron density and photon density are eliminated. The steady-state solution 

is obtained by setting all time derivatives to zero in the rate equations. 

2.3.2 Transient Response 

When the laser is turned on by a current!, it required some time for the 

electron and photon populations to attaining the steady-state. One important 

feature is the turn-on delay which indicated that stimulated emission does not 

occur until the electron population reaches its threshold. Another important 

feature is the relaxation oscillation. The electron and photon population 

exhibits oscillations before come into equilibrium. 

8 
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Figure 2.1: Photon densities for DC current injection 37. 7mA 

2.4 Numerical Large Signal Model 

In this section, a numerical model of the single mode rate equations has 

been introduced to compare to the analytical function solution of rate equations 

described by the Volterra Series. The Euler method is used in this numerical 

model to approximate the numerical solutions of the nonlinear differential 

equations. We know that by definition of finite difference, the approximation of 

9 
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the first-order derivative can be in the forward-difference formula below for 

some sufficient small valued : 

! '( ) 
1
. f(a+d)- f(a) 

a:::; liD 
d-+0 d 

(2.4.1) 

Replacing the derivative by the finite difference approximation in the 

normalized rate equations, we obtained: 

N(t + dt)- N(t) =I- N(t)- (N(t)- N )(1- cS(t))S(t) 
dt tr 

S(t + dt)- S(t) = y(l(N(t)- Ntr)(l- cS(t))S(t))- S(t) + r {JN(t) 
dt 

So that: 

And N0 = 0, S0 = 0 

(2.4.2) 

(2.4.3) 

(2.4.4) 

(2.4.5) 

Using this recursive method, we can obtain the numerical solution of the 

nonlinear rate equations. 

2.4.1 Simulation Result 

We use the Euler method to simulate the pulse response for the behaviors 

of the laser diode. Figure 2.2 and Figure 2.3 below show the input rectangular 

pulse of 12mA with a bias current of 25. 7mA and the output photon density 

respectively. 

10 
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Figure 2.2: Rectangular input pulse with amplitude 12mA on the bias current 

25.7mA 
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Figure 2.3: Output photon density 

2.5 Conclusion 

In this chapter, we reviewed the rate equations which govern the 

relationships between photons and carriers and discuss the dynamic 

characteristics of the laser diode. We use the numerical method to simulate 

the behaviors of laser diode. In the thesis, we will neglect the transient 

12 
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response of the laser diode, such as the turn-on delay and relaxation 

oscillation, which the Volterra Series can not describe. We focus on the 

characteristic of the laser's nonlinear distortion. 

13 
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Chapter 3 

Small Signal Analysis 

3.1 Introduction 

The modulation characteristics of the laser diode can be developed by 

solving the single-mode equations. Under the direct-current modulation, the 

input current can be written in two parts, one is the bias current Ib and the 

other is the modulation currentM: 

I(t) = Ib + M(t) (3.1.1) 

When the laser is biased above the threshold Ib > 11h and the modulation 

currentM « Ib -11h, a small signal analysis can be applied in the rate equation. 

The rate equation can be linearized and solved analytically. And the solution of 

the small signal model can describe the behavior of the laser diode in a certain 

extent. 

3.2 Linearization of Nonlinear Systems 

The procedure of linearization of systems described by nonlinear 

differential equation is based on the Taylor series expansion [9]. 

Consider a first-order nonlinear dynamic system in matrix form: 

d 
-x(t) = F(x(t),u(t)), 
dt 

(3.2.1) 

Where x(t) is n-dimensional system state space vector, u(t) is the 

14 
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r-dimensional input vector, and F is the n-dimensional vector function. 

We assume: 

d 
x(t) = x0 (t) + Ax(t), u(t) = u0 (t) + ~u(t), dt x0 (t) = F(x0 (t), u0 (t)) (3.2.2) 

The right-hand side of the differential equation (3.2.1) can be expanded as 

follows: 

d d aF I aF I . -x0 +-Ax=F(x0 +Ax,u0 +~u)=F(x0 ,u0)+(-) Ax+(-) ~u+hzgher-order 
dt dt ax (xo,Uo) au (xo,Uo) 

(3.2.3) 

The higher-order term can be neglected due to the smaller lever compare to 

Axand~u. 

Therefore the approximation of the nonlinear system can be written as the 

following forms: 

d aF I aF I -Ax(t) = (-) Ax(t)+(-) ~u(t) 
dt ax (Xo,Uo) au (XQ,Uo} 

(3.2.4) 

The partial derivatives are the Jacobian matrices where: 

aF; aF; aF; 

a4. ax2 axn 

aF;_ aF;_ 

ax2 axn 

caF )I = aFj =A 
ax (xo,uo) axj 

aF, aF, 

a4. axn 
(xo,uo) (3.2.5) 

15 
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and 

BE; BE; 

au] au2 

ap; 

8u2 

caF)I = a~ 
au 

(xoJo) auj 

=B 

8Fn 
au] 

(3.2.6) 

With these notations, the linearized system can be written as: 

d 
-Lll"(t) = ALll-(t) + B!1u(t) 
dt 

(3.2.7) 

The output of the nonlinear system satisfies the following equations: 

y(t) = G(x(t), u(t)) (3.2.8) 

which can also be expanded into Taylor series: 

ao I ao I . y(t) = y0 (t) + !1y(t) = G(x0 ,u0 ) + (-) Lll-(t) + (-) !1u(t) + hzgher- order 
ax au (x0 ,u0 ) (x0 ,u0 ) 

(3.2.9) 

Neglecting the higher-order term, we assume: 

BG1 BG1 BG1 

ax] 8x2 axn 

8G2 8G2 

8x2 axn 

C=(8G)I = aoj 
ax (xo,uo) axj 

aon aon 

ax] axn 
(xo,"o) (3.2.1 0) 

16 
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and 

aq aG1 

au! au2 

aG2 

au2 

D=(aG) = aa1 
aj (xo,uo) au} 

a an 
au! 

So that the linearized output equation is obtained: 

L\y(t) = CL\x(t) + DL\u(t) 

And the total output equation is: 

y(t) =Yo (t) + L\y(t) 

Finally we obtained the linear state space model: 

{ 

d 
-L\x(t) = AL\x(t) + BL\u(t) 
dt 
y(t) = Yo + CL\x(t) + DL\u(t) 

3.3 Analysis of the Small Signal Model 

(3.2.11) 

(3.2.12) 

(3.2.13) 

(3.2.14) 

When the modulation current isM« Ib , an analytical solution can be 

obtained by linearizing the rate equations. We first choose an arbitrary 

operating point near threshold and characterize the small signal response of 

the laser diode by the linearized method showing in the previous section. 

Assume I(t) = 10 + M(t) , N(t) = N0 + L\N(t) and S(t) = Sb + L\S(t) , where 

17 



M.A. Sc. Thesis - Y. Lan McMaster- Electrical and Computer Engineering 

(N0 ,S0 ) is the steady state electron and photon densities for the bias current 

10 Therefore we have dNa = 0 and dSa = 0 . Partial derivatives are taken to 
dt dt 

the normalized rate equations (2.2.1) and (2.2.2) with respect to 

M(t) and thl(t), we obtained: 

A= 
BN(t) 

B(dS(t)) 
dt 

8S(t) 

B(dS(t)) 
dt 

( 
-1-(1-&S0)S0 -(N0 -Ntr)(l-2sS0 ) J 

- }1(1-&S0 )S0 + }1 ,8 }1(N0 -Ntr)(1-2&S0)-r 

BN(t) 8S(t) 

and 

B(dN(t)) 
dt 

B= 
BI(t) ~(~J B(dS(t)) 

dt 
BI(t) 

(No,So) 

Now the small signal model is: 

~ -1-(1-&~)~ 

[

dM(t)l 

d":u(t) ~ ()1(1- eS0 )S0 + )1 p 

and the output photon density is: 

S(t) = (0 1)(M(t)J + S0 t!.S(t) 

(3.3.1) 

(3.3.2) 

(3.3.3) 

(3.3.4) 

18 
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3.4 Frequency Domain Representation 

The frequency responses of the small signal model can be determined 

from the linearized rate equations (2.2.1) and(2.2.2). The transfer function for 

intensity modulation is the output signal to the input signal in the frequency 

domain. 

dM(t) = (-1-(1-sS
0
)S

0
)M(t)-(N

0
- N

1
r)(l- 2&S0 )~S(t)+ LV(t) 

dt 
(3.4.1) 

d~S(t) = (f{'(l-sS
0
)S

0 
+ f{' fJ)M(t) + (f{'(N

0
- N

1
r)(l- 2&80 )- r)~S(t) 

dt 
(3.4.2) 

Taking Fourier Transform on the both side of the equations (3.4.1) and(3.4.2): 

(3.4.3) 

Then we obtain the transfer function for the photon density is 

HU"w) = MUw) 
MUw) 

And the transfer function for the carrier density is: 

G(j.{t)) mu {()) 
MUw) 

19 
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3.4.1 Simulation Result 

We simulate the linear model case and set up a bias current near the 

threshold pointJb = l.311h • The transfer function of the photon density in the 

linear model is as below: 

-5 

-10 

al 
~ -15 
Q) 
'0 
::J 
~ 

~ -20 
<( 

-25 

-30 

Frequency Response of 22.3mA Model 

-35~------~------~--------~------~--------~------~ 
0 2 4 6 

Frequency f (GHz) 
8 

Figure 3.1: Magnitude response of the bias current 22.3mA 

20 
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Let the input signal be the rectangular pulse of amplitude A on the bias 

current 10 = 1.311h = 22.3mA . When the modulated current amplitude M is 

small enough compared to the bias current, the linear model has a good 

description of the distortion characteristics of the laser diode. 

X 10
20 Pulse Response: 0.17mA from bias point of 22.3mA 

1.88 

--Small signal model 

1.86 • Numerical model 

1.84 

......... 
("I) 

1.82 I 

E ->. -"iii 1.8 c 
Q) 
"0 c 
0 
0 1.78 
..r::::. 
a. 

1.76 

1.74 
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Figure 3.2: Small signal response to rectangular pulse with amplitude 0.17mA 

biased on the current 22.3mA 

In Figure 3.2, we find out that the two curves fit well when the modulated 

21 



M.A.Sc. Thesis- Y. Lan McMaster - Electrical and Computer Engineering 

currentM = 0.17mA is far less than the bias currentl0 = 22.3mA. Therefore for 

any modulated currentM « 10 , the small signal analysis is a useful method 

which depicts the modulation response characteristics well. 

The next step we increase the amplitude of the modulated rectangular 

pulse based on the same operating points. 
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Figure3.3: Small signal response to rectangular pulse with amplitude 1.4mA 

biased on the current 22.3mA 
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As shown in Figure 3.3, when the modulated current amplitude increased 

fromO.l7mA to1.4mA, the small signal model has some errors to describe the 

modulation response of the laser response. 

3.5 Linear Signal Distortion Compensation 

Given a transfer function of a linear time invariant systemF(s), we can 

find that the inverse system transfer function pinv (s) satisfies: 

If F(s) is written in pole-zero form: 

f1 (Aks-dk) 
F(s)=-:::k=---fl (Bks-ck) 

k 

(3.5.1) 

(3.5.2) 

Let us discuss the stable and causal of the inverse system with the transfer 

functionFinv(s). We have got the conclusion that a stable, causal system must 

have all its poles in the left half of the s-plan. Therefore, if all the zeros 

of F(s)are in the left half of the s-plan, the inverse system with the transfer 

function pinv (s) is stable and causal. 

According to the conclusion above, we find out that the inverse of the 

linearized model of the rate equations exists. To compensate the linear 

distortion, the inverse transfer function must satisfy the equation that 

Hinv (f)•H(f) = H, (0). Therefore, the linear inverse transfer function is derived: 

K(f) = H, (O)H;'(f) 
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3.5.1 Simulation Result 

The Figure 3.4 below shows an input rectangular pulse with amplitude 

M = O.Ollth on a bias current/0 = 1.3/th . Figure 3.5 shows the pulse response 

of the second-order linear system with a transfer function H(f). Then we 

calculate the gain and design the inverse transfer function H(f) to cancel the 

oscillation in the output pulse in Figure 3.6: 
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Figure 3.4: Input rectangular pulse with amplitude 0.17mA biased on 22.3mA 
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Figure 3.5: Output pulse of the small signal model 
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Let the signal in Figure 3.5 be the input of the inverse system K, the 

reshaped signal is shown in Figure 3.6. 
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Figure 3.6: Reshaped output signal of the small signal model 

3.6 Conclusion 

I 

5 

The semiconductor lasers can be directly modulated by modulating the 

injection current. The small-signal analysis is conducted to understand the 

laser modulation characteristics in the relative linear region above threshold by 
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linearizing the rate equations. However, the small analysis is not necessarily 

valid when the modulated injection current increases sufficiently large. And 

then the nonlinear effects play an important role which can be described well in 

a large signal model. 
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Chapter 4 

Volterra Series Analysis 

4.1 Background 

The small signal model has some limitations to describe the modulation 

response of the laser diode when the modulated current is large enough, 

which leads to the discrepancy between the analytical model solutions and the 

numerical solutions of the rate equation. So the Volterra series is introduced 

into the large signal model to analyze the nonlinearities distortion of the laser 

diode. The Volterra series can portray the laser's non-linearity distortion more 

accurately compared to the small signal model and in a more tolerant 

condition. 

4.2 Volterra Series Representations 

The Volterra series provide an analytical approach based on the functional 

expansion to model a time-invariant nonlinear system with memory. We can 

present the output of the nonlinear system with a power series of the input 

using the Volterra Series. It can be expressed as: 

y(t) = h0 + [ ~(r1 )x(t-r1 )dr1 

+ [ [ h2(r"r2 )x(t-r1)x(t-r2 )dr1dr2 
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+ ... 

+ [ ... [ hn(r1,r2 , ••• Tn)x(t-r1)x(t-r2 ) ••• x(t-rn)dr1dr2 ••• drn + .... 
(4.2.1) 

where x(t) is the input, y(t) is the output, and h; ( '~' r2 ••• r;) is the ith -order 

Volterra kernel of the system. It is obvious that, for n= 1 , h, ( r 1) is the impulse 

response for the linear, causal system with memory. 

Taking multidimensional Fourier Transform on the nth Volterra kernels, we 

obtain the nth order transfer function as the following forms in the frequency 

domain analysis: 

(4.2.2) 

and 

(4.2.3) 

Therefore y(t) has the other representation as follows: 

y(t) = h0 + [ H 1(h)X(h)exp(j2nht)dh 

+ [ [ H 2(h,fz)X(h)X(fz)exp(j2n(h + fz)t)dhdfz 

+ ... 

+ [ ··· r: Hn (h, fz ... _h) Ii X (f;) exp(j2n fJ)dJ; 
(4.2.4) 

i=l 

In general, the first few terms of the Volterra Series expansion can 

characterize the output y(t) well if the nonlinearities of the system are not too 

violent. 
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4.3 Determination of the Volterra Kernels 

When the equations describing the relationship between the input x(t) and 

y(t) are known, there are several techniques to measure the Volterra kernels 

'probing' or 'the harmonic input' method is introduced to evaluate the nonlinear 

transfer function [8]. 

Moreover, here we can assume the kernels of the nonlinear system be 

symmetric without loss of generality. The transfer functions are the same due 

to the permutation of the orders of frequency components, which 

(fmP fm2 .. .fmn) are only different in the orders of the each component. 

Let the input x(t) to the nonlinear system be a sum of exponentials: 

x(t) = exp(j2JT J,.t) + exp(j2JT fzt) + ... exp(j2JT !,.t) (4.3.1) 

With its Fourier transform as follows: 

(4.3.2) 

Substituting X(;) into equation(4.2.4), we obtain the output of the nonlinear 

system: 

oo n 

y(t)= L J...[ Hn(;p;2 ... ;n)fJ[8(;;- J,.)+£5(;;- fz)+ ... 8(;;- !,.)]exp(j27i;J)d;; 
n=i i=i 

(4.3.3) 

n 

Expand f1[5(;;- J,.)+£5(;;- fz)+ ... 5(;;- !,.)] into polynomial, we obtain 
i=l 
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n 

where L,m; = n. 
i=l 

Therefore, we obtain the following form of output: 

(4.3.4) 

(4.3.5) 

When the frequencies fw /;.2 .. .fkn are distinct from each other, that 

is, "'-1 = m2 = ... = mn = 1, we can derive the analytical nth_order transfer function 

from the output terms with coefficient of n!exp(j2Jr(/;.1 + /;.2 + ... fkn)). 

4.4 Perturbation Technique in Rate Equations 

In this section, a perturbation technique [1] will be used to separate the 

injection current to the laser diode into a 'de' term which is above the threshold 

current and a time varying term. The final equations will describe the 

perturbation of the photon and electron density in terms of an arbitrary steady 

state value. 

Let I= 10 + I(t) , N = N0 + N(t) and S = S0 + S(t) where N0 , S0 is the steady 

state solution of / 0 • The overall rate equations follow: 
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dN d(N. + N(t)) 
- = 0 = (10 + I(t))-(N0 + N(t))-((N0 + N(t))- Ntr)(l-&(S0 +S(t)))(S0 +S(t)) 
dt dt 

(4.4.1) 

dS d(S. +S(t)) 
- = 0 = y(r((A'o + N(t))-Ntr)(l-&(80 +S(t)))(S0 +S(t))-(S0 +S(t))+rf3(Alo + N(t))) 
dt dt 

For the de component, we have: 

dN0 -=10 -N0 -(N0 -Ntr)(l-&S0 )S0 = 0 
dt 

dS0 - = r(r(N0 - Ntr)(l- &S0 )S0 - S0 + r f3N0 ) = 0 
dt 

(4.4.2) 

(4.4.3) 

(4.4.4) 

The differential equations about the time varying termN(t),S(t) are as follows, 

dN(t) --= l(t)- ((1- &S0 )S0 + l)N(t)- (N0 - Ntr)(l- 2&S0 )S(t) 
dt 

dS(t) --= r(r(N0 - Ntr)(l- 2&80 )-l)S(t)+ }'1((1- &S0 )S0 + f3)N(t) 
dt 

4.5 Derivation of the First-order Kernel of Rate Equations 

(4.4.5) 

(4.4.6) 

Using the Probing Method discussed in section 4.3, we first find out the 

first-order transfer function of the rate equation by an exponential input. 

Let/(t) = exp(j2;rft), according to equation(4.3.5), the output N(t),S(t) 

must satisfy the equations below: 

N(t) = G1 (f) exp(j2;r ft) (4.5.1) 

S(t) = H 1 (f) exp(j2;r ft) (4.5.2) 

Substituting N(t),S(t) into the differential equations(4.4.5) and(4.4.6), and 

32 



M.A.Sc. Thesis- Y. Lan McMaster - Electrical and Computer Engineering 

finding out all terms with the coefficients l!expU2Jr_ht), then the first-order 

transfer function is determined: 

(4.5.3) 

Solving the equations, we obtain: 

(4.5.5) 

(4.5.6) 

It is easy to verify that the first-order transfer functions are the same with 

the transfer functions of the small signal model. That is to say, the first-order 

transfer functions can be recognized as the transfer function of the linear, 

causal system with memory. 

4.5.1 Simulation Result 

In this section, we simulate the laser's response to a modulated 

rectangular pulse using the first-order transfer function. We compare the 

analytical result and the numerical result on the same bias currents and the 
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modulated current amplitudes. 

First, we let input signal amplitude M = 0.6/th with a bias current/b =31th. 
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Figure 4.1: Input signal with modulated current amplitude 10.3 rnA biased on 

the current 51.5 rnA 

34 

1 



M.A.Sc. Thesis- Y. Lan McMaster - Electrical and Computer Engineering 

The analytical first order output signal compared with the numerical 

solution is in the figure below: 
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Figure 4.2: Output signal describe by the first-order Volterra model 

Here we define a global error function to describe the discrepancy 

between the Volterra model and the numerical model. 

(4.5.7) 

Where PN (t) is the numerical photon density and ~ (t) is the analytical photon 
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density described by Volterra series. We test the error between the first-order 

analytical solution and the numerical solution on the various modulated current 

amplitude based on the bias current/0 = 311h 
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.0 
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Input current (A) 

Figure 4.3: Global error between the first-order Volterra and numerical model 

The first-order error will be compared to the second-order error in the next 

section to show the accuracy improvement by the higher order Volterra series. 
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4.6 Derivation of the Second-order Kernel of Rate Equations 

Solving for the second-order transfer function, the procedure is similar with 

the first-order one but with the sum of two exponentials as input: 

Let the inputJ(t) = exp(j2;r J;t) + exp(j2;r J;t), according to equation( 4.3.5), the 

relationship between the outputN(t),S(t) and input/(t) satisfies: 

N(t) = G1 (f.) exp(j2;r J;t) + G1 (.!;) exp(j2;r J;t) 

+2G2 (f. ,J;) exp(j2;r(_t; + J;)t) + G2 (_t;,_t;) exp(j4;r f.t) + G2 (J; ,J;)exp(j4;r J;t) 

(4.6.1) 

S(t) = H 1 (f.)exp(j2;r f.t)+ H1 (J;)exp(j2;r J;t) 

+ 2H2 (J;, J;) exp(j2;r(_t; + J; )t) + H 2 (J;, J;) exp(j4;r J;t) + H 2 (J;, J;) exp(j4;r J;t) 

(4.6.2) 

Repeat the same process as extracting the first-order transfer function. 

Substituting N(t), S(t) into the nonlinear rate equation, and finding out all the 

terms with the coefficients 2!exp(j2;r(f. + J;)t), then the first-order transfer 

function is determined by: 

= -(N0 - N1r)(l- 2&S0 )H2 (J;, J;) 

1 
--(1- 2&S0 )(G1 (J;)H1 (J;) + G1 (J;)H1 (J;)) + (N0 - Ntr)&H1 (J;)H1 (J;) 

2 

and 
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= }'1((1-&S0 )S0 + f3)G2 (J;,J;) 

1 
+-}'1(1- 2sS0 )( G, (f..)H, (J;) + G, (J;)H, (/..))- }'1 s(N0 - Ntr)H1 (J;)H, (J;) ( 4.6.4) 

2 

Solving the equations, the second-order transfer function has been obtained: 

(4.6.5) 

(4.6.6) 

(4.6.7) 

1 
d = -(1- 2sS0 )(G1 (J;)H, (J;)+ G,(J;)H,(J;))-(N0 - Ntr)sH1(J;)H1 (J;) ( 4.6.8) 

2 

We obtain: 

(4.6.9) 

(4.6.10) 

4.6.1 Simulation Result 

We used the same bias current amplitude Ib =31th and modulation 

current amplitude M = 0.6/th as we did in the first-order Volterra analysis. 

Figure 4.4 shows the second-order nonlinear distortion of the rectangular input 

pulse in the second-order Volterra model. 
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X 10
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Figure 4.4: Second-order nonlinear distortion of the output pulse 
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Compare output signal described by the second-order Volterra model to the 

result of the numerical model: 
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Figure 4.5: Output signal described by the second-order Volterra model 
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And we use the error function defined in the previous section 4.51 to show 

the improvement by the second-order Volterra model. 
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Figure 4.6: First-order and second-order errors comparison between the 

Volterra model and numerical model 

4. 7 Derivation of the Third-order Kernel of Rate Equations 

In this section, we continue to derive the third-order Volterra kernel. A 

detailed procedure is provided in Appendix A. The result of the derivation is 

given below: 
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(4.7.1) 

(4.7.2) 

Where a= j2:r(h + J; + h)+(l-cS0 )S0 +1 (4.7.3) 

(4.7.4) 

(4.7.5) 

2 
d = -r! -(N0 - Ntr)c(H, (h)H2 (J;_, h)+ H 1 (J;_)H2 (h, h)+ H 1 (h)H2 (h, J;_)) 

3 
1 

+r! -(1- 2cS0 )(G, (h)H2 (/2 ,f;) + G,(J;)H2 (h,h) + G,(J;)H2 (J;, J;_)) 
3 
1 

+r! -(1- 2cS0 )(H, (J;)G2 (J;,h) + H, (/2 )G2 (J;,h)+ H, (J;)G2 (J;,J;_)) 
3 
1 

-r! 3c(H1 (J;)H, (J;_)G, (h)+ H, (J;)G1 (J;_)H1 (J;) + G1 (J;)H1 (J;_)H, (h)) 

(4.7.6) 

4.7.1 Simulation Result 

Now we are calculating the third-order nonlinear distortion of the laser 

diode with the input signal amplitude M = 0.6/th on the bias current Ib =31th . 

The third-order nonlinear distortion is in shown in Figure 4. 7: 
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X 10
19 Third order distortion 
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Figure 4. 7: Third-order nonlinear distortion of the output pulse 
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The output signal described by the third-order Volterra model is in comparison 

with the result of the numerical model shown in Figure 4.8: 
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Figure 4.8: Output signal of the third-order Volterra model 
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It is obvious to see that the third-order Volterra model can describe the 

nonlinear distortion quite accurately. And we also plot the three level errors in 

Figure 4.9 below. 
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Figure 4.9: First-, second-, and third-order global errors comparisons 

4.8 Conclusion 

0.064 

In this chapter, we discussed an analytical model based on the Volterra 

Series. The Volterra model has been applied to describe the modulation 
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response of the laser diode in the first-, second-, and third-order separately. 

We found out that, the Volterra series model is a more general theoretical and 

actuarial model to analyze the nonlinearities of the laser diode. 
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Chapter 5 

pth·order Inverse Method 

A Volterra model has been established to analyze the nonlinearities of the 

laser diode in the previous sections. Designing an equalizer for a Volterra 

system is also an important application to recover the original input signal from 

the output signal. There are several techniques to equalize Volterra systems, 

such as the pth_order inverse [3] and fixed point equalizers [18]. In this chapter, 

the pth_order inverse method has been discussed to compensate the laser's 

nonlinearity distortions. 

5.1 Introduction of the pth·order Inverse Theory 

The nonlinear system can be presented by the Volterra series: 

y(t) = h0 + [ ~ (r1)x(t-r1)dr1 

+ [ [ h2 (rpr2 )x(t-r1)x(t-r2)dr1dr2 

+ ... + r: ... [ hn(rp r2, ... rn)x(t-r!)x(t-r2) ... x(t-rn)dr!dr2 ... drn + .... (5.1.1) 

Let H[ ·] denote the nth_order Volterra operator where: 

(5.1.2) 

00 

Andy(t) = H[x(t)] = IHJx(t)] = H 0 +H1[x(t)]+ ... +Hn[x(t)] (5.1.3) 
n=l 

Let K[·] denote the pth_order inverse operator, and 
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K[y(t)] = K 0 + K 1[y(t)] + K 2 [y(t)]+ .... KP[y(t)] (5.1.4) 

If we define G[ ·] is a system that K[ ·] cascaded with H[ •] . For the new 

systemG: 

G[x(t)] = KP[Hn(x(t))] = G1[x(t)]+ G2 [x(t)] + ... + Gp+1[x(t)]+ .... + Gpn[x(t)] (5.1.5) 

The inverse operator K[ ·]works in system G as the following principles: 

G1 (x(t)) = x(t), G2 [x(t)] = G3[x(t)] = ... = GP[x(t)] = 0 (5.1.6) 

In the next section, the pth_order inverse K[•] of the nonlinear system with 

a transfer function H will be discussed and represented in a specific form. 

5.2 Representation of pth_order Inverse Operator 

Volterra series is a power series with memory. It means that if we give the 

input a gain factorm, then the output of the nth_order Volterra kernel will be 

increase mn times by the definition of the Volterra series. Therefore, 

if y(t) = H[x(t)], His the Volterra system operator, the output of the same 

system with the input mx(t) has the following forms: 

+oo +oo 

y'(t) = H[mx(t)] = Imn Hn[x(t)] = Imnyn(t) (5.2.1) 
n;J n;J 

And we can use this characteristic to determine the kernel of the pth_inverse 

operator [3]. 

Assume r(t) is the response for the input x(t) in the system G in which 

the pth_order inverse system K cascaded with the nth_order Volterra 
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system H. Separately, in the nth_order Volterra system H y(t) is the output for 

the inputx(t). For the pth_order inverse systemK, y(t) is the input and the 

corresponding output is r(t). 

Therefore, for the whole system G , we have: 

r(t) = G[x(t)] = K[H(x(t)] 

Let the input x(t) has a gain factorm, 

Where Kj is defined as follows: 

Therefore: 

and 

N N ""il ij = ~···~c ... c yil(t) ... yij(t)K}yn(t),y;2(t) ... yij(t)] 
il=l ij=l 

(5.2.2) 

(5.2.3) 

(5.2.4) 

(5.2.5) 

(5.2.6) 

We have defined system G in the previous section be a system that an 

nth_order Volterra system followed by a pth_order inverse system. So G must 

satisfy the following conditions: 
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G1 ( cx(t)) = cx(t) , (5.2.7) 

(5.2.8) 

(5.2.9) 

(5.2.10) 

Now the operator GJ·] can be expressed in terms of the Volterra operator 

Hn[•] and the inverse operator KP[-] by means of locating the coefficients en. 

For the first-order, the output of the system G has the coefficient c , 

according to the right hand of the equation (5.2.6) , we find out that if and only 

if j = 1 and i1 = 1 , we can obtain the first-order operator by equating the two 

components having the first power of c and follow the constrain condition 

(5.2.7). Finally, we have: 

(5.2.11) 

Therefore, K1H 1 =I and we get the first-order inverse operator K 1 in the 

forms of H 1 : K 1 = -1
- the same as the linear model inverse discussed in 

HI 

chapter 3. 

The second-order inverse operator can be obtained in the same procedure 

as the first-order inverse operator derivation. Through observation on the 

equations(5.2.6), we find out that we can obtain the coefficients c2 by letting 

j = 1, i1 = 2 and j = 2, i1 = i2 = 1 , equating the components with coefficients c2 and 
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constrained by the condition(5.2.8), we obtain: 

(5.2.12) 

(5.2.13) 

(5.2.14) 

Therefore, we get the second-order operator K 2 [ •] in terms of the first- and 

second-order Volterra operator H 1[•],H2[•] and the first-order inverseK1[•]. 

Repeating the above procedure to obtain the third-order inverse operator, 

we obtain: 

(5.2.15) 

According to the representation of K)yi!,Y;z···Yii]: 

(5.2.16) 

(5.2.18) 

Applying the constrained condition G3[x(t)] = 0, so that: 

(5.2.19) 

Therefore, the third-order inverse operation is obtained: 

(5.2.20) 
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The procedure can be repeated until we have derived the pth_order inverse 

operator Kp[•]. And we get the conclusion that the pth_order inverse operator 

can be expressed in terms of the Volterra operator Hl'H2 ••• HP and the inverse 

operator Kl'K2" . .Kp_1 • 

5.3 Design the Third-order Inverse Model of the Laser Diode 

Next we will design a third-order inverse system to compensate the 

nonlinear distortion of the laser diode. First we define HpH2 ,H3 are the 

nonlinear transfer functions of the laser diode, KpK2 ,K3 are the transfer 

functions of the nonlinear distortion compensation system and G is the 

overall system that K cascaded with H . The ideal output of the overall 

system G with a rectangular input pulse should also be a rectangular pulse 

without nonlinear distortions. If the overall system G satisfies the ideal 

situation, we have the following constrain conditions up to the third order: 

G1 (x(t)) = H 1 (O)x(t), 

Gz[x(t)] = G3[x(t)] = 0, 

(5.3.1) 

(5.3.2) 

The first-, second-, and third-order inverse operators are obtained separately 

as follows: 

(5.3.3) 

The first-order inverse transfer function is: 

Kl =HI (O)HI . (5.3.4) 

52 



M.A.Sc. Thesis- Y. Lan McMaster- Electrical and Computer Engineering 

As for the second order transfer function, we have the relationship: 

G2[x] = K 1[y2 ]+K2 [y1] = K 1[H2 [x(t)]]+K2 [H1[x(t)]] = 0 (5.3.5) 

Therefore the second-order inverse transfer function is obtained: 

(5.3.6) 

Repeat the same procedure on the third-order relationships: 

K 3[H1[x(t)]] = -K1[H3[x(t)]]- K 2[H1[x(t)] + H 2 [x(t)]]+ K 2 [H1[x(t)]]+ K 2 [H2 [x(t)]] 

(5.3.7) 

Finally we get the third-order transfer function of the nonlinear compensation 

system: 

(5.3.8) 

5.3.1 Simulation Result 

We test the third-order compensation scheme performance by the follow 

steps. First let a rectangular pulse with modulated current amplitude 

M = 0.6/th biased on Ib =31th be the input of the third-order Volterra system. 

Then let the output of the Volterra model be the input of the nonlinear 

compensation system G to simulate the reshaped output signal. 
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Figure 5.1: Input rectangular pulse with amplitude 10.3 rnA of the bias current 

51.5mA. 
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Figure 5.2: Output signal of the third-order Volterra model 

In this section simulation, we test the inverse operators derived in section 

5.3 on the third-order Volterra model and the numerical model separately. 

Figure 5.3, Figure 5.4, Figure 5.5 shows the compensation result based on the 

first-, second-, and third-order inverse operator for the third-order Volterra 

model respectively. 
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Figure 5.3: First-order compensation of the third-order Volterra model 
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Figure 5.4: Second-order compensation of the third-order Volterra model 
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Figure 5.5: Third-order compensation of the third-order Volterra model 

1 

Next, let the nonlinear compensation system connect to the numerical 

model. The compensation system performance is also explored in the first-, 

second-, and third-order respectively. 
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Figure 5.6: First-order compensation of the numerical model 
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Figure 5. 7: Second-order compensation of the numerical model 
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Figure 5.8: Third-order compensation of the numerical model 

Here we use the global error function defined in section 4.5.1 to describe 

the discrepancy between reshaped output signal and the ideal rectangular 

pulse to show 'how much' the nonlinear distortion has been compensated. 

Figure 5.9 and Figure 5.10 shows the compensation ability of the inverse 

scheme for the third-order Volterra model and the numerical model with 

different modulated current amplitude on the bias current 51.5mA. 
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Figure 5.10: Comparison of compensation errors in numerical model 
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5.4 Conclusion 

In this chapter, the theory of pth_order inverse of a Volterra system has 

been discussed and applied. We derived nonlinear inverse operator up to the 

third-order for the nonlinear rate equation system using the pth_order inverse 

theory. A simulation is conducted to show the compensation effect for 

third-order Volterra model and numerical model respectively. 
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Chapter 6 

Conclusion 

6.1 Conclusion 

McMaster- Electrical and Computer Engineering 

In the thesis, we use an analytical model based on the Volterra Series to 

analyze the nonlinearity of the laser diode. Through the comparison to the 

small signal model, we find out that Volterra series model is a more general 

analytical model and can describe the response of the directly modulated laser 

diode accurately. Then the pth_order Inverse theory is applied to compensate 

the nonlinear distortions in the laser diode. By simulating the compensation 

scheme, we found out that the compensation system can cancel the most 

nonlinear distortion when the laser diode is operated on a fixed bias current. 
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Appendix E 

Derivation of Third-order Transfer Function 

This appendix gives details of the derivation of the third-order Volterra 

kernel as discussed in Chapter 4, subsection 7. The procedure is similar with 

the first- and second-order derivations with the sum of three exponentials as 

the inputl(t) = exp(j27T .//) + exp(j27T fzt) + exp(j27T _ht), according to( 4.3.5), we 

obtain the following equations: 

+G2 (J;, J;) exp(j47T J;t) + G2 (/2 , / 2 ) exp(j47T [ 2t) + G2 (/3 , h) exp(j47T J;t) 

+3!G(J;,j2 ,J;)exp(j27r(J; + j 2 + J;))+_]J_G(J;,J;,fz)exp(j27T(J; + f 2 + J;)) 
1!2! 

+ .J..}_ G(J;, f 2 , f 2 ) exp(j27T (J; + 2 f 2 )) + .J..}_ G(J;, J;, f 3 ) exp(j27T (2 J; + f 3 )) 
1!2! 1!2! 

1~~! a..t;,h,h)~'2Jl(t; + 2h)) 1~~! GJ;.,fz,h)~2Jr(2J;_ +h)) 1~~! Wz,h,h)exifJOr(J;_ + 2h)) 

+G(f.., f.., f..) exp(j61r f..)+ G(J;, J;, J;) exp(j61r J;) + G(J;, J;, !;) exp(j61r J;) 

(A.1) 

and 

+ H 2 (J;, J;) exp(j 47T J;t) + H 2 (/2 , / 2 ) exp(j 47T [ 2t) + H 2 (/3 , h) exp(j 4Jr J;t) 

+3 !H(J;, f 2 , j 3 ) exp(j27r(J; + ! 2 + J;)) + _]J_ H(J;, J;, j 2 ) exp(j27r(J; + j 2 + f 3 )) 
1!2! 
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+~H (J;, / 2 , / 2 ) exp(j2;r(J; + 2/2 )) + ~H (J;, J;, f 3) exp(j2;r(2J; + / 3 )) 
1!2! 1!2! 
3' 3' 3' 

1!~!H{f;,h,h)exri.fht(ft+2h)) 1!~!H(h,J;_,h)e:qi..f2Jr(2A+h)) 1!~!H(h,h,h)ex#.f2Jr(J;_+2h)) 

+H(J;, f., f.) exp{j6;r f.)+ H(J;, J;, J;) exp{j6;r J;) + H(J;, J;, J;) exp{j6;r J;) 

(A.2) 

Finding out all the terms with the coefficients3!exp{j2;r(f. + J; + J;)t), then the 

third-order transfer function is determined by: 

= -(N0 - N 1r)(1- 2cS0 )G3 (J;, / 2 ,/3 ) 

2 
+ 3(No- Ntr)c(HI (J;)H 2 (/2, f3) +HI (f2 )H2 (J;, f3) +HI (f3 )H 2 (J;, f2)) 

1 
- - (1 - 2 c s 0 )( G I ( J;) H 2 ( !2, !3) + G I ( !2) H 2 ( J;, !3) + G I ( !3) H 2 ( J;, !2)) 

3 
1 

- -(1- 2c S0 )(H1 (J;)G 2 (/2 , / 3 ) + H 1 (/2 )G 2 (ft, / 3 ) + H 1 (/3 )G 2 (J;, / 2 )) 
3 
1 

+ - c (HI ( J; ) HI ( !2 ) G I ( !3 ) + HI ( J; ) G I ( !2 ) HI ( !3 ) + G I ( J; ) HI ( !2 ) HI ( !3 ) ) 
3 

(A.3) 

and 

= -yf'(/3 + (1- cS0 )S0 )G3 (J;, / 2 , f3) 

2 
-yi' 3(No- Ntr)c(HI (J;)H2 (f2, h)+ HI Cf2)H2 (J;, /3) +HI (f3)H2 (J;, f2)) 

1 
+yf' -(1- 2cS0 )(G1 (J;)H 2 (/2 , / 3 ) + G1 (/2 )H 2 (J;, / 3 ) + G1 (/3)H 2 (J;, / 2 )) 

3 
1 

+ yr -(1- 2cS0 )(H1 (J; )G 2 (/2 , / 3 ) + H 1 (/2 )G2 (J;, / 3 ) + H 1 (/3 )G2 (J;, / 2 )) 
3 
1 -yr 3c(H1 (J;)H1 (/2 )G1 (J;) + H 1 (J;)G1 (/2 )H1 (/3 ) + G1 (J;)H1 (/2 )H1 (/3 )) 

(A.4) 
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(A.5) 

(A.6) 

(A.?) 

2 
d = -]ir -(No -Ntr)&(HJ(f;)Hz(j;_,h)+HJ(fz)Hz(f;,h)+HJ(h)Hz(f;,J;)) 

3 
1 

+]ir -(1- 2&So)(GJ U;)Hz (fz,J;) + Gl (fz)Hz(ft, h)+ GJ (h)Hz (J;, fz)) 
3 

1 
+]ir -(1- 2&So)(HI (J;)Gz(fz, h)+ HI (fz)Gz (J;, h)+ HJ (h)Gz(ft, fz)) 

3 
1 -rr 3ecHJ Cft)HI Cfz)Gl Ch) +HI Cft)Gl Cfz)HI Ch) + ol Cft)HI Cfz)HI Ch)) 

(A.8) 

Finally, the third-order transfer function of rate equation has been derived: 

(A.9) 

(A.1 0) 
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