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Abstract

This paper presents a generic pre-processor for expediting conventional template matching

techniques. Instead of locating the best matched patch in the reference image to a query

template via exhaustive search, the proposed algorithm rules out regions with no possible

matches with minimum computational efforts. While working on simple patch features,

such as mean, variance and gradient, the fast pre-screening is highly discriminative. Its

computational efficiency is gained by using a novel octagonal-star-shaped template and

the inclusion-exclusion principle to extract and compare patch features. Moreover, it can

handle arbitrary rotation and scaling of reference images effectively, and also be robust

to uniform illumination changes. GPU-aided implementation shows great efficiency of

parallel computing in the algorithm design, and extensive experiments demonstrate that the

proposed algorithm greatly reduces the search space while never missing the best match.
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Notation and abbreviations

SAD Sum of Absolute Difference

SSD Sum of Squared Difference

FFT Fast Fourier Transform

NCC Normalized Cross Correlation

FS Full Search

SIFT Scale Invariant Feature Transform

ASIFT Affine-SIFT

DOG Difference of Gaussian

PCA Principal Components Analysis

GLOH Gradient Location-Orientation Histogram

SURF Speeded-Up Robust Features

LDE Linear Discriminant Embedding

BBS Best-Buddies Similarity
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BBP Best-Buddies Pair

CenSurE Centre Surround Extrema

CUDA Computer Unified Device Architecture

SIMD Single Instruction Multiple Data

SM Streaming Multiprocessor
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Chapter 1

Introduction and Problem Statement

As a subclass of general image matching, template matching is one of the most fundamen-

tal task in image processing and computer vision. In past decades, it has been deeply and

widely studied for diverse applications, such as image and video compression, motion esti-

mation, image restoration, object detection and tracking. As shown in Figure 1.1, template

matching is to locate the best matched patch in a reference image to a given query template.

While finding an object in image seems to be trivial for human in general, it is a surprisingly

challenging problem for computer algorithms. Most existing template matching techniques

are very time-consuming and demand a lot of computational resources to obtain relatively

reliable results in real-world applications, where geometric distortions between the refer-

ence image and query template are unavoidable.

To handle geometric distortions like a simple change in scale or orientation, conven-

tional patch based template matching techniques, which compare the template directly with

all the candidate patches in succession, have to rely on an exhaustive search of all the com-

binations of different scales and rotations. In comparison, newly emerged feature based

techniques are more efficient and robust for matching a template with deformations. The

1
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概述

◼任务要求：在目标图像中找出与索引模板相匹配的区域

◼算法优势：在线性时间复杂度下，实现对二维空间内模板的旋转，缩

放具有有极佳的稳定性的快速匹配

◼适用范围：视角变化相对稳定的匹配与追踪问题

单视角下的模板匹配与追踪

Figure 1.1: Example of templates and reference image.

basic idea of feature based template matching is to generate some feature points from the

query template and check if these feature points also occur in some patches in the reference

image. As matched points do not need to appear at the exact matched positions, feature

based techniques are more resilient to geometric distortions as long as both of the refer-

ence image and query template have distinctive features. However, with regard to overall

matching speed, feature based techniques are still unsatisfactory; they commonly require a

computationally intensive process to generate features for different scales, and the whole

matching process can be slow for high-resolution images.

In this paper, we propose a rotation, scale and illumination invariant template matching

pre-processor for expediting conventional patch and feature based template matching tech-

niques. Instead of pinpointing the best matched patch, this pre-processor rapidly rules out

regions of no possible matches using simple patch features, such as mean, variance and gra-

dient. After the pre-processing procedure, the remainder parts of the reference image are

passed to a more accurate but slower template matching technique to locate the exact po-

sition of the best match. As the regions to search are greatly reduced in the pre-processing

2
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step, the accurate template matching technique needs to process far fewer pixels or patches

hence it runs much faster than having to process the whole image.

To make this two-stage method a viable strategy, the cost of the pre-processing, i.e.,

the time spent on identifying no match regions, must be less than the time saved in the

later accurate template matching stage. Thus, the major challenge in the design of the pre-

processing algorithm is to make its computational complexity extremely low while effective

enough to mark as many unmatched regions as possible. On the other hand, since the

accurate template matching technique in the second stage only operates on the unmarked

regions from the first stage, if the best matched patch has already been incorrectly marked

as unmatched, the two-stage method would fail to locate the best match. Therefore, in order

to avoid affecting the success rate of the subsequent template matching, the false positive

rate of the pre-processing algorithm must be made very low.

The remainder of this paper is organized as follows. Chapter 2 reviews some of the

related template matching techniques. Chapter 3 discusses the patch features employed by

the proposed technique, and elaborates on how to make the proposed technique rotation,

scale and illumination invariant, respectively. Chapter 4 shows the parallel implementa-

tion of the proposed algorithm and compares the performance based on CPU and GPU.

Chapter 5 presents extensive experimental results on image matching and video tracking as

pre-processor. Chapter 6 concludes and discusses some future work.

3



Chapter 2

Background and Related Work

A great amount of research effort has been dedicated to designing efficient and effective

template matching techniques in past decades. One important difference of various match-

ing techniques is the similarity measure between the given query template and patches in

the reference image. Utilizing different features or similarity functions, existing template

matching techniques could be divided into two classes: patch based techniques and feature

based techniques. The former class of template matching techniques establishes similarity

comparison based on the statistical features of a whole patch, while the latter one locates

the best match with the help of local feature points.

2.1 Patch Based Techniques

The most basic similarity measures for patch based techniques are Sum of Absolute Dif-

ference (SAD) and Sum of Squared Difference (SSD). Suppose that we are looking for an

n1 × n2 template T in an M1 × M2 reference image I . An intuitive way is to compare

the template with each candidate patch of the same size in the image with some similarity

4
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measures. In the following, we use vectors Xt and Xp of length N = n1 × n2 to represent

the template and a candidate patch in the image, respectively.

There are several ways to compute the similarity of two vectors. One of the most com-

monly used methods is the Lp-norm, which is defined for vector Z = [z0, z1, z2, ..., zN−1]

as follows,

||Z||p = (|z0|p + |z1|p + |z2|p + · · ·+ |zN−1|p)1/p. (2.1)

Based on the Lp-norm, the similarity between the template and a candidate patch can be

measured by the distance of vectors Xt and Xp as follows.

d(Xt, Xp) = ||Xt −Xp||pp. (2.2)

If p = 1, the distance measure is commonly referred as the sum of absolute difference

(SAD), while p = 2, the measure yields the sum of squared difference (SSD). The smaller

d(Xt, Xp) is, the more similar Xt and Xp are.

SAD and SSD are widely adopted due to their simplicity. However, Full Search (FS)

algorithm in a whole image, which means comparing template with all equally sized sliding

windows using same similarity function, will still be unacceptably slow with SAD or SSD.

In this sense, many Full Search equivalent (FS-equivalent) methods, which reject many

candidate windows by using some simpler similarity measures rather than carry heavy com-

putation everywhere, have been proposed in previous work. On the topic of the latest FS-

equivalent techniques, Ouyang et al. provided a comprehensive survey and compared the

performances of several popular methods on their efficiency and robustness (Ouyang et al.,

2012). According to their evaluation results, the best performing FS-equivalent method

5
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is the Low-Resolution Pruning algorithm (Gharavi-Alkhansari, 2001), which reduces the

search space by pruning unmatched regions using a down-sampled reference image. Be-

sides this coarse-to-fine strategy, another effective approach to speed-up the FS algorithm

is to optimize the step size of sliding windows in reference images. The rank measure

algorithm proposed by Pele and Werman is an example of this idea (Pele and Werman,

2007).

When the query template is large, SSD computation can be greatly accelerated by the

Fast Fourier Transform (FFT) based approach. For a reference image of length M = M1×

M2, a query template of N pixels requires O(MN) time with brute force FS algorithm,

while FFT-based approach needs only O(M log2M) time. If N is larger than log2M ,

FFT-based approach would be faster. The idea is to rewrite SSD function as,

||Xt −Xp||22 = ||Xt||22 + ||Xp||22 − 2 · 〈Xt, Xp〉. (2.3)

where 〈Xt, Xp〉 represents the inner product of Xt and Xp. FFT reduces computation of

inner product by transforming complex spatial domain convolution to pixel-wise multi-

plication in frequency domain (Brown, 1992). The L2 norm ||Xp||22 of each patch in the

reference image could be obtained efficiently using the summed area table, which is also re-

ferred as the integral image (Crow, 1984; Lewis, 1995; Viola and Jones, 2004). We discuss

this in detail in Section 3.1.

In addition to SAD and SSD, another popular similarity measure is Normalized Cross

Correlation (NCC), which is designed specifically to be robust against uniform illumination

6
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change. The definition of NCC is given as follows,

NCC(Xt, Xp) =
〈(Xt −X t · 1), (Xp −Xp · 1)〉
||Xt −X t||2 · ||Xp −Xp||2

(2.4)

where 1 is a all-ones vector of length N , and X t and Xp are the mean value of the vector

Xt and Xp, respectively.

Similar to SSD, template matching techniques based on NCC can also be accelerated

using frequency domain approaches and summed area tables.

Expand Eq. (2.4) to be,

NCC(Xt, Xp)

=
〈Xt, Xp〉 −X t ·

∑N−1
i=0 Xpi −Xp ·

∑N−1
i=0 Xti +

∑N−1
i=0 (X t ·Xp)√∑N−1

i=0 (Xti −X t)2 ·
√∑N−1

i=0 (Xpi −Xp)2

=
〈Xt, Xp〉 −N ·X t ·Xp√∑N−1

i=0 (Xti −X t)2 ·
√∑N−1

i=1 X2
pi
−N ·X2

p

. (2.5)

where N = n1 × n2 is the length of the given template vector. For the numerator of

Eq. (2.5), FFT can speed-up computation of the inner product 〈Xt, Xp〉. N ·X t is constant

and Xp could be obtained by the summed area table. Additionally, for the denominator

of Eq. (2.5),
√∑N−1

i=0 (Xti −X t)2 is constant. With two different summed area tables, we

could get
∑N−1

i=1 X2
pi

and X
2

p easily, respectively.

By taking the advantage of FFT, many SAD, SSD and NCC based techniques have

highly efficient implementations, however, they are generally not flexible enough to han-

dle geometric transformation between the reference image and query template effectively.

There have been a few attempts to add rotation and scale invariant support in SAD, SSD

and NCC based approaches. For instance, Ullah and Kaneko used the orientation code to

7
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represent gradient information in a patch for approximating rotation angles as well as for

rotation invariant matching (Ullah and Kaneko, 2004). Choi and Kim proposed to combine

circular projection and Zernike moments to achieve rotation invariance (Choi and Kim,

2002). Their method was later improved by Kim (Kim, 2010). Based on circular projec-

tion, Kim used the Fourier coefficients of radial projections to be new rotation invariant and

discriminating features and also handle the scale problem with pre-defined scale factors in

an enumeration way. Lin and Chen used ring projection transform to establish parametric

template vector for differently scaled template to get invariance for rotation and scale (Lin

and Chen, 2008). Moreover, Tsai and Chiang solved the rotation problem using wavelet

decompositions and ring projection (Tsai and Chiang, 2002). Wakahara and Yamashita

proposed a global projection transform correlation method to deal with arbitrary 2D trans-

formation (Wakahara and Yamashita, 2014).

Another recent work is Fast-Match (Korman et al., 2013). Fast-Match can approximate

the global optimum of any 2D affine transformation in reference image using a transforma-

tion net with SAD error bound δ if the input image and template are smooth. An example

output of Fast-Match is shown in Figure 2.1.

Each estimated transformation in Fast-Match could be evaluated by the normalized

SAD distance ∆t(T, I) between the template and the reference image, where the ∆t(T, I)

is defined as,

∆t(T, I) =
1

N

∑
p∈T

|T (p)− I(t(p))|. (2.6)

The subscript t denotes the transformation and p represents a pixel. The goal of locating

the best match is equivalent to finding the transformation t that minimizes the distance

∆t(T, I).

8
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(a)

(b)

Figure 2.1: Matching examples of Fast-Match. (a) is the given template. (b) shows the
matching result in the reference image. Matching area is marked by red boxes.

In order to construct the transformation net efficiently, Fast-Match only samples a small

number of transformations, and defined the l∞ to measure the distance between two trans-

formations, t1 and t2. Mathematically,

l∞(t1, t2) = max
p∈T
||t1(p)− t2(p)||2, (2.7)

where ||·||2 denotes the Euclidean distance of two pixels in the reference image. Thus, with

the assumption that the template and reference image are smooth, the difference between

∆t1(T, I) and ∆t2(T, I) can be bounded in terms of l∞. This enables sampling affine

transformations to construct a limited transformation net to be possible. In Fast-Match, the

error bound δ is defined as an input parameter for the constructed net Nδ, which means for

any affine transformation t, there must exist some tj in Nδ, such that l∞(t, tj) = Θ(δ). The

size of Nδ is Θ( 1
θ6
· M
N

), where, N and M denote the number of pixels in the template and

9
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reference image, respectively.

In order to speed up the searching and comparing in the constructed net, Fast-Match

proposed a sub-linear algorithm for approximating the distance ∆t(T, I) of a single trans-

form. Instead of computing the distance for all the pixels, inspecting only a fraction of

pixels can achieve a good estimation for the whole distance. As the net size grows rapidly

with smaller precision parameter δ, achieving a satisfactory error rate becomes impractical.

Therefore, Fast-Match also adopts a coarse-to-fine strategy to build and search through the

transformation net.

The Achilles’ heel of Fast-Match is that its runtime increases rapidly with the decrease

of template size, hence inefficient for small templates. For example, when the height and

width of the template is 10% of which of the reference image, the Fast-Match requires about

tens of seconds according to the original authors, making our proposed pre-processing

algorithm necessary.

2.2 Feature Based Techniques

Generally speaking, patch based techniques are inflexible and not robust against outliers,

partial illumination changes and occlusions. Due to the limitations of patch-based tech-

niques, there is a growing interest in feature-based techniques, such as Scale Invariant

Feature Transform (SIFT) (Lowe, 2004). SIFT obtains rotation and scale invariant features

for both template and reference image, and employs data fitting algorithms like RANSAC

(Fischler and Bolles, 1981) to find matching patterns. An example output of SIFT is given

in Figure 2.2.

SIFT obtains features that are invariant to scale changes in an image by searching

10
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Figure 2.2: Matching examples of SIFT. Matched key points are linked with lines between
the template (left side) and the reference image (right side).

for stable key points across all possible scales, with the well-known scale space func-

tion L(x, y, σ) (Babaud et al., 1986). L(x, y, σ), also called Gaussian image, is generated

from the convolution of a variable-scale Gaussian kernel G(x, y, σ) and a reference image

I(x, y), as follows,

L(x, y, σ) = G(x, y, σ) ∗ I(x, y), (2.8)

Then, the scale space extrema are computed from the Difference-of-Gaussian (DOG)

function, which is the difference of two adjacent layers separated by a multiplicative factor

k in a Gaussian images pyramid:

D(x, y, σ) =(G(x, y, kσ)−G(x, y, σ)) ∗ I(x, y)

=L(x, y, kσ)− L(x, y, σ). (2.9)

11
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Gaussian images Difference of Gaussian (DOG) images

Scale space

(first octave)

Scale space

(next octave)

Local extrema detection

· · · · · ·

· · · · · ·

Figure 2.3: DOG images (right column) are generated by two nearby Gaussian images (left
column) and scale space extrema are detected by comparing a pixel (marked with red spot)
to its 26 neighbours in 3 × 3 regions at the current and adjacent scales (marked with blue
spots).

The whole scale space of one reference image consists of several scale octaves, as

shown in Figure 2.3. Key points are selected from all the extrema based on stability con-

straints.

The orientation is then assigned to each key point location based on local image gradient

directions. In a Gaussian image, L(x, y), the gradient magnitude and direction of a pixel

are computed as,

m(x, y) =
√

(L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2, (2.10)

θ(x, y) = tan−1[(L(x, y + 1)− L(x, y − 1))/(L(x+ 1, y)− L(x− 1, y))]. (2.11)

Within a region around the key point, SIFT quantizes the gradient direction of each pixel

12
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Figure 2.4: The key point descriptor is created by first computing gradient magnitude and
direction for 16×16 sample points around its location. These magnitudes are also weighted
by a Gaussian window, indicated by the overlaid circle. The final orientation histogram
summarized the contents over 4× 4 subregions, where each subregion covers 360 degrees
with 8 bins. Thus, the descriptor includes 4× 4× 8 = 128 elements.

into one of the 8 bins and adds the gradient magnitude into the corresponding bin. With

the formed histogram, the bin with maximum value will be determined as the orientation

of the key point.

In order to achieve rotation invariance, the coordinates of the local descriptor are ro-

tated relative to the key point orientation to do the normalization. The feature vector is

then formed with rotated local gradient information. Thus, with the location, scale and

orientation, SIFT can generate a 128-element feature vector for each key point, as shown in

Figure 2.4. Normalized feature vectors across the scale space help SIFT achieve its rotation

and scale invariance.

Mikolajczyk and Schmid presented a comparative study of several local descriptors

(Mikolajczyk and Schmid, 2005), showing that the SIFT descriptor is superior to many

other descriptors, such as the distribution-based shape context (Belongie et al., 2002), the

geometric histogram descriptors (Ashbrook et al., 1995), the derivative-based complex

filters (Schaffalitzky and Zisserman, 2002), and the moment invariants (Van Gool et al.,

13
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1996).

To overcome the weakness of SIFT, many SIFT variants and extensions have also been

developed, including principal components analysis based SIFT (PCA-SIFT) (Ke and Suk-

thankar, 2004), affine invariant extension of SIFT (ASIFT) (Morel and Yu, 2009), gradient

location-orientation histogram (GLOH) (Mikolajczyk and Schmid, 2005), and speeded-up

robust features (SURF) (Bay et al., 2006).

Like SIFT, PCA-SIFT encodes the salient aspects of the image gradient in the feature

points neighbourhood. However, instead of using smoothed Gaussian-weighted orientation

histograms, Ke and Sukthankar apply Principal Components Analysis (PCA) to the nor-

malized gradient patch. With the dimensionality reduction, PCA-SIFT gives a simpler and

faster local descriptor representation.

ASIFT extends SIFT to be fully affine invariant. While SIFT normalizes rotations and

translations and simulates all scales, ASIFT simulates all distortions caused by a variation

of the camera optical axis direction, and then applies the SIFT method. In other words,

ASIFT simulates the scale, the camera longitude angle, and the latitude angle and normal-

izes the translation and rotation, where camera angles are equivalent to image tilt.

These feature-based methods are generally time consuming due to their complicated

processes for generating feature descriptors. Especially, in order to make the descriptors

invariant to scale change, these methods need to simulate a large scale space which requires

intensive computation. Additionally, they may fail to work if the template is relatively small

or lightly textured.

To make feature-based techniques more practical, several approaches designed for speed-

ing up the matching process and reducing memory consumption have been proposed. By

applying dimensionality reduction techniques, such as PCA (Ke and Sukthankar, 2004)
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(a)

(b)

Figure 2.5: Matching examples of BBS.(a) is the given template. (b) shows the matching
result in the reference image. Matching area is marked by blue boxes.

and Linear Discriminant Embedding (LDE) (Hua et al., 2007), an original complicated lo-

cal descriptor could be shortened to accelerate the matching process. It has been shown

by Tuytelaars and Schmid (2007), Winder et al. (2009), and Calonder et al. (2009) that

the descriptor vector could be quantized using fewer bits without losing recognition perfor-

mance. Similarly, hash functions can also help to reduce dimensionality by transforming

SIFT descriptors to binary strings whose similarity can be measured by Hamming distance,

as shown by Shakhnarovich (2005) and Calonder et al. (2010). However, these approaches

cannot avoid the complicated processes for generating original complete descriptors.

While SIFT and its variants are mainly designed for general image matching problems,

there are also some feature-based algorithms designed specifically for template matching

task. A good example is the Best-Buddies Similarity (BBS), which is a parameter-free

similarity measure for robust template matching (Dekel et al., 2015; Oron et al., 2016). An

example output of BBS can be found in Figure 2.5.
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BBS measures the similarity between two sets of points, by counting the number of

similar point pairs called Best-Buddies Pairs (BBPs). A pair of points is considered a BBP

if each point is the Nearest Neighbour (NN) of the other one in the corresponding point

set. The NN is determined by certain distance measures. Suppose that P = {pi}Ni=1 and

Q = {qi}Ni=1 are two sets of points. By the definition of the BBP, a pair of points {pi, qj} is

BBP when bb(pi, qj, P,Q) = 1, where

bb(pi, qj, P,Q) =


1 NN(pi, Q) = qj and NN(qj, P ) = pi

0 otherwise,
(2.12)

NN(pi, Q) = argmin
q∈Q

d(pi, q), and d(pi, q) is some distance measures. Then, the BBS can

be calculated as the fraction of the number of BBPs out of all the points.

BBS(P,Q) =
1

N
·
N∑
i=1

N∑
j=1

bb(pi, qj, P,Q) (2.13)

BBS is robust against moderate geometric deformation and outliers, because it only

relies on a relatively small subset of pairs of points and precludes the differences caused by

background clutter. Furthermore, it uses rank rather than actual distance value to make it

parameter free. In order to make the BBPs more distinctive, BBS takes location information

into account when measuring the distance, which is defined as,

d(pi, qj) = ||pAi − qAj ||22 + λ||pLi − qLj ||22 (2.14)

where superscript A denotes the pixel appearance (e.g. RGB values), and superscript L

denotes the pixel location, (x, y coordinates within the patch). This measure is not rotation
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and scale invariant, making BBS limited in many applications.

For a reference image of M pixels, the computational complexity of BBS is O(N2M),

which is quadratic to the size of the template. Thus, if the input template image is large,

the algorithm would be unacceptably slow. It is desirable to expedite the technique.

Our work is also inspired by the scale invariant Centre Surround Extrema detector (Cen-

SurE) by Agrawal et al. (2008). CenSurE approximates the Laplacian using binary level

centre-surround filters, like octagons filters or hexagons filters, to gain local extrema across

all scales. The filters can be computed efficiently with integral images. Schweitzer et al.

(2013) proposed a template matching technique that combines 45 degrees rotated integral

image with non-rotated integral image to improve a corner detector based on Haar wavelets

in terms of rotation invariance. It has been shown by the authors that this method can be

implemented efficiently using parallel computing architecture like GPU.

17



Chapter 3

The Proposed Algorithm

In this chapter, we discuss the similarity measurement of the template against each candi-

date patch using patch features, and introduce our algorithm for rotation and scale invari-

ant template matching pre-screening. In addition, we also take the illumination changes

between the template and reference image into consideration and propose corresponding

normalizations for defined patch features.

3.1 Patch Features

The proposed algorithm rules out regions with no possible matches based on whether or not

the patches in these regions share the same features with the given query template. Patch

features employed by conventional template matching techniques are often complex and

computationally expensive due to the accuracy and robustness requirements for pinpointing

the best match. However, since the proposed pre-processing algorithm only needs to rule

out patches that are significantly different from the query template, simple patch features,

such as mean, variance and gradient, are sufficient for distinguishing a majority of those
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DC

BA

L�
1 (x−n, y−n)

L�
1 (x−n, y+n)

L�
1 (x+n, y−n)

L�
1 (x+n, y+n)

(x, y)

Figure 3.1: The sum S�
1 (x, y) of area D is a simple linear combination of L�

1 (x+n, y+
n), L�

1 (x−n, y+n), L�
1 (x+n, y−n), L�

1 (x−n, y−n), which represent the sums of area
A+B + C +D, A+ C, A+B and A, respectively

unmatched patches.

The mean of a patch, the inner product of the patch with a box average kernel, can be

calculated efficiently by using the inclusion-exclusion principle. As presented in (Crow,

1984), it only needs one addition and two subtractions to calculate the sum of the pixel

intensity of an arbitrary rectangular area using a summed area table, which is also known

as integral image. The idea is that, if we know the sum L�
1 (x, y) of a rectangular area with

top-left corner (1, 1) and bottom-right corner (x, y) for any given pixel (x, y) of image I , as

shown in Figure 3.1, then we can calculate the sum S�
1 (x, y) of any 2n× 2n patch centred

at (x, y) as follows,

S�
1 (x, y) =

y+n∑
i=y−n+1

x+n∑
j=x−n+1

I(i, j)

=L�
1 (x+n, y+n)− L�

1 (x−n, y+n)

− L�
1 (x+n, y−n) + L�

1 (x−n, y−n), (3.1)
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Figure 3.2: The extended 7× 7 Prewitt kernels, which are basically linear gradient ramps.

where the summed area table L�
1 (x, y), by its definition, is,

L�
1 (x, y) =

y∑
i=1

x∑
j=1

I(i, j). (3.2)

Given the sum of a patch centred at (x, y), the mean S�
µ (x, y) of the patch is,

S�
µ (x, y) = S�

1 (x, y)/(2n)2. (3.3)

The summed area table L�
1 (x, y) for image I can be constructed efficiently by using a

pass of horizontal cumulative sum on every row of I followed by a pass of vertical cu-

mulative sum on every column. Since the cumulative sums of different rows (or columns)

are independent, it is easy to accelerate the construction process with parallel computing

architecture, such as GPU, by calculating the cumulative sums of rows (or columns) con-

currently. After the linear-time construction of the summer area table L�
1 (x, y), each of the

following query for the intensity sum S�
1 (x, y) or mean S�

µ (x, y) of an arbitrary patch only

requires constant time regardless of the size the patch.
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(a) Input image (b) First 16 components

Figure 3.3: A sample image and the first 16 principle components of all the 16×16 patches
in the image Deledalle et al. (2011).

In addition to the mean of a patch, the proposed algorithm also employs two other

linear features, the horizontal and vertical gradients. The horizontal and vertical gradient

of a patch, representing the rate of pixel intensity change of the patch from left to right

and from top to bottom respectively, are the inner products of the patch with the extended

Prewitt kernels (Kekre and Gharge, 2010) of the same size. The extended Prewitt kernels

are basically linear gradient ramps as shown in Figure 3.2, and they are defined for an

m×m patch as follows,

Px(x, y) = x− m+ 1

2
,

Py(x, y) = y − m+ 1

2
, (3.4)

where the indexes x and y start from 1.

Choosing horizontal and vertical gradients as patch features is based on the fact that the

first three principle components of natural image patches in Principle Component Analysis
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(PCA) are the box average kernel, vertical extended Prewitt kernel and horizontal extended

Prewitt kernel, respectively (as shown in Figure 3.3). Thus, for distinguishing patches,

these kernels have the strongest discriminating power among all the combinations of any

three linear features.

In a similar fashion as the sum of a patch as in Eq. 3.1, gradient of a patch can also be

calculated efficiently by using the inclusion-exclusion principle. For instance, the horizon-

tal gradient S�
x (x, y) of a 2n× 2n patch centred at (x, y) is,

S�
x (x, y) =

y+n∑
i=y−n+1

x+n∑
j=x−n+1

(j − x) · I(i, j)

=L�
x(x+n, y+n)− L�

x(x−n, y+n)

− L�
x(x+n, y−n) + L�

x(x−n, y−n)

− x · S�
1 (x, y), (3.5)

where L�
x(x, y), the summed area map of image j · I(i, j), is,

L�
x(x, y) =

y∑
i=1

x∑
j=1

j · I(i, j). (3.6)
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Similarly, the vertical gradient S�
y (x, y) of the patch is tractable with the same tech-

nique.

S�
y (x, y) =

y+n∑
i=y−n+1

x+n+1∑
j=x−n

(i− y) · I(i, j)

=L�
y (x+n, y+n)− L�

y (x−n, y+n)

− L�
y (x+n, y−n) + L�

y (x−n, y−n)

− y · S�
1 (x, y), (3.7)

where the summed area table L�
y (x, y) is defined as,

L�
y (x, y) =

y∑
i=1

x∑
j=1

i · I(i, j). (3.8)

Additionally, in order to make the patch gradient independent to the patch size, we also

introduce two normalization terms as follows,

S�
x (x, y) =

y+n∑
i=y−n+1

x+n∑
j=x−n+1

(j − x) · I(i, j)

y+n∑
i=y−n+1

x+n∑
j=x−n+1

|j − x|
, (3.9)

S�
y (x, y) =

y+n∑
i=y−n+1

x+n∑
j=x−n+1

(i− y) · I(i, j)

y+n∑
i=y−n+1

x+n∑
j=x−n+1

|i− y|
, (3.10)

which are the sum of the absolute values of the employed extended Prewitt kernels.

Another patch feature employed by the proposed algorithm is variance. Given the mean
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S�
µ (x, y) and second moment S�

2 (x, y) of a 2n×2n patch, the variance S�
σ (x, y) of the patch

can be obtained as,

S�
σ (x, y) = S�

2 (x, y)/(2n)2 − [S�
µ (x, y)]2. (3.11)

Since the second moment S�
2 (x, y) of each patch,

S�
2 (x, y) =

x+n∑
i=x−n+1

y+n∑
j=y−n+1

[I(i, j)]2, (3.12)

only requires constant time to calculate with the summed area table L�
2 (x, y), we can ac-

quire the variance of an arbitrary patch efficiently as well.

Specifically, the summed area table L�
2 (x, y), and the second moment S�

2 (x, y) would

be carried out like follows,

S�
2 (x, y) =

y+n∑
i=y−n+1

x+n∑
j=x−n+1

[I(i, j)]2

=L�
2 (x+n, y+n)− L�

2 (x−n, y+n)

− L�
2 (x+n, y−n) + L�

2 (x−n, y−n), (3.13)

where,

L�
2 (x, y) =

y∑
i=1

x∑
j=1

[I(i, j)]2. (3.14)
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3.2 Rotation Invariance

The patch features discussed in the previous section are excellent indicators for ruling out

unmatched patches if the object in the query template and reference image shares the same

orientation and scale. However, if that is not the case, a small mismatch between the ori-

entations of the query template and reference image could result in distinct patch features

for the same object, causing mistakes in matching the object. This over-sensitivity to ori-

entation is due to two problems: first, some of patch features like horizontal and vertical

gradients are not rotation invariant; second, the shape of the template is also not rotation

invariant.

The first problem can be easily resolved by replacing the horizontal and vertical gradi-

ents with the magnitude of gradient,

S�
m(x, y) =

√
[S�
x (x, y)]2 + [S�

y (x, y)]2, (3.15)

which is robust against rotation and still simple to calculate.

To solve the second problem, we need to change the shape of the template. Commonly,

the query template is a square image patch provided by the user. Given the template, the

pre-processing algorithm then examines the features of every square patch of the same size

as the template in the reference image. The drawback of using square patch is the area

covered by a square patch are variant to image rotation. For instance, the reference image

shown in Figure 3.4 is a black framed box on white background. A rotation of the reference

image moves some of the white background pixels into the window centred at the box while

cropping out some of the black frame pixels. The resulting change in the set of pixels in

the window alters all its patch features such as the mean and variance as in Figure 3.4.
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(f) The mean and variance of a patch plotted as a function of image rotation
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Figure 3.4: Octagonal-star-shaped template is much more robust against rotation than
square template.
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Figure 3.5: An example of octagonal-star-shaped 7×7 template (the third figure), which is
the superposition of a square (the second figure) and a diamond (the first figure).

Ideally, the best template shape for rotation invariant matching is a circle, but it is

not possible to accelerate the feature calculation of an arbitrary circular patch using the

inclusion-exclusion technique introduced previously. Thus, we propose octagonal-star-

shaped template, which approximates to a circle but still has efficient feature calculation

algorithm. As shown in Figure 3.4, the mean and variance value of octagonal-star-shaped

template fluctuate within a narrow bound, and hence are much more stable and robust

against rotation than square-shaped template.

An octagonal star is the superposition of a square and a diamond (square rotated by 45◦)

of the same size, as depicted in Figure 3.5. The mean Sµ(x, y) of an octagonal-star-shaped

template, for example, is the arithmetic average of the mean S�
µ (x, y) of the square and the

mean S�µ (x, y) of the diamond in the template, i.e.,

Sµ(x, y) =
1

2
[S�
µ (x, y) + S�µ (x, y)], (3.16)

Similar to the previous rectangular case, if the sum L�1 (x, y) of the triangular area with
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Figure 3.6: The sum S�1 (x, y) of area D is a simple linear combination of L�1 (x, y+√
2n), L�1 (x−

√
2n, y), L�1 (x+

√
2n, y), L�1 (x, y−

√
2n), which represent the sums of area

A+B + C +D, A+ C, A+B and A, respectively

right angle vertex (x, y), as shown in Figure 3.6, is known for any x, y, where L�1 (x, y) is,

L�1 (x, y) =

y−|x−j|∑
i=1

min(x+y,M)∑
j=max(x−y,1)

I(i, j), (3.17)

and M is the width of the image. Then, by the inclusion-exclusion principle, we can

calculate the sum S�1 (x, y) and mean S�µ (x, y) of a 2n× 2n diamond area centred at (x, y)

using one addition and two subtractions as follows (Lienhart and Maydt, 2002; Messom

and Barczak, 2006),

S�1 (x, y) =L�1 (x, y+
√

2n)− L�1 (x−
√

2n, y)

− L�1 (x+
√

2n, y) + L�1 (x, y−
√

2n), (3.18)

S�µ (x, y) =S�1 (x, y)/(2n)2. (3.19)
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Same as L�
1 (x, y), the construction of the summed triangular area map L�1 (x, y) is tractable

in linear time using two diagonal passes of cumulative sum. Besides the mean, other patch

features, such as the variance and magnitude of gradient, of a octagonal-star-shaped tem-

plate can also be computed efficiently by combining the features of the square and diamond

areas in the template. The corresponding summed area tables for diamond areas are listed

as follows,

L�2 (x, y) =

y−|x−j|∑
i=1

min(x+y,M)∑
j=max(x−y,1)

[I(i, j)]2, (3.20)

L�x (x, y) =

y−|x−j|∑
i=1

min(x+y,M)∑
j=max(x−y,1)

j · I(i, j), (3.21)

L�y (x, y) =

y−|x−j|∑
i=1

min(x+y,M)∑
j=max(x−y,1)

i · I(i, j). (3.22)

Besides the above mentioned rotation invariant features, we could also calculate the

orientation of a patch gradient based on established summed area tables as follows,

Sθ(x, y) = atan2(Sy(x, y), Sx(x, y)), (3.23)

where Sy(x, y) and Sx(x, y) are the addition of the gradient of the square area and the

diamond area in vertical and horizontal directions, respectively. Although the orientation of

gradient is not used as a patch feature in the pre-processing stage, the conventional accurate

template matching technique in second stage can utilize this orientation information to align

a patch with the query template for robust matching against image rotation.

29



M.A.Sc. Thesis - Bolin Liu McMaster - Electrical Engineering

T
size: n× n

Yk

size: k × k

Zk,n

size: n× n

Yk+1

size: (k+1)× (k+1)

Zk+1,n

size: n× n

up-scaled from n× n to k × k

Figure 3.7: Templates in different scales.

3.3 Scale Invariance

Another challenge for the proposed pre-processing algorithm is how to handle the scale

difference between the query template and reference image. In the previous sections, we

assume that the scales of the query template and reference image are identical, hence the

best matched patch must be of the exact same size as the query template. However, this

assumption is impractical in most real-world applications; the scale information is usually

unknown and the best matched patch may be larger or smaller than the query template.

One solution to this scale invariant problem is simply to scale the query octagonal-star

shaped template to difference sizes and then check if some of the resized templates have

a well matched patch of the same size in the reference image (Hinterstoisser et al., 2012).

If the best matched patch can be any size from αn × αn to βn × βn, where n is the side

length of the query template and α, β are some constants, then there are βn− αn = O(n)

different possible template scales to examine. In the case of our pre-processing algorithm,

as comparing the features of a template to all patches of the same size requires O(M2 +
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n2) time for an M ×M reference image, the overall time complexity for scale invariant

screening with the aforementioned method is O(M2n+ n3).

The exhaustive search strategy is inefficient and unsuited for our goal of fast screening

of unmatched regions, especially when the query template is large. But this method can be

greatly accelerated if we only check patches of a few different sizes in the reference image

instead of enumerating every possible sizes. The idea is based on an assumption that, if

two patches of the same size have matched central area, then these two patches might also

match. For instance, given an n× n query template T , suppose that image Yk of size k× k

is an up-scaled version of T as shown in Figure 3.7, and the patch feature vector fk,n of the

n× n centre of Yk, namely Zk,n, matches a patch Pn in the reference image, then the k× k

patch Pk centred at the same location as Pn might also match the features of Yk. Similarly,

given Yk+1, a (k + 1) × (k + 1) version of T , if it matches a patch Pk+1 of the same size,

their n× n central areas, Zk+1,n and Pn, should have matching features. Therefore, to find

the matched patches of either size k× k or (k+ 1)× (k+ 1), we only have to look through

all the n × n patches in the reference image; there is no need for calculating the features

for patches of different sizes.

The assumption that matched central areas indicate matched patches is not always true

obviously, however, it only slightly increases the possibility of mistaking a wrong patch

as matched, as long as the examined centre area is sufficiently large, i.e., n is not much

smaller than k. Moreover, the best match should have a matched central area to the query

template hence not affected by the assumption. Therefore, despite the limitation of the

assumption, the pre-processor can still rule out a great amount of unlikely matched areas

without removing the best match for the next stage template matching algorithm.

Although this method can process the templates of several different scales with only the
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patches of one fixed size, it still needs to compare the features of a patch with the features

of the query template of every scale. Thus, the time complexity for comparing all the

templates with all the patches is still O(M2n). To make the feature comparison function

more efficient, we can aggregate the features of the templates of different scales together

into a feature set Fn,

Fn = {fk,n |n ≤ k ≤ λn}, (3.24)

which includes all the feature vectors of the scaled templates of size from n×n to λn×λn.

Now given Fn, we can examine if an n× n patch P matches Zk,n for some k ∈ [n, λn] by

testing the membership of the feature vector of P in set Fn. If the size of the best matched

patch ranges from αn×αn to βn×βn, then we need to repeat the process logλ(β/α) times

for different scale ranges.

The feature set Fn can be implemented using a membership array F̂n with F̂n(Q(f)) =

1 for any f ∈ Fn, where Q(f) is a quantizer for the feature vector. For simplicity’s sake,

assume that there is only one feature to consider and Q(f) = bf/q + 1
2
c is a uniform

quantizer with quantization factor q. For some f ∈ Fn, if both Q(f − q/2) and Q(f + q/2)

are marked as 1 in F̂n in addition to Q(f), then, given a feature g, F̂n(Q(g)) = 1 as long as

|f − g| < q/2. Thus, quantization factor q is a parameter that sets how similar the features

of two patches should be before counting them as matched.

This efficient scale invariant pre-processing algorithm is summarized in Algorithm 1.

Since a membership array only requires constant time to initialize and constant time to

access one element regardless of the size of the array (Storer, 2001), the time complexity

for constructing Fn is O(n3) and the time complexity for testing the features of all the

patches is O(M2). Overall, the proposed scale invariant pre-processing algorithm requires
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Algorithm 1: Screening pre-processor for scale invariant template matching
Data: I , reference image
Data: T , query template
Data: [α, β], scale range
Result: R, set of possible matched patches

1 begin
2 λ←

√
2

3 n← get width(T )
4 R← ∅
5 m← βn
6 while m ≥ αn do
7 m← m/λ
8 Fm ← ∅
9 for k ← m to mλ do

10 Yk ← scale(T, k × k)
11 Zk,m ← crop center(Yk,m×m)
12 fk,m ← Q(features(Zk,m))
13 Fm ← Fm ∪ {fk,m}
14 foreach m×m patch P in I do
15 if Q(features(P )) ∈ Fm then
16 R = R ∪ {P}
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Figure 3.8: Features from different central areas of a patch are utilized together to improve
matching accuracy.

O(M2 + n3) time. Considering that the reference image is generally much larger than the

query template, the increase in the asymptotic computational complexity fromO(M2+n2)

due to the addition of scale invariant support is insignificant. Additionally, one important

observation in our implementation is that, the pixel-wise increase in the template’s scale

is not necessary while constructing feature set Fn, because the proposed statistical patch

features are relatively stable with slight scale difference. Therefore, a proportional growth

from sizem to sizemλ is accepted in our algorithm, and proves to achieve the same perfor-

mance as exhaustive increasing in scale size. In this sense, the asymptotic computational

complexity of the proposed technique is still O(M2 + n2).

Patch features of different scales calculated for scale invariant matching benefit the

accuracy of matching as well. As discussed previously, we consider that a k × k patch Pk

matches template Yk of size k× k if their n× n central areas Pn and Zk,n share the similar

features. In addition to Pn and Zk,n, if the smaller (n/λ) × (n/λ) central areas Pn/λ and
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Zk,n/λ also have matched features, patch Pk is even more likely to be a match to the query

template. Therefore, given a query template, the feature comparison process should not

be limited only to the large central area; the additional features from smaller centre areas,

as illustrated in Figure 3.8a, can be used to provide extra details about a patch, making

the matching process more accurate and reliable. Figure 3.8b plots scale invariant feature

vector set Fn for each central area of a query template. In our scale invariant algorithm, if

any one of three central areas of a patch does not match the features of the corresponding

areas of the template, the patch is marked as unmatched. Since these features of different

scales (n, n/λ, n/λ2, . . .) have already been calculated for scale invariant matching, the

extra cost for utilizing these features is negligible.

3.4 Illumination Invariance

Different illumination conditions may form different images of an object. Thus, in real-

world template matching applications, the illumination difference between the given tem-

plate and reference image is another common problem causing mismatches. In our algo-

rithm, all the employed patch features, i.e., mean, variance and the magnitude of gradient,

are also inevitably affected by the illumination differences. One way to make our proposed

algorithm robust against varying illumination conditions, is to normalize existing patch

features.

The formation of images of an object under different lighting conditions is commonly

modelled as follows,

I(i, j) = R(i, j) ·B(i, j), (3.25)
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where I(i, j) is the image pixel value, R(i, j) is the reflectance and B(i, j) is the inten-

sity of illumination at each point (i, j). Here, the reflectance R(i, j) is determined by the

characteristics of the object’s surface, while the illumination B(i, j) is a function of the

brightness of lighting source. Since R(i, j) is constant to lighting conditions for an object,

the change of pixel value I(i, j) is solely a result of the intensity change of illumination

B(i, j).

Assume that a pixel value T (i1, j1) in the given template is,

T (i1, j1) = R(i1, j1) ·BT (i1, j1), (3.26)

and the value I(i2, j2) of the corresponding pixel in the best matched patch from the refer-

ence image is,

I(i2, j2) = R(i2, j2) ·BI(i2, j2). (3.27)

If every other condition stays the same in the query template and reference image, the ratio

of the pixel value T (i1, j1) to I(i2, j2) should be the same as the ratio of illumination level

BT (i1, j1) to BI(i2, j2), i.e.,

I(i2, j2)

T (i1, j1)
=
BI(i2, j2)

BT (i1, j1)
= α, (3.28)

where α represents the ratio of the two illumination levels.

By Eq. 3.28, we can rewrite the proposed patch features of a 2n×2n square area centred
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at position (x,y) as follows,

S�
µ (x, y) =

y+n∑
i2=y−n+1

x+n∑
j2=x−n+1

I(i2, j2)

(2n)2

=

2n∑
i1=1

2n∑
j1=1

α · T (i1, j1)

(2n)2

=α · T �
µ , (3.29)

S�
σ (x, y) =S�

2 (x, y)/(2n)2 − [S�
µ (x, y)]2

=

y+n∑
i2=y−n+1

x+n∑
j2=x−n+1

[I(i2, j2)]
2

(2n)2
− [S�

µ (x, y)]2

=

2n∑
i1=1

2n∑
j1=1

α2 · [T (i1, j1)]
2

(2n)2
− α2 · [T �

µ ]2

=α2 · T �
σ , (3.30)

S�
m(x, y) =

√
[S�
x (x, y)]2 + [S�

y (x, y)]2

=

√√√√√√√√
[ y+n∑
i2=y−n+1

x+n∑
j2=x−n+1

(j2 − x) · I(i2, j2)

y+n∑
i2=y−n+1

x+n∑
j2=x−n+1

|j2 − x|

]2
+

[ y+n∑
i2=y−n+1

x+n∑
j2=x−n+1

(i2 − y) · I(i2, j2)

y+n∑
i2=y−n+1

x+n∑
j2=x−n+1

|i2 − y|

]2

=

√√√√√√√√
[ 2n∑
i1=1

2n∑
j1=1

(j1 − 2n+1
2

) · α · T (i1, j1)

2n∑
i1=1

2n∑
j1=1

|j1 − 2n+1
2
|

]2
+

[ 2n∑
i1=1

2n∑
j1=1

(i1 − 2n+1
2

) · α · T (i1, j1)

2n∑
i1=1

2n∑
j1=1

|i1 − 2n+1
2
|

]2

=α · T �
m. (3.31)

Using the same method, we can also reformulate the mean, variance and the magnitude of
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gradient of the diamond area in our octagonal-star-shaped template.

Now, to make the variance feature of a patch invariant to illumination changes, we can

normalize the variance with the square of the patch mean as follows,

Ŝ�
σ (x, y) =

S�
σ (x, y)

[S�
µ (x, y)]2

=
α2 · T �

σ

α2 · [T �
µ ]2

=
T �
σ

[T �
µ ]2

, (3.32)

where the Ŝ�
σ (x, y) represents the normalized patch variance. Similarly, the magnitude of

patch gradient can be normalized with the patch mean as,

Ŝ�
m(x, y) =

S�
m(x, y)

S�
µ (x, y)

=
α · T �

m

α · T �
µ

=
T �
m

T �
µ

, (3.33)

where the Ŝ�
m(x, y) represents the normalized magnitude of patch gradient.

Taking our scale invariance algorithm into account, patch features calculated for differ-

ent scales can be utilized with different combinations for more accurate matching. Specif-

ically, for a certain scale, the three concentric central areas of different sizes, as shown in

Figure 3.8a, can be computed and compared with their counterparts in the template, re-

spectively. Thus, based on this, the ratio between the three different patch means, which

are shown as follows, is also a feature invariant to illumination changes,

S�
µ2

(x, y)

S�
µ1

(x, y)
=
α · T �

µ2

α · T �
µ1

=
T �
µ2

T �
µ1

, (3.34)

S�
µ3

(x, y)

S�
µ1

(x, y)
=
α · T �

µ3

α · T �
µ1

=
T �
µ3

T �
µ1

, (3.35)

where S�
µi

(x, y) and T �
µi

represent the mean of central area of size i, (i ∈ {1, 2, 3}) in any

patch and the given template respectively.

Based on the above discussion, the ratio of patch means, normalized patch variance and
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Figure 3.9: Distributions of illumination invariant patch features.
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normalized magnitude of patch gradient are selected as our illumination invariant patch

features. To find the optimal quantization interval in the previously defined membership

array, we analyse the distribution of these patch features. After obtaining patch features

of all 63 × 63 patches in over 10,000 images in COCO data set (Lin et al., 2014), the

distributions of the three features have been shown in Figure 3.9, where all the results are

uniformly quantized into 50 bins. The distributions of Ŝ�
σ (x, y) and Ŝ�

m(x, y) are concen-

trated on small values, which are not ideal for uniform quantization. By applying a power

function to Ŝ�
σ (x, y) and Ŝ�

m(x, y), both of the two distributions can be reshaped more

evenly. In our implementation, the powers for Ŝ�
σ (x, y) and Ŝ�

m(x, y) are set empirically as

0.4 and 0.5, respectively, as shown in Figure 3.9d and Figure 3.9f.
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Chapter 4

The Parallel Implementation

Computational efficiency is vital to the proposed screening algorithm. As discussed in

the previous section, by using the summed area tables and the inclusion-exclusion prin-

ciple, the computational complexity of the proposed algorithm is only O(M2 + n2) for

pre-processing an M ×M reference image with an n × n template. As in general, M is

much larger than n, the asymptotic time complexity of the algorithm is dominated by the

M2 term. In practice, the majority of the total processing time of our algorithm imple-

mentation is indeed spent on establishing summed area tables and searching through all

candidate patches in the reference image, while in comparison, the time cost for building

feature sets for the template is negligible. As mentioned in Section 3.1 and Section 3.2,

it is possible to calculate the summed area table in parallel, and additionally, the feature

testing for each candidate patch in the reference image is mutually independent hence can

be carried out concurrently. Thus, we can further accelerate our algorithm with the help

of modern parallel computing architecture like GPU. In this Chapter, we present a highly

efficient GPU-based parallel version of the proposed pre-screening algorithm and compare

the performances of the CPU-based and GPU-based implementations.
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4.1 Fundamentals of CUDA

The computer unified device architecture (CUDA) platform developed by NVIDIA is a par-

allel computing architecture that enables the GPU to solve generic computational problems.

The advantage of CUDA is that it greatly simplifies the GPU-based parallel programming

and can be deployed to many modern computing devices such as personal computers, smart

phones, etc. In this section, we introduce some of the basic concepts and terminologies of

GPU and CUDA technologies to help the reader grasp the idea of our GPU-based screening

algorithm.

The superior computational power of GPU comes from its single instruction multiple

data (SIMD) architecture, where an array of data can be processed simultaneously using

a single instruction. The SIMD architecture is very efficient in applications that involve a

large set of data but without many complicated flow controls. A GPU is built around an ar-

ray of streaming multiprocessors (SMs). Each SM contains a number of SIMD processors,

also known as CUDA cores. A multi-threaded program is partitioned into blocks of threads

that execute independently from each other. Each SM handles a threaded block at a time,

and each SIMD processor carries out a task for each thread.

The CUDA uses heterogeneous programming method, where only the parallel code

segments are executed on the device (GPU) while the rest of the program are executed on

the host (CPU) in serial. Kernel functions, the code segments to be executed on the device,

are called and spawned from the host function. Figure 4.1 shows an example of hetero-

geneous programming model, where the program alternates between single-threaded host

function on the CPU and multi-threaded kernel functions on the GPU. A kernel function

is executed as a grid of threaded blocks, and the total number of threads in the function is

determined by the dimension of the blocks and grid, as shown in Figure 4.2.
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Figure 4.1: Heterogeneous programming model.

4.2 Parallel Integral

In our screening algorithm, the template and all the candidate patches in the reference

image are shaped like an octagonal star, which is the superposition of a square area and

a diamond area, as shown in Figure 3.5. As the feature calculations of the square area

and diamond area of a template or patch are entirely independent from each other, the two

subtasks can be performed in parallel. Within each subtask, the computations of different

summed area tables for different patch features, such as, patch mean, patch variance and

the magnitude of patch gradient, are also mutually independent, and can be carried out

in parallel. Therefore, with the aid of GPU, the proposed algorithm can construct all the

summed area tables, such as L�
i (x, y) and L�i (x, y), i ∈ {1, 2, x, y} as in Eqs. (3.2), (3.14),

(3.6) and (3.8), concurrently for different features.

Take the summed area table L�
1 (x, y), which is defined in Eq. 3.2, as an example. With

the aid of GPU, table L�
1 (x, y) can be built efficiently by using a two-pass technique. The

first pass of the method conducts horizontal cumulative sum on every row of the reference
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Figure 4.2: Thread, block, and grid arrangement inside kernel functions.
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Figure 4.3: Kernel 1 conducts the cumulative sums of M rows of the M ×M reference
image while ensuing kernel 2 finishes the cumulative sums of M columns.
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image, and then the second pass sums every column cumulatively. Since the cumulative

sums are independent from row to row or column to column, it is easy to accelerate the

construction process with parallel computing architecture. As shown in Figure 4.3, our

parallel algorithm uses a kernel (Kernel 1) with M threads to calculate the cumulative

sums of the M rows in the M ×M reference image separately. After the completion of the

first kernel, another kernel (Kernel 2) withM threads is invoked to calculate the cumulative

sums of the M columns. In each of the two kernels, at most M threads can be carried out

concurrently, and each thread takes O(M) time to finish the cumulative sum. Therefore,

while the original pixel-wise summed area table establishment requires O(M2) time, the

GPU-based parallel integral only needs O(M2/p) time, where p is the number of threads

running concurrently on the GPU.

In a similar fashion, the two-pass technique for cumulative sums also works effectively

for table L�1 (x, y), which is defined in Equation 3.17. As depicted in Figure 4.4, the first

pass calculates the sum for each diagonal from top left to bottom right, and the subsequent

second pass calculates the diagonal sums from top right to bottom left. For an M ×M

reference image, the number of diagonal cumulative sums is 2M−1 for each pass. Thus, in

each kernel, 2M − 1 threads would be assigned and carried out at the same time, achieving

overall time complexity O(M2/p) like the previous case.

Besides tablesL�
1 andL�1 for the patch mean, other summed area tables required for cal-

culating the patch variance and patch gradient can also be accelerated using two successive

passes.
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Figure 4.4: Kernel 1 conducts the cumulative sums for 2M−1 diagonals from top left to
bottom right in the reference image while ensuing kernel 2 finishes the cumulative sums of
2M−1 diagonals from top right to bottom left.

4.3 Parallel Screening

After establishing all the summed area tables, the patch features of an arbitrary patch in

the reference image only requires constant time to calculate using the inclusion-exclusion

principle. However, as there are O(M2) candidate patches for an M ×M reference image,

it requires O(M2) time to compute and examine every patch feature for all the patches.

The design of the parallel algorithm for the screening process is straightforward. As

shown in Figure 4.5, (M−n+1)2 threads are allocated for all n×n candidate patches in the

reference image. Each thread handles the rotation, scale and illumination invariant template
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Figure 4.5: Kernel 3: concurrent testing for all the candidate patches.

Global memory 4096 MBytes Multiprocessors 13
CUDA cores 1664 GPU max clock rate 1.25 GHz

Memory clock rate 3505 MHz Memory bus width 256 bits
Constant memory 65536 Bytes Shared memory / block 49152 Bytes
Registers / block 65536 Warp size 32

Maximum threads / multiprocessor 2048 Maximum threads / block 1024

Table 4.1: Device information of NVIDIA GeForce GTX 970.

matching for each patch at the same time, and the thread keeps the qualified candidates for

the second-stage processing. The asymptotic time complexity of this parallel algorithm

is O(M2/p), where p is the degree of the parallelism, i.e., the number of threads running

concurrently.

4.4 Performance of the Algorithm

In order to evaluate the performance in terms of speed of the proposed parallel algorithms,

we conduct experiments of template matching using an NVIDIA GeForce GTX 970, a

very common mid-end GPU for personal computer. The device parameters of this GPU are

listed in Table 4.1. The CUDA Driver version number is 8.0 and Capability version number

is 5.2.
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Image size Template size time on CPU (s) time on GPU (s)
640×480 32×32 0.1 0.01
640×480 64×64 0.1 0.01
960×720 32×32 0.2 0.03
960×720 64×64 0.2 0.03
960×720 96×96 0.2 0.03

1280×960 32×32 0.4 0.05
1280×960 64×64 0.4 0.05
1280×960 96×96 0.4 0.05
1280×960 128×128 0.4 0.05

Table 4.2: The performance comparison between CPU-based and GPU-aided implementa-
tions on 10 groups of images.

The template matching experiments are conducted with 10 groups of templates and ref-

erence images of different sizes. To show the performance differences between the parallel

and serial versions of the proposed algorithm, we also tested a serial CPU implementation

using the same dataset on a computer with an i7-4770 (3.4GHz) CPU and 8GB memory.

The running times of the two parallel and serial implementations are reported in Table 4.2.

As shown in the table, GPU-based algorithm is significantly faster than the CPU-based

counterpart, demonstrating the feasibility of using parallelism to improve the efficiency of

the proposed screening algorithm in real-world applications.
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Chapter 5

Experimental Results

To evaluate the performance of the proposed technique, we conduct extensive experiments

here. Given a pair of reference image and query template, the pre-processing program

marks regions and patches that may match the template and passes the results to a sec-

ond stage template matching algorithm to pinpoint the exact location of the best match.

Three conventional high-precision template matching techniques, SIFT (Lowe, 2004), BBS

(Dekel et al., 2015) and Fast-Match (Korman et al., 2013), are tested as the second stage

matching algorithm to demonstrate the effectiveness of the proposed pre-processor for dif-

ferent types of template matching techniques. The implementations of the three tested

techniques are from their original authors and executed with the default settings. All of

the reported experiments in this section are carried on a computer with an Intel i7-4770

(3.4GHz) CPU and 8GB memory, and the presented pre-processing time is also tested

from the CPU-based implementation.
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Data Image Template Average Pruning Pruning time
set size size overlap patch region (s)

I1; T1 640×480 32×32 99.53% 99.71% 81.36% 0.1
I1; T2 640×480 64×64 99.82% 99.72% 74.96% 0.1
I2; T1 960×720 32×32 99.28% 99.79% 88.87% 0.2
I2; T2 960×720 64×64 99.95% 99.84% 81.74% 0.2
I2; T3 960×720 96×96 99.92% 99.88% 74.29% 0.2
I3; T1 1280×960 32×32 99.94% 99.76% 85.87% 0.4
I3; T2 1280×960 64×64 99.98% 99.75% 80.83% 0.4
I3; T3 1280×960 96×96 99.99% 99.74% 77.64% 0.4
I3; T4 1280×960 128×128 99.97% 99.55% 72.63% 0.4

Table 5.1: Statistical results of each data set for image matching.

5.1 Exp. I: Image Matching

In this group of experiments, we evaluate the performance of the proposed pre-processing

algorithm for high resolution images. The test images come from the MIT database (Tor-

ralba et al., 2009), which covers various scenes like urban streets, indoor and natural envi-

ronments. We select all the 2250 grayscale images in the database with a resolution no less

than 640×480 and divide them into three data sets of images of different sizes with each

set containing 750 images. For each image, we extract 2 templates at random locations

with random rotations and then scale them to a given size. The scale range is [0.5, 2], i.e.,

the scale parameters α, β in Algorithm 1 are 0.5, 2, respectively. To guarantee that these

templates can be matched by the conventional template matching techniques in the sec-

ond stage, we require the standard deviation of the pixel intensities of each template to be

above a threshold (Ouyang et al., 2012). In order to make a comprehensive evaluation, we

construct 9 data sets with different sizes of templates and images. As shown in Table 5.1,

the data sets are denoted as Ii;Tj, for i=1,2,3, j = 1,2,3,4, where i refers to reference image
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size, and j refers to template size. For example, I1;T1 and I2;T1 have the same template

size 32× 32 but different image sizes. Thus, there are 13500 test cases (9 data sets × 750

images × 2 templates) in total in this experiment.

With regard to successful screening, we employ a similar definition as in Fast-Match

(Korman et al., 2013): the regions preserved by the pre-processing algorithm must overlap

at least 90% of the area of the ground truth, otherwise, the screening is considered as failed.

By this definition, our proposed scheme never fails in any of the 13500 test cases, and on

average, more than 99.8% of the ground truth is preserved after the screening, as presented

in Table 5.1. Since the matched patch reported by a conventional template matching algo-

rithm overlaps with the ground truth only by 80% on average in general, our scheme has

negligible impact on the accuracy of the second stage algorithm. Figure 5.1 shows some

example results of our screening algorithm using the MIT database. The images in the

left column are the reference images with two query templates marked in boxes for each

image. The remaining regions after screening are shown in the middle and right columns.

In general, the more distinct the template is, the more searching space can be ruled out by

the proposed algorithm.

Furthermore, our scheme prunes around 80% of the regions on average; and only less

than 0.5% of all the candidate patches are marked as possible matches and sent to the sec-

ond stage algorithm. As a result, the second stage algorithm has a much smaller matching

problem to solve and hence requires shorter time. For example, as shown in Figure 5.2,

SIFT uses 50% less time by employing the pre-processing algorithm and Fast-Match and

BBS also have 30% and 55% reductions, respectively, in time on average. The tests for

consuming time of SIFT are conducted on all the data sets, while the timing for Fast-Match

and BBS are only tested on partial data sets. Since Fast-Match will be unacceptably slow
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Figure 5.1: Example of screening results for image matching.
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Figure 5.2: Comparison of the matching times with or without the proposed pre-processing
algorithm.

for small templates in large reference images, such as data set I2;T1, and the running time

of BBS also increases rapidly for large templates and large reference images, such as data

set I2;T3, the timing tests for those inapplicable data sets are omitted here.

In addition, we also test the effectiveness of the above three matching algorithms with

these data sets. SIFT succeeds in over 95% test cases and misses some lightly textured

templates. Fast-Match works fine in almost all the test cases. However, BBS cannot handle

the large rotation and scaling properly in the synthetic experiment, failing in more than

half the test cases. Figure 5.3 shows some matching results of BBS and Fast-Match. The

images in left column are randomly selected templates with certain rotation and scaling.

The matching results derived by Fast-Match and BBS in original reference images and

screened reference images are showed in middle column and right column, respectively,

where the red boxes represent the matching results of Fast-Match, and blue boxes pinpoint

the best-matched patches from BBS.

Moreover, we can estimate the rotations of each candidate patch relative to template by
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Figure 5.3: Example of matching results before and after screening algorithm.
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using its horizontal and vertical gradients and align the orientations of the reference image

and the query template. Compared with the ground truth of rotation, the mean absolute

error of the our estimates in all the test cases is only 2.20 degree.

5.2 Exp. II: Robustness testing

In this experiment, we also use the data set provided in Fast-Match (Korman et al., 2013;

Mikolajczyk and Schmid, 2005), to test our algorithm for images with various distortions.

This data set consists of 8 sequences, 6 images for each, including image conditions like,

zoom, rotation, blur, viewpoint change, brightness change, and JPEG compression. We

sample 5 random templates in the first image of each sequence, and conduct screening in

the following 5 images respectively. Using the 90% overlap criterion, our screening algo-

rithm successfully preserves the ground truth in all the cases with blur, zoom, rotation and

JPEG compression deformations. But for the brightness change, we fail in around 10%

testing cases because of the partial illumination changes between the sampled templates

and reference images. In view of partial illumination changes, our illumination invariant

algorithm designed to deal with uniform illumination changes does not work. Addition-

ally, the success ratio falls to around 60% for test cases with significant viewpoint change.

However, overall the screening has negligible impact to the results of the conventional al-

gorithms, as they usually cannot find the best match as well for those difficult cases. As

demonstrated in Figure 5.4 are some sample results for images with different distortions,

where the green boxes in the left column mark the templates and the green, red, blue boxes

in the middle and right columns mark the ground truth, the results by Fast-Match and the

results by BBS, respectively.

56



M.A.Sc. Thesis - Bolin Liu McMaster - Electrical Engineering

(a) Blur

(b) Brightness change

(c) Viewpoint change

(d) JPEG compression

Figure 5.4: Example of screening results for images with distortions.
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Algorithms Results Without screening With screening

Fast-Match
Time per image (s) 36.2s 25.3s

Average overlap 41% 41%
Success ratio 45/105 46/105

BBS
Time per image (s) 16.7s 9.4s

Average overlap 62% 61%
Success ratio 75/105 75/105

SIFT
Time per image (s) 1.8s 1.8s

Average overlap N/A N/A
Success ratio 10/105 10/105

Table 5.2: Statistical results of each tested algorithm for video tracking.

5.3 Exp. III: Video Tracking

This group of experiments evaluates our algorithm for video tracking applications. The

test set is generated from 35 color video clips provided in the Visual Tracker Benchmark

(Wu et al., 2013). From each video, we randomly pick three pairs of frames that are 20

frames apart and use the annotated object in the first frame as template and the second

frame as reference image for each frame pair. This test set is quite challenging, because the

objects of interest typically undergo some non-rigid deformations and may also be partially

occluded after 20 frames.

The average running time of our pre-processing algorithm on this data set is only 0.05s,

as the resolution of the videos is relatively low (480×320). On average, our algorithm

prunes 88% of the patches and 60% of the regions, and in 95 out of the 105 cases, it

preserves more than 90% of the ground truth after screening. Although in some cases, the

screening is not successful (>90% overlap), our proposed algorithm does not adversely

affect the success ratio of the tested conventional algorithm at all as shown in Table 5.2.

Interestingly, the success ratio becomes slightly higher for Fast-Match when the screening
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Figure 5.5: Example of screening results for video tracking.
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algorithm is applied. This is because a conventional algorithm may match to a wrong

patch in some cases, but the wrong patch can be recognized and removed by our algorithm

beforehand. Some sample results of the video tracking data set are shown in Figure 5.5.

The results of each algorithm are marked in the same way as Figure 5.4.
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Chapter 6

Conclusion

This paper presents a generic template matching pre-processor for expediting conventional

template matching techniques. The proposed pre-processing algorithm can handle rotation,

scale and illumination change of the reference image effectively as demonstrated by the ex-

perimental results in Section 5.1. To make the proposed algorithm robust against rotation,

we shape the template as an octagonal star. Other than being approximate to a circle, which

is ideal for rotation invariant matching, the advantage of using the octagonal star is that each

feature, such as mean, variance and magnitude, of the template can be calculated efficiently

using the inclusion-exclusion principle. The scale invariance is achieved by enumerating

all possible scales like many previous techniques. However, by utilizing the statistical fact

that matched patches likely have matched central areas, the proposed algorithm only needs

to examine a very small number of scales in the reference image, significantly reducing

the computational cost of scale invariant matching. Finally, the proposed algorithm alle-

viates the effects of illumination change by employing patch features normalized by mean

intensity. As shown in Section 5.2, not only is the proposed algorithm robust against rota-

tion, scale and illumination changes, but it also works well with some other types of image
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degradation like blur and JPEG compression.

Designed with the computational efficiency as one of the top priorities, the proposed

pre-processor is significantly faster than all mainstream rotation and scale invariant image

matching algorithms as discussed in Section 5.3. Moreover, the proposed technique can

take full advantage of modern parallel computing architecture like GPU to further improve

its throughput. As a result, the proposed technique can expedite various types of image

matching techniques, such as feature matching algorithm SIFT, affine invariant template

matching algorithm Fast-Match, robust template matching algorithm BBS, with almost no

penalties in matching accuracy.

For future study, we plan to improve and extend our fast screening algorithm in the

following aspects. First, we will add support of colour image in the algorithm. To simplify

the comparisons with previous techniques, only the intensity channel of an input image

is utilized by the current version of the algorithm as discussed in the thesis, although in

most applications, the query template and reference image are in colour. The extra colour

information is likely to be helpful in improving the matching accuracy and increasing the

pruning ratio of the proposed algorithm at the expense of the screening speed. The key is

to balance the pruning ratio and computational cost so that the two stage approach achieves

the maximum overall efficiency without affecting the matching accuracy, as discussed in

the previous sections.

Second, as the sampled area of a template for feature extraction is an octagonal star,

we require the query template to be a square rather than any arbitrary rectangle to match

the outline of the octagonal star. While using square template is very common in the

literature, it does pose an unnecessarily strict restriction for real world applications. A

quick solution to this problem is to split a rectangle template into several square parts and
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store the features of all parts into the same membership array. Then the screening algorithm

can check whether a patch matches some part of the query template. The computational

complexity of this simple scheme is still O(M2 + n2), same as the square template case.

However, although this method does not reduce the matching accuracy, it can adversely

affect the pruning ratio, since each part of the template is now matched individually. We

will investigate this issue in the future and find an efficient and effective method that utilizes

not only the features of each part of the template but also the relative positions of the

different parts.

Lastly, we would like to extend our work to template matching with multiple observa-

tions. Most existing template matching algorithms use only one image of the target object

as the query template, but in majority of the applications, there are often a large number

of observations of the object readily available as template. For instance, in video tracking,

the target object has already been marked in previous frames when the current frame is

processed; each of these previous frames is a valid observation for tracking the object in

the current frame. Another example is 3D template matching where the object is given as a

3D model rather than a single image. In this case, the target object can have multiple vastly

different renderings from different angles and with different lightings as template. Fully

utilizing these existing observations should greatly improve the robustness and accuracy of

a matching algorithm. Our current framework of template matching pre-processor is flex-

ible and should have no problem in incorporating multiple observations in the work flow.

Similar to the aforementioned idea for supporting rectangular template, we can aggregate

features of multiple templates into the same membership array and then compare a patch

against all the templates simultaneously. This approach only increases the complexity of

building a feature set but does not affect the efficiency of the most time consuming part
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of the algorithm — scanning through the reference image. However, in order to make this

approach effective, the quantization factor of each feature must be carefully designed. Due

to the large number of valid features in the feature set from the additional templates, the

likelihood of falsely marking an unmatched patch as a potential match is much higher than

the previous single template case.
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