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Abstract

We study the spontaneous edge current of chiral superconductors with high chirality both in the absence and presence of Meissner screening. We compute the edge current from a self-consistent solution to a set of coupled equations: quasiclassical Eilenberger equation, superconducting gap equation, and Maxwell equation. We find that the spatial dependent chiral edge current is largely suppressed and has more nodes for higher chirality pairings. In the absence of Meissner screening, the integrated current at $T = 0$ is zero for all higher chirality pairings; while it is substantial for chiral $p$-wave. This conclusion is consistent with previous studies. In contrast, at finite $T$, the integrated current is non-zero even for higher chiral pairings. It turns out that the spatial varying order parameter is crucial to understand this finite $T$ behavior of the edge current. When Meissner screening is included, the magnitude of the edge currents is reduced for all chiral pairings; however, the reduction is much weaker in higher chirality cases. We conclude that the Meissner effect is not that important for higher chiral pairings. We also consider the effect of the rough surface on the edge current. The edge current of even chiral pairings is inverted by the strong surface roughness; however, that of the odd chiral pairings is not. The sub-dominant order parameters, induced by the surface, are the key to understanding this current inversion.
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Chapter 1

Introduction

Superconductivity is a quantum mechanical phenomenon that has attracted considerable interest from condensed matter physicists since its discovery in 1911. By the 1960s, the discovered superconductors seemed to be fully understood by the microscopic Bardeen-Schrieffer-Cooper (BCS) theory[1] together with the phenomenological Ginzburg-Landau theory[2]. However, in 1985 the discovery of high $T_C$ superconductivity[3] opened an age of unconventional superconductivity beyond the original BCS theory and brought attention to the role of the electron-electron interaction. Since then, more and more unconventional superconductors have been discovered, chiral superconductors among them.

While the interaction between electrons, the Coulomb interaction, is repulsive, in solids it can give rise to an effective attractive interaction at longer distances while remaining repulsive at the shortest distances. Cooper pairing can exist in a higher angular momentum channel, such as the $p$-, $d$- and $f$- channel, as the higher angular momentum pairing wave functions vanish at short distance.[4] This thesis will focus on chiral superconductivity, a particular type of higher angular momentum pairing.
In this chapter, we briefly summarize some main properties of chiral superconductors. For a detailed review, one can refer to Ref. [5].

1.1 Chiral Superconductivity

In the continuum limit, for a 2D chiral superconductor with Cooper pair angular momentum \( m \), the superconducting gap function is described as

\[
\Delta(\theta_k) = \Delta_0 \left( \frac{k}{k_F} \right)^{|m|} e^{im\theta_k},
\]  

(1.1)

where \( \theta_k \) is the azimuthal angle of wavevector \( k \) with respect to the x-axis, \( k_F \) is the Fermi wave vector, and \( m = \pm 1, \pm 2, \pm 3 \) for chiral \( p \)-, \( d \)-, \( f \)-wave superconductors, respectively. Chiral superconductors have topological order and can be characterized by a Chern number \( C \) which is a topological invariant \([6, 7]\) defined as

\[
C = \frac{1}{4\pi} \int d^2k \, \hat{h} \cdot \left( \partial_{k_x} \hat{h} \times \partial_{k_y} \hat{h} \right)
\]  

(1.2)

where, \( \hat{h} = h/|h| \) and \( h = \{ \text{Re}[\Delta_k], \text{Im}[\Delta_k], \epsilon(k) - \mu \} \); \( \epsilon(k) - \mu \) is the single particle dispersion. In the continuum limit, the Cooper pair angular momentum \( m \) is equal to the Chern number \( C \). For the simplest chiral \( p \)-wave pairing, the chiral order parameter is \( \Delta(\theta_k) = \Delta_0 (k_x \pm ik_y)/k_F \) according to Eq.(1.1). The corresponding Chern number is \( \pm 1 \). These two chiralities, \( C = \pm 1 \), are degenerate and break time-reversal symmetry. Thus, spontaneous currents are expected at the surfaces or at defects.
The edges and vortices of chiral superconductors can support Majorana zero energy bound states\cite{8, 9}, protected by the topology. Majorana zero energy modes carry no electric charge and are represented by a real operator, such that the annihilation and creation operators are identical. These bound states can be potentially used to build a topological quantum computer\cite{10} due to the non-abelian mutual statistics between different vortices carrying the bound states\cite{11}.

Several materials are thought to be chiral superconductors in part because experiments suggest a time reversal symmetry broken superconducting phase. Sr$_2$RuO$_4$ is a strong candidate for a chiral $p$-wave superconductor and UPt$_3$ is thought to have chiral $f$-wave pairing. SrPtAs and URu$_2$Si$_2$ are possible candidates for chiral $d$-wave superconductors. Among these candidates, Sr$_2$RuO$_4$ is the most studied material. The most important evidence for time reversal symmetry breaking comes from $\mu$SR \cite{12} and Kerr effect\cite{13} measurements.

## 1.2 Spontaneous edge current

Another consequence of the time reversal symmetry breaking is the spontaneous edge current. The current is carried by both edge and bulk modes\cite{8}. For chiral superconductors, the edge modes are chiral Majorana-Weyl modes\cite{8, 5}. The number of edge branches is determined by the Chern number defined in Eq.\,(1.2), which is a manifestation of the bulk-boundary correspondence\cite{14}.

The edge current, as well as the related spontaneous angular momentum, in chiral $p$-wave superconductors/superfluids has been studied extensively\cite{15, 8, 16, 17, 18, 19}, partially due to the fact the chiral $p$-wave is experimentally realized in $^3$He\cite{20}. In contrast, similar studies for higher angular momentum chiral superconductors, such
as chiral $d$-wave\textsuperscript{21, 22} and $f$-wave, are relatively rare. Some of these studies can be found in Ref.\textsuperscript{17, 18}. Interestingly, in these studies, the authors have found that the edge current in higher chirality superconductors behaves quite differently from that in chiral $p$-wave superconductors. However, the conclusions are obtained in the absence of Meissner screening effects.

The Meissner screening effect on the chiral $p$-wave edge current has been calculated on a half-infinite geometry with a specular surface in Ref.\textsuperscript{23}. This study found that the surface magnetic field is largely reduced by the screening effect. However, the effect of screening on higher chirality edge currents has only been studied on a small disk\textsuperscript{1} in Ref.\textsuperscript{24} recently. Large finite size effects could be induced by the studied geometry. Therefore the question of how the Meissner screening affects the edge current in higher chirality superconductors still needs to be further investigated, i.e., on a half-infinite geometry.

Even though the screened surface magnetic field is reduced by a factor of 10 for the chiral $p$-wave pairing with parameters appropriate for Sr$_2$RuO$_4$, theoretically it is predicted to be of the order of 10 Gauss\textsuperscript{23}, which should be observable. However, searches for the expected spontaneous currents in Sr$_2$RuO$_4$ have so far yielded null results\textsuperscript{25, 26, 27}. One possible reason for the null surface current results is the effect of surface disorder. Experimentally, a specular surface scattering is hard to realize as it requires the superconductor sample surface to be atomically smooth.

Effects of different types of non-specular surfaces, including rough surface, pair breaking surface and metallic surface, has been discussed extensively for chiral $p$-wave pairing\textsuperscript{28, 29, 30, 31, 32, 24, 33}. Only recent studies in Ref.\textsuperscript{24} investigated this

\textsuperscript{1}The geometry studied in Ref.\textsuperscript{24} is an infinite cylinder with a small radius comparable to the coherence length.
problem for higher chiral pairings on a small disk. Interestingly, the authors found that the direction of the chiral $d$-wave edge current is flipped by the surface roughness. Again, this conclusion may suffer from the large finite size effects. Thus, the effects of surface roughness on both the unscreened and screened spontaneous edge current for different chiral pairings are still unclear.

1.3 Plan of this thesis

The goal of this thesis is to investigate the behavior of the spontaneous edge current of higher chirality superconductors. We will study this problem in the quasi-classical limit of the continuum model.

We will first briefly derive the quasiclassical Eilenberger equation from the Gor’kov equation and introduce the framework of the Eilenberger equation in Chapter 2. The uniform order parameter analytical solutions to the Eilenberger equation will also be calculated in this chapter. We then discuss the behavior of the self-consistent edge current for different chiral pairings in the absence of the Meissner effect in Chapter 3. We will focus on two features: the spatial profiles of the edge current and the temperature dependence of the integrated current. In Chapter 4, we will address the effects of Meissner screening on the spontaneous edge current. Finally, in Chapter 5 we will add the roughness near the surface and explain its effects on both the unscreened and screened edge current. Conclusions will be given in Chapter 6. A few of the more mathematical details on the Gor’kov equation are left to Appendix A.
Chapter 2

Quasiclassical Formulation

The response of chiral superconductors to inhomogeneity, of which an edge is one important example, can be studied using standard techniques. From the BCS Hamiltonian and its equation of motion, the Gor’kov equation for the Matsubara Green’s functions\[34\], which is often used to study inhomogeneity in superconductors, can be derived with the mean field approximation and Wick-decomposition. One approach is to solve the Gor’kov equation, supplemented with the gap equation and Maxwell equations, self-consistently and then calculate physical quantities using the Matsubara Green’s functions. However, the Gor’kov equation is too complex to solve directly.

The quasiclassical formulation greatly simplifies the Gor’kov equation. The Gor’kov equation is associated with two characteristic length scales: $k_F^{-1}$ and the coherence length, $\xi \sim h v_F/\Delta$, where $\Delta$ here is the bulk superconducting gap, $v_F$ is the Fermi velocity and $k_F$ is the Fermi wave vector. By integrating out energies related to $k_F^{-1}$, which are unimportant for superconductivity, the Eilenberger equation for the quasiclassical Green’s functions\[35 36\] can be derived. One can then solve the simpler
Eilenberger equation instead of the Gor’kov equation. Boundary conditions\cite{37} are also needed, as the Eilenberger equation does not contain the physics at very small length scales, related to $k_F^{-1}$.

A large number of studies have been done using this framework\cite{38,39,40,41,23}. In this chapter, we will give a brief description of this framework starting from the Gor’kov equation. A short derivation of the Gor’kov equation, as well as the definition of the Matsubara Green’s Functions, is given in Appendix A. For full mathematical details, one can refer to Ref.\cite{42,43,44}.

\section{Quasiclassical Approximation}

In Appendix A we derive the Gor’kov equation, Eq.(\ref{eq:gor30}), which we reproduce here:

\begin{equation}
\begin{pmatrix}
-i\omega_n + H & -\Delta(r_1) \\
\Delta^*(r_1) & i\omega_n + H^*
\end{pmatrix}
\hat{G}(r_1, r_2; \omega_n) = \delta(r_1 - r_2) \hat{1},
\tag{2.1a}
\end{equation}

\begin{equation}
\hat{G}(r_1, r_2; \omega_n)
\begin{pmatrix}
-i\omega_n + H^* & -\Delta(r_2) \\
\Delta^*(r_2) & +i\omega_n + H
\end{pmatrix}
= \delta(r_1 - r_2) \hat{1}.
\tag{2.1b}
\end{equation}

Where, $\hat{G}(r_1, r_2; \omega_n)$ is the matrix form of the Matsubara Green’s functions,

\begin{equation}
\hat{G}(r_1, r_2; \omega_n) = \begin{pmatrix}
G(r_1, r_2; \omega_n) & F(r_1, r_2; \omega_n) \\
-F^*(r_1, r_2; \omega_n) & G^*(r_1, r_2; \omega_n)
\end{pmatrix}.
\tag{2.2}
\end{equation}

As discussed above, Eq.(\ref{eq:2.1}) can be simplified by using the quasiclassical approximation. Physical quantities, such as the charge current, are defined by the Green’s
functions in the limit of \( \mathbf{r}_1 \to \mathbf{r}_2 \). Doing a Fourier transform so that functions of \( \mathbf{r} = \mathbf{r}_1 - \mathbf{r}_2 \) become functions of momentum \( \mathbf{p} \), we can parameterize the momentum-space integral as:

\[
\frac{d^3 p}{(2\pi)^3} = \frac{d\zeta_p}{v_F} \frac{dS_F}{(2\pi)^3}, \tag{2.3}
\]

where \( d\zeta_p/v_F \) is the integral element perpendicular to the Fermi surface and \( dS_F \) is the Fermi surface area element. Note that, the first term on the right hand side of Eq. (2.3) is only associated with the fast oscillations \( \sim k_{F}^{-1} \), which are unimportant for superconductivity.

The quasiclassical Green’s functions are obtained by integrating out \( \zeta_p \) near the surface and are defined as:

\[
\begin{align*}
    f(\hat{p}_F, \mathbf{k}; \omega_n) &= \int \frac{d\zeta_p}{i\pi} F(\mathbf{p}, \mathbf{k}; \omega_n) = \oint \frac{d\zeta_p}{i\pi} F(\mathbf{p}, \mathbf{k}; \omega_n), \\
    f^\dagger(\hat{p}_F, \mathbf{k}; \omega_n) &= \int \frac{d\zeta_p}{i\pi} F^\dagger(\mathbf{p}, \mathbf{k}; \omega_n) = \oint \frac{d\zeta_p}{i\pi} F^\dagger(\mathbf{p}, \mathbf{k}; \omega_n), \\
    g(\hat{p}_F, \mathbf{k}; \omega_n) &= \int \frac{d\zeta_p}{i\pi} G(\mathbf{p}, \mathbf{k}; \omega_n) = \oint \frac{d\zeta_p}{i\pi} G(\mathbf{p}, \mathbf{k}; \omega_n), \\
    \bar{g}(\hat{p}_F, \mathbf{k}; \omega_n) &= \int \frac{d\zeta_p}{i\pi} \bar{G}(\mathbf{p}, \mathbf{k}; \omega_n) = \oint \frac{d\zeta_p}{i\pi} \bar{G}(\mathbf{p}, \mathbf{k}; \omega_n). \tag{2.4}\end{align*}
\]

Where we have also done a Fourier transform from the variable \( \mathbf{R} = (\mathbf{r}_1 + \mathbf{r}_2)/2 \) to the momentum variable \( \mathbf{k} \). \( \oint \) shows that we take the contributions from poles close to the Fermi surface. \( \hat{p}_F \) is the unit vector of particle momentum at (or close to) the Fermi surface.

The mixed coordinate quasiclassical Green’s functions in a matrix form can be
expressed as:

\[
\hat{g}(\hat{p}_F, R; \omega_n) = \begin{pmatrix}
g(\hat{p}_F, R; \omega_n) & f(\hat{p}_F, R; \omega_n) \\
-f(\hat{p}_F, R; \omega_n) & \bar{g}(\hat{p}_F, R; \omega_n)
\end{pmatrix},
\]

(2.5)

with the Fourier transformation:

\[
\hat{g}(\hat{p}_F, R; \omega_n) = \int \frac{d^3k}{(2\pi)^3} e^{i\mathbf{k}R} \hat{g}(\hat{p}_F, \mathbf{k}; \omega_n).
\]

(2.6)

The quasiclassical Green’s functions obey particle-hole symmetry in equilibrium and the normalisation condition:

\[
g(\hat{p}_F, R; \omega_n) + \bar{g}(\hat{p}_F, R; \omega_n) = 0; \quad (2.7)
\]

\[
\hat{g}(\hat{p}_F, R; \omega_n) \cdot \hat{g}(\hat{p}_F, R; \omega_n) = -\pi^2 \hat{1}.
\]

(2.8)

With above definitions, the quasiclassical Eilenberger equation can be derived from Eq.(2.1). First, we transform the coordinate variables \(r_1\) and \(r_2\) to variables \(r\) and \(R\) and only keep the terms with gradients in \(r\),

\[
\nabla_{r_1,r_2} = \frac{1}{2} \nabla_R \pm \nabla_r = \pm \nabla_r,
\]

(2.9a)

\[
\nabla^2_{r_1,r_2} = \frac{1}{4} \nabla_R^2 \pm \nabla_R \nabla_r + \nabla^2_r = \pm \nabla_R \nabla_r + \nabla^2_r.
\]

(2.9b)
The Hamiltonian and order parameter can be expressed as:

\[
H_{r_1, r_2} = -\frac{\nabla^2 r_1}{2m} + \frac{\nabla r_1 \cdot \nabla R}{2m} - \mu - i\frac{e}{mc} A(R); \quad (2.10a)
\]

\[
\Delta(r_1, r_2) = \Delta(R) \quad (2.10b)
\]

The Gor’kov equation can be rewritten in mixed coordinate:

\[
\begin{bmatrix}
-i\omega_n + \frac{evF}{c} A(R) & \Delta(R) \\
\Delta^*(R) & i\omega_n - \frac{evF}{c} A(R)
\end{bmatrix}
+ \left(\xi_p - i\frac{vF}{2} \nabla R\right) \hat{1} \hat{G}(p, R; \omega_n) = \hat{1},
\]

(2.11a)

\[
\hat{G}(p, R; \omega_n) \begin{bmatrix}
-i\omega_n + \frac{evF}{c} A(R) & \Delta(R) \\
\Delta^*(R) & i\omega_n - \frac{evF}{c} A(R)
\end{bmatrix}
+ \left(\xi_p + i\frac{vF}{2} \nabla R\right) \hat{1} = \hat{1}.
\]

(2.11b)

Where, \(\xi_p = p^2 / 2m - \mu\) and the Fourier transformation:

\[
\hat{G}(p, R; \omega_n) = \int d^3r e^{ipr} \hat{G}(r, R; \omega_n)
\]

(2.12)

Subtracting Eq.(2.11a) and Eq.(2.11b), we can get:

\[
-i v_F \nabla R \hat{G}(p, R; \omega_n) = \begin{bmatrix}
\begin{bmatrix}
i\omega_n - \frac{evF}{c} A(R) & \Delta(R) \\
-\Delta^*(R) & -i\omega_n + \frac{evF}{c} A(R)
\end{bmatrix}
\hat{G}(p, R; \omega_n)
\end{bmatrix}.
\]

(2.13)

Note that, in Eq.(2.13), the fast oscillations only exist in \(\hat{G}\). Integrating out the
\[ d\xi_p \text{ in } G, \text{ we can get the Eilenberger equation:} \]

\[
-i v_F \nabla_R \hat{g}(\hat{p}_F, R; \omega_n) = \begin{pmatrix}
  i\omega_n - \frac{e v_F}{c} A(R) & \Delta(R) \\
  -\Delta^*(R) & -i\omega_n + \frac{e v_F}{c} A(R)
\end{pmatrix}, \hat{g}(\hat{p}_F, R; \omega_n) \]

(2.14)

## 2.2 Numerical Procedure

Consider a semi-infinite geometry with a specular surface perpendicular to the \( x \)-direction and superconducting at \( x \geq 0 \). The classical trajectory of a Bogoliubov quasiparticle is shown in Fig. 2.1. The chiral \( p \)-wave pairing in this geometry has been calculated in Ref. [23]. In this thesis, we follow the same numerical procedure.

As the system is translationally invariant perpendicular to the \( x \)-axis, the corresponding Eilenberger equation can be expressed as:

\[
-i v_F \frac{d}{d x} g(k_F, x; \omega_n) = \Delta^*(k, x) f(k_F, x; \omega_n) - \Delta(k_F, x) f^\dagger(k, x; \omega_n),
\]

(2.15a)

\[
 i\tilde{\omega}_n f(k_F, x; \omega_n) + \frac{1}{2} v_F \frac{d}{d x} f(k_F, x; \omega_n) = \Delta(k_F, x) g(k_F, x; \omega_n),
\]

(2.15b)

\[
 i\tilde{\omega}_n f^\dagger(k_F, x; \omega_n) - \frac{1}{2} v_F \frac{d}{d x} f^\dagger(k_F, x; \omega_n) = \Delta^\dagger(k_F, x) g(k_F, x; \omega_n),
\]

(2.15c)

where \( \tilde{\omega}_n = \omega_n + i \frac{e v_F}{c} A_y(x) \).

As we see in Eq. (2.15), the equations for \( g, f \) and \( f^\dagger \) are coupled with each other, which is difficult to solve directly. Riccati parameterization can decouple the Eilenberger equation into scalar differential equations which are much easier to solve numerically. [38, 45]
The Riccati transformation of the quasiclassical Green’s function is defined as:

\[
\hat{g} = \frac{-\pi i}{1 + ab} \begin{bmatrix} 1 - ab & 2ia \\ -2ib & -1 + ab \end{bmatrix}.
\]

(2.16)

Substituting Eq.(2.16) into the Eilenberger equation Eq.(2.15), we get two differential equations for \(a\) and \(b\), respectively:

\[
v_{Fx} \frac{da(k_F, x; \omega_n)}{dx} = \Delta(k_F, x) - \Delta^\dagger(k_F, x)a^2(k_F, x; \omega_n) - 2\tilde{\omega}_n a(k_F, x; \omega_n), \quad (2.17a)
\]

\[
v_{Fx} \frac{db(k_F, x; \omega_n)}{dx} = -\Delta^\dagger(k_F, x) + \Delta(k_F, x)b^2(k_F, x; \omega_n) + 2\tilde{\omega}_n b(k_F, x; \omega_n). \quad (2.17b)
\]

Note that the differential equations for \(a\) and \(b\) are no longer coupled to each other and can be solved separately with proper initial values. For \(i\omega_n\) situated in the upper half of the complex plane, \(a\) can be found by integrating Eq.(2.17a) as an initial value problem along trajectory \(A \rightarrow B \rightarrow C\), while \(b\) can be found by integrating Eq.(2.17b)
along trajectory $C \rightarrow B \rightarrow A$.\footnote{45} The initial values for $a$ and $b$ are

\begin{align}
 a(k_{F1}, \infty; \omega_n) &= \frac{\Delta(k_{F1}, \infty)}{\sqrt{\omega_n^2 + |\Delta(k_{F1}, \infty)|^2 + \omega_n}}, \quad (2.18a) \\
 b(k_{F2}, \infty; \omega_n) &= \frac{\Delta^\dagger(k_{F2}, \infty)}{\sqrt{\omega_n^2 + |\Delta(k_{F2}, \infty)|^2 + \omega_n}}, \quad (2.18b)
\end{align}

where $k_{F1}$ and $k_{F2}$ are the Fermi wave vectors of the incident and reflected quasiparticles as shown in Fig. 2.1. The momentum of the incident and reflected quasiparticles along the surface is conserved and boundary conditions at $x = 0$ are given by:

\begin{align}
 a(k_{F1}, 0; \omega_n) &= a(k_{F2}, 0; \omega_n), \quad (2.19a) \\
 b(k_{F1}, 0; \omega_n) &= b(k_{F2}, 0; \omega_n). \quad (2.19b)
\end{align}

For a chiral superconductor with angular momentum $m$, the order parameter can be separated into two components:

\begin{equation}
 \Delta(k_F, x) = \Delta_x(x) \cos(m\theta_k) + i\Delta_y(x) \sin(m\theta_k). \quad (2.20)
\end{equation}

The spatial dependent order parameter components can be calculated with the gap equation,

\begin{align}
 \Delta_x(x) &= \pi TN(0) V \sum_{|\omega_n| < \omega_C} \frac{1}{2\pi} \int_{-\pi}^{\pi} d\theta_k 2 \cos(m\theta_k) f(\theta_k, x; \omega_m), \quad (2.21a) \\
 \Delta_y(x) &= \pi TN(0) V \sum_{|\omega_n| < \omega_C} \frac{1}{2\pi} \int_{-\pi}^{\pi} d\theta_k 2 \sin(m\theta_k) f(\theta_k, x; \omega_m). \quad (2.21b)
\end{align}
Where \( N(0) \) is the normal density of states per unit volume at the Fermi energy and \( N(0)V \) is the coupling constant determined by:

\[
N(0)V = \frac{1}{\ln \frac{T}{T_C} + \sum_{0<m<\omega_C/2\pi T} \frac{1}{m-1/2}}.
\] (2.22)

Here, \( T_C \) is the superconducting transition temperature and \( \omega_C \) is the cutoff energy.

The spatial dependent current density along \( y \) direction can be calculated as,

\[
J_y(x) = -ev_F N(0) T \sum_{|\omega_n|<\omega_C} \frac{1}{2\pi} \int_{-\pi}^{\pi} d\theta_k \sin(\theta_k) (-i\pi) g(\theta_k, x; \omega_m).
\] (2.23)

The Meissner screening is taken into account through the self-consistent vector potential which can be calculated using the Maxwell equations,

\[
B_z(x) = -\mu \int_0^x dx' J_y(x'),
\] (2.24)

\[
A_y(x) = -\int_x^\infty dx' B_z(x'),
\] (2.25)

where \( \mu \) is the permeability and related to the penetration depth, \( \lambda_L = \sqrt{m/e^2 \mu n} \), with the density of electrons \( n \).

In summary, for the geometry of Fig. 2.1, the corresponding Eilenberger equation Eq.(2.15) or Riccati equation Eq.(2.17) can be calculated self-consistently using the initial conditions Eq.(2.18), boundary conditions Eq.(2.19), superconducting gap equation Eq.(2.21) and Maxwell equations Eq.(2.25).
2.3 Uniform Order Parameter Analysis

Before we discuss the self-consistent numerical results, we first consider simple cases with uniform order parameter and ignore the vector potential. Quasi-classical Green’s function can be calculated analytically in such cases[46, 47, 48, 23, 16, 19].

The quasi-classical Green’s function can be rewritten as:

$$
\hat{g} = g_1 \hat{\tau}_1 + g_2 \hat{\tau}_2 + g_3 \hat{\tau}_3,
$$

(2.26)

where, $\hat{\tau}_i$ ($i = 1, 2, 3$) is the Pauli matrix:

$$
\hat{\tau}_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \hat{\tau}_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \hat{\tau}_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
$$

(2.27)

Comparing with the definition of the quasi-classical Green’s function Eq.(2.5), we find $\text{Im}(\Delta) \propto g_1$, $\text{Re}(\Delta) \propto g_2$ and $J_y \propto \text{Im}(g_3)$. The Eilenberger equation, Eq.(2.14), can be rewritten as:

$$
\frac{d}{dx} \begin{pmatrix} g_1 \\ g_2 \\ g_3 \end{pmatrix} = \frac{2}{v_F} \begin{pmatrix} 0 & i\omega_n & -i\Delta_x \\ -i\omega_n & 0 & i\Delta_y \\ i\Delta_x & -i\Delta_y & 0 \end{pmatrix} \begin{pmatrix} g_1 \\ g_2 \\ g_3 \end{pmatrix},
$$

(2.28)

where, $\Delta(T) = \Delta_x + i\Delta_y$, i.e., for a chiral $p$-wave superconductor, $\Delta_x = \Delta(T) \cos \theta_k$ and $\Delta_y = \Delta(T) \sin \theta_k$. 
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Supplemented with the boundary conditions, \( \hat{g}(k_F, 0; \omega_n) = \hat{g}(-k_F, 0; \omega_n) \), a general solution to Eq.(2.28) can be calculated:

\[
g_+ (k_F, x; \omega_n) = -\frac{\pi \Delta_2}{\lambda} \left( 1 + \frac{\Delta_1^2}{\omega_n^2 + \Delta_2^2} e^{-2|v_F| x} \right) - i\pi \frac{\omega_n s \Delta_1}{\omega_n^2 + \Delta_2^2} e^{-2|v_F| x},
\]

\[
g_- (k_F, x; \omega_n) = \frac{\pi \Delta_1}{\lambda} \left( 1 - e^{-2|v_F| x} \right),
\]

\[
g_3 (k_F, x; \omega_n) = \frac{\pi \omega_n}{\lambda} + \frac{\pi}{\lambda} \frac{\omega_n \Delta_1^2}{\omega_n^2 + \Delta_2^2} e^{-2|v_F| x} - i \pi \frac{s \Delta_1 \Delta_2}{\omega_n^2 + \Delta_2^2} e^{-2|v_F| x},
\]

where, \( \lambda = \sqrt{\omega_n^2 + \Delta^2(T)} \), \( s = \text{sgn}(\Delta_1) \). Here, we use \( \Delta_1, \Delta_2, g_- \) and \( g_+ \) instead of \( \Delta_x, \Delta_y, g_1 \) and \( g_2 \). \( \Delta_1 \) and \( \Delta_2 \) represent the components of the order parameter perpendicular and parallel to the surface (i.e., the suppressed and enhanced components); \( g_- \) and \( g_+ \) represent the suppressed and enhanced Green’s function. Take the chiral p-wave superconductor as an example, \( \Delta_1 = \Delta_x, \Delta_2 = \Delta_y, g_+ = g_1 \) and \( g_- = g_2 \).

The spatial dependent current density can be calculated from the imaginary part of \( g_3 \):

\[
J_y(x) = \frac{2T}{(2\pi)^d} \sum_{\omega_n} \int_{\text{F.S.}} \frac{dk}{|v_F|} v_{Fy} \text{Im}(g_3(k, x; \omega_n)).
\]

The temperature dependent integrated current \( I_y(T) \) can be computed with Eq.(2.30)
as:

\[ I_y(T) = \int_0^\infty dx J_y(x) \]
\[ = -\frac{1}{2(2\pi)^d} \int_{\text{F.S.}} \frac{dk}{|v_F|} v_{F_y} v_{F_z} \Delta_1 \Delta_2 2\pi T \sum_{\omega_n} \frac{1}{\lambda \omega_n^2 + \Delta_2^2} \]
\[ = \frac{1}{(2\pi)^d} \int_{\text{F.S.}} \frac{dk}{|v_F|} v_{F_y} v_{F_z} \Delta_2 \Delta_1 \times \left[ \frac{\pi}{2} \frac{1}{|\Delta_1||\Delta_2|} \tanh \left( \frac{|\Delta_2|}{2T} \right) \right] \]
\[ - \int_0^\infty dy \frac{1}{\Delta_2^2 \sinh^2 y + \Delta_2^2 \cosh^2 y} \tanh \left( \frac{|\Delta(T)|}{2T} \cosh y \right) \] \hspace{1cm} (2.31)

As is shown in Eq. (2.31), \( I_y(T) \) can be separated into two terms denoted as \( A \) and \( B \). The integral associated with term \( A \) represents the integrated current carried by the edge states and that associated with term \( B \) accounts for the integrated current carried by bulk states.

For a chiral \( p \)-wave superconductor, the temperature dependent integrated current can be expressed as:

\[ I_{y,p\text{-wave}}(T) = \frac{2mv_F^2}{(2\pi)^2} \int_{-\pi}^\pi d\theta_k \sin^2 \theta_k \cos^2 \theta_k \times \left[ \frac{\pi}{2|\sin \theta_k||\cos \theta_k|} \tan h \left( \frac{\Delta_2 |\sin \theta_k|}{2T} \right) \right] \]
\[ - \int_0^\infty dy \frac{1}{\sin^2 \theta_k \sinh^2 y + \cos^2 \theta_k \cosh^2 y} \tan h \left( \frac{\Delta(T)}{2T} \cosh y \right) \] \hspace{1cm} (2.32)
When $T = 0$, the integrated current can be calculated,

$$I_y(0) = \frac{2mv_F^2}{(2\pi)^2} \int_{-\pi}^{\pi} d\theta_k \sin \theta_k \cos \theta_k \left( \frac{\pi}{2} - \arctan \left( \frac{\sin \theta_k}{\cos \theta_k} \right) \right) = \frac{\epsilon_F}{4\pi}, \quad (2.33)$$

where $\epsilon_F$ is the Fermi energy. What’s more, when $T = 0$, the integral associated with $A$ is twice that associated with $B$, indicating the edge states contribution to the integrated current is twice the bulk states contribution. The minus sign indicates the opposite directions of these two contributions. These results, obtained from the uniform order parameter Eilenberger theory, are consistent with that calculated by Stone and Roy using the BdG theory in Ref.[8].

For chiral $d$- and $f$-wave superconductors, the temperature dependent integrated currents are:

$$I_{y,d\text{-wave}}(T) = \frac{2mv_F^2}{(2\pi)^2} \int_{-\pi}^{\pi} d\theta_k \sin \theta_k \cos \theta_k \sin 2\theta_k \cos 2\theta_k \times \left[ \frac{\pi \tanh \left( \frac{\Delta(T) \cos 2\theta_k}{2T} \right)}{2 \left| \sin 2\theta_k \right| \cos 2\theta_k} \right]$$

$$- \int_{0}^{\infty} dy \frac{1}{\cos 2\theta_k \sinh^2 y + \sin 2\theta_k \cosh^2 y} \tanh \left( \frac{\Delta(T) \cosh y}{2T} \right) \quad (2.34)$$

$$= 0$$
\[ I_{y,f\text{-wave}}(T) = 2m v_F^2 \frac{(2\pi)^2}{4} \int_{-\pi}^{\pi} d\theta_k \sin \theta_k \cos \theta_k \sin 3\theta_k \cos 3\theta_k \times \left[ \begin{array}{c} \pi \tanh \left( \frac{\Delta(T) \sin 3\theta_k}{2T} \right) \\ - \frac{2}{\sin 3\theta_k} \left| \cos 3\theta_k \right| \end{array} \right] 
\]

\[ = 0 \]

\[ I_y \] is zero at all \( T \) for chiral \( d \)- and \( f \)-wave superconductors, as well as for other higher chirality superconductors. What’s more, both the edge states contribution and the bulk states contribution are zero, as the integrals associated with \( A \) and \( B \) are zero. These results are consistent with the zero temperature BdG analysis in Ref. [17].

In summary, the uniform order parameter Eilenberger theory shows zero integrated current for higher chiral superconductors at all \( T \), and non-zero integrated current only for chiral \( p \)-wave superconductors.
Chapter 3

Self-consistent Edge Current

Without Screening

In this chapter, we discuss the self-consistent edge current for chiral $p$, $d$- and $f$-wave superconductors without Meissner screening, i.e., we ignore the vector potential. This would be appropriate for a neutral chiral superfluid (although the units would be different and would describe a mass current rather than a charge current). For the superconducting case, understanding the currents without screening provides key insights into the differences between chiral $p$-wave and higher chirality. We are interested in two features: the spatial profiles of the current density $J_y(x)$ and the temperature dependence of the integrated current, $I_y(T)$, which are calculated using self-consistent numerical solutions to the Eilenberger or Riccati equations as described in Chapter 2.
3.1 Spatial profiles of the current density

We start with the spatial profiles of $J_y(x)$ of chiral $p$-, $d$- and $f$-wave pairing in the limit of $T \to 0$ ($T = 0.02T_C$). This problem has been studied recently in Ref.[24] at $T = 0.20T_C$. However, the geometry studied there is a small disk which has large finite size effects.

![Spatial profiles of the current density](image)

Figure 3.1: Spatial dependence of the self-consistent order parameter components, $|\Delta_x(x)|$ and $|\Delta_y(x)|$, in chiral $p$- (1), $d$- (2) and $f$- (3) wave superconductors without Meissner screening. The $x$ coordinate is scaled by $\xi_0 = v_F/\pi \Delta_0$, where $\Delta_0 = 2\omega_C e^{-1/N(0)V}$ is the magnitude of the bulk order parameter at $T = 0$. The order parameters are scaled by their bulk values. $T = 0.02T_C$. Other parameters used are: the grid size for the $\theta_k$ integration is $N_{\theta_k} = 400$ for $\theta_k \in [0, \pi)$; the $x$-integration grid size is $N_x = 2500$; $\omega_C = 10T_C$ is the Matsubara frequency cutoff. This set of parameters will be used throughout the whole thesis, unless specified otherwise.
Fig. 3.1 shows the spatial profiles of the chiral order parameter components with a specular surface. As can be seen, for all cases, the order parameter components exhibit similar behavior at the edge, i.e., one component drops to zero while the other is slightly enhanced. The component that falls to zero is the one that switches sign under a reflection about the edge. Take the chiral $p$-wave as an example. Under the reflection $(k_x, k_y) \rightarrow (-k_x, k_y)$, the $\Delta_x$-component changes sign, while the $\Delta_y$-component is invariant. As a consequence, the specular reflection at the edge imposes an effective destructive interference on $\Delta_x$, causing it to vanish at the boundary. The behavior of the other component, which is enhanced, can be understood from the quartic order couplings between the two components.[23]

Fig. 3.2 presents the spatial profiles of the current density, $J_y(x)$, and induced magnetic field, $B_z(x)$, for the three chiral pairings. For chiral $p$-wave, $J_y(x)$ decays to zero monotonically, inducing a large magnetic field in the bulk, $B_z(x = \infty)$, which indicates a substantial integrated edge current. Nevertheless, $B_z(x = \infty)$ will vanish once the Meissner screening is included, as will be shown in the next chapter. Note that our edge current distribution does not exhibit the characteristic Friedel oscillations generally seen in lattice BdG calculations.[17] This is because the short length scale ($\sim k_F^{-1}$) oscillations have already been integrated out in the Eilenberger formalism.

On the other hand, in agreement with the previous studies[17][18], the local current density is strongly suppressed for chiral $d$- and $f$-wave, as well as for other higher angular momentum chiral pairings (not shown). Furthermore, $J_y(x)$ changes sign from the edge to the bulk. These sign changes lead to the bulk magnetic field, $B_z(x = \infty)$, which is basically zero in Fig. 3.2 ($T = 0.02T_c$), in contrast to the large $B_z(x = \infty)$.
Figure 3.2: Spatial dependence of the current density, $J_y(x)$, and induced magnetic field, $B_z(x)$, in chiral p- (1), d- (2) and f- (3) wave superconductors without Meissner screening. $J_y(x)$ is scaled by $J_0 = e v_F N(0) T_C$ and $B_z(x)$ is scaled by $B_C = \Phi_0 / 2\sqrt{2\pi e \xi_0 \lambda_L}$. $T = 0.02 T_C$.

in the $p$-wave case. At $T = 0$, $B_z(x = \infty)$ should be exactly zero for the chiral $d$- and $f$-wave, in accord with our previous analytical integrated current results in Section 2.3.

The suppression and spatial profile of $J_y$ for higher chirality superconductors can be understood from different current channels. In a chiral superconductor, the number of edge branches per edge is determined by the chirality. The current carried by an edge state is proportional to $k_y$. Thus, the direction, the magnitude and the the decay length (in units of the coherence length) of the current density carried by a branch of edge states only depend on the wavevectors. For example, in the chiral $d$-wave
Figure 3.3: Schematic edge dispersion for chiral $d$- (1) and $f$- (2) wave superconductor with one edge.

case, there are two edge branches, as is shown in Fig.3.3 (1). The left branch carries negative current and the right branch carries positive current. The current density carried by each branch for $T \approx 0$ is shown in Fig.3.4 (a.1) and (a.2). The negative current channel with $|k_y/k_F| < \sqrt{2}/2$ has a longer decay length; while the positive one with $|k_y/k_F| \geq \sqrt{2}/2$ has a shorter decay length. Because of the cancelation between the two branches the total local current density is largely reduced. Also due to the different length scales of the two channels the local current has a node. Note that in each edge mode branch in Fig.3.3, a Bogoliubov quasiparticle state with momentum $k_y$ is an equal weight combination of normal state electron with momentum $k_y$ and hole with momentum $-k_y$. As a consequence, the current density carried by the $k_y$ edge state in Fig. 3.3 is split into two parts in the Eilenberger formalism: $J_y(k_y)$ (electron like) and $J_y(-k_y)$ (hole like), which explains why in Fig.3.4 the positive current branch is nonzero for both $k_y > 0$ and $k_y < 0$. Similarly, in a chiral $f$-wave superconductor with one edge, three current channels carrying current density on three different length scales account for the suppression and the spatial profiles of the
Figure 3.4: Angular dependence of $J_y(\theta)$ at several positions and spatial dependence of $J_y(x)$ in different channels for chiral d- (a) and f- (b) wave superconductors without screening. In (a.1) and (b.1), the solid lines represent positive current density and dash lines represent negative current density. $T = 0.02T_C$. 
local current density.

It is important to note that, on the basis of a phenomenological Ginzburg-Landau argument, Ref. [17] predicts vanishing local edge current for non-p-wave chiral superconductors. However, both Ref. [24] and our calculations indicate finite, albeit small, local current distribution. This need not constitute a serious inconsistency as the Ginzburg-Landau analysis in Ref. [17] only takes into account the lowest order contributions, namely,

$$J_y \propto k_3 \text{Im}[(\partial_x \Delta^*_y)\Delta_y - \Delta^*_x(\partial_x \Delta_y)]$$  \hspace{1cm} (3.1)

There, the expectation of vanishing local current stems from the symmetry of the phenomenological coefficient $k_3$, which vanishes for non-p-wave chiral pairings. However, higher order contributions, such as $(\partial_x^3 \Delta^*_y)\Delta_y$, may not vanish, thus leading to non-zero local current distribution.

### 3.2 Temperature dependence of the integrated current

As discussed in Sec 2.3, when the order parameter is uniform, $I_y(T)$ is zero for higher chirality pairings at all $T$; however, it is substantial for chiral $p$-wave at $T = 0$. Here we discuss the self-consistent $I_y(T)$ for different chiral pairings.

For the chiral $p$-wave pairing, the uniform order parameter analysis predicts $I_{y,\text{analytical}}(0) = \epsilon_F/4\pi$. For the convenience of comparison with the numerical results, we scale the integrated current by $I_0 = J_0\xi_0 = e\nu_F N(0)T_C\xi_0$ and get $I_{y,\text{analytical}}(0)/I_0 =$
0.722. The numerical results, with both uniform order parameter and self-consistent spatial varying order parameter, are in agreement with the analytical solution in the limit of $T \to 0$, $N_x \to \infty$ and $\omega_C \to \infty$. Fig. 3.5 shows the self-consistent $I_y(T)/I_y(0)$ compared with the uniform non-self-consistent numerical results and the uniform analytical solutions. As can be seen, the non-self-consistent results are in agreement with the analytical solutions at all temperatures, as expected. However, $I_y(T)$ is sensitive to the details of the order parameter at the edge (i.e., to self-consistency) at finite temperature.

Figure 3.5: Temperature dependence of the self-consistent $I_y(T)/I_y(0)$ (open circles) for chiral $p$-wave pairing compared with the uniform non-self-consistent numerical results (solid circles) and the uniform analytical solution (line). As we don’t have the numerical results at $T = 0$, we use $I_y(T)/I_y(0.02T_C)$ instead. $\omega_C = 20T_C$

For the chiral $d$- and $f$-wave pairing, the numerical results, both with and without

\footnote{With parameters chosen as $N_x = 2500$ and $\omega_C = 20T_C$, $I_{y, self}(0.02T_C)/I_0 = 0.691$.}
self-consistency, are in agreement with the analytical solution in the limit of $T \to 0$, $N_x \to \infty$ and $\omega_C \to \infty$, that is $I_{y,\text{analytical}}(0) = I_{y,\text{self}}(0) = I_{y,\text{non-self}}(0) = 0$. As shown in Fig. 3.6, both the uniform non-self-consistent numerical results and the analytical solutions give $I_y = 0$ at all temperatures. However, with self-consistency, $I_y(T)$ is non-zero at $T > 0$.

Figure 3.6: Temperature dependence of the self-consistent current $I_y(T)$ (open circles) compared with the uniform non-self-consistent numerical results (solid circles) for chiral $d$-wave (a) and chiral $f$-wave (b). The $N_x = \infty$ data is obtained from results of finite $N_x$ by extrapolation to reduce the finite size effects. $\omega_C = 20T_C$.

The difference between the self-consistent and the uniform or non-self-consistent $I_y(T)$ at $T > 0$ for the three chiral pairings can be understood as resulting from the change in the edge dispersions with self-consistency. As mentioned earlier and from the analytical analysis in Ref. [49], the current carried by an edge state is proportional to $k_y$ and the current from edge states between $k_y$ to $k_y + dk_y$ is proportional to $k_y dk_y$. Self-consistency slightly modifies the edge dispersion; however $E_{k_y} = 0$ points are protected by the pairing symmetry: for chiral $p$-wave, $E_{k_y} = 0$ at $k_y = 0$, while for chiral $d$-wave, $E_{k_y} = 0$ at $k_y = \pm \sqrt{2}/2$. As a consequence, in the ground state of
chiral superconductors, the self-consistent \( I_y(0) \) is equal to the uniform \( I_y(0) \), since the same \( k_y \)-states are occupied in the two cases and the current carried by a state only depends on \( k_y \) and not the energy of the state (i.e., there is no dependence on the dispersion). However, when \( T > 0 \), some states with \( E_{k_y} > 0 \) will be occupied while some states with \( E_{k_y} < 0 \) will be empty and the thermal occupation of any state depends on its energy, i.e., is dependent on the dispersion which is affected by self-consistency. Consequently, \( I_y(T) \) depends on the details of the edge dispersion.

In summary, the multiple current channels in higher chirality superconductors result in the suppression of the local current density and the presence of nodes in the current spatial profiles. Self-consistency induces spatial varying order parameters which slightly modifies the \( E_k \neq 0 \) edge dispersion. As a result, the integrated current at \( T > 0 \) is affected and becomes non-zero in the case of higher chirality.
Chapter 4

Self-consistent Edge Current With Screening

In this chapter, we discuss the Meissner screening effect on the edge current for chiral $p$-, $d$- and $f$-wave pairings, i.e., including the self-consistent vector potential $A_y$ induced by the edge current. The chiral $p$-wave case has been well studied in Ref. [23] and we present the results for the sake of comparison between chiral $p$-wave and higher chirality cases.

According to Eq. (2.14), $i\omega$ is replaced by $i\omega - \frac{e v_{F_y}}{c} A_y$, when $A_y$ is included in the theory. Quasiparticles moving parallel to the surface are strongly affected by $A_y$ due to the factor $v_{F_y}$; by contrast, quasiparticles moving perpendicular to the surface are hardly affected. The spatial varying profiles of the chiral order parameter components near the edge are caused by the quasiparticles moving almost perpendicular to the surface which are weakly affected by the Meissner screening. Consequently, as is shown in Fig. 4.1, the self-consistent order parameters with screening exhibit qualitatively the same spatial profiles as the unscreened results in Fig. 3.1.
Figure 4.1: Spatial dependence of the self-consistent order parameter components, $|\Delta_x(x)|$ and $|\Delta_y(x)|$, in chiral $p$- (1), $d$- (2) and $f$- (3) wave superconductors with Meissner screening. $T = 0.02T_C$.

The total current density with Meissner screening consists of two terms: paramagnetic current density, $J_{y,\text{para}}(x)$, and diamagnetic current density, $J_{y,\text{dia}}(x)$:

$$J_y(x) = J_{y,\text{para}}(x) + J_{y,\text{dia}}(x),$$  \hspace{1cm} (4.1)

satisfying $I_{y,\text{para}} + I_{y,\text{dia}} = 0$. $J_{y,\text{para}}(x)$ is basically the edge current calculated in Chapter 3 however, small changes are expected due to the effect of $A_y$ on the bound states. $J_{y,\text{dia}}(x)$ can be expressed as:

$$J_{y,\text{dia}}(x) = -\frac{\epsilon^2 n_s}{mc} A_y(x).$$  \hspace{1cm} (4.2)
Eq. (4.2) shows that the induced $J_{y,\text{dia}}(x)$ essentially depends only on the self-consistent $A_y(x)$ because the superfluid density, $n_s$, is basically position independent for the specular surface case. Recalling the Maxwell equations, Eq. (2.25), $A_y(x)$ can be expressed as:

$$A_y(x) = \frac{m}{e^2 n \lambda_L^2} \int_x^\infty dx' \int_0^{x'} dx'' J_y(x'').$$

(4.3)

Figure 4.2: Spatial dependence of the self-consistent current density, $J_y(x)$, magnetic field, $B_z(x)$, and vector potential, $A_y(x)$, for chiral p- (1), d- (2) and f- (3) wave superconductors. $T = 0.02T_C$.

Fig. 4.2 shows the spatial dependence of the self-consistent current density, $J_y(x)$, magnetic field, $B_z(x)$, and vector potential, $A_y(x)$, for the three chiral pairings. As can be seen, $J_y(x)$ is reduced by the induced diamagnetic current compared to the unscreened results. As a consequence, the bulk magnetic field, $B_z(x = \infty)$, is screened;
the surface magnetic field is somewhat reduced. What’s more, $J_y(x), B_z(x)$ and $A_y(x)$ vary on a longer length, than in the unscreened case, in units of the penetration depth $\lambda_L$.

The effect of Meissner screening on higher angular momentum pairings is not as significant as on chiral $p$-wave case. For chiral $p$-wave pairing, the unscreened $B_z(x = \infty)$ is large, indicating a large unscreened $I_{y,\text{para}}$. The induced $I_{y,\text{dia}}$ needs to be large as well to compensate $I_{y,\text{para}}$. As a consequence, the surface magnetic field is largely reduced, i.e., $|B_z(x)|_{\text{max}}$ is reduced by 80%. For higher angular momentum pairings, the unscreened $B_z(x = \infty)$ is tiny and, in fact, vanishes at $T = 0$, as discussed in Chapter 3. For chiral $d$-wave pairing at $T = 0.02T_C$, $|B_z(x)|_{\text{max}}$ is reduced by 30%. Furthermore, the more sign changes in the spatial profiles of $J_y$, the smaller $A_y$ is (from the double integral in Eq 4.3), resulting in an even smaller reduction; i.e., $|B_z(x)|_{\text{max}}$ is reduced by only 15% for chiral $f$-wave pairing at $T = 0.02T_C$. Notice, the surface magnetic field is somewhat reduced even in the limit of $T \to 0$ for higher chiral pairings where the unscreened $B_z(x = \infty) = 0$. The magnitude of the reduction is also affected by $\lambda_L$, that is, when $\lambda_L$ is smaller, the magnitude of the reduction will be larger for all three pairings.

In addition, $J_{y,\text{para}}$ and $J_{y,\text{dia}}$ decay on two different lengths, resulting in an additional sign change in the spatial profiles of the screened $J_y(x)$ for the three chiral pairings. As can be seen when comparing Fig. 4.2 to Fig. 3.2, the difference between the screened and unscreened $J_y(x)$ spatial profiles is significant for the chiral $p$-wave case. By contrast the additional sign change is barely seen for higher angular momentum cases.

In Fig. 4.3, we show the angular dependence of the total current density $J_y(\theta)$
Figure 4.3: Angular dependence of $J_y(\theta)$ at several different positions for chiral $p$-wave without (1) and with screening (2). The solid lines represent positive current density and dash lines represent negative current density. $T = 0.02T_C$.

for chiral $p$-wave pairing both without, Fig. 4.3 (1), and with, Fig. 4.3 (2), screening. The solid lines represent positive current density and dash lines represent negative current density. Comparing with the unscreened $J_y(\theta)$ in Fig. 4.3 (1), we see that the negative current density near large $|k_y|$ angles, is primarily from the diamagnetic current density, and the positive current near small $|k_y|$ angles in Fig. 4.3 (2) is basically the paramagnetic current density. However, $J_{y,papa}(\theta)$ and $J_{y,dia}(\theta)$ overlap and cancel with each other, especially near $|k_y| = \sqrt{2}/2$. The induced diamagnetic current density in chiral $d$- and $f$-wave is tiny compared with the magnitude of the paramagnetic current density of each channel (not shown).

In summary, unlike in the case of chiral $p$-wave superconductors, Meissner screening is of less importance in higher chirality superconductors with a specular surface, except for cancelling a small a residual bulk field at $T > 0$. It is reasonable to use the
unscreened current as an approximation for chiral $d$- and $f$-wave superconductors.
Chapter 5

Rough Surface Effect

As no spontaneous chiral edge currents have been observed experimentally and the edge currents are affected by surface disorder, in this chapter, we study the effect of a rough surface on the edge current for different chiral pairings. To begin, we discuss the unscreened case. A similar calculation has been studied for chiral $p$-wave pairing in Ref. [33]. We present the chiral $p$-wave results for comparison. Then we include the Meissner screening and discuss the rough surface effect on the screened edge currents.

We model the rough surface by adding a self-energy due to impurities [50, 24] in the rough surface regime,

$$\hat{\Sigma}(x; \omega_n) = \frac{i}{2\tau_0} \int \frac{d\theta_k}{2\pi} \hat{g}(\theta_k, x; \omega_n),$$

(5.1)

to the Hamiltonian in the Eilenberger equation formalism. $\tau_0$ is the mean free time. The mean free path is $l = v_F \tau_0$. The strength of roughness is characterized by $\xi_0/l$. The simplest way to properly model the rough surface is to assume a constant $\tau_0$
within the regime from $x = 0$ to $x = W$ close to the surface and terminate the rough regime abruptly at $x = W$. However, this would induce artificial effects near the sharp interface. To avoid this artificial effect we consider a spatial dependent mean free time $\tau(x)$ that varies smoothly from the edge to the bulk. $\tau(x)$ is defined as:

$$
\frac{1}{\tau(x)} = \frac{1}{\tau(0)} \times \left( 1 - \frac{\tanh(x - W)}{2} \right).
$$

(5.2)

The corresponding Eilenberger equation can be expressed as:

$$
-i v_{F_x} \frac{d}{dx} \hat{g}(k_F, x; \omega_n) = \left[ \hat{H}(k_F, x; \omega_n) + \hat{\Sigma}(x; \omega_n), \hat{g}(k_F, x; \omega_n) \right],
$$

(5.3)

where, $\hat{H}(k_F, x; \omega_n) = \begin{pmatrix}
  i\omega_n - \frac{e v_F}{c} A_y(x) & \Delta(x) \\
  -\Delta^*(x) & -i\omega_n + \frac{e v_F}{c} A_y(x)
\end{pmatrix}$.

To start with, a weak roughness, $\xi_0/l = 0.1$, is considered and the Meissner screening is ignored. The spatial profiles of the self-consistent order parameters and $J_y(x)$, compared with the specular surface results (black lines), are shown in Fig. 5.1. As can be seen, both of the chiral order parameter components and $J_y(x)$ are somewhat reduced by the disorder for the three pairings. However, the effects on $I_y$ for different chiralities are different. For chiral $p$-wave pairing, the suppressed $J_y(x)$ results in a smaller $I_y$. For higher angular momentum pairings, the current density consists of multiple current channels and the channels carrying current density that vary on a shorter length are more sensitive to the surface effect. For chiral $d$-wave pairing, the positive current channel is more sensitive to the surface disorder due to the shorter decay length, while, the negative current channel is less sensitive. As a consequence, the positive current channel is suppressed more significantly, resulting in a negative
$I_y$. Similarly, for chiral $f$-wave pairing, $I_y$ is negative as the current channel that varies on the shortest length carries positive current density.

Superconductivity is largely suppressed in the rough surface regime when stronger surface roughness, $\xi_0/l = 1.0$, is present. As can be seen in Fig. 5.2, the two order parameter components are suppressed to zero at the edge. However, the spatial profiles of $J_y(x)$ exhibit different properties for different pairings. For chiral $p$-wave pairing, the strong surface roughness further suppresses the edge current, i.e., $|J_y|_{\text{max}}$ is reduced by 35%. For chiral $d$-wave pairing, the strong roughness inverts the edge current, i.e., $J_y(W) < 0$. What’s more, $|J_y|_{\text{max}}$ is larger than the specular surface result. In addition, $|J_y(x > W)|$ decays from the interface to the bulk monotonically, indicating only one current channel exists, instead of two. For chiral $f$-wave pairing,
the edge current is reduced, and no current inversion happens; however, it consists of two current channels instead of three.

The behaviors of the edge current for higher chirality superconductors can be understood with the effects of sub-dominant order parameters. For chiral superconductors, the surface breaks the inversion symmetry and induces sub-dominant order parameters. For example, in a d-wave superconductor, the surface induces an s-wave component which is less sensitive to the disorder. Furthermore, the s-wave component combined with the \( i d_{xy} \) component, \( s + i d_{xy} \) pairing, breaks time reversal symmetry and supports edge currents\[46, 47, 48, 21, 22\]. When a strong rough surface is induced, the chiral order parameter components are largely suppressed, especially the \( d_{x^2-y^2} \) component; however, the s-wave component isn’t. As a consequence, the edge
current of $s + id_{xy}$ pairing dominates. Specifically, this current is negative in our case as we get a positive $s$-wave component and a positive $id_{xy}$ component. Similarly, for a chiral $f$-wave superconductor, the edge current of $f_{x^3-3xy^2} + ip_y$ pairing dominates as the sub-dominant order parameter $ip_y$, induced by the surface, is less sensitive to the disorder. In general, higher chirality superconductors with odd pairing symmetries are mostly affected by an $ip_y$ component and those with even pairing symmetries are affected by an $s$-wave component. The effects of sub-dominant order parameters are unimportant in chiral $p$-wave superconductors.

![Figure 5.3](image)

Figure 5.3: Spatial dependence of the self-consistent $J_y(x)$, $B_z(x)$ and $A_y(x)$ for chiral $p$- (1), $d$- (2) and $f$- (3) wave pairing with screening. $W = 5\xi_0, \xi_0/l = 1.0, T = 0.02T_C$.

We now include the Meissner screening. As we can see in Fig. 5.3, $J_y(x)$ exhibits similar spatial profiles for all three chiral pairings; that is: $|J_y(x)|$ decays to zero
with a sign change form the interface into the bulk. However, \( J_y(W) \) is negative for chiral \( d \)-wave case, as well as for other even angular momentum chiral pairings (not shown). The universal behavior of \( J_y(x) \) is due to the sub-dominant order parameters, specifically, an \( s \)-wave component in even angular momentum chiral pairings and an \( ip_y \) component in odd angular momentum chiral pairings.

In summary, both the chiral order parameter components and the spontaneous edge current are suppressed by the rough surface when the roughness is weak. However, the sub-dominant order parameters become important for higher chirality superconductors when the roughness is strong enough to suppress both chiral order parameter components to zero.
Chapter 6

Conclusions

To summarize, in this thesis, we have studied the spontaneous edge currents in higher chirality superconductors.

We first investigated the spontaneous edge current in the absence of the Meissner screening. Consistent with Ref.[17][18], we found that the edge currents of higher chirality pairings are much smaller than for chiral $p$-wave. In a chiral superconductor with chirality $m$, the edge current consists of $m$ different channels. The currents carried by different channels have different signs and decay lengths. When $m \neq 1$, they tend to cancel each other, resulting in nodes in the spatial profiles; while in the $m = 1$ case, the cancellations and nodes do not exist. The total integrated current is substantial for chiral $p$-wave superconductors at $T = 0$ while it vanishes for higher chirality cases at all $T$ when the order parameter is taken to be uniform. This numerical conclusion is exactly in agreement with the non-self-consistent (uniform order parameter) Eilenberger results and also previous studies[17][18].

Interestingly, when the order parameter is calculated self-consistently and varies near the edge, these conclusions still hold at $T = 0$. However, the integrated current
is non-zero even for higher chirality superconductors at finite $T$ ($0 < T < T_c$). These results can be understood with the self-consistent edge state energy dispersions. The dispersions with energy $E_{k_y} \neq 0$ are slightly modified by the self-consistency compared with the uniform order parameter case. This change affects the behavior of the edge current at finite $T$. However, the $E_{k_y} = 0$ points, which determine the quasiparticle ground state occupations and therefore the integrated current at $T = 0$, are protected by the pairing symmetry and remain invariant.

We then studied the Meissner effect on the spontaneous edge current. The spatial profiles of the screened edge currents have an additional node compared with the unscreened cases, as the diamagnetic current is governed by the penetration depth, which is taken to be longer than the coherence length. The magnetic field due to the spontaneous edge current is screened to zero in the bulk; the magnetic field near the surface is somewhat reduced for all three chiral pairings. However, the Meissner effects in the higher chirality cases are much weaker than in the chiral $p$-wave case. As a result, the unscreened edge current is a good approximation to the screened one for higher chirality cases.

Finally, we have discussed the effect of surface roughness. The edge currents are reduced by weak surface roughness for all three chiral pairings in a similar way. However, for stronger roughness, the behaviors of the even chiral pairing edge currents are different from the odd cases for both unscreened and screened cases. The direction of the spontaneous edge current of even chirality pairings is inverted by the strong roughness due to effects of sub-dominant order parameters. Surfaces can break the inversion symmetry and induce sub-dominant order parameters. In higher chirality superconductors, the sub-dominant orders are less sensitive to the disorder and can
survive with the strong roughness; however, the two chiral order parameter components are substantially suppressed, especially the component that is enhanced in the specular surface case. Specifically, the edge current of all odd angular momentum chiral pairings is affected by an $i p_y$ component and all the even pairings are impacted by an $s$-wave component.

The effects of a strong surface roughness are obtained by considering the surface disorder as a simple 1D self-energy, which is in an approximation to isotropic elastic scattering. Future studies with more realistic disorder models are needed to fully understand of rough surface effects. However, such disorders are difficult to model in the quasiclassical limit. Instead of quasiclassical Eilenberger equations, Bogoliubov-de Gennes equations for a lattice model is a good formalism for studying a system with impurities, although the system sizes one can study is limited. A similar calculation on a 2D square lattice with a metallic surface for chiral $p$-wave pairing has been studied in Ref. [32]. Rough surface effects on the edge current of higher angular momentum chiral pairings, such as chiral $d$- and $f$-wave pairings, can be calculated on a triangular lattice with impurities near the edge.
Appendix A

Gor’kov Equation for Matsubara Green’s Functions

For a full description of the quasiclassical approach, we briefly derive the Gor’kov equation in this appendix.

A.1 Matsubara Green’s Functions

The Matsubara Green’s function is defined for imaginary time $t = i\tau$ within the interval $-1/T < \tau_1 - \tau_2 < 1/T$.

Heisenberg particle operators depending on time $\tau$ are defined as:

\begin{align*}
\tilde{\psi}_\alpha(r, \tau) &= e^{(\hat{H}-\mu\hat{N})\tau} \psi_\alpha(r) e^{-(\hat{H}-\mu\hat{N})\tau}, \\
\tilde{\psi}_\alpha^\dagger(r, \tau) &= e^{(\hat{H}-\mu\hat{N})\tau} \psi_\alpha^\dagger(r) e^{-(\hat{H}-\mu\hat{N})\tau}.
\end{align*}

(A.1a)  

(A.1b)
These operators obey the normal Fermionic relations,

\[
\begin{align*}
\{ \tilde{\psi}_\alpha(r_1, \tau), \tilde{\psi}_\beta^\dagger(r_2, \tau) \} &= \delta_{\alpha\beta} \delta(r_1 - r_2), \quad (A.2a) \\
\{ \tilde{\psi}_\alpha(r_1, \tau), \tilde{\psi}_\beta(r_2, \tau) \} &= \{ \tilde{\psi}_\alpha^\dagger(r_1, \tau), \tilde{\psi}_\beta^\dagger(r_2, \tau) \} = 0, \quad (A.2b)
\end{align*}
\]

where, commutation of operator A and B is defined as \([A, B] = AB - BA\) and anticommutation is defined as \(\{A, B\} = AB + BA\).

The equations of motion of the Heisenberg particle operators are:

\[
\begin{align*}
\frac{\partial \tilde{\psi}_\alpha}{\partial \tau} &= [\hat{H} - \mu \hat{N}, \tilde{\psi}_\alpha], \quad (A.3a) \\
\frac{\partial \tilde{\psi}_\alpha^\dagger}{\partial \tau} &= [\hat{H} - \mu \hat{N}, \tilde{\psi}_\alpha^\dagger]. \quad (A.3b)
\end{align*}
\]

With above definitions, we can define a single particle Green’s function as:

\[
G_{\alpha\beta}(r_1, \tau_1; r_2, \tau_2) \equiv \left\langle T_\tau \left( \tilde{\psi}_\alpha(r_1, \tau_1) \tilde{\psi}_\beta^\dagger(r_2, \tau_2) \right) \right\rangle,
\]

\[
= -\langle \tilde{\psi}_\alpha(r_1, \tau_1) \tilde{\psi}_\beta^\dagger(r_2, \tau_2) \rangle \Theta(\tau_1 - \tau_2) + \langle \tilde{\psi}_\beta^\dagger(r_2, \tau_2) \tilde{\psi}_\alpha(r_1, \tau_1) \rangle \Theta(\tau_2 - \tau_1).
\]

(A.4)

Where, \(T_\tau\) means ordering operators \(\tilde{\psi}(\tau)\) from left to right in order of decreasing \(\tau\). For example, \(T_\tau(\tilde{\psi}_1 \tilde{\psi}_2) = \begin{cases} 
\tilde{\psi}_1 \tilde{\psi}_2 & \text{for } \tau_1 > \tau_2, \\
-\tilde{\psi}_1 \tilde{\psi}_2 & \text{for } \tau_1 < \tau_2.
\end{cases}\). The operator \(\langle \cdots \rangle\) is the Gibbs statistical average, defined as \(\langle \cdots \rangle \equiv \sum \left[ \exp \left( \frac{\Omega + \mu \hat{N} - \hat{H}}{T} \right) \cdots \right] \). \(\Omega = F - \mu N\) and \(F = -T \ln \sum_n e^{-E_n/T}\).
Important features of $G$ with time difference $\tau = \tau_1 - \tau_2$ include:

$$G_{\alpha\beta}(r_1, \tau_1; r_2, \tau_2) = G_{\alpha\beta}(r_1, r_2; \tau), \quad (A.5)$$

$$G_{\alpha\beta}(r_1, r_2; \tau < 0) = -G_{\alpha\beta}(r_1, r_2; \tau + 1/T), \quad (A.6)$$

$$(G_{\alpha\beta}(r_1, r_2; \tau) - G_{\alpha\beta}(r_1, r_2; -\tau))_{\tau \to 0^+} = \delta_{\alpha\beta} \delta(r_1 - r_2). \quad (A.7)$$

The Fourier transformation of $G$ in $\tau$ or $\omega_n$ goes to:

$$G_{\alpha\beta}(r_1, r_2; \tau) = T \sum_{n=-\infty}^{\infty} e^{i\omega_n \tau} G_{\alpha\beta}(r_1, r_2; \omega_n); \quad (A.8)$$

$$G_{\alpha\beta}(r_1, r_2; \omega_n) = \frac{1}{2} \int_{-1/T}^{1/T} d\tau e^{i\omega_n \tau} G_{\alpha\beta}(r_1, r_2; \tau). \quad (A.9)$$

As $\tau$ is defined within a finite range, the $\omega_n$ should be discrete: $\omega_n = n\pi T$. The discrete frequencies are called Matsubara frequencies.

With relation Eq.(A.6), we can get:

$$G_{\alpha\beta}(r_1, r_2; \omega_n) = \frac{1}{2} \int_{0}^{1/T} d\tau e^{i\omega_n \tau} G_{\alpha\beta}(r_1, r_2; \tau) + \frac{1}{2} \int_{-1/T}^{0} d\tau e^{i\omega_n \tau} G_{\alpha\beta}(r_1, r_2; \tau)$$

$$= \int_{0}^{1/T} d\tau e^{i\omega_n \tau} G_{\alpha\beta}(r_1, r_2; \tau), \quad (A.10)$$

with Matsubara frequencies $\omega_n = (2n + 1)\pi T$ for Fermions.
A.2 Gor’kov Equation

The BCS Hamiltonian is:

$$\hat{H}_{BCS} = \int d^3r \left[ -\psi_\alpha^\dagger \nabla^2 \psi_\alpha + \frac{g}{2} \psi_\beta^\dagger \psi_\alpha \psi_\beta \right].$$  \hspace{1cm} (A.11)

The equation of motion of operators $\tilde{\psi}$ are:

$$\frac{\partial \tilde{\psi}_\alpha(r, \tau)}{\partial \tau} = \left( \frac{\nabla^2}{2m} + \mu \right) \tilde{\psi}_\alpha(r, \tau) - \eta \tilde{\psi}_\gamma(r, \tau) \tilde{\psi}_\alpha(r, \tau),$$  \hspace{1cm} (A.12a)

$$\frac{\partial \tilde{\psi}_\alpha^\dagger(r, \tau)}{\partial \tau} = \left( \frac{\nabla^2}{2m} + \mu \right) \tilde{\psi}_\alpha^\dagger(r, \tau) - \eta \tilde{\psi}_\gamma^\dagger(r, \tau) \tilde{\psi}_\gamma(r, \tau).$$  \hspace{1cm} (A.12b)

With the particle number operator defined as: $\hat{N} = \int d^3r \psi_\alpha^\dagger \psi_\alpha$.

The time-derivative of $G$ can be expressed as:

$$\frac{\partial G_{\alpha\beta}(r_1, \tau_1; r_2, \tau_2)}{\partial \tau_1} = -\delta(\tau_1 - \tau_2) \left( \left\langle \tilde{\psi}_\alpha(r_1, \tau_1) \tilde{\psi}_\beta^\dagger(r_2, \tau_2) + \tilde{\psi}_\beta^\dagger(r_2, \tau_2) \tilde{\psi}_\alpha(r_1, \tau_1) \right\rangle \right)$$

$$- \left\langle T_\tau \frac{\partial \tilde{\psi}_\alpha(r_1, \tau_1)}{\partial \tau_1} \tilde{\psi}_\beta^\dagger(r_2, \tau_2) \right\rangle$$

$$= \delta_{\alpha\beta} \delta(r_1 - r_2) \delta(\tau_1 - \tau_2) + \left( \frac{\nabla^2}{2m} + \mu \right) G_{\alpha\beta}(r_1, \tau_1; r_2, \tau_2)$$

$$- g \left\langle T_\tau \tilde{\psi}_\gamma^\dagger(r_1, \tau_1) \tilde{\psi}_\gamma(r_1, \tau_1) \tilde{\psi}_\alpha(r_1, \tau_1) \tilde{\psi}_\beta^\dagger(r_2, \tau_2) \right\rangle .$$  \hspace{1cm} (A.13)

We can apply the Wick theorem\(^1\) to decompose the four-operator average $\langle \tilde{\psi}_\gamma^\dagger \tilde{\psi}_\alpha \tilde{\psi}_\beta^\dagger \rangle$.

\(^1\)
in Eq. A.13 in terms of products of operator pairs $\langle \bar{\psi}\bar{\psi}^\dagger \rangle$, $\langle \bar{\psi}\bar{\psi} \rangle$ and $\langle \bar{\psi}\bar{\psi}^\dagger \rangle$. The terms only associated with $\bar{\psi}\bar{\psi}^\dagger$ can be neglected, as they won’t contribute to the superconductivity. Finally, we get:

$$\left( \frac{\partial}{\partial \tau_1} - \frac{\nabla^2}{2m} - \mu \right) G_{\alpha\beta}(\mathbf{r}_1, \tau_1; \mathbf{r}_2, \tau_2) - g \left\langle \bar{\psi}_\alpha(\mathbf{r}_1, \tau_1) \bar{\psi}_\beta(\mathbf{r}_2, \tau_2) \right\rangle \left\langle T_\tau \bar{\psi}_\gamma^\dagger(\mathbf{r}_1, \tau_1) \bar{\psi}_\beta^\dagger(\mathbf{r}_2, \tau_2) \right\rangle$$

$$= \delta_{\alpha\beta}\delta(\mathbf{r}_1 - \mathbf{r}_2)\delta(\tau_1 - \tau_2). \quad (A.14)$$

Anomalous Green’s functions can be introduced here and defined as:

$$F_{\alpha\beta}(\mathbf{r}_1, \tau_1; \mathbf{r}_2, \tau_2) = \left\langle T_\tau \left( \bar{\psi}_\alpha(\mathbf{r}_1, \tau_1) \bar{\psi}_\beta(\mathbf{r}_2, \tau_2) \right) \right\rangle, \quad (A.15a)$$

$$F_{\alpha\beta}^\dagger(\mathbf{r}_1, \tau_1; \mathbf{r}_2, \tau_2) = \left\langle T_\tau \left( \bar{\psi}_\alpha^\dagger(\mathbf{r}_1, \tau_1) \bar{\psi}_\beta^\dagger(\mathbf{r}_2, \tau_2) \right) \right\rangle. \quad (A.15b)$$

The superconducting order parameter can be expressed in terms of the anomalous Green’s functions $F$ and $F^\dagger$ as,

$$\Delta_{\alpha\beta}(\mathbf{r}) = |g| F_{\alpha\beta}(\mathbf{r}, \tau; \mathbf{r}, \tau), \quad (A.16a)$$

$$\Delta_{\alpha\beta}^\dagger(\mathbf{r}) = |g| F_{\alpha\beta}^\dagger(\mathbf{r}, \tau; \mathbf{r}, \tau), \quad (A.16b)$$

where $g < 0$ represent attractive interaction.

The equation for the Green’s functions, Eq. (A.14), can be rewritten as:

$$\left( \frac{\partial}{\partial \tau_1} - \frac{\nabla^2}{2m} - \mu \right) G_{\alpha\beta}(\mathbf{r}_1, \tau_1; \mathbf{r}_2, \tau_2) + \Delta_{\alpha\gamma}(\mathbf{r}_1, \tau_1) F_{\gamma\beta}^\dagger(\mathbf{r}_1, \tau_1; \mathbf{r}_2, \tau_2)$$

$$= \delta_{\alpha\beta}\delta(\mathbf{r}_1 - \mathbf{r}_2)\delta(\tau_1 - \tau_2). \quad (A.17)$$
Switching the spin labels in $G$, $\Delta$ and $F$, we can get:

\[ G_{\alpha\beta}(\mathbf{r}_1, \tau_1; \mathbf{r}_2, \tau_2) = \delta_{\alpha\beta} G(\mathbf{r}_1, \tau_1; \mathbf{r}_2, \tau_2); \quad (A.18) \]

\[ \Delta_{\alpha\beta}(\mathbf{r}, \tau) = \begin{cases} 
-\Delta_{\beta\alpha}(\mathbf{r}, \tau) = i \hat{\sigma}^{(2)}_{\alpha\beta} \Delta(\mathbf{r}, \tau) & \text{for a spin-singlet,} \\
\Delta_{\beta\alpha}(\mathbf{r}, \tau) = \hat{\sigma}^{(1)}_{\alpha\beta} \Delta(\mathbf{r}, \tau) & \text{for a spin-triplet;} 
\end{cases} \quad (A.19) \]

\[ F_{\alpha\beta}(\mathbf{r}_1, \tau_1; \mathbf{r}_2, \tau_2) = \begin{cases} 
i \hat{\sigma}^{(2)}_{\alpha\beta} F(\mathbf{r}_1, \tau_1; \mathbf{r}_2, \tau_2) & \text{for a spin-singlet,} \\
\hat{\sigma}^{(1)}_{\alpha\beta} F(\mathbf{r}_1, \tau_1; \mathbf{r}_2, \tau_2) & \text{for a spin-triplet;} 
\end{cases} \quad (A.20) \]

where, $\hat{\sigma}^{(1)}_{\alpha\beta}$ and $\hat{\sigma}^{(2)}_{\alpha\beta}$ are Pauli matrices,

\[ \hat{\sigma}^{(1)}_{\alpha\beta} = \begin{pmatrix} 0 & 1 \\
1 & 0 \end{pmatrix}, \quad \hat{\sigma}^{(2)}_{\alpha\beta} = \begin{pmatrix} 0 & -i \\
i & 0 \end{pmatrix}. \quad (A.21) \]

Eq. (A.17) can be simplified to the spinless case from for both spin-singlet and spin-triplet cases:

\[ \left( \frac{\partial}{\partial \tau_1} - \frac{\nabla^2}{2m} - \mu \right) G(\mathbf{r}_1, \tau_1; \mathbf{r}_2, \tau_2) + \Delta(\mathbf{r}_1, \tau_1) F^\dagger(\mathbf{r}_1, \tau_1; \mathbf{r}_2, \tau_2) = \delta(\mathbf{r}_1 - \mathbf{r}_2) \delta(\tau_1 - \tau_2). \quad (A.22) \]

Note that equations for $F$ and $F^\dagger$ are required to calculate $G$ and these equations
can be obtained using the same process,

\[
\left( -\frac{\partial}{\partial \tau_1} + \frac{\nabla^2}{2m} + \mu \right) F(r_1, \tau_1; r_2, \tau_2) + \Delta(r_1, \tau_1) \tilde{G}(r_1, \tau_1; r_2, \tau_2) = 0, \tag{A.23}
\]

\[
\left( \frac{\partial}{\partial \tau_1} + \frac{\nabla^2}{2m} + \mu \right) F^\dagger(r_1, \tau_1; r_2, \tau_2) + \Delta^*(r_1, \tau_1) G(r_1, \tau_1; r_2, \tau_2) = 0, \tag{A.24}
\]

\[-\left( \frac{\partial}{\partial \tau_1} + \frac{\nabla^2}{2m} + \mu \right) \tilde{G}(r_1, \tau_1; r_2, \tau_2) + \Delta^*(r_1, \tau_1) F(r_1, \tau_1; r_2, \tau_2) = \delta(r_1 - r_2) \delta(\tau_1 - \tau_2). \tag{A.25}
\]

Where, \( \tilde{G}(r_1, \tau_1; r_2, \tau_2) = G(r_2, \tau_2; r_1, \tau_1) \) describes a hole moving from \( r_2 \) to \( r_1 \).

Eq. (A.22)-A.25 are known as the Gor’kov equations.

We can introduce the matrix Green’s function,

\[
\tilde{G}(r_1, \tau_1; r_2, \tau_2) = \begin{pmatrix} G(r_1, \tau_1; r_2, \tau_2) & F(r_1, \tau_1; r_2, \tau_2) \\ -F^\dagger(r_1, \tau_1; r_2, \tau_2) & \tilde{G}(r_1, \tau_1; r_2, \tau_2) \end{pmatrix}, \tag{A.26}
\]

and rewrite the Gor’kov equations, in the matrix form, as:

\[
\left( \frac{\partial}{\partial \tau_1} - \frac{\nabla^2}{2m} - \mu \begin{array}{cc} -\Delta(r_1, \tau_1) \\ \Delta^*(r_1, \tau_1) \end{array} \right) \tilde{G}(r_1, \tau_1; r_2, \tau_2) = \delta(r_1 - r_2) \delta(\tau_1 - \tau_2) \hat{1}, \tag{A.27}
\]

where \( \hat{1} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \).

Replacing the whole procedure for \( \tau_2 \), we get:

\[
\tilde{G}(r_1, \tau_1; r_2, \tau_2) \left( \begin{array}{cc} -\frac{\partial}{\partial \tau_2} - \frac{\nabla^2}{2m} - \mu & -\Delta(r_2, \tau_2) \\ \Delta^*(r_2, \tau_2) & -\frac{\partial}{\partial \tau_2} - \frac{\nabla^2}{2m} - \mu \end{array} \right) = \delta(r_1 - r_2) \delta(\tau_1 - \tau_2) \hat{1}. \tag{A.28}
\]
In the presence of a magnetic field, the Gor’kov equation can be rewritten as,

\[
\begin{pmatrix}
\frac{\partial}{\partial \tau_1} + H & -\Delta(r_1, \tau_1) \\
\Delta^*(r_1, \tau_1) & -\frac{\partial}{\partial \tau_1} + H^*
\end{pmatrix}
\hat{G}(r_1, \tau_1; r_2, \tau_2) = \delta(r_1 - r_2)\delta(\tau_1 - \tau_2)\hat{1},
\]

(A.29a)

\[
\hat{G}(r_1, \tau_1; r_2, \tau_2)
\begin{pmatrix}
-\frac{\partial}{\partial \tau_2} + H^* & -\Delta(r_2, \tau_2) \\
\Delta^*(r_2, \tau_2) & \frac{\partial}{\partial \tau_2} + H
\end{pmatrix}
= \delta(r_1 - r_2)\delta(\tau_1 - \tau_2)\hat{1},
\]

(A.29b)

where, \( H = \left(-i\nabla + \frac{e}{c}A\right)^2/2m - \mu. \)

Applying the Fourier Transform (Eq.(A.9)), we get the Gor’kov equation in the frequency representation,

\[
\begin{pmatrix}
-i\omega_n + H & -\Delta(r_1) \\
\Delta^*(r_1) & i\omega_n + H^*
\end{pmatrix}
\hat{G}(r_1, r_2; \omega_n) = \delta(r_1 - r_2)\hat{1},
\]

(A.30a)

\[
\hat{G}(r_1, r_2; \omega_n)
\begin{pmatrix}
-i\omega_n + H^* & -\Delta(r_2) \\
\Delta^*(r_2) & +i\omega_n + H
\end{pmatrix}
= \delta(r_1 - r_2)\hat{1}.
\]

(A.30b)
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