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Abstract

The global increase in internet usage requires an upgrade of the existing infrastruc-

ture. Lasers are a key proponent to improving existing systems, and engineering better

gain materials aids in this effort. (InGa)As is the leading material in this field for 1.55 µm

communication wavelengths, but can be improved on by changing the substrate from InP

to GaAs. Another improvement would be reducing the losses due to Auger recombination.

(InGa)(BiAs) is suggested to alleviate many of these issues, as it can be grown on a GaAs

substrate and is capable of decreased Auger recombination. By analyzing prospective alloys

(and existing ones) using spatial electron localization, a superior candidate for industrial use

can be suggested. The localization captures the disorder introduced by alloying and can be

associated with material properties such as the gain characteristics and photoluminescence

linewidths. These properties are important factors in determining a successor. The subject

of two-dimensional materials is another topic which has shown promise in various applica-

tions. Examples include flexible, transparent, and miniaturized electronics. Recent research

done by Al Balushi et al. [1] suggests that GaN may be stabilized in a two-dimensional sys-

tem. By extending the material modelling approach from the telecommunication application

to this system, we were able to show which III-V isoelectronic elements can be substituted

into GaN. This two-dimensional system may be the only candidate capable of spanning the

visible spectrum. We found Phosphorus to be the strongest candidate for decreasing the

band gap.
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Chapter 1

Introduction

The main focus of the research performed was spatial electron localization, quantification

of the electronic alloy disorder and its effect on optoelectronic properties. Specifically, we

were interested in characterizing these properties when alloying group III-V semiconductor

materials. Alloying (isovalent substitution of atoms, as opposed to non-isovalent doping)

in semiconductors is important for tailoring of the band gap, lattice constant, and carrier

mobility. With the exception of the lattice constants, most parameters, such as the band gaps

and carrier mobilities cannot be represented as a linear combination of properties governed

by the element concentrations, but rather demonstrate bowing effects. The lattice constants

can be assumed to follow Vegard’s Law (a linear function of the composition). Non-linearity

is often argued to be due to disorder which can be seen as a perturbation to the electronic

structure of an alloy. For example, consider a GaAs host semiconductor. By replacing some

Ga atoms with B atoms, we are introducing significant changes in the structure which include

bonding characteristics, local strain, and the addition of spatial localization of electrons.

III-V semiconductors are widely used in a variety of light emitting devices such as lasers

and Light Emitting Diodes (LEDs), as well as in light absorbing devices including photode-

tectors and solar cells [2, 3]. The ability to engineer the band gap provides a wide set of

possibilities to tailor a material to an appropriate application. For example, achieving a
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Figure 1.1: Band gaps of binary III-V semiconductors and their corresponding lattice constants. The band

gaps do not vary linearly with lattice constants or composition. Reprinted from Vurgaftman et al., Journal

of Applied Physics, 89, 5821, (2001), with the permission of AIP Publishing. [5]

desirable band gap while matching the lattice constant to a crystal substrate is possible

(see Fig. 1.1). Predicting and tuning electronic properties of alloys is often a more difficult

concept. In highly mismatched alloys, isoelectronic substitutional elements strongly affect

carrier mobilities and photoluminscence linewidths. Specifically, a decrease in carrier mobil-

ities and a broadening of the photoluminscence linewidth are observed [4]. We are able to

correlate changes in some of these optoelectronic properties with spatial electron localization.

It should be noted that the papers involved in this sandwich thesis have sufficient context,

therefore the thesis will serve as a supplement or medium to join these papers. We must first

discuss the applications in which we can utilize electron localization to capture the changes

in the properties of a material system. Most of the references and background information

are provided in the papers but will be briefly summarized here.

The first subject we attempted to improve was the lasing gain medium for 1.55 µm
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telecommunications. Here, the so-called industry standard material is an alloy of (InGa)As.

Currently, 1.55 µm lasers are not as efficient and capable as 1.3 µm devices in cooling and

bit rates [6]. Previous iterations on improving the lasing medium focused on changing the

substrate from InP to that of GaAs. Dilute nitrides of (InGa)(NAsSb) grown on GaAs show

higher efficiencies and greater conduction band offsets, as demonstrated in 1.3 µm surface

and edge lasing [7].

In the past decade, research has been carried out that suggests the current limitation to

emission is due to Auger non-radiative recombination [8]. Due to the high current densities

and temperatures in lasers, Auger effects are a dominant issue which affect the efficiency of

emitting light. The intensity of Auger non-radiative recombination scales as the carrier den-

sity cubed (∝ n3). The next generation of materials incorporated Bismuth which have been

suggested to reduce the Auger effect. By incorporating Bi, the Auger rate is hypothesized to

decrease when the spin-orbit split-off energy is greater than the band gap (ESO > Egap). The

quaternary (BGa)(AsBi) alloy may be a new potential candidate, where the introduction of

Bismuth would reduce the above mentioned Auger effect, while Boron would allow lattice

matching to the GaAs substrate. In addition, we study the previous generations of alloys to

compare to the new material.

In the paper, we verify the correlation between the carrier localization and a photolu-

minescence linewidth. The linewidth is an important property for telecommunications as a

wide linewidth would introduce error over long distances - namely due to dispersion effects

in optical fibres. A variance in the wavelength becomes unevenly distributed in space as a

signal progresses down an optical fibre; this effect is known as pulse broadening. In addition

to linewidth, changes in carrier mobility can be extracted from electron localization. Finally,
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lattice matching is often an important topic in lasing media as it affects the maximum pos-

sible growth thickness without dislocations. Additionally, lattice matching to a substrate

introduces strain effects into the band structure. Strain has been shown to affect the polar-

ization of light [9] as well as lifting the degeneracy of the heavy hole and light hole bands at

the Γ point.

The second paper in the thesis was a study to determine the prospect of creating an

emission device out of two dimensional (2D) Gallium Nitride. The growth of few-layered

GaN was achieved by Al Balushi et al. [1] in 2016 (see Fig. 1.2). The structure is made stable

by encapsulation with Graphene and is grown on a SiC substrate. Although this is the first

experimental demonstration of 2D GaN, theoretical calculations have previously been done

on 2D group III-V compounds [10, 11]. Our interest with GaN was to determine if it could

span the visible light spectrum by alloying, while maintaining favourable characteristics

such as high carrier mobility. 2D materials are not solely limited to emission and in recent

years have gained notoriety in their potential application in transistors, photodetectors, and

supercapacitors [12–14]. For example, graphene used in field effect transistors exhibit high

on/off ratios [15]. Other uses are in the miniaturization of devices as well as developing

flexible applications. We have done our research on monolayer hexagonal GaN as it is the

most stable two-dimensional phase of the structure [11].

There are a few aspects to be aware of in regards to utilizing 2D-GaN. The band gap

of monolayer GaN is indirect across the K-Γ symmetry points. This is not favourable in

terms of light emission, since the recombination process requires an assistance of a phonon.

In contrast, the few-layered buckled structure observed by Al Balushi et al., is not the most

energetically favourable state but it has a direct band gap. There is also a remarkable
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Figure 1.2: Few-layered GaN grown on a SiC substrate and encapsulated with Graphene via a migration-

enhanced encapsulated growth. Graphene is used to stabilize GaN as well as aid the process via diffusion.

Reprinted by permission from Macmillan Publishers Ltd: Nature Materials (Al Balushi et al., Nature Ma-

terials, 15, 1168, (2016)), copyright (2017). [1]

difference when comparing bulk wurtzite GaN to monolayer GaN; the band gap of bulk

GaN is smaller and direct. This effect is due to the quantum confinement introduced in a

monolayer.

A particular concern with 2D GaN is the indirect band gap. By alloying GaN with other

III-V elements, we suspected and proved that in dilute concentrations a direct band gap

material can be formed. Remarkably, no other two dimensional material has been found to

have a band gap spanning the visible light spectrum by alloying. Existing transition metal

dichalcogenides have optical band gaps in the range of 1.0-2.0 eV [16–18]. Mixing of these

compounds would not extend the energy spectrum to the visible wavelengths. Various other

methods for dichalcogenides have been tested, such as applying an electric field but the band

gaps remain rather consistent [16]. Hexagonal BN, another two-dimensional material which

is exceptionally stable at room temperature, but it has a too high optical band gap of around

5 eV [19]. The distinction between the optical band gap (energy of the emitted light) and
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the fundamental band gap in two dimensional materials is particularly important since the

exciton binding energy is estimated to be around 1/4 of the band gap energy [20] and may

reach values as high as several eV, while typical binding energies in bulk semiconductors

are in the order of meV. This phenomenon is, however, desired in the case studied here,

since monolayer GaN exhibits a band gap in the range of 4.0-5.3 eV depending on layer

thickness [1, 11] and the exciton binding energy brings the optical gap and light emission

to the energies of visible spectrum. To the best of our knowledge, no previous work has

been done to suggest 2D GaN alloying, making this a unique study that is applicable given

current techniques. Our final results aren’t exact but rather suggest where these properties

lie - in between a monolayer case which we studied, and the bulk wurtzite structure.

1.1 Density Functional Theory

The first-principles calculations were conducted using Density Functional Theory (DFT),

which was introduced by Kohn and Sham (1965) [21]. The method solves a coupled sys-

tem of partial differential equations which describes the electronic structure of a material.

Specifically, we used the WIEN2k and VASP software packages in our research. In order to

fully understand the methods behind DFT, it is necessary to introduce Shrödinger’s equa-

tion which governs the energetics of the particles. To build this equation, let us examine

the various components. For more detailed reading see [22, 23] as they form the basis of

understanding below.

In the atomic scale, the Coulomb interaction governs the field of attraction and repulsion

which the electrons, neutrons, and protons interact with. More precisely, we may separate a
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single atom into the nucleus and electrons. The energies of the particles are defined in terms

of their distances from one another, d, the permittivity of free space, ε0, the electron charge,

e, and the atomic number, Z. The Coulomb interaction energy of an electron with another

electron is,

Eee =
e2

4πε0dee
. (1.1)

The energy corresponding to the Coulomb repulsion of a nucleus with another nucleus is

given by,

Enn =
Z1Z2e

2

4πε0dnn
. (1.2)

Lastly, the attraction energy between a nucleus and an electron is defined as,

Een = − Ze2

4πε0den
. (1.3)

These equations describe the electronic interactions on the simplest level.

In order to increase the accuracy of the model, we must consider that electrons are moving

particles and therefore have an associated kinetic energy. The kinetic energy requires the

spatial derivatives (∇) of the state of the system (a quantum mechanical effect); which is

the first term in the following equation. For a single electron the Shrödinger’s equation of a

system depends on the position of the particle, ~r, and the wave function, ψ(~r) as,

[−~2∇2

2m
+ V (~r)

]
ψ(~r) = Eψ(~r). (1.4)

Where, V (~r) encompasses the coulomb interactions on a single electron of mass m.

In order to incorporate multiple particles into the system, we must consider the many-

body wave function for N electrons at positions ~ri, and M nuclei at positions ~Rj:

Ψ = f(~r1, ~r2, . . . , ~rN , ~R1, ~R2, . . . , ~RM). (1.5)
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The wave function describes the probability amplitude of finding all of these particles at a

specific positions. If all the previous effects are accounted for, then the final Hamiltonian for

all the electrons and nuclei in the system resembles :

[
−
∑

i

~2

2mi

∇2
i −

∑

I

~2

2MI

∇2
I +

1

2

∑

I 6=J

e2

4πε0

ZIZJ

|~RI − ~RJ |

−
∑

i,I

e2

4πε0

ZI

|~ri − ~RI |
+

1

2

∑

i 6=j

e2

4πε0

1

|~ri − ~rj|

]
Ψ = EΨ. (1.6)

The first two terms are the kinetic energy of the electrons (i index) and nuclei (I, J indices).

Where m and M are the masses of an electron and the nuclei at the Ith location. The

next three terms describe the Coulomb interactions between two electrons, two nuclei, and a

nucleus with an electron (N electrons and M nuclei). In this current form, we can appreciate

the computational requirements for solving this partial differential equation which increase as

the number of valence electrons and nuclei are increased; requiring further approximations.

For simplicity (but not in practice), the nuclei kinetic energy in solids tends to have a

small effect on the overall energy compared to the electronic kinetic energy. Note that the

uncertainty principle ensures the kinetic energy will never be zero. This reasoning is known

as the Clamped Nuclei Approximation and we may remove the second term from eqn. 2.5.

In a similar manner, since the nuclei have a small amount of kinetic energy we do not expect

them to be displaced and may therefore consider their positions to be predetermined or a

constant. We may also assume that the third term, or the nuclei-nuclei interaction, can be

removed and included as part of the total energy. If we rewrite eqn. 1.6 including these three

approximations, it follows that:

[
−
∑

i

∇2
i

2
−
∑

i,I

ZI

|~ri − ~RI |
+

1

2

∑

i 6=j

1

|~ri − ~rj|

]
Ψ = EΨ. (1.7)
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The equations become simpler to read if we use atomic units, which has been done here and

for future equations in the introduction.

Decoupling the electrons and nuclei simplifies the Hamiltonian and is known as the Born-

Oppenheimer approximation. The method allows us to separate the electronic interactions

from the nuclei interactions. Defining the wave function as a function the positions of the

electrons, ~r,

Ψ(~r1, . . . , ~rN , ~R1, ~R2, . . . , ~RM)→ Ψ(~r1, ~r2, . . . , ~rN)

removes the nuclei positional dependency. The Born-Oppenheimer approximation reduces

the complexity of the Hamiltonian as it is now only dependent on N electrons to solve.

In its current state, the Hamiltonian is a multivariate single partial differential equation.

If we consider each electron independent, then the electron-electron Coulomb interaction can

be removed. The wave function can then be rewritten as a product of independent wave

functions for each electron, ψi(~ri), as

Ψ(~r1, . . . , ~rN) =
N∏

i

ψi(~ri). (1.8)

This approximation is known as the Hartree product; allowing the Hamiltonian in eqn. 1.7 to

be split into N individual equations. The process removes the electron-electron interaction,

which is an important physical component of the Hamiltonian. It will be accounted for later.

For now, this is a good assumption and we can begin to include a few quantum mechanical

effects.

Since electrons are considered anti-symmetric (they are fermionic) the wave functions

must correctly model this behaviour. Overlooking the details, if a wave function is symmetric

then the particle positions may be swapped without a change in the wave function, and vice

9



versa for an anti-symmetric wave function. Namely, in an anti-symmetric wave function of

two particles,

Ψ(~r1, ~r2) = −Ψ(~r2, ~r1). (1.9)

To incorporate this feature for a two particle system, the wave function as a product of

individual wave functions, would take the form of

Ψ(~r1, ~r2) =
1√
2

[ψ1(~r1)ψ2(~r2)− ψ1(~r2)ψ2(~r1)] . (1.10)

In order to apply the anti-symmetric properties to the many-electron case consider the Slater

determinant,

Ψ(~r1, . . . , ~rN) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣

ψ1(~r1) · · · ψN(~r1)

...
. . .

...

ψ1(~rN) · · · ψN(~rN)

∣∣∣∣∣∣∣∣∣∣∣∣

. (1.11)

In this manner, the Pauli exclusion principle is satisfied.

The last piece that we require to fully capture our electronic structure in the model is

the reintroduction of the electron-electron interaction. Recall, the interaction was removed

earlier to introduce the Hartree product. To re-include the electron-electron physics an

electron density is introduced, inspired by Poisson’s equation:

∇2φ(~r) = 4πn(~r). (1.12)

Where φ(~r) is the electrostatic potential and n(~r) is the charge density. The Coulomb

interaction is incorporated as the Hartree Potential, VH = −φ(~r), or in atomic units:

VH =

∫
n(~r′)

|~r − ~r′|d~r
′. (1.13)
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The Hartree Potential does include a self-interaction component. If we consider the proba-

bility of finding an electron as an electron density, then the electron charge density can be

represented by a probability density as

n(~r) =
∑

i

ψi(~r)
∗ψi(~r). (1.14)

However, there is still a lack of an ’exchange’ between the electrons after removing it

earlier. We introduce the exchange potential, VX , to include the energies involved with

Pauli’s exclusion principle. In addition, we require an energy that entails the correlation

of an electron with another electron. Quantum mechanically, no electron is independent of

another electron, there is an inherent correlation between any two electrons. This correlation

interaction energy is defined as VC . In the simpler Hatree-Fock Hamiltonian, exchange is

included but not the correlation. The Kohn-Sham formulation [21] of a single electron

interaction in a system is then given (simply) as

Hψi(~r) =

[
−1

2
∇2 + Vn(~r) + VH(~r) + VX(~r) + VC(~r)

]
ψi(~r). (1.15)

One may wonder why this formulation is defined as Density Functional Theory. It is

derived from the interaction terms of the Hamiltonian. The Hartree potential is a function

of the electron density which itself is a function of the electron position. In other words,

the Hartree Potential function is dependent on a function - it is a functional. The method

to solve this Kohn-Sham Hamiltonian is dependent on the Hohenberg-Kohn theorems. The

theorems help to define the translation between the Many-Body formalism to the electron

density formalism. Perhaps the most important point of this theorem (and in others too) is

that the lowest energy for a system corresponds to the ground state energy. The remaining

difficulty with our up to date model, is how to define the Exchange and Correlation potentials,

11



typically written together as VXC . Presently, the academic community has no exact solution

to these functionals. As a result, there have been many approximations over the years.

The first estimation was known as the Local Density Approximation (LDA) which was

introduced alongside the Kohn-Sham equations [21] and numerically popularized by Ceperley

and Alder, and Perdew and Wang [24, 25]. Its nomenclature derives from the dependency

of the Exchange-Correlation Potential on the electron density at the same point. The LDA

is often perceived as analogous to a homogeneous electron gas approach, or as some prefer

to call it - a homogeneous electron gas in a box. The second most known approximation

is the so-called Generalized Gradient Approximation (GGA) found by Becke [26] with the

most common numerical implementation by Perdew et al. [27], which involved the Exchange

Correlation Potential as a function of the gradient of the electron density.

In the LDA and GGA formalism, there are many subgroups of the functionals which

approximate the general concept. The various subgroups are excellent at predicting parame-

ters of materials to different accuracies. Examples include lattice constants, band gaps, band

offsets, optical properties, and magnetism. It is important to note that while LDA and GGA

are both sufficient, they can yield drastically different results. Perhaps one of the more well

known differences is their abilities to predict spontaneous magnetism in Iron, where GGA

will predict ferromagnetism but LDA will not. Additional approximations to the functional

do exist in the form of Hybrid Functionals or Meta-GGA that correct the band gaps of a

material but are often more computationally intensive. At this point it would seem to the

novice reader in DFT that the specific use of a functional is dependent on the property in

which one wishes to simulate. The fact that the correct functional has to be chosen may

be somewhat of a conundrum given that it is a first-principles based calculation. This is

12



particularly why many studies have been done correlating many theoretical properties to

that of the experimental values.
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Chapter 2

Disorder in Alloys

The alloying process is an effective method to tune the properties of an existing III-V

material. However, there are many characteristics to observe as the composition of the ma-

terial changes. The properties we are interested in are Photoluminescence Linewidths (PL),

optical gain, carrier mobility, and band gap energies. When comparing multiple materials,

it can be quite difficult to account for all these properties to determine the most suitable

alloy. To properly distinguish the strongest candidate for an application, one can study the

electronic disorder introduced by alloying. Using the electron localization as a measure of

disorder we may quantify the changes introduced into the PL, gain properties, and carrier

mobility. These properties are important in determining the suitability of application of a

material in devices such as solar cells, lasing media, and LEDs. An example of a change in

electron effective mass due to disorder is demonstrated in Fig. 2.1, while a broadening of

light hole transition states may be seen in Fig. 2.2.

Disorder can be described using spatial electron localization; a quantity readily available

from simulations. An example of disorder induced change in a material property may be as

follows: an increase in localization would signify a decrease in carrier mobility at the band

edges. This relationship would imply a reduction in solar cell capability to evacuate excitons

before they recombine.

14



Figure 2.1: Changes in composition introduces disorder into the host structure forcing non-linear change in

the electron effective mass values at the Γ-point [28]. Reprinted (Fig.1) with permission from Berolo et al.,

Physical Review B, 8, 3795, (1973). Copyright 2017 by the American Physical Society. [28]
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Figure 2.2: Increasing the composition of Bi in a GaAsBi alloy shows a broadening of the Light Hole (LH)

energy states, implying a broadening of the PL spectrum. Reprinted (Fig.1) with permission from Usman

et al., Physical Review B, 8, 3795, (2013). Copyright 2017 by the American Physical Society. [4]

2.1 Spatial Electron Localization

We begin with the description of finding an electron at an eigenenergy, E, in a given

volume of space (see Fig. 2.3) as

ρ =

∫ r

0

Ψ(r)Ψ∗(r)dr3. (2.1)

Where Ψi(r) are the normalized wave functions. In any material there exists an array of sites

in which electrons will most likely be situated. To capture the proposed physical properties

mentioned previously, we are interested in the regions around N atomic sites denoted by the

index i. The total probability of finding an electron at an eigenenergy around atomic sites
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Figure 2.3: A simple example of 4 atoms where we define the orange (shaded) area around the atoms as the

region enclosed by ~r. In an alloyed case the radii would be different among different atoms to capture the

appropriate electronic states.

of predefined radii would be

rtot =
N∑

i

∫ ri

0

Ψ(r)Ψ∗(r)dr3 (2.2)

With respect to the radii, the values are often standardized, such as in VASP. In WIEN2k,

these regions are arbitrary and are dependent on the muffin tin spheres selected to include

the core wave functions.

2.2 Localization Ratio

The most fundamental approach to quantifying localization would be to consider the

probabilities of finding a carrier around an atom. This is a direct relationship to the equations

shown earlier. For example, if the host material is GaAs and an In atom is substituted for

a Ga atom, then the resultant electron localization will be shifted from the host substituted

site. To capture this effect consider the change in probability at the substituted site as

ζ =
ρIn

ρavg:Ga

− 1. (2.3)

This is essentially a percent difference of the amount of the probability from the expected

or original value. This method was initially introduced by Deng et al. [29] known as the
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Localization Ratio (LR) which demonstrates the shift in the density of the substituted site.

It has the following values:

ζ =





< 0 localization loss

0 no change in localization

> 0 localization increase.

LR captures a shift around a single atomic site, which is not useful when discussing the entire

material and the effects of localization on electronic or optical properties. Once disorder

is introduced into a system it affects the structure, not a specific site. Therefore, LR is

unrepresentative as to how the mobility of carriers or the PL will change for an alloy.

2.3 Localization by Data Mining

Given a large amount of data, the possibility to distinguish a localized carrier relative

to a delocalized structure at a given energy was examined. Although this method was

indeed replaced with the more rigorous generalized Participation Ratio (PR) later on, it is

nonetheless an important aspect of this thesis which will be briefly summarized. The basis

of this method was inspired by the following question: given a set of probabilities how does

one determine if a carrier is centred on specific atoms? There are a few methods which

were considered to approach this problem. One could train a neural algorithm, local density

estimation (for multivariate systems), or one could try to select localized data by defining it

as an outlier via a quartile method. For a detailed description of many methods see Welsh

(2011) [30].
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The quartile method [31] (commonly known as a boxplot) utilizes the following scheme

to determine if a value, x, is considered part of the data set:

Q1 − µ · IQR ≤ x ≤ Q3 + µ · IQR. (2.4)

Where µ is known as the whisker range, or how extreme one is willing to consider data to be

part of the baseline. For reference, the standard value for µ is 1.5 which corresponds to the

standard deviation of a Gaussian distribution. IQR is the interquartile range; the difference

between Q1 and Q3. The deviation was tuned such that the standard material, which is

expected to be disorder free, would show no outliers. Additionally, Q1 and Q3, are the first

and third quartiles of the data set - the 25th and 75th percentile. By using this process we

can accurately observe the localization (or lack of) in a few benchmark scenarios:

• Uniform Distribution of Data - Carrier probabilities can be equally spread out across a

dataset, as is the case in binary materials such as GaAs. Here, the carrier probabilities

around Ga atoms are equivalent; likewise with As atoms.

• Localization at a Single Atom - Should there be a single peak or extremum, the quartile

method must be able to detect the localization, which by construction it will.

• Localization on a Group - There is often a discrepancy between the sublattices due to

the differing charge densities found on the groups. To account for the differences,the

probabilities must be partitioned to compare with its respective sublattice. An example

of this process can be seen in Fig. 2.4.

The quartile method comes with a caveat; it picks specifically which atoms demonstrate

spatial localization with respect to the other atoms. This corresponds to capturing a portion
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Figure 2.4: An example of the quartile method being split between group III/V sublattices, left and right re-

spectively. The dotted blue line indicates the cutoff considered for the baseline; any value above is determined

to be a localized state. A localization criteria of 5 was used, corresponding to the value of µ.

of the Density of States (DOS) of the material and therefore must be scaled appropriately to

reflect the material volume. The scaling is important when comparing various alloys derived

from the same host structure. For example, if the host structure is GaAs and one wishes to

consider the localization between InyGa1−yAs and GaAs1−xNx.

In summary, the quartile method is effective at selecting outliers - which is equivalent

to localization. The drawback to the procedure is that it selects individual atoms with no

theoretical relationship to optoelectronic properties. As a tool for studying localization data,

the quartile method may be useful, but it cannot imply any changes in the properties of a

material with certainty.
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2.4 Generalized Participation Ratio

The disadvantage of both of the previous methods is their lack of relationship to opto-

electronic properties. The solution to this problem was introduced by Wegner (1980) [32],

where he analyzed the second moment of the probability known as the Inverse Participation

Ratio (IPR)

χ(Ei) =

∫
|ψ(r)|4dr

[∫
|ψ(r)|2dr

]2 . (2.5)

This method is related to the normalized variance of a sample set; it captures the variance

in finding a carrier at an eigenenergy Ei, at any atomic site. Once again, there are a few

regimes which are important in understanding this quantitative measure:

χ =





1/N equal localization across all sites in the lattice, i.e. no localization

1 complete localization of the wave function on a single atomic site

Note that in the Thermodynamic limit (N →∞), the IPR goes to 0 as expected.

A significant amount of research has been conducted since the introduction of IPR,

demonstrating its capability as a quantity. First is its relation to the Anderson localization

[33] or the absence of diffusion. In this case, the movement of carriers is characterized by

site hopping due to very localized states. The lack of DC conductivity at zero temperature

occurs due to localized states near the Fermi energy. In relation to the Anderson model,

a localization length is often discussed where there is a sharp transition that defines this

vanishing behaviour. The relationship between Anderson Localization and the IPR is doc-

umented theoretically by Kramer and MacKinnon [34]. A more recent example of the IPR

being directly related to the conductive properties of a material was observed by Schwartz
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et al. [35]. They showed that at the Anderson transition the large fluctuations in the IPR

confirm its relationship with conductivity.
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Chapter 3

Properties of Materials

This section outlines the details of a few properties of materials and methodologies re-

quired to understand the research conducted.

3.1 Band Unfolding

The band structures of materials within the range of plus or minus the band gap of a

material (±Egap) were studied in the research. This region pertains to the energies required

in Auger recombination. In addition, a study of the band edges enables a discussion of carrier

mobilities and broadening of PLs. Unfortunately, due to the nature of alloy calculations, a

distinct bandstructure is difficult to obtain. The ambiguity is due to the Brillouin zone of

the primitive cell folding onto itself in supercell calculations. In tightbinding models and

k·p models, the inherent disorder cannot be found since exact band dispersion is assumed

(see tightbinding examples Fig. 3.1). The research herein uses the method of Bloch spectral

functions which was numerically implemented in VASP and WIEN2k by Rubel et al. [36]

to recover the primitive brillouin zone picture of the disordered alloy’s band structure. It is

summarized here in the same formalism.

The method considers the plane wave expansion of a wave function at a given eigenenergy,
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Figure 3.1: Folding of the bandstructure going from a 2-atom primitive cell (left) to an 8-atom supercell

(right) with the tightbinding model. The concept of reverting the 8-atom supercell to a 2-atom primitive

cell is the essence of the unfolding technique. The disorder introduced by alloying prevents unfolding with

certainty in DFT.

εn:

Ψn, ~K(~r) =
∑

~G

Cn, ~K(~G)ei(
~K+ ~G)·~r. (3.1)

Where Cn, ~K is an expansion coefficient, ~K is the reciprocal lattice vector and ~G is the

reciprocal lattice vector shift to a neighbouring Brillouin Zone. The primitive reciprocal

lattice vector, ~k, is equivalent to a transformation of the supercell vectors by

~k = ~K +m1
~G1 +m2

~G2 +m3
~G3. (3.2)

Where m ∈ 0 . . . N − 1 and N is the number of expansions to create the supercell from the

primitive structure. In this process, the wave functions are rewritten in the primitive cell

basis.
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The spectral weight describes the Bloch character of an eigenenergy as,

wn(~k) =
∑

~g

|Cn, ~K(~k + ~g)|2. (3.3)

Here, ~g, is the shift to a neighbouring Brillouin Zone in the primitive cell basis. This Bloch

character or spectral weight must sum to 1 for a given eigenenergy,

∑

~k

wn(~k) = 1. (3.4)

In a primitive structure, the Bloch character is defined as the Kronecker delta about the

radius of an atomic sphere. In a supercell structure, the peak widens and the Bloch character

is spread out over the reciprocal space. Note that the Bloch character for a specific value

decreases with increased spatial localization. In other words, a large Bloch character is

correlated with no spatial localization and vice versa.

3.2 Born Effective Charge

In an isolated environment or vacuum around an element, a common method to under-

stand how strongly an atom may be attracting electrons is reflected by electronegativity. In

a material, the definition of electronegativity no longer retains its description. The Born

effective charge is an alternative measure in which to quantify the electronegativity in a

material structure. By studying the change in the Born effective charge, changes in bonding

characteristics or valence/conduction band edge shifts can be explained. Various techniques

are used to evaluate these charges in DFT. The methods may make use of Berry Phases,

density functional perturbation theory, or finite electric field adjustments.

25



3.3 Special Quasirandom Structures for Alloying

In order to achieve a structure as close to a perfectly random as possible, we must include

the pair correlations between like-atoms. Zunger et al. (1990) [37] introduced the notion of

Special Quasirandom Structures (SQS) as a method to include the correlations between

atoms when randomizing a structure. It was incorporated by van de Walle et al. (2013) [38]

with the Automated Alloy Theoretic Toolkit, which uses a Metropolis Monte Carlo algorithm

to find the most favourable SQS. Specifically, the code minimizes the following function,

Q =
1

4
ωL+

∑

α∈A

|∆ρα(σ)|. (3.5)

The value of Q is the objective function in which the algorithm attempts to minimize. Here,

ω is a user-defined weight and L is the maximum pair length. The sum is over all clusters, A,

of the changes in correlation (∆ρα) from a purely random state at a given atomic occupation

σ, to that of the current distribution. The clusters refer to the various geometries used to

define the types of correlations that exist. There are pair correlations (2 atoms), triplet

correlations (3 atoms), and quadruplet correlations (4 atoms). Based on a user defined

distance for each correlation, the code determines the best minimized state. An example of

the minimization time line of the correlation changes can be found in Fig. 3.2.

This minimization algorithm process is as follows:

• Generate a random starting point for a supercell given the alloy composition

• Begin an annealing loop (where the user can define an annealing temperature, T ) to

sample the space for the optimal solution, using exp(−Q/T ) to permute two atoms.

This is similar to an Ising Model algorithm
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• The result is compared to the best-case scenario and determined if further minimization

is required
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Chapter 4

Localization of Electronic States in III-V Semiconductor

Alloys: A Comparative Study

Reprinted article with permission from C. Pashartis and O. Rubel, Physical Review

Applied, 7, 064011, 2017. Copyright 2017 by the American Physical Society. https://doi.

org/10.1103/PhysRevApplied.7.064011

4.1 Author’s Contribution

• Analyzing and generating SQS

• Developing localization criteria

• Born effective charge calculations

• Literature evaluation

• Preparation of manuscript draft
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Electronic properties of III-V semiconductor alloys are examined using first principles, with the focus on
the spatial localization of electronic states. We compare localization at the band edges due to various
isovalent impurities in a host GaAs, including its impact on the photoluminescence linewidths and carrier
mobilities. The extremity of localization at the band edges is correlated with the ability of individual
elements to change the band gap and the relative band alignment. Additionally, the formation energies of
substitutional defects are calculated and linked to challenges associated with the growth and formability of
alloys. A spectrally resolved inverse participation ratio is used to map localization in prospective
GaAs-based materials alloyed with B, N, In, Sb, and Bi for 1.55-μm-wavelength telecommunication lasers.
This analysis is complemented by a band unfolding of the electronic structure and a discussion of the
implications of localization on the optical gain and Auger losses. Correspondence with experimental data
on the broadening of the photoluminescence spectrum and charge-carrier mobilities show that the
localization characteristics can serve as a guideline for the engineering of semiconductor alloys.

DOI: 10.1103/PhysRevApplied.7.064011

I. INTRODUCTION

Semiconductor alloys are widely used as an active
material in a variety of optoelectronic applications, such
as lasers, solar cells, light-emitting diodes (LEDs), and
photodetectors [1]. For instance, dilute bismides Ga(As,Bi)
[2,3], dilute nitrides (Ga,In)(N,As) [4,5], and group-III
nitrides (Al,Ga,In)N [6] represent group-III-V materials
that are actively studied. Mixing of semiconductors enables
tuning of their optical properties, lattice parameters
(epitaxial strain), and transport characteristics to a desired
application. Examples include 1.55-μm emission wave-
length in the telecommunications industry, the visible
spectrum for general lighting, an ultraviolet range of
wavelengths for disinfecting water, and a multijunction
monolithic solar cell with 1-eV absorption edge.
Properties of the solid solutions often deviate from

Vegard’s law; i.e., they cannot be represented as a linear
interpolation between properties of the constituents.
Alloying elements perturb the electronic structure of the
host material, which may introduce traps that affect the
optical and transport characteristics. For instance, a band-gap
bowing [7] and a broadening of the photoluminescence (PL)
linewidth in dilute nitride semiconductors [8], or a drastic
decrease of the hole mobility in dilute bismides [9], are
attributed to band tails, which originate from the spatially
localized states created by isoelectronic substitutional impu-
rities of individual N or Bi as well as their clusters in a GaAs
host [10–13]. Extrinsic factors, such as nonintentional
dopant impurities, native defects, and heterostructure

interfaces, also contribute to localization; however, we will
examine intrinsic factors only in our study.
Localization of electronic states can detrimentally affect

the performance of devices, which should be taken into
account when selecting alloying elements. In the case of
solar cells, high mobility is desired for the efficient trans-
port of photogenerated carriers to electrodes. The presence
of band tails leads to an inhomogeneous broadening of the
gain spectrum, causing a reduction of the peak value of
intensity gain (Ref. [14], p. 221). On the other hand, a wide
photoluminescence linewidth can be a desired attribute in
the case of ultraviolet light sources for water purification
[6] or a general-purpose LED lighting [15].
Electronic-structure calculations are widely used to

explore parameter space [16] and aid in quantifying the
disorder introduced into a system by isoelectronic substitu-
tional impurities. For example, GaP:N, GaAs:Bi, and GaN:
As exhibit strong spatial localization of wave functions
associated with impurity states near the band edges [10,
17–20]. Examination of a three-dimensional charge-density
distribution associated with an electronic state in an alloy
provides some information about the extent of localization,
but it lacks a quantitative criterion that distinguishes
between localized and delocalized states.
Bellaiche et al. [17] originally proposed a localization

parameter as a sum of probabilities ραðEiÞ for finding an
electron in a specific eigenstate Ei in the vicinity of atomic
sites α of the same element type. Deng et al. [21] adapted
this approach to a single impurity, e.g., GaAs:X, and
defined a localization ratio as the ratio of the wave-function
probability amplitude at the impurity site X relative to the
element it is substituted for in the host lattice,*rubelo@mcmaster.ca
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ζ ¼ ρX
ρGa or As

− 1: ð1Þ

The stronger the localization is, the higher the ratio; the
ratio of zero corresponds to no spatial perturbations of the
electronic state. The magnitude of the ratio can be used to
assess the relative impact of various impurities on the band
edges of the host. However, a generalization of this
approach to an arbitrary state in an alloy is not straightfor-
ward due to the lack of a “reference” state.
Localization in alloys can be defined as a vanishing zero-

temperature dc conductivity in the system (the absence of
diffusion in the Anderson model [22]). The value of con-
ductivity as a function of the Fermi energy provides a spectral
measure of localization. However, its calculation from first
principles is a cumbersome process. Instead, Wegner [23]
suggested the second moment of the wave-function proba-
bility amplitude, i.e., the inverse participation ratio (IPR)

χðEiÞ ¼
R
jψ iðrÞj4dr

½
R
jψ iðrÞj2dr%2

; ð2Þ

as a criterion to distinguish between localized and extended
states. The inverse value χ−1 represents a volume within
which the wave function ψ iðrÞ is confined. It can also be
related to the probability of an electron to return to the same
state after an infinite time interval [24] and thus is ultimately
linked to the transport properties.
Here, we use both the localization ratio and the IPR criteria

to perform a comparative study of localization effects in
group-III-V semiconductor alloys. First, we characterize
isovalent impurities of B, N, Al, P, In, Sb, Tl, and Bi in the
host GaAs. We show that the localization strength of these
impurities is governed by their Born effective charges. The
strength of localization also determines the ability of alloying
elements to change the band gap and the relative alignment of
the conduction- and valence-band edges (the CBEs and
VBEs), which is important for band-gap engineering.
Additionally, formationenthalpiesof the individual impurities
are calculated and linked to challenges associated with the
growth of corresponding alloys. Finally, we compare disorder
characteristics of various gain-mediummaterials for 1.55-μm
lasers, including Ga1−xInxAs, dilute Ga1−xInxAs1−y−zNySbz,
and GaAs1−xBix alloys, as well as the hypothetical
Ga1−xBxAs1−yBiy compound alloys. The results of the
aforementioned calculations are related to established exper-
imental trends in transport coefficients and the PL character-
istics of these alloys.

II. COMPUTATIONAL DETAILS

A. Electronic structure of binaries,
impurities, and alloys

The first-principles calculations are carried out using
density-functional theory (DFT) [25] and the linear

augmented plane-wave method implemented in the
WIEN2K package, version 14.2 [26]. The Brillouin zone
of the binary compounds’ primitive cell is sampled using
8 × 8 × 8 Monkhorst and Pack [27] mesh. The muffin-tin
radii RMT were set to 1.72, 1.85, 1.90, 1.95, 2.00, 2.00,
2.10, 2.31, 2.33, and 2.33 bohr for N, B, P, Al, Ga, As, In,
Sb, Tl, and Bi, respectively. The product RMT

minKmax ¼ 7,
which determines the accuracy of a plane-wave expansion
of the wave function, is used throughout the calculations.
The lattice constants and the band structures of the

binary compounds (Table I) are calculated self-consistently
using the Wu and Cohen [28] generalized-gradient approxi-
mation (GGAWC) for the exchange-correlation functional.
The choice of exchange-correlation functional is based on
preliminary studies of the band structure of GaAs [20]. The
Tran-Blaha modified Becke-Johnson (TBMBJ) potential
[29] is applied to overcome deficiency of the semilocal
exchange-correlation functional and to improve the accu-
racy of the band gaps.
We build 128-atom 4 × 4 × 4 supercells using a two-

atom primitive-cell basis instead of the conventional eight-
atom cell required for calculation of the effective band
structure of an alloy. The k mesh is downscaled to
2 × 2 × 2. The GGA-WC self-consistent lattice constant
of a0 ¼ 5.660 Å is used for the host GaAs in the single-
impurity studies. The list of alloys, their bond composi-
tions, and the expectation values of the lattice parameters
are provided in Table II. In the case of alloys, the lattice
constant is obtained from a linear interpolation by taking
into consideration the equivalent binary concentration of
the bonds. The atomic positions are optimized by mini-
mizing Hellmann-Feynman forces acting on atoms below
2 mRy=bohr. Calculations of the Bloch spectral weight
for the effective band structure are performed using the
FOLD2BLOCH package [32]. Born effective charges for
impurities are computed using a BERRYPI module [33]
implemented in WIEN2K.
A localization ratio ζ defined in Eq. (1) is used to

evaluate the extent of localization at the band edges for

TABLE I. Equilibrium lattice constant a0, band gap Eg of
binary compounds in the zinc-blende structure calculated with the
DFT-GGA-WC-MBJ method and compared with the experimen-
tal values gathered in Refs. [30,31].

DFT Experiment

Binary compounds a0 (Å) Eg (eV) a0 (Å) Eg (eV)

BAs 4.775 1.66 & & & & & &
BBi 5.471 0.39 & & & & & &
GaN 4.507 2.96 4.50 3.30
GaAs 5.660 1.53 5.609 1.52
GaSb 6.116 0.72 6.096 0.81
GaBi 6.368 −1.65 & & & & & &
InN 4.995 0.66 4.98 0.78
InAs 6.091 0.52 6.058 0.42
InSb 6.526 0.17 6.479 0.24
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single impurities. An arithmetic averaging of ζ’s is per-
formed to account for degeneracies at the band edges. We
find the results to be sensitive to the size of the supercell.
For instance, Deng et al. [21] report ζ ¼ 3.5 at the valence-
band edge for a 64-atom GaAs:Bi supercell, which can be
compared to our result of ζ ¼ 5.1 for a 128-atom supercell
but differs from the value of ζ ¼ 16, which is obtained
under identical conditions for a 432-atom supercell. Here,
we constrain the size of a supercell to 128 atoms, which
implies that the localization ratio may not be fully con-
verged with respect to cell size. Nevertheless, chemical
trends in a relative localization ratio ζ computed for various
impurities should be valid.
The IPR χ is used as a measure of localization in alloys.

It is evaluated on the basis of probabilities of finding an
electron with an eigenenergy Ei within the muffin-tin
spheres centered at atomic sites. The atomic sites, α,
and, correspondingly, the IPR values are split into two
sublattices: groups III and V. The IPR is evaluated for each
sublattice using a discrete version [34] of Eq. (2),

χIII=VðEiÞ ¼
P

αρ
2
αðEiÞ

½
P

αραðEiÞ%2
: ð3Þ

The summation index α runs over all atomic sites on the
group-III or -V sublattice. Here, the participation ratio χ−1

represents a number of atomic sites which confine the wave
function ψ iðrÞ. The lower limit of the IPR is the inverse
number of atoms in the sublattice that corresponds to the
pure Bloch states. The spectrally resolved IPR is deter-
mined as a weighted average

χðEiÞ ¼
χIIIwIII þ χVwV

wIII þ wV ; ð4Þ

where w ¼
P

αραðEiÞ is the eigenstate-specific weight
calculated for each group of atoms. It should be noted
that the muffin-tin spheres capture only a portion of the
wave function (50% or less in typical calculations reported
here). The remaining part of the wave function is assigned
to the interstitial region and is not accounted for in the ρα
values.

The IPR is less sensitive to the size of the supercell, in
contrast to the localization ratio. We obtain χ ¼ 0.027 for
the VBE of a 128-atom GaAs:Bi supercell vs χ ¼ 0.016 in
the reference 128-atom supercell of GaAs. In the case of a
432-atom supercell, the corresponding values are χ ¼
0.0095 and 0.0046. In both cases the IPR increases by
approximately a factor of 2 due to the disorder associated
with the impurity.

B. Defect formation energy

The formation energy of isoelectronic neutral defects is
calculated using the expression [35]

Ef½GaAs∶X% ¼ Etot½GaAs∶X% − Etot½GaAs%
− μ½X% þ μ½Ga%; ð5Þ

where Etot is the DFT total energy and μ represents the
chemical potential. The notation GaAs∶X implies that the
element X is substituted in place of a Ga atom in GaAs. In
the calculations, the impurity is placed in a host 128-atom
4 × 4 × 4 supercell, followed by relaxation of atomic
positions while keeping the size of the cell constrained
at the equilibrium value for GaAs.
Here, we assume a bulk source of impurities for B, Al, P,

In, Sb, Tl, and Bi. The DFT total energy serves as an
approximation for their chemical potential,

μ½X% ≈ Etot½Xbulk%: ð6Þ

The nitrogen source is a N2 molecule, with the chemical
potential approximated by

μ½N% ≈ 1

2
Etot½N2%: ð7Þ

By using DFT total energies for the chemical potential, we
neglect the zero-point energy, the vibrational energy, and
entropy, as well as the pressure contributions to the free
energy. The chemical potential of Ga is considered within
the uncertainty

Etot½GaAs% − Etot½Asbulk% < μ½Ga% < Etot½Gabulk%; ð8Þ

TABLE II. The bond statistics used to determine the lattice constant of alloys based on Vegard’s law. These concentrations are
determined by the number of bonds in the supercell. Deviations from a random alloy such as enhancement of a particular bond statistics
due to short-range correlations are marked in parentheses. The sum of the concentrations adds up to 1.

Equivalent binary concentration ci a ¼
P

icia0ðiÞ
Supercell composition BAs BBi GaN GaAs GaSb GaBi InN InAs InSb (Å)

In34Ga30As64 0.469 0.531 5.89
Ga38In26As60N2Sb2 (In-N correlated) 0.574 0.020 0.031 0.363 0.012 5.81
Ga64As57Bi7 0.891 0.109 5.74
Ga58B6As57Bi7 (B-Bi correlated) 0.057 0.036 0.832 0.075 5.65
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which corresponds to Ga-poor and Ga-rich growth con-
ditions (the lower and upper bounds, respectively). The
energy width of the range is determined by the formation
enthalpy of the host lattice,

ΔHf½GaAs%≈Etot½GaAs%−Etot½Asbulk%−Etot½Gabulk%: ð9Þ

We can rewrite Eq. (8) using the formation enthalphy as

Etot½Gabulk% þ ΔHf½GaAs% < μ½Ga% < Etot½Gabulk%: ð10Þ

It is straightforward to modify Eqs. (6)–(10) for the case of
group-V-type defects, GaAs∶X.
The DFT total energies are obtained using the Vienna

ab initio simulation program and projector augmented-
wave potentials [36–38]. The Perdew-Burke-Ernzerhof
(PBE) generalized-gradient approximation [39] for the
exchange-correlation functional is utilized to maximize
the chemical accuracy of the calculations. The cutoff
energy for a plane-wave expansion is set at the level of
25% higher than the value recommended in pseudopoten-
tial files (215–500 eV, depending on the chemical compo-
sition). Our calculations yield the formation enthalpy of
ΔHf ¼ −0.65 eV per formula unit of GaAs. This result
agrees reasonably well with the experimental value of
−0.74 eV [40], giving the uncertainty of (0.03 eV=atom
for reaction energies obtained with DFT PBE [41].

C. Special quasirandom alloys

The compound alloys are modeled as random unless
otherwise specified in the text. Since there are multiple
possible realizations of a random alloy structure, we use a
special-quasirandom-structure (SQS) approach [42]. The
alloy-theoretic automated toolkit package [43] is used to
distribute alloying elements within the supercell of 128
atoms using the MCSQS code. The alloy state is charac-
terized by an objective function that captures deviations of
atomic correlation functions from the ideal random alloy.
Our objective function includes pair, triplet, and quadruplet
correlations with the cutoff distances of 8.1, 5.8, and 4.1 Å,
respectively. The selection of cutoff distances corresponds
to the fourth, second, and first nearest-neighbor atoms
(respectively) on the same sublattice.
A metropolis Monte Carlo algorithm is utilized to

minimize the objective function with a default annealing
temperature. To assist the algorithm in finding a global
minimum, ten differently seeded simulations are run, until
convergence and the structure with the lowest objective
function is chosen for the DFT calculations. Additional
constraints are imposed in the SQS search algorithm to
keep the supercell lattice vectors consistent with the
primitive lattice and 4 × 4 × 4 multiplicity.

III. RESULTS AND DISCUSSION

A. Isovalent substitutional impurities in GaAs

We begin by studying localization effects caused by
isolated impurities in GaAs. The aim is to identify a single
characteristic that captures chemical trends and therefore
can serve as a prediction tool for mixing alloy elements into
a host lattice. The electronegativity is a straightforward
candidate to begin with. In the case of dilute nitrides, the
localization is attributed to a large electronegativity differ-
ence between N and As [17] (3.04 vs 2.18 according to
Pauling’s scale [44]). On the other hand, Sb and Bi behave
differently in GaAs, regardless of the nearly identical
electronegativity values (2.05 vs 2.02).
The Born effective charge Z) captures the ability of an

atom to attract bonding electrons by taking into consid-
eration the particular chemical environment. The results
shown in Fig. 1 indicate that Bi in GaAs is significantly
more electropositive than Sb, which translates into a greater
impact of Bi on the electronic structure of GaAs. From all
isovalent impurities in GaAs, nitrogen shows the most
striking value of Z) ≈ −6, which is drastically different
from the value of Z) ¼ −2.7 for nitrogen in GaN [45]. The
effective charge of Tl suggests that it is the most electro-
positive group-III element, contrary to the fact that B and Tl
have identical electronegativity values [44].
Calculations of the effective charge for supercells are

computationally demanding. The trend line in Fig. 1
suggests that the Born effective charge scales linearly with
sp3-hybrid orbital energies obtained from Ref. [46] (p. 50),
which can be used to predict the impact of an impurity on
the electronic structure of the host lattice. A significance of
the relative alignment of impurity-host orbital energies for
the electronic stricture of alloys was previously pointed out

FIG. 1. Born effective charge for isovalent GaAs∶X impurities
as a function of their sp3-hybrid orbital energy.

C. PASHARTIS and O. RUBEL PHYS. REV. APPLIED 7, 064011 (2017)

064011-4
32



by Deng et al. [21]. The orbital energies of the valence
shells together with the overlap parameters are capable of
capturing trap states and localization effects in various
alloys, as demonstrated by O’Reilly’s group from a tight-
binding perspective [47,48].
Figure 2 shows the localization in CBEs and VBEs due to

isovalent impurities in GaAs. Among all impurities, nitrogen
introduces the strongest localization, followed by Bi and B.
Those elements have more than a 1e difference in the Born
effective charge with respect to the host elements they are
substituted for. The localization ratio due to Tl and Sb is at an
intermediate level. As one would expect, elements with a
lower Born effective charge are effective in capturing
electrons, thus introducing localized states in the conduction
band. The opposite applies to the valence band.
Signatures of the electron localization can be observed

via a broadening of the low-temperature PL linewidth as
well as a deterioration of the transport coefficients. The
available experimental data for ternary alloys are gathered
in Table III alongside the calculated values of the locali-
zation ratio. Based on these data, we can suggest a criterion
of the localization ratio ζ ≲ 1 for impurities that virtually
do not impede charge-carrier transport. This guideline can
be used in alloy design for applications where the charge
transport plays a crucial role, e.g., photovoltaics where a
high-mobility, bipolar charge-carrier transport is desired.
The ability of an individual element to change the band

gap also scales with the localization ratio. Figure 3(a)

shows the change of a band gap of GaAs due to the single
impurity, which corresponds to an effective concentration
of 1.6% in the 128-atom supercell with a TBMBJ [29]
potential. Nitrogen is by far the most effective alloying
element from the band-gap-reduction point of view, fol-
lowed by Bi, B, and Sb. The band-gap reduction occurs by
either lowering the conduction band or shifting up the
valence-band edge, depending on which band edge is
primarily affected by the disorder [Fig. 3(b)]. It is the
conduction band for N and B and, conversely, the valence
band for Bi and Tl (see Table III). These general results are
consistent with known trends for dilute nitrides [10] and
bismides [68]. This information is relevant for the band-gap
engineering in semiconductor heterostructures, where the
quantum carrier confinement is a design parameter.
The practical implementation of compound semicon-

ductor alloys is associated with challenges related to their
formability. Growth of metastable alloys is a complex
process that is largely driven by kinetic effects at the
surface, rather than by thermodynamic potentials of the
bulk material. A notable example is the incorporation of Bi
or N in GaAs that is possible to achieve experimentally at a

(a)

(b)

(c)

(d)

FIG. 2. Localization ratio defined by Eq. (1) for the electronic
states at the (a),(c) conduction- and (b),(d) valence-band edges in
GaAs due to single isovalent impurities plotted as a function of
the element’s Born effective charge. The dashed line is a guide for
the eye.

TABLE III. Localization ratio ζ for single isovalent impurities
compared to experimental values of the charge-carrier mobility μ
and the PL linewidth (the full width at half maximum).

PL linewidth μ=μGaAs (%) ζ

Impurity (meV) electrons holes CBE VBE

GaAs (host) 5a 100b 100c 0 0
GaAs∶B 40,70d & & & & & & 4.56 0.22
GaAs∶Al 4e 96 96f −0.75 −0.36
GaAs∶In 2–4, 10g ≳100h & & & −0.69 0.51
GaAs∶Tl & & & & & & & & & 1.06 2.61
GaAs∶N 30, 105i 63j & & & 6.84 −0.41
GaAs∶P 10k ≈100l & & & 0.23 −0.30
GaAs∶Sb 10, 23m ≈100 25n −0.75 1.55
GaAs∶Bi 64, 100o 87 18p −0.74 5.11

a2 K [49].
bRoom temperature (Ref. [50], p. 91).
cWeakly doped room temperature [51].
d1.6% B at 300 K, pump intensity 300 W=cm2, bulklike [52],

3% B at 10 K excluding substrate [53].
e2.9% Al, 2 K, pump intensity 10−3–10 W=cm2 (Ref. [54]).
fRoom temperature 1.6% Al (Ref. [55], p. 626).
gGa0.46In0.54As at 77 K [56], ≈1% In at 4.2 K at

10−3–10 W=cm2 (Ref. [57]).
hRoom temperature [58].
iAnnealed structure at 5 K at 2% average of 10 μW [59], 4 K at

1.4% [60].
jRoom temperature [61].
kP 30% at 12 K quantum-well structure of ≈5 quantum wells

2.7 nm thick [57].
lRoom temperature [62].
mSb ≈ 6% at 4.2 K at ð0.001–10Þ W=cm2 (Ref. [57]), 4.4% Sb

with excitation intensity of 2 W=cm2 at 4 K [63].
n8% Sb, room temperature [64].
o2.6% Bi at 10 K [65], 1.3% at 9 K at 1 mW [66,67].
pRef. [67].
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level which exceeds their predicted solubility by several
orders of magnitude [69,70]. Although the defect formation
enthalphy presented in Fig. 4 cannot be directly related to
the solubility, it can still serve as a guideline for evaluating
formability of the alloys. Based on these data, one would
expect the growth of dilute borides to pose more challenges
than thallides or bismides. The energy penalty associated
with incorporation of nitrogen in GaAs is at an intermediate
level among other group-III-V elements. These results can
be understood as an interplay between the chemical bond

and local strain energies. The formation enthalpy of BAs is
−0.31 eV [71] per formula unit, compared to −1.62 eV
[72] for GaN. As a result, the strain energy due to the size
mismatch between N and As is partly compensated for by
the strong Ga—N bond, which is not the case for the
B—As bond. The incorporation of Tl and Bi in GaAs is
hindered for the same reason. It is instructive to note that
the energy penalty associated with incorporation of a
group-III-V element in GaAs (Fig. 4) is not always
leveraged through the efficient band-gap reduction or the
effective quantum-confinement engineering for semicon-
ducting heterostructures (Fig. 3).

B. Semiconductor alloys for telecommunication lasers

1. In0.53Ga0.47As

Extending the preceding impurity study to alloys, we
show the link between localization characteristics, the band
structure, and properties of gain materials for telecommu-
nication lasers with an emission wavelength of 1.55 μm.
We begin with the In0.53Ga0.47As alloy, which represents
the first generation of gain materials. The effective band
structure is shown in Fig. 5(a). The calculated band gap of
0.79 eVagrees well with the targeted emission wavelength.
The Bloch character is well preserved in the vicinity of the
band edges and persists approximately 0.5 eV into the
bands. The light and heavy hole bands, as well as the split-
off band, are clearly resolved on the unfolded band
structure. The conduction band at the L valley is energeti-
cally well isolated from the Γ valley that prevents spurious
interactions and mixing between these states in the alloy.
The above-noted features of the effective alloy band

structure are consistent with the narrow low-temperature
PL linewidth (2–4 meV, Ref. [56]), the high mobility of
electrons (20 000–80 000 cm2V−1 s−1, Refs. [56,73]) and
holes (600–1000 cm2V−1 s−1, Refs. [74,75]) observed
experimentally in InxGa1−xAs, with x ≈ 0.5. A very
narrow (0.34 meV) intrinsic broadening of the band-edge
alloy state in the In0.5Ga0.5P alloy are predicted based on
empirical potential calculations [76]. The low value of the
localization ratio (ζ < 1) for GaAs:In impurities is con-
sistent with these observations. Therefore, In0.53Ga0.47As
can be viewed as a nearly disorder-free alloy.
The density of states and the IPR spectrum for the

In0.53Ga0.47As alloy are plotted in Fig. 6(a). The magnitude
of IPR at the band edges is very close to its disorder-free
limit of χ ¼ 1=64, which corresponds to the 128-atom
supercell. States with a higher excess kinetic energy in the
valence and conduction bands show a slight increase of the
IPR, particularly in the conduction band when the energy
approaches the L valley (E ≈ 1.4 eV). These states do not
contribute to inhomogeneous broadening of the optical gain
and do not hamper the charge-carrier transport coefficients.
However, states with the kinetic energy Ek ≈ Eg are
involved in the Auger recombination, which is an important

(a)

(b)

FIG. 3. Effect of single impurities on (a) the band gap and
(b) the relative alignment of the band edges in GaAs.

FIG. 4. Formation enthalpy of isovalent substitutional defects
in a GaAs host lattice. The lower the enthalpy, the more preferred
the impurity is in the host system. The range of energies is linked
to the growth conditions that are encoded in the gradient fill.
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loss mechanism for lasers. Implications of the disorder for
the Auger recombination are discussed below.

2. In0.41Ga0.59N0.03As0.94Sb0.03

Dilute nitride semiconductors represent the second
generation of gain materials designed for an emission
wavelength of 1.55 μm and a monolithic integration on a
GaAs substrate [77]. The effective band structure of
In0.41Ga0.59N0.03As0.94Sb0.03 is illustrated in Fig. 5(b). The
enhanced statistics of In—N bonds is incorporated into the
atomistic structure to model the effect of annealing on
material characteristics. The Bloch character in the valence
band structure remains well defined similar to (In,Ga)As,
which corresponds with a similar IPR spectrum [Figs. 6(b)].
The CBE has drastically changed from (In,Ga)As. The
retention of its Γ character is only about 50% [Fig. 5(b)],
which is accompanied by the abrupt increase of the IPR (i.e.,
localization) within the conduction band and near the edge
[Fig. 6(b)]. It is worth noting that the strength of localization
in the conduction band increaseswith increasing the electron
excess energy, contrary to the common view based on the
classical Anderson model of localization. The largest IPR
value of nearly 0.06 can be interpreted as an orbital wave
function being localized in the vicinity of 0.06−1 ≈ 17 atoms
only. This observation is consistent with the low Bloch
character (less than 30%) for stateswithin the energywindow
E ¼ 1.0–1.3 eV [Fig. 5(b)].
These features of the electronic structure of dilute

nitrides lead to a broadening of the PL linewidth
(18–40 meV, Refs. [8,77–79]) and a reduction of the
electron mobility (100 cm2V−1 s−1, Ref. [80]), whereas
the hole mobility remains unaffected (900 cm2V−1 s−1,
Ref. [80]). These observations also conform with the
single-impurity (GaAs:N and GaAs:Sb) localization studies
presented in the preceding subsection. One can anticipate a
detrimental impact of localization at the CBE on the optical
gain in this material system. The reason for an intrinsic
“disorder penalty” is twofold: (i) smearing of the Bloch

character impedes the k-selection rules for the optical
transition and reduces the dipole matrix element, and (ii) the
inhomogeneous broadening reduces the gain.

3. GaAs0.89Bi0.11
We now turn to the third generation of the gain materials,

namely, dilute bismide GaAs1−xBix alloys. Their develop-
ment is inspired by a potential ability to reduce the
Auger losses [81]. The bismuth content of x ¼ 0.11 is
selected to match an anticipated band gap with an
emission wavelength of 1.55 μm [13]. The band structure
of GaAs0.89Bi0.11 is shown in Fig. 5(c). Contrary to the
dilute nitrides, the bismides demonstrate a well-defined
profile in the conduction band, whereas the valence band is
severely distorted [20,32]. The conduction-band minimum
is well resolved, with a strong Γ character without a
noticeable mixing with L and X states. The split-off band
is located at ΔSO ¼ 0.72 eV below the valence-band edge.
At such a high bismuth content, the spin-orbit splitting
approaches the band gap, which is Eg¼ 0.77 eV in our case
(ΔSO > Eg is desired for a suppression of the Auger
recombination). In both material systems, (In,Ga)As and
(Ga,In)(N,As,Sb), which are studied above, this condition
is far from being fulfilled.
Examining the localization effects in GaAs0.89Bi0.11

[Fig. 6(c)], we discern that states at the valence-band
edge have a degree of localization comparable to (Ga,In)
(N,As,Sb) alloys. These results explain the broad low-
temperature PL linewidth of Ga(As,Bi) alloys (60–70 meV,
Refs. [82,83]) and the steep decline of the hole mobility
(6–15 cm2V−1 s−1, Refs. [67,84]). Dilute bismides exhibit
stronger localization effects than dilute nitrides, even
though the localization in GaAs:Bi is less pronounced at
the single-impurity level than in GaAs:N (ζVBEBi < ζCBEN ; see
Table III). The enhanced localization in dilute bismides can
be attributed to the much higher concentration of bismuth,
which is required to achieve the same band-gap reduction
as in dilute nitrides. Accordingly, the alloy statistics leads to

(a) (b) (c) (d)

FIG. 5. Effective band structure of semiconductor alloys for telecommunication lasers with an emission wavelength of 1.55 μm.
(a) In0.53Ga0.47As. (b) In0.41Ga0.59N0.03As0.94Sb0.03. (c)GaAs0.89Bi0.11. (d)Ga0.91B0.09As0.89Bi0.11. The origin of the energy scale is set at the
Fermi energy. The legend on the right shows the Bloch spectral weight. Only data points with a spectral weight of 5% of greater are
shown.

LOCALIZATION OF ELECTRONIC STATES IN III-V … PHYS. REV. APPLIED 7, 064011 (2017)

064011-7
35



a higher probability of forming pairs (Bi-Ga-Bi) and
higher-order clusters, which have a detrimental effect on
the electronic structure at the VBE [20,48].
The above discussion of the disorder penalty and its

impact on gain characteristics is fully applicable to the
Ga(As,Bi) material system. The disorder also has impli-
cations on optical losses. The Auger recombination is a
many-particle process, the likelihood of which is deter-
mined by the energy and momentum (wave-vector) con-
servation of the electronic states involved. In materials with
strong disorder, the momentum-conservation requirement
is relaxed due to uncertainties of the wave vector k inherent
to localized states. Therefore, the inferred reduction of

Auger losses in Ga(As,Bi) gain media requires a thorough
analysis, which will take into account the realistic band
structure shown in Fig. 5(c) and the presence of alloy
disorder.

4. Ga0.91B0.09As0.89Bi0.11
Finally, we would like to comment on quaternary

bismide alloys. For instance, the Ga(N,As,Bi) material
system [81,85] offers an additional flexibility in engineer-
ing of the lattice mismatch and/or band offsets. Here, we
study a Ga0.91B0.09As0.89Bi0.11 alloy, which is inspired by
the physics of In—N bonds in (Ga,In)(N,As) [18,86]. One
would expect that the incorporation of boron will further
reduce the band gap and help to mitigate the local strain
fields by forming B—Bi bonds (a correlated alloy). By
contrast, the addition of boron results in an upward shift of
the Γ valley of the conduction band and an opening of the
band gap [Fig. 5(d)]. This result suggests that the properties
of quaternary alloys are governed by more-complicated
physics than a simple additive effects of ternary com-
pounds. The positive effect of boron is an improvement of
the Bloch character of the VBE [Fig. 5(d)] compared to the
boron-free alloy [Fig. 5(c)]. However, there are two draw-
backs: (i) a more-severe localization develops in the
conduction band and deeper energy states in the valence
band, and (ii) the incorporation of boron in a GaAs lattice
can be challenging due to the high defect formation energy
(Fig. 4). Nevertheless, (Ga,B)(As,Bi) could be an alter-
native material system for multijunction solar cells with a
1-eV band gap and lattice matched to GaAs.
It is important to note that the results presented above are

obtained for bulk materials, which does not take into
account an epitaxial strain that can arise from a lattice
mismatch between the layer and the substrate. The strain is
not an issue for In0.53Ga0.47As and Ga0.91B0.09As0.89Bi0.11
alloys, as their lattice constant is intended to match the
substrates, InP and GaAs, respectively. By contrast,
In0.41Ga0.59N0.03As0.94Sb0.03 and GaAs0.89Bi0.11 alloys pos-
sess a lattice mismatch of 2.6% and 1.4% with respect to
GaAs (see the theoretical lattice parameters in Tables I and
II). Two methods, namely, Matthews and Blakeslee [87]
and Voisin [88], are used to assess a critical thickness hc of
the film that can accommodate the epitaxial strain elasti-
cally without generating misfit dislocations. Both
approaches produce similar results of hc ¼ 2.5 nm for
In0.41Ga0.59N0.03As0.94Sb0.03=GaAs and 6 nm for
GaAs0.89Bi0.11=GaAs heterostructures. Layers with a thick-
ness less than hc will be tetragonally distorted, which may
have an additional impact on localization characteristics.
We evaluate the effect of a tetragonal distortion on the
electronic structure and localization in the compressively
strained GaAs0.89Bi0.11 compound on a GaAs substrate (see
the Appendix). The tetragonal distortion leads to an open-
ing of the band gap and a lifting of the degeneracy between
heavy and light holes, which is consistent with effects

(a)

(b)

(c)

(d)

FIG. 6. Density of states (DOS) shown alongside the
inverse participation ratio (IPR), which captures the strength of
localization in semiconductor alloys for telecommunication lasers
with the emission wavelength of 1.55 μm. (a) In0.53Ga0.47As.
(b) In0.41Ga0.59N0.03As0.94Sb0.03. (c)GaAs0.89Bi0.11. (d)Ga0.91B0.09
As0.89Bi0.11. The lower limit of IPR 1/64 corresponds to pure Bloch
states in the 128-atom supercell.
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expected from a compressive in-plane strain of the layer
[88]. There are no major changes observed in the IPR
spectrum, indicating that the alloy disorder is not sensitive
to the epitaxial strain for the particular material system and
the strain magnitude.

IV. CONCLUSIONS

DFT calculations are used to perform a systematic
characterization of isovalent impurities (B, N, Al, P, In,
Sb, Tl, and Bi) in the host GaAs. The degree of localization
present in electronic states near the band edges decreases in
the following order: N, Bi, B, Tl, and Sb. Other elements do
not cause a notable localization of the electronic states. The
localization strength scales with the Born effective charge,
which is calculated for individual impurities. The effective
charge of impurities can be markedly different from their
nominal values in binary compounds reflecting their
electropositive or electronegative nature in the specific
host lattice. Elements which have a Born effective charge
less than the host introduce localized states in the con-
duction band but do not perturb the valence-band edge, and
vice versa. The extremity of localization at the band edges
directly correlates with several important characteristics,
such as the charge-carrier transport, broadening of the
photoluminescence spectra, the ability of individual ele-
ments to change the band gap, and the relative band
alignment. An extensive comparison with experimental
data gives confidence in the predictive power of first-
principles calculations. The energy penalty associated with
incorporation of impurities in the host lattice does not
follow the localization pattern and decreases in the follow-
ing order: B, Tl, Bi, N, and Sb. This result implies that the
growth of dilute borides poses more challenges than
thallides or bismides. The incorporation of nitrogen in
GaAs is assisted by the strong Ga—N bond.
We perform a comparative study of localization in

(In,Ga)As, (Ga,In)(N,As,Sb) and Ga(As,Bi) compound
alloys, which represent three generations of material
systems for telecommunication lasers. A wave-function
inverse participation ratio calculated for individual eigen-
states is used as a measure for the extremity of localization.
The results indicate that the electronic structure of (In,Ga)
As is least affected by the alloy disorder. The electronic
states near the conduction-band edge of (Ga,In)(N,As,Sb)
and the valence-band edges of Ga(As,Bi) are strongly
affected by the disorder. The extremity of localization at
the valence-band edge of Ga(As,Bi) is approximately
2 times greater than that for the conduction-band edge
of (Ga,In)(N,As,Sb). This result translates into an intrinsi-
cally higher inhomogeneous broadening inherent to dilute
bismide alloys compared to their dilute nitride counterparts,
which can have an unfavorable impact on the optical gain
characteristics and Auger losses. This conclusion should
not be extended to group-III antimonide semiconductors
alloyed with Bi for midinfrared devices. The smaller

electronic difference between Sb and Bi should lead to a
less detrimental impact of Bi on the structure of (Al,Ga,In)
(Sb,Bi), according to the arguments presented above for
single impurities.
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APPENDIX: EFFECT OF THE EPITAXIAL
STRAIN (TETRAGONAL DISTORTION)

The effect of epitaxial strain on the electronic structure
of GaAs0.89Bi0.11 is studied using a 128-atom supercell.
The lattice parameters in lateral directions (ac and bc) are
fixed to that of GaAs [Fig. 7(a)]; the cc lattice constant
remains unconstrained. The lattice parameters and angles
of the rhombohedral primitive cell are scaled to reproduce
the tetragonal lattice distortion, as shown in Fig. 7(a).

Energy (ev)

XL

(a) (b)

(c)

FIG. 7. Effect of epitaxial strain on the electronic structure of
GaAs0.89Bi0.11. (a) Conventional unit cell with a tetragonal
distortion in relation to the primitive lattice vectors ap, bp,
and cp, and angles. (b) Unfolded band structure. The wave
vectors are selected within the growth plane (001). (c) Density of
states (DOS) and the inverse participation ratio (IPR). The origin
of the energy scale is set at the Fermi energy.
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The most noticeable changes in the electronic structure
of GaAs0.89Bi0.11 due to the epitaxial strain are an opening
of the band gap by approximately 0.1 eVand a lifting up of
the degeneracy at the top of the valence band [Fig. 7(b)].
The Bloch character, the density of states, and localization
characteristics assessed via the inverse participation ratio
do not show any prominent changes compared to the bulk
material [Figs. 5(c) and 6(c)].
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The recent progress in formation of two-dimensional (2D) GaN by a migration-enhanced encapsulated tech-
nique opens up new possibilities for group III-V 2D semiconductors with a band gap within the visible energy
spectrum. Using first-principles calculations we explored alloying of 2D-GaN to achieve an optically active ma-
terial with a tuneable band gap. The effect of isoelectronic III-V substitutional elements on the band gaps, band
offsets, and spatial electron localization is studied. In addition to optoelectronic properties, the formability of al-
loys is evaluated using impurity formation energies. A dilute highly-mismatched solid solution 2D-GaN1−xPx

features an efficient band gap reduction in combination with a moderate energy penalty associated with incorpo-
ration of phosphorous in 2D-GaN, which is substantially lower than in the case of the bulk GaN. The group-V
alloying elements also introduce significant disorder and localization at the valence band edge that facilitates
direct band gap optical transitions thus implying the feasibility of using III-V alloys of 2D-GaN in light-emitting
devices.

Two-dimensional (2D) materials have demonstrated util-
ity in various technologies such as transistors, photodetectors,
and supercapacitors1–3 enabling new functionalities (flexible,
transparent electronics) and further device miniaturization4,5.
The current portfolio of materials for optoelectronic device
applications is dominated by bulk III-V semiconductors. 2D
III-V materials feature a wide range of band gaps that span the
entire visible spectrum6–9, which makes them potentially use-
ful in optoelectronics. Drawbacks of 2D III-V monolayers are
their much heavier effective masses, when compared to their
bulk counterparts, an indirect band gap character, and forma-
bility issues8. The experimental realization of 2D III-V’s be-
yond hexagonal-BN is extremely challenging due to the high
energy difference of 0.3 − 0.6 eV/atom between the 2D and
bulk structures8.

Al Balushi et al. 9 recently reported the growth of 2D-GaN
via a migration-enhanced encapsulated technique with the use
of graphene to enclose a bilayer GaN and maintain its struc-
tural stability. This pioneering study opens a possibility to
overcome a formability issue by manufacturing a few-layer
2D III-V semiconductors. Although the planar monolayer
GaN has an indirect band gap ofEg ≈ 4 eV, a few-layered 2D-
GaN is a direct band gap material with a tuneable band gap of
Eg ≈ 4 − 5.3 eV depending on the layer thickness8,9. The
larger band gap of 2D-GaN vs the bulk GaN is attributed to
quantum confinement effects. The quantum confinement ef-
fects are also responsible for an enhanced exciton binding en-
ergyEex. A binding energy of the order of 1 eV is expected for
2D-GaN due to a linear scaling Eex ∼ Eg/4 between the band
gap and the exciton binding energy of 2D semiconductors10.
This result for the exciton binding energy subtracted from the
values of the band gap energy implies that blue-ultraviolet
emissions are possible with 2D-GaN, whereas transition metal
dicalcholgenides exhibit lower optical transition energies of
1−2 eV4,5,11 even though the true band gaps are substantially
higher because of the strong excitonic effects12. The blue-
ultraviolet energy spectrum of 2D-GaN raises a question about

∗ rubelo@mcmaster.ca

possibility of alloying the material with other III-V elements
to tune the emission wavelength across the visible spectrum.

In this Letter, we probe the effects of isoelectronic sub-
stitutions on spatial electron localization, changes in band
gap energies, band edge offsets as well as solubility of im-
purities in the host 2D-GaN utilizing the density functional
theory (DFT) package, Vienna ab-initio simulation program
(VASP)13,14. PBEsol15 was used as the exchange-correlation
functional since it accurately captures structural properties
and the strength of GaN chemical bonds. The calculated
formation enthalpy of ∆fH = −1.29 eV for wurtzite GaN
is in a good agreement with the range of experimental val-
ues −1.63 eV16 and −1.34 eV17. Plane-augmented wave
potentials18 were used with spd and sp valence electrons for
group-III and V elements, respectively. The Brillouin zone of
the 2D-GaN primitive unit cell was sampled with a 8× 8 × 1
k-mesh. The full structural optimization was performed with
an energy convergence criteria of 10−6 eV and the plane-wave
cutoff energy of 500 eV. The resultant lattice constant of the
2-atom primitive planar GaN cell corresponded to 3.18 Å af-
ter relaxation. Each 2D structure had a fixed vacuum spacing
of 20 Å to ensure the monolayer nature of the system.

Impurities were modelled using a supercell technique. We
substituted a single group-III/V element into its associative
isoelectronic site in a host GaN 128-atom planar 8 × 8 su-
percell corresponding to ≈ 1.6% dilution. Supercell calcu-
lations were undertaken with the corresponding downscaled
k-mesh. Internal relaxation of atomic positions due to impu-
rities was performed using a force convergence of 0.01 eV/Å
while maintaining the macroscopic lattice parameters of the
host 2D-GaN. Relativistic effects (the spin orbit interaction)
were simulated for supercells with In, Tl, Sb, and Bi impuri-
ties. The K and Γ-points were examined as they correspond to
valence and conduction band edges. Presence of a large vac-
uum space enables band offset calculations to within 30 meV
of an error for heavier elements via a direct comparison of
the band edge eigenvalues, i.e., without additional techniques
to account for a reference energy shift. Born-effective charge
calculations were done using both the self-consistent response
to a finite electric field and perturbative19 approaches due to
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FIG. 1. (a) The band gap change per percent concentration of III-
V substitutional isoelectronic elements in 2D-GaN and bulk GaN.
(b) Respective shifts of the valence and band edges (VBE and CBE)
relative to the host 2D-GaN.

numerical issues. Calculations for the bulk wurtzite GaN were
performed using 8× 8× 4 k-mesh for the primitive Brillouin
zone. Impurities were introduced in a 128-atom supercell of
the size 4×4×2with a Brillouin zone sampled using a 2×2×2
k-mesh.

We begin by presenting the results of the band gap changes
due to incorporation of individual isoelectronic impurities into
the host 2D-GaN structure as shown in Fig. 1a. The group-
III elements do not change the band gap significantly with
boron reducing the band gap the most in a dilute limit. In
contrast, group-V elements affect the band gap much more
significantly. Figure 1a includes data for the bulk wurtzite
GaN. Notably changes of the band gap due to impurities in
the bulk correlate with that in the monolayer. Results for
the bulk GaN can be compared to experimental values of the
band gap variation taken linearly up to x = 10% concen-
tration at room temperature: 1 meV/% for AlxGa1−xN20,21

and −25 meV/% for InxGa1−xN22,23, which are consistent
with our results. Furthermore, previous theoretical calcula-
tions of wurtzite GaN1−xPx structures yield a band gap vari-
ation of −150 meV/% to 10% of P24, −170 meV/% for 6%
of As in GaN1−xAsx25, and −400 meV/% for 10% of Sb in
GaN1−xSbx

26 that show similar trends to our calculations.
The band offsets due to impurities in 2D-GaN are shown in

Fig. 1b. Remarkably all impurities raise the valence band edge
(VBE) more than the conduction band edge (CBE) with ex-
ception of boron and aluminum. The group-V elements have
a much stronger effect on the VBE when substituted in 2D-
GaN as compared to group-III elements. Variations in the
Born effective charge of impurities shown in Table I aid in
explaining this effect. In general, perturbations in the valence
band scale with the electropositivity of the substituted element

TABLE I. Born effective charges of impurity elements in the host 2D-
GaN lattice and localization characteristics at the band edges evalu-
ated using the IPR (χ). The effective charge is highly anisotropic
and listed for the parallel (‖) and perpendicular (⊥) directions with
respect to the 2D-GaN plane.

Impurity Z∗
‖ Z∗

⊥ χ
element VBE CBE
B 2.67 0.45 0.0170 0.0079
Al 2.82 0.45 0.0129 0.0079
In 2.80 0.45 0.0127 0.0078
Tl 2.82 0.45 0.0137 0.0078
P −1.93 −0.29 0.2614 0.0079
As −1.74 −0.28 0.4016 0.0079
Sb −1.38 −0.28 0.2849 0.0080
Bi −1.18 −0.24 0.4015 0.0080
ref. 2D-GaN ± 3.04 ± 0.33 0.0127 0.0078

(increase in Z∗ − Z∗
host). The shift of the valence band edge

due to group-V impurities can be viewed as introducing a trap
state in the vicinity of the VBE. Similarly, substituting nitro-
gen into a 2D-GaAs host lattice produces perturbations to the
CBE, which correlates with N being more electronegative el-
ement than As. This feature is not unique to 2D-GaN and was
previously reported for the bulk GaN and GaAs27–30. Dilute
borides seem to provide the only possibility for engineering
a conduction band offset as it is the most electronegative ele-
ment that can be introduced in the host.

The lack of a direct band gap in the planar 2D-GaN requires
changes in the band dispersion in order to facilitate optical
transitions. Localized states due to the impurities relax the
momentum conservation requirement and thus enable direct
optical transitions. An inverse participation ratio (IPR) crite-
rion that quantifies localization across the structure was intro-
duced by Wegner 31 . It can be viewed as a statistical method
that determines a normalized variance of the wavefunction
constructed from second moments. Here we use a discrete
version of IPR32 that is evaluated on the basis of probabilities
ρα of finding an electron with an eigenenergy Ei within the
muffin tin spheres centred at atomic sites α

χ(Ei) =

∑N
α ρ2α(Ei)[∑N
α ρα(Ei)

]2 . (1)

The summation index α runs over all atomic sites. Here the
participation ratio χ−1 represents a number of atomic sites,
which confine the wave function ψi(r) with χ = 1 being the
upper limit of IPR. The lower limit of IPR, χ = 1/N , is the
inverse number of atoms in the lattice that corresponds to ex-
tended Bloch states.

The IPRs in our structures at the band edges can be found
in Table I. The CBE is insignificantly affected by any of the
substitutional elements, even when their incorporation is ac-
companied by a significant lattice strain due to the size mis-
match as in the case of Bi and Tl. The VBE demonstrates a
minor increase in localization for group-III elements since Ga
and the substitutional elements are electronically similar in the
presence of N, as evident from the similar values of the Born
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FIG. 2. Isosurfaces of the wave function probability ampli-
tude |ψn,k(r)|2 at the valence band edges for (a) Ga64N64, (b)
Ga64N63Bi1 using VESTA33. The isosurfaces are plotted at the same
values. A large shift in the isosurface is observed to center around
Bi. A substution of Al has similar features to the binary structure.

FIG. 3. (a) Formation energies of substituted isoelectronic III-V ele-
ments in GaN . The range of values for a given element is associated
with Ga or N rich growth conditions. (b) The formation energies are
subdivided into the strain energy and change in the chemical energy
for 2D-GaN. The chemical trend for group-III elements is governed
by the chemical energy, while the strain energy dominates for group-
V elements.

effective charges (Table I). The group-V elements introduce
strongly localized states in the valence band (an order of mag-
nitude larger IPR), which can be attributed to their much more
electropositive nature than N by more than a single elemen-
tary charge in Z∗

‖ . The localization can be visually observed
in Fig. 2. The VBE isosurfaces are centered at the N-sites in
the host structure but reside almost entirely on the substituted
Bi-atom in GaN:Bi. Chemical trends in localization character-
istics of III-V impurities in 2D-GaN are very similar to those
previously reported by Bellaiche et al. 28 for the bulk GaN.

The feasibility of incorporating the alloying element into
GaN is assessed by calculating defect formation energies due
to individual impurity elements following the method outlined

in Ref. 34. The defect formation energy (here demonstrated
for a general group-III substitution XGa) is calculated using
the DFT total energy of the supercell with an impurity as well
as the respective host structure

Ef[X1Ga63N64] = Etot[X1Ga63N64]− Etot[Ga64N64]−
µ[X ] + µ[Ga]. (2)

The DFT total energies of bulk naturally occurring structures
are taken to represent the chemical potential of impurities
µ[X ] ≈ Etot[Xbulk]. The gallium chemical potential is con-
fined within the range

Etot[Gabulk] + ∆fH [GaN] < µ[Ga] < Etot[Gabulk], (3)

where ∆fH is the calculated formation enthalpy of GaN
(−0.42 and −1.29 eV for the 2D hexagonal planar and bulk
wurtzite structures, respectively) determined as

∆fH [GaN] ≈ Etot[GaN]− 1

2
Etot[N2]− Etot[Gabulk]. (4)

The upper/lower limit of µ[Ga] corresponds Ga rich/poor
growth conditions.

The results of the defect formation energy calculations are
presented in Fig. 3a. Among all III-V elements only B or Al
substitutions are energetically favourable. Indium has a lim-
ited solubility in the bulk GaN35, and the same is expected
for 2D-GaN due to the similar Ef values. The energy penalty
associated with the incorporation of a group-V element in 2D-
GaN is systematically lower than in the bulk. Due to the
relaxed strain conditions in monolayers, 2D materials may
generically be more easily alloyed than their bulk counter-
parts. Phosphorus has a similar defect formation energy to
indium in 2D-GaN, which suggest the possibility for practical
realization of dilute 2D-GaN1−xPx.

To shed light on the physics behind observed chemical
trends in the formation energies of the group III-V substitu-
tions, we decomposed the Ef values into the strain energy and
chemical energy components. The strain and chemical ener-
gies are defined as

Estrain = Etot[X1Ga63N64]− 63Etot[GaN]− Etot[XN],(5a)
∆Echem = ∆fH [XN]−∆fH [GaN]. (5b)

It can be shown that Estrain + ∆Echem correspond to the up-
per limit of Ef in Eq. (2). The values of Estrain and ∆Echem
attained are presented in Fig. 3b. In the case of boron the high
strain energy is compensated by the strong chemical bond-
ing. The incorporation of In and Tl is primarily limited by the
weak chemical bonding. In contrast, the solubility of group-V
elements is impeded by a high strain energy due to the large
variance in the atomic size from the host N.

The analysis of the defect formation energies and the band
gap reduction efficiency points to a dilute 2D-GaN1−xPx al-
loy as a favourable candidate for 2D-GaN-based light emitters
in the visible spectrum. With this purpose in mind we inves-
tigated optoelectronic properties of GaN0.96P0.04. We have
estimated the lattice constant of the GaN1−xPx alloy using
Vegard’s law. Reduction of the band gap by 0.57 eV is ob-
served with respect to the host 2D-GaN. The effective band
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FIG. 4. Effective band structure of a hexagonal monolayer of (a)
Ga25N25 and (b) Ga25N24P1 supercells. Phosphorus introduces a
localized state (without a well-defined Bloch character) above the
valence band of the host GaN. A partial Γ-character of this impurity-
like state creates a possibility for optical transitions in otherwise in-
direct band gap 2D-GaN. The origin of the energy scale is set at the
Fermi energy.

structure unfolded to a primitive Brillouin zone is shown in
Fig. 4. Phosphorous introduces a dispersionless state approx-
imately 0.6 eV above the host valence band. The lack of a
well-defined Bloch character is consistent with the strong lo-
calization at the VBE for all group-V impurities (Table I).

A non-zero dipole transition matrix element is expected
due to a direct optical transition between P-state and the con-
duction band edge, whose Bloch character at Γ-point is well
preserved. Although 2D-GaN0.96P0.04 is an optically active
material, the dipole matrix element for a direct transition in
Fig. 4b is two orders of magnitude weaker than the Γc → Γv
matrix element in the planar 2D-GaN. This result can be at-
tributed to a weak Γ-character of the P-related state as evi-

dent from the unfolded band structure. Thus, the intrinsically
direct band gap of a few-layered 2D-GaN9 makes it an at-
tractive alternative to the planar structures for optical emitters.
One would expect the behaviour of impurities in a few-layered
2D-GaN to fall between our results for the planar monolayer
2D-GaN and the bulk GaN depending on the layer thickness.

In conclusion, isoelectronic substitutions into a host mono-
layer 2D-GaN were explored to achieve optical emission
with a tuneable wavelength in the visible spectrum. Low-
dimensional materials may generally be less strenuous to al-
loy than bulk materials due to fewer geometrical constraints.
Incorporation of phosphorous among other III-V elements en-
ables a much more efficient band gap reduction than indium
while featuring similar impurity formation energies. The band
gap reduction of the order −100 . . .−300 meV per %P in di-
lute 2D-GaN1−xPx is mediated by formation of a localized
state above the valence band edge of the host 2D-GaN. Con-
currently, the conduction band remains resistant to perturba-
tions irrespective of the substitutional element. The phos-
phorous impurity state facilitates a direct optical transition in
otherwise indirect planar monolayer 2D-GaN, which becomes
possible due to the electronic localization and the associated
relaxation of the wave vector selection rule.
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Chapter 6

Summary

In the first paper, the capabilities of various III-V (InGa)As based alloys for 1.55 µm

wavelengths were examined. Isoelectronic substitutions into a host GaAs structure showed

the amount of localization introduced at the band edges. Noticeably, the localization intro-

duced was well-correlated with the Born effective charge of the site. It was found that the

electropositivity of a substituted element, with respect to the host element, scales with the

localization. The greater the difference in Born effective charge from the host site, the more

prevalent the changes in localization. These characteristics quantify the changes in carrier

mobility and photoluminscence linewidth broadening. Introducing nitrogen into a GaAs

host would reduce the band gap but increase the photoluminscence linewidth significantly,

an undesirable property. By comparing the localization with existing experimental evidence,

it was demonstrated that localization can be useful for the prediction of material properties.

Utilizing the host GaAs impurity results and extending the characteristics to (InGa)As, the

industry standard material was observed to be disorder-free. Of the other alloy candidates

studied, we verified that introducing Bi does increase the spin-orbit split-off. Correspond-

ingly, Bi increases the amount of localization which enhances the inhomogeneous broadening

and photoluminscence linewidth of the material.

The second paper explored the alloying capabilities of two-dimensional GaN. Existing
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two-dimensional materials are not able to span the visible optical spectrum. By alloying two-

dimensional GaN, it was shown that a significant reduction in the band gap is achievable with

dilute concentrations. A similar method to the telecommunications research was employed to

analyze the effects of localization on the band edges. In addition, an evaluation of the defect

formation energy was performed. Using a host structure of GaN, isoelectronic substitutions

showed no valence band edge localization from the group III elements, but the localization

from the group V elements was significant. The cause of the discrepancy was due to the

increased Born effective charges of the group V elements, compared to N. An absence of

conduction band edge localization for all elements could prove to be useful in devices. It

was observed that due to the relaxed strain conditions in two-dimensions, compared to their

bulk wurtzite counterparts, alloying is more favourable in a two-dimensional environment.

The indirect band gap of GaN is a significant issue for optical emissions, but it was shown

that dilute concentrations introduce trap states to favour direct recombination. P was the

most promising realistic candidate for decreasing the band gap in dilute concentrations.

Spatial electron localization is an important quantity that can be used to quantify the

changes in many optoelectronic properties of a material without time consuming calculations.

Chamges in carrier mobility, photoluminscence linewidth, and inhomogeneous broadening

can be accounted for using the Inverse Participation Ratio. This numerical technique enables

the analysis and tuning of prospective candidates for new semiconductor alloys with desirable

parameters.
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