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Abstract

In this thesis, we would like to design signals for non-negative channels in some wire-

less communication systems such as visible light communication (VLC) systems and

massive multiple-input and multiple-output (MIMO) RF communication systems. In

the first part of this thesis, we consider the design of the optimal precoding matrix

for an indoor multiple-input and multiple-output visible light communication system

with a zero-forcing (ZF) equalizer and a threshold detector. We assume that the chan-

nel state information (CSI) is available at both transmitters and receivers. For such

a system with non-negative q-PAM modulation, we propose an optimal precoding

matrix design for transmitted signals such that the average symbol error probability

(SEP) (or the bit error rate (BER)) is minimized. On the one hand, in the low SNR

regime, our theoretical analysis suggests that we need to turn off one of two trans-

mitters, and let the other work individually. Meanwhile, the constellation size should

be improved to maintain the transmission rate. On the other hand, in high SNR

scenario, both transmitters should transmit concurrently. The computer simulations

show that in high SNR, BER for our proposed design is better than that of currently

available methods.

In the second part of this thesis, considering the non-negative constraint on the

transmitted signal and the channel in VLC systems, we are interested in designing
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a two-dimensional non-negative constellation with a specific unique decomposition.

Compared with repetition coding (RC), spatial multiplexing (SMP) and spatial mod-

ulation (SM), space-collaborative constellation (CC) has the lowest average normal-

ized optical power and better error performance in practical application for VLC. As

for the multi-user situation, by using a recently developed concept called additively

uniquely decomposable constellation group (AUDCG), a whole (sum) constellation

can be uniquely decomposed into several sub constellations to serve multi users at

the same time. However, not all the CC can be decomposed into AUDCG. Then, we

introduce several new methods to design a 2-dimensional constellation based on the

idea of CC and AUDCG, which can serve two users with different priority strategies.

The simulation result shows that our constellation design has lower average symbol

error probability than traditional SMP in all strategies.
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Notation and abbreviations

Notations

(·)T Matrix transpose

(·)H Matrix hermitian

(·)−1 Matrix inverse

〈·, ·〉 Inner product

| · | Magnitude of a complex quantity

‖ · ‖ Euclidean norm of a vector or a matrix

Q(·) Q-function

E[·] Expectation

diag{·} Diagonal matrix

f (·|·) Conditional probability density function

dmin (·) Minimum Euclidean distance between any points in a

constellation

Abbreviations

AUDCG Additively Uniquely Decomposable Constellation Group
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AWGN Additive White Gaussian Noise

BER Bit Error Rate

CC space-Collaborative Constellation

CSI Channel State Information

DC Direct Current

FOV Field-Of-View

LOS Light Of Sight

MIMO Multiple-Input and Multiple-Output

MISO Multiple-Input and Single-Output

MK Monte Carlo

ML Maximum-Likelihood

PAM Pulse Amplitude Modulation

PD Photo-Detector

QAM Quadrature Amplitude Modulation

RC Repetition Coding

RF Radio Frequency

SEP Symbol Error Probability

SM Spatial Modulation

SMP Spatial Multiplexing

SNR Signal to Noise Ratio

VLC Visible Light Communication

ZF Zero-Forcing
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Chapter 1

INTRODUCTION

Nowadays, with the Internet of Things growing rapidly, one of the new technologies

that have great potential and can be used to exchange information is light. In recent

years, visible light communication (VLC) has been explored widely and deeply, since

it has many advantages, such as free license, light of sight security and health concern.

VLC can be widely deployed because almost all the indoor-rooms and outside streets

have illuminants. People can use light for communication without paying any fee. It

is also quite easy to use VLC to transmit signals. On the one hand, transmitters send

data by light source, such as light emitting diode (LED). The data can be modulated

into light by changing intensities or colors. On the other hand, at receiver side, optical

sensors like photodiodes demodulate the light signals and recover the data. Human

eyes cannot feel the flicks if the modulation rate is fast enough, and the intensities

can also be adjusted, so there is little harm to us. Today, the spectrum of traditional

radio frequency (RF) becomes much crowded with the number of network devices

growing sharply, and VLC would be a desirable substitute to relief spectrum (O’Brien

et al., 2008b), (Tiwari et al., 2015). In some specific situations like airplanes, radio
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frequency (RF) communication is restricted, while VLC would be an ideal option.

As for the indoor situation, VLC has a higher secure property than conventional RF

communication, such as WIFI, due to that the light cannot penetrate walls, which

may prevent it to be accessed or even hacked from outside. Besides, international

standardization organization has created standards for it, e.g. IEEE 802.15.7 (iee,

2011).

There are many similarities between traditional RF and VLC. Many ideas of

modulation, demodulation, constellation, and equalizer design for RF can be used

in VLC with related changes, since there is a nonnegative constraint on transmitted

signals and channels. (Li et al., 2012) explores a TDMA-like model to eliminate

interference in VLC by tuning the LED beam-widths and beam-angles. (Elgala et al.,

2009) brings the OFDM to indoor broadcasting VLC channel. It recommends to

use big array structures or many lamps to transmit the same signal simultaneously,

which can boost the signal to noise ratio (SNR). There are many interesting usages

in our daily life with VLC, which are similar but more efficient and suitable than

RF. For example, in the intelligent transportation systems (Kumar et al., 2012),

(Yamazato et al., 2014), (Yendo et al., 2010), the traffic light can be a light source

and also transmit the signal. It can tell the drivers real time information about

road condition. The rear brake light of vehicles can be designed as a transmitter

and a camera would be set at the front of a car. Then, the communication can be

established between two neighbour cars on the road. The two neighbour cars can

exchange the information, such as the distance between each other in order to avoid

collision or the road condition ahead. To find and track in the road-to-vehicle VLC

system, high-speed camera image processing would be utilized and it is very effective

2
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even though other light sources may overlap the main source.

To improve the performance of data transmission in VLC channel, there are two

channel coding techniques, repetition code (RC) and spatial modulation (SM) (Jha

et al., 2015). RC usually has constant SNR. But for larger room where receivers have

longer distance between each other, SM has better SNR. We also need to consider

the dispersive nature of indoor VLC channels, because many factors attribute to

this phenomenon, such as LED in combination with its driver, or the multipath

propagation channel. The dispersion caused by LEDs can be modeled by a Gaussian

low-pass filter, and the multipath propagation effect can be modeled by four light

sources set at different locations. To deal with them, discrete multitone transmission

(DMT) is a very effective method. As for space time coding, RC and Alamouti-type

space time coding scheme are proposed. In the RF communication, Alamouti code

has better performance than that of RC; In VLC, both coding schemes can achieve

full diversity and the performance between them are nearly the same (Jia et al., 2015).

For multi-user situations, code-division multiple access (CDMA) is one of the most

popular channel access methods in RF communication. In the VLC, we also face the

same problem that transmitting multiple messages through very few channels at the

same time, and the similar technology has been created for VLC system. To make

better simultaneous message broadcasting framework, (Chen et al., 2015) exploits

the CDMA-based VLC. With simple and low-cost VLC network devices, CDMA-

based VLC can allow multiple LED transmitting distinct signals simultaneously and

avoiding collisions. According to (Shoreh et al., 2015), the proposed CDMA system

is established on an orthogonal frequency division multiplexing (OFDM) platform.

In order to get over the light-dimming problem, a new methodology called polarity

3
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reversed optical OFDM (PRO-OFDM) has been introduced. VLC also has zero-

configuration property, which means that a new user does not have to pre-configure

its devices when entering the VLC network. With the robustness of this special

OFDM scheme combined with the CDMA scheme, VLC system can be the desirable

option to substitute the RF communication.

Here, we would like to clearly emphasize a major technical difference between

RF communications and VLC, that is a nonnegative constraint on the design of

transmission for VLC. It is due to this constraint that the currently available well-

developed techniques for RF communications cannot be directly utilized for MIMO-

VLC successfully. In spite of the fact that the nonnegative constraint can be met

by carefully adding some direct current (DC) components into transmitter designs

so that the currently existing advanced techniques for RF communications could be

used in MIMO-VLC, the significant power loss resulting from the DC incurs the fact

that these modified methods have much worse error performance than RC.

Therefore, our primary task in this thesis is to develop novel transmission design

techniques for particularly dealing with this constraint for some specific applications.

There are two parts in this thesis. In the first part of this thesis, we consider a

2 × 2 VLC system model, where channel state information is assumed to be known

at both transmitters and receivers. For such a system, we propose the design of a

linear non-negative map (non-negative matrix) or a linearly precoding non-negative

matrix, which maps a non-negative two dimensional q-ary PAM constellation into

another two-dimensional non-negative constellation, such that the average symbol

error probability (or BER) with the ZF detector is minimized. In the second part of

this thesis, we aim to design a two-dimensional non-negative sum constellation with a

4
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specific decomposition property called an additively uniquely decomposable constel-

lation group (AUDCG), i.e., a sum constellation which can be uniquely decomposed

into several sub-constellations to serve multi users at the same time.
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Chapter 2

Part I: Optimal Precoding Matrix

Design for MIMO-VLC Systems

2.1 System Model

In this section, we will discuss a special MIMO-VLC system (Fath and Haas, 2013),

which is equipped with M = 2 transmitters and N = 2 photo-detectors at the receiver

end. For such an MIMO-VLC system model, the received signal vector is represented

by

y = HFs + n, (2.1)

where y = (y1, y2)T is an N × 1 received signal vector, s = (s1, s2)T is an M × 1

transmitted symbol vector, with each symbol being chosen equally likely and indepen-

dently from a unipolar q-level (q = 2P ) PAM constellation, which can be represented

by A = {kd}M−1
k=0 , H is the channel matrix and F = (f1, f2) is a linear space coding

6
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matrix subject to the total transmission power constraint,

E
[
1TFs

]
= PT , fij ≥ 0, (2.2)

where 1 = (1, 1)T is an M × 1 column vector. The channel is an optical wireless link

with light of sight (LOS) characteristics.

Figure 2.1 shows direct LOS links, where θTj is the angle of emergence with respect

to the transmitter j axis and θRi is the angle of incidence with respect to the receiver

i axis, and di,j is the distance between the j-the transmitter and the i-th receiver.

According to (Kahn and Barry, 1997), the channel gain between the j-th transmitter

and the i-th receiver is given by

hij =


(K+1)J

2πd2i,j
cosK (θTj) cos (θRi) 0 ≤ θRi ≤ θR 1

2

0 θRi > θR 1
2

, (2.3)

for i = 1, . . . , N and j = 1, . . . ,M , where K = − ln 2

ln

(
θ
R 1

2

) and the field-of-view (FOV)

semiangle of the receiver θR 1
2

is assumed to be 15◦ (Bouchet et al., 2011), (O’Brien

Figure 2.1: Geometric scenario for 2× 2 MIMO-VLC system

7
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et al., 2008a). In this paper, J is the area of receiver which is assumed to be 1 cm2.

The hij depends on the unique position of j-th transmitter and i-the receiver. If j-th

transmitter and i-the receiver are not in FOV, then hij = 0.

Furthermore, as for the noise vector n in the channel model (2.1), there are two

kinds of noise at the receiver side: one is from the receiving electronics and the other

is shot noise from the received DC photocurrent induced by background radiation

(Karp et al., 2013), (Barry, 2012). On the one hand, the exact number of the photons

arriving at the receiver during a given duration is random and modelled by a Poisson

distribution with a rate proportional to the input. This model reflects the physical

nature of the transmitted signal consisting of many photons, and the noise component

is signal-dependent. On the other hand, the signal is also corrupted with background

radiation (called dark current), which is modelled by an additional constant rate

added to the rate of the Poisson distribution. In addition to the above two major

noise components, the received signal is also impaired by thermal noise from the

receiving device. In this paper, we assume that the shot noise caused by background

radiation is dominant compared with other noise (Zhu and Kahn, 2002), (Lee and

Chan, 2004). By the central limit theorem, the high-intensity shot noise for the

lightwave-based OWC is closely approximated as AWGN noise with zero mean and

covariance σ2I (Barry, 2012), (Zhu and Kahn, 2002), (Marcuse, 1991).

8
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2.2 Precoding Matrix Design

2.2.1 Problem Statement and Formulation

Now we consider this special indoor MIMO-VLC system with N = 2 photo-detectors

at the receiver side and M = 2 transmitters. We assume that channel state informa-

tion is known at both the transmitters and the receivers. In order to estimate the

transmitted signal with a simple receiver, we use a zero-forcing (ZF) equalizer. Then,

our main task in this chapter is to find a linear space coding matrix F that minimizes

the average symbol error probability (P̄sep) subject to the total transmission power

constraint.

First we need to derive the formulate of the average symbol error probability P̄sep.

The conditional probability density function of the received signal y given s = sk is

the Gaussian distribution with mean sk and variance σ2, i.e.,

f (y|sk) =
1√

2πσ2
e−

(y−sk)2

2σ2 .

Hence, the conditional probability of making correct decision (Pc|sk) is defined by

Pc|sk =

∫
Γk

f(y|s)dy,

where Γk is the correct decision region for detecting sk. In order to evaluate this

integral, we consider the following three cases:

(a) For the left edge point, the conditional probability of making correct decision

9
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on s = s0 = 0 is

Pc|s0 =

∫
Γ0

f(y|s0) =

∫ d
2

−∞

1√
2πσ2

e−
(y)2

2σ2 dy = 1−Q
(
d

2σ

)
.

(b) For the right point, the conditional probability of making correct decision on

s = sq−1 = q − 1 is

Pc|sq−1 =

∫
Γq−1

f(y|sq−1) =

∫ ∞
(q−1)d− d

2

1√
2πσ2

e−
(y−(q−1)d)2

2σ2 dy = 1−Q
(
d

2σ

)
.

(c) For the kth inner point, the conditional probability of making correct decision

on s = sk = k is

Pc|sk =

∫
Γk

f(y|sk) =

∫ k+ d
2

k− d
2

1√
2πσ2

e−
(y−kd)2

2σ2 dy = 1− 2Q

(
d

2σ

)
.

Therefore, overall average conditional probability of making correct decision is

Pc =
q − 2

q

(
1− 2Q

(
d

2σ

))
+

1

q

(
1−Q

(
d

2σ

))
+

1

q

(
1−Q

(
d

2σ

))
= 1− 2 (q − 1)

q
Q

(
d

2σ

)
,

and the overall average symbol error probability is

Pe = 1− Pc =
2 (q − 1)

q
Q

(
d

2σ

)
.

Let H̃ = HF. Then, the model can be represented as

y = H̃s + n.

10
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After processed by zero-forcing equalizer, the model can be written as:

(
H̃T H̃

)−1

H̃Ty = s +
(
H̃T H̃

)−1

H̃Tn,

which can be also written as

z = s + ñ, (2.4)

where z =
(
H̃T H̃

)−1

H̃Ty and ñ =
(
H̃T H̃

)−1

H̃Tn.

In this problem, we prefer to write (2.4) as an equation array to make it easier to

compute the average Psep:  z1 = s1 + ñ1

z2 = s2 + ñ2

.

Then the Psep for each channel is

Psep1 =
2 (q − 1)

q
Q

 d

2σ

√(
H̃T H̃

)−1

11

 ; (2.5)

Psep2 =
2 (q − 1)

q
Q

 d

2σ

√(
H̃T H̃

)−1

22

 . (2.6)

The average symbol error probability is

P̄sep (F) =
1

2
(Psep1 + Psep2) . (2.7)

Now, we can state our goal as an optimization problem formally as follows:

Problem 1. Find a nonnegative linear coding matrix F such that its corresponding

11
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P̄sep is minimized, i.e.,

Fopt = arg min
F
P̄sep (F) , (2.8)

subject to the total transmission power constraint

E
[
1TFs

]
= 1.

�

The main obstacle to solve this problem is that the coding matrix F must be non-

negative. Thus, we cannot use the methods in MIMO RF communications directly.

In the next subsection we will simplify the problem by parameterizing the coding

matrix.

2.2.2 Nonnegative Constraints and Parameterization

As mentioned above, in order to solve the problem, we need to parameterize the

coding matrix F. Let

A = H̃T H̃ = FHHTHF =

 a11 a12

a21 a22

 ,

and let the eigenvalue decomposition of the matrix HTH be HTH = VΛVT , where

Λ = diag {λ2
1, λ

2
2} with λ1 ≥ λ2 > 0 are the singular values of the channel H, and

V =

 cosψ − sinψ

sinψ cosψ



12
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with ψ ∈
[
0, π

2

]
. We also let G = VTF = (g1,g2). Then

a11 = gH1 Λg1 = (λ1g11)2 + (λ2g21)2 = d2
1, (2.9)

a22 = gH2 Λg2 = (λ1g12)2 + (λ2g22)2 = d2
2. (2.10)

Using polar coordinates, we can rewrite G as

G =

 d1
λ1

cosα d2
λ1

cos β

d1
λ2

sinα d2
λ2

sin β

 ,

where α, β ∈ [−π, π]. Since F = VG, the nonnegative constraint of F is equivalently

transfered to G such that

d1

(
1

λ1

cosψ cosα− 1

λ2

sinψ sinα

)
≥ 0,

d1

(
1

λ1

sinψ cosα +
1

λ2

cosψ sinα

)
≥ 0,

d2

(
1

λ1

cosψ cos β − 1

λ2

sinψ sin β

)
≥ 0,

d2

(
1

λ1

sinψ cos β +
1

λ2

cosψ sin β

)
≥ 0.

From the four equations above, we can derive that

−λ2

λ1

tanψ ≤ tanα ≤ λ2

λ1

cotψ,

−λ2

λ1

tanψ ≤ tan β ≤ λ2

λ1

cotψ.

13
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Let

θL = − arctan

(
λ2

λ1

tanψ

)
, (2.11)

θU = arctan

(
λ2

λ1

cotψ

)
. (2.12)

Then θL ∈
[
−π

2
, 0
]
, θU ∈

[
0, π

2

]
, and

θL ≤ α ≤ θU ,

θL ≤ β ≤ θU .

Let

d1

d2

= µ µ ∈ [0,∞] . (2.13)

Then, we can simplify the power constraint as

PT = E
[
1TFs

]
= 1TF

 Es

Es


= Es1

TF1 = 1, (2.14)

where

Es = (0 + d+ 2d+ . . .+ (q − 1) d) /q

= d · q − 1

2
. (2.15)

14



M.A.Sc. Thesis - Wei Zhao McMaster - Electrical Engineering

Then, the power constraint is equal to

d2 =
1/Es

F (α, β, µ)
,

where

F (α, β, µ) = µ

(
1

λ2

(cosψ − sinψ) sinα +
1

λ2

(cosψ + sinψ) cosα

)
+

1

λ2

(cosψ − sinψ) sin β +
1

λ2

(cosψ + sinψ) cos β. (2.16)

For convenience, we let F (α, β, µ) = ∆ (λ1, λ2, ψ) f (α, β, µ), where ∆ (λ1, λ2, ψ) =√
(cosψ+sinψ)2

λ21
+ (cosψ−sinψ)2

λ22
and f (α, β, µ) = µ cos (α− θ) + cos (β − θ) with tan θ =

λ1
λ2

tan
(
π
4
− ψ

)
, θ ∈

[
−π

2
, π

2

]
. Thus, the coding matrix can be written as

F = d2V

 µ
λ1

cosα 1
λ1

cos β

µ
λ2

sinα 1
λ2

sin β

 . (2.17)

2.2.3 Optimal Solutions

Let’s simplify the formulation P̄sep (F) in (2.7). Using (2.17) we obtain

(
H̃T H̃

)−1

=
(
FHHTHF

)−1

=
1

det A

 a22 −a12

a21 a11

 . (2.18)

15
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Figure 2.2: The definition domain for α and β

Since

det A = det
(
FHHTHF

)
= (det F)2 det

(
HTH

)
=

(
d2

2

µ

λ1λ2

(cosα sin β − sinα cos β)

)2

det
(
VΛVT

)
=

(
d2

2

µ

λ1λ2

sin (β − α)

)2

λ2
1λ

2
2

= d2
1d

2
2sin2 (β − α) , (2.19)

we get (
H̃T H̃

)−1

=
1

d2
1d

2
2sin2 (β − α)

 a22 −a12

a21 a11

 . (2.20)

16
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According to (2.15), we have d = 2Es
q−1

. Let

SNR =
1

2σ2
, (2.21)

we obtain

Psep1 =
2 (q − 1)

q
Q

 d

2σ

√(
H̃HH̃

)−1

11


=

2 (q − 1)

q
Q

 d

2σ
√

a22
d21d

2
2sin2(β−α)


=

2 (q − 1)

q
Q

 d

2σ
√

d22
d21d

2
2sin2(β−α)


=

2 (q − 1)

q
Q

(
d
√

SNR |sin (β − α)|√
2

d1

)
. (2.22)

Similarly,

Psep2 =
2 (q − 1)

q
Q

 d

2σ

√(
H̃HH̃

)−1

22


=

2 (q − 1)

q
Q

(
d
√

SNR |sin (β − α)|√
2

d2

)
. (2.23)

17
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Hence, the average symbol error probability is represented by

P̄sep (F) =
1

2
(P1 + P2)

=
(q − 1)

q

(
Q

(
d
√

SNR |sin (β − α)|√
2

d1

)
+Q

(
d
√

SNR |sin (β − α)|√
2

d2

))
.

Now, Problem 1 can be simplified as the following problem:

Problem 2. Find α, β, d1 and d2 such that

min
α,β,d1,d2

P̄sep (α, β, d1, d2)

s.t. θL ≤ α ≤ θU

θL ≤ β ≤ θU

�

Some important relationships among parameters should be investigated in order

to solve Problem 2. To do that, we need to establish the following lemma.

Lemma 1. Let a = ∆ cos (θU − θ), b = ∆ cos (θL − θ). Then

a =
1√

λ2
1sin2ψ + λ2

2cos2ψ
, (2.24)

b =
1√

λ2
1cos2ψ + λ2

2sin2ψ
. (2.25)

We have the following three statements:

1) When 0 ≤ ψ < π
4
, we have a > b.

2) When ψ = π
4
, we have a = b.

3) When π
4
< ψ ≤ π

2
, we have a < b.

18
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�

The proof of this lemma is provided in Appendix A.1. After establishing the

lemma above, it is time to show our main results formally in this chapter.

Theorem 1. Let the eigenvalue decomposition (ED) of HTH be HTH = VΛVT,

where Λ = diag{λ2
1, λ

2
2} with λ1 ≥ λ2 > 0 and

V =

 cosψ − sinψ

sinψ cosψ


with ψ ∈

[
0, π

2

]
. Let C1 =

√
2 sin(θU−θL)

q−1
and C = 2

c21
ln b

a
. The linear space coding matrix

F is parameterized by (2.17). and according to the power constraint (2.14),

1TF1 =
1

Es
= e.

Let

J = HTH =

 j11 j12

j21 j22

 .

Then, the optimal solution to the problem is:

Case 1: H is a non-invertible matrix

We turn off one of the transmitters and let the other work alone. Let q1 = q2.

1. j11 ≥ j22, Fopt =

 e

0

.

2. j11 < j22, Fopt =

 0

e

.

19
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Then,

min P̄sep =
2 (q1 − 1)

q1

Q

(
dh ·
√

SNR√
2

)
,

and the BER is

min P̄b =
1

q1log2q1

log2q1∑
k=1

(1−2−k)q1−1∑
i=0

{
(−1)

⌊
i·2k−1

q1

⌋(
2k−1 −

⌊
i · 2k−1

q1

+
1

2

⌋)

·2Q

(
(2i+ 1) dh ·

√
SNR√

2

)}
,

where h =
√

(HFopt)
T (HFopt).

Case 2: H is an invertible matrix.

1. 0 ≤ ψ < π
4

(a) In the low SNR situation (SNR ≤ −Cb2), we turn off one of the transmit-

ters and let the other work alone. Let q1 = q2.

i. j11 ≥ j22, Fopt =

 e

0

.

ii. j11 < j22, Fopt =

 0

e

.

Then,

min P̄sep =
2 (q1 − 1)

q1

Q

(
dh ·
√

SNR√
2

)
,
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and the BER is

min P̄b =
1

q1log2q1

log2q1∑
k=1

(1−2−k)q1−1∑
i=0

{
(−1)

⌊
i·2k−1

q1

⌋(
2k−1 −

⌊
i · 2k−1

q1

+
1

2

⌋)

·2Q

(
(2i+ 1) dh ·

√
SNR√

2

)}
,

where h =
√

(HFopt)
T (HFopt).

(b) In the high SNR situation (SNR > −Cb2), both transmitters can transmit

concurrently. Then, we have α̃ = θU , β̃ = θL, µ̃ =
abC+
√

C·SNR(b2−a2)+SNR2

SNR−Ca2
,

d̃2 = 1/Es
F (θU ,θL,µ̃)

,

Fopt = d̃2V

 µ̃
λ1

cos θU
1
λ1

cos θL

µ̃
λ2

sin θU
1
λ2

sin θL

 , (2.26)

min P̄sep =
(q − 1)

q

(
Q

 dµ̃
√

SNR

√
2 ·
√(

H̃T
optH̃opt

)−1

11

+Q

 d
√

SNR

√
2 ·
√(

H̃T
optH̃opt

)−1

22


)
,

and the BER is

min P̄b =
1

qlog2q

log2q∑
k=1

(1−2−k)q−1∑
i=0

{
(−1)

⌊
i·2k−1

q

⌋(
2k−1 −

⌊
i · 2k−1

q
+

1

2

⌋)

·

(
Q

 (2i+ 1) dµ̃
√

SNR

√
2 ·
√(

H̃T
optH̃opt

)−1

11

+Q

 (2i+ 1) d
√

SNR

√
2 ·
√(

H̃T
optH̃opt

)−1

22


)}

,
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where H̃opt = HFopt.

2. ψ = π
4

The SNR does not affect the final solution, both transmitters can transmit con-

currently. Then, we have α̃ = θU , β̃ = θL, µ̃ = 1, d̃2 = 2
(a+b)d(q−1)

,

Fopt =
2

(a+ b) d (q − 1)
V

 1
λ1

cos θU
1
λ1

cos θL

1̃
λ2

sin θU
1
λ2

sin θL

 ,

min P̄sep =
2 (q − 1)

q
Q

 d
√

SNR

√
2 ·
√(

H̃T
optH̃opt

)−1

11

 ,

and the BER is

min P̄b =
1

qlog2q

log2q∑
k=1

(1−2−k)q−1∑
i=0

{
(−1)

⌊
i·2k−1

q

⌋(
2k−1 −

⌊
i · 2k−1

q
+

1

2

⌋)

·2Q

 (2i+ 1) d
√

SNR

√
2 ·
√(

H̃T
optH̃opt

)−1

11


}
,

where H̃opt = HFopt.

3. π
4
< ψ ≤ π

2

(a) In the low SNR situation (SNR ≤ Ca2), we turn off one of the transmitters

and let the other work alone. Let q1 = q2.

i. j11 ≥ j22, Fopt =

 e

0

.
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ii. j11 < j22, Fopt =

 0

e

.

Then,

min P̄sep =
2 (q1 − 1)

q1

Q

(
dh ·
√

SNR√
2

)
,

and the BER is

min P̄b =
1

q1log2q1

log2q1∑
k=1

(1−2−k)q1−1∑
i=0

{
(−1)

⌊
i·2k−1

q1

⌋(
2k−1 −

⌊
i · 2k−1

q1

+
1

2

⌋)

·2Q

(
(2i+ 1) dh ·

√
SNR√

2

)}
,

where h =
√

(HFopt)
T (HFopt).

(b) In the high SNR situation (SNR > Ca2), both transmitters can transmit

concurrently. Then, we have α̃ = θU , β̃ = θL, µ̃ =
abC+
√

C·SNR(b2−a2)+SNR2

SNR−Ca2
,

d̃2 = 1/Es
F (θU ,θL,µ̃)

,

Fopt = d̃2V

 µ̃
λ1

cos θU
1
λ1

cos θL

µ̃
λ2

sin θU
1
λ2

sin θL

 ,

min P̄sep =
(q − 1)

q

(
Q

 dµ̃
√

SNR

√
2 ·
√(

H̃T
optH̃opt

)−1

11

+Q

 d
√

SNR

√
2 ·
√(

H̃T
optH̃opt

)−1

22


)
,
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and the BER is

min P̄b =
1

qlog2q

log2q∑
k=1

(1−2−k)q−1∑
i=0

{
(−1)

⌊
i·2k−1

q

⌋(
2k−1 −

⌊
i · 2k−1

q
+

1

2

⌋)

·

(
Q

 (2i+ 1) dµ̃
√

SNR

√
2 ·
√(

H̃T
optH̃opt

)−1

11

+Q

 (2i+ 1) d
√

SNR

√
2 ·
√(

H̃T
optH̃opt

)−1

22


)}

,

where H̃opt = HFopt.

�

The proof of Theorem 1 is provided in Appendix A.2. We would like to make

some comments about Theorem 1 as follows:

1. In the very high SNR with the invertible H situation, we obtain the following

results:

µ̃ = lim
SNR→∞

abC +
√

C (b2 − a2) + SNR2

SNR− Ca2
= 1.

Thus, the optimal µ̃ approaches one, which means that both subchannels for

ZF are the same.

2. In the high SNR regime, the optimal precoding matrix Fopt is a 2×2 off-diagonal

matrix.

3. The peak-to-average power ratio (PAPR) is 2 for both original signal constella-

tion and pre-coded constellation. So, it does not change after using the optimal

pre-coding matrix.

24



M.A.Sc. Thesis - Wei Zhao McMaster - Electrical Engineering

0 2 4 6 8 10 12 14 16 18 20

Eb/N0 [dB]

10-6

10-5

10-4

10-3

10-2

10-1

100
B

E
R

Bit Rate 2 bit/s

with precoding matrix F, 2 bit/s
without precoding matrix F, 2 bit/s

Figure 2.3: The comparison of bit error rate (BER) performance between with and
without precoding matrix F. Each transmitter sends a 2-PAM constellation and the
total bit rate is 2 bit/s.

2.3 Simulation Results

2.3.1 Bit Error Rate Simulation

In this section, we examine the average bit error rate (BER) performance of linear

space code with or without our optimal precoding matrix in a room which size is

4.0m×4.0m×1.8m. We assume that θR 1
2

= 15◦, J = 1cm2 and N = M = 2. The lo-

cations of the two transmitters are LED TX1(2.0m, 1.8m, 1.8m) and LED TX2(2.0m,

2.2m, 1.8m). The locations of the two receiver PDs are (xim, yim, 0m). We choose
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Figure 2.4: The comparison of bit error rate (BER) performance between with and
without precoding matrix F. Each transmitter sends a 4-PAM constellation and the
total bit rate is 4 bit/s.

26



M.A.Sc. Thesis - Wei Zhao McMaster - Electrical Engineering

0 5 10 15 20 25 30 35 40 45

Eb/N0 [dB]

10-6

10-5

10-4

10-3

10-2

10-1

100

B
E

R

Bit Rate 6 bit/s

with precoding matrix F, 6 bit/s
without precoding matrix F, 6 bit/s

Figure 2.5: The comparison of bit error rate (BER) performance between with and
without precoding matrix F. Each transmitter sends a 8-PAM constellation and the
total bit rate is 6 bit/s.
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Figure 2.6: The comparison of bit error rate (BER) performance between with and
without precoding matrix F. Each transmitter sends a 16-PAM constellation and the
total bit rate is 8 bit/s.
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xi and yi uniformly inside interval (0, 4). We abandon those situations which both

receiver PDs are not in FOV. The channel coefficients are computed by (2.3) and

each coefficient will be normalized by maximum channel coefficient, and the SNR

defined as 1
2σ2 . The receivers are ZF detectors in order to make all comparisons fair.

We randomly choose 500 pairs of receiver PDs in the room and compute the average

BER. Figures 2.3, 2.4, 2.5, 2.6 show the average BER of 500 pairs of receiver PDs

with bit rate 2, 4, 6, 8 bit/s, respectively. Here we can observe that the linear space

code with our optimized coding matrix has the best performance in both low SNR

and high SNR conditions. Here, it should be mentioned that in the low SNR scenario,

according to our theorem, we need to turn off one of the transmitters and let the other

work alone. In order to guarantee the same transmission rate, the constellation size

should be improved from q-PAM to q2-PAM.

2.3.2 Received Constellation Points

Here, we draw the constellation points for received signals with or without optimal

precoding matrix F. For discussion simplicity, we choose an invertible channel matrix

H. After normalization, it is given by

H =

 0.8634 0.6062

0.3409 1.0000

 .
Each transmitter sends a 2-, 4-, 8-, 16-PAM constellation, and two q-PAM constel-

lations can constitute a q2-QAM constellation. We put the channel in a high SNR

situation in which both transmitters can transmit concurrently. Figures 2.7, 2.8, 2.9,

2.10 show the comparison of different received constellations at the bit rate 2, 4, 8,
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16 bit/s , respectively. For each figure group, in the top row, the left graph shows the

original signal constellation, the right graph shows the precoded signal constellation.

In the bottom row, the left graph shows the received constellation with F, and the

right graph without F. As we can see, the precoding matrix F changes the distance

between neighbour points both in abscissas and ordinates. In (2.4), after processed

by zero-forcing equalizer, the noise is changed to ñ =

 ñ1

ñ2

. The optimal precoding

F affects to detect the larger one of ñ1 and ñ2, broadens the distance of neighbour

points in that dimension and hence, reduces the distance in the other dimension. As

a result, the average P̄sep will be reduced.

2.3.3 Comparison with ZF Power Appending Method

In Yu et al. (2013), they provide another method to design precoding matrix which,

for simplicity, is called ZF power appending method. It uses the traditional idea from

RF communications and adds a specific power to the transmitted signals to make

the resulting signals always non-negative due to the constraint in VLC. Now, let’s

compare BER between this method and our method in the same system model with

the same transmission power and the same transmission bit rate.

Figures 2.11, 2.12, 2.13, 2.14 show the comparison of bit error rate (BER) perfor-

mance between the two precoding matrix design methods. Each transmitter sends a

2-, 4-, 8-, 16-PAM constellation, the total bit rate is 2, 4, 6, 8 bit/s, respectively. As

we can see, our precoding matrix always has lower BER in both low SNR scenario

and high SNR scenario.

Figures 2.15, 2.16, 2.17 show the comparison of the transmitted signal constella-

tions and received signal constellations between our optimal precoding matrix and
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Figure 2.7: Top row: original signal constellation (top left figure), precoded signal
constellation (top right figure). Bottom row: compare received signal constellations
between with (HFs) and without (Hs) precoding matrix. Each transmitter sends a
2-PAM constellation, and the total bit rate is 2bit/s.

31



M.A.Sc. Thesis - Wei Zhao McMaster - Electrical Engineering

0 0.5 1 1.5
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6
Bit Rate 4 bit/s transmitted signal constellation s

0 0.5 1 1.5
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6
Bit Rate 4 bit/s F*s

0 0.5 1 1.5
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6
Bit Rate 4 bit/s H*F*s

0 0.5 1 1.5
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6
Bit Rate 4 bit/s H*s

Figure 2.8: Top row: original signal constellation (top left figure), precoded signal
constellation (top right figure). Bottom row: compare received signal constellations
between with (HFs) and without (Hs) precoding matrix. Each transmitter sends a
4-PAM constellation, and the total bit rate is 4bit/s.
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Figure 2.9: Top row: original signal constellation (top left figure), precoded signal
constellation (top right figure). Bottom row: compare received signal constellations
between with (HFs) and without (Hs) precoding matrix. Each transmitter sends a
8-PAM constellation, and the total bit rate is 6bit/s.
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Figure 2.10: Top row: original signal constellation (top left figure), precoded signal
constellation (top right figure). Bottom row: compare received signal constellations
between with (HFs) and without (Hs) precoding matrix. Each transmitter sends a
16-PAM constellation, and the total bit rate is 8bit/s.
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Figure 2.11: The comparison of bit error rate (BER) performance between two pre-
coding matrix design methods. Each transmitter sends a 2-PAM constellation, and
the total bit rate is 2 bit/s.

the ZF power appending method. The two figures in the left column show the trans-

mitted signal and received signal constellations with our optimal precoding matrix.

The right two figure show the constellations with the ZF power appending method.

We can see that by using the ZF power appending method, the distance between

signal points in the constellation is much smaller than that with optimal precoding

matrix. Thus, it will lead to larger error probability under the same SNR. Hence, our

optimal precoding matrix performs better than the ZF power appending method.
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Figure 2.12: The comparison of bit error rate (BER) performance between two pre-
coding matrix design methods. Each transmitter sends a 4-PAM constellation, and
the total bit rate is 4 bit/s.
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Figure 2.13: The comparison of bit error rate (BER) performance between two pre-
coding matrix design methods. Each transmitter sends a 8-PAM constellation, and
the total bit rate is 6 bit/s.
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Figure 2.14: The comparison of bit error rate (BER) performance between two pre-
coding matrix design methods. Each transmitter sends a 16-PAM constellation, and
the total bit rate is 8 bit/s.
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Figure 2.15: The comparison of transmitted signal constellation and received signal
constellation between using our optimal precoding matrix (left column) and power
appending method (right column). The Top two figures show the transmitted signals
before sending out and the bottom two figures show the signals at receiver side. Each
transmitter sends a 2-PAM constellation, and the total bit rate is 2 bit/s.
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Figure 2.16: The comparison of transmitted signal constellation and received signal
constellation between using our optimal precoding matrix (left column) and power
appending method (right column). The Top two figures show the transmitted signals
before sending out and the bottom two figures show the signals at receiver side. Each
transmitter sends a 4-PAM constellation, and the total bit rate is 4 bit/s.
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Figure 2.17: The comparison of transmitted signal constellation and received signal
constellation between using our optimal precoding matrix (left column) and power
appending method (right column). The Top two figures show the transmitted signals
before sending out and the bottom two figures show the signals at receiver side. Each
transmitter sends a 8-PAM constellation, and the total bit rate is 6 bit/s.
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2.4 Conclusion

In this chapter, we have introduced the design of optimal precoding matrix F for

the indoor MIMO-VLC system with the zero-forcing equalizer. The channel state

information is available at both the transmitters and the receivers. We cannot use

the technology for MIMO RF communications directly, since there is a nonnegative

constraint on the precoding matrix and signal constellation in the visible light com-

munication system. Thus, we develop a new method to generate the precoding matrix

for this special situation. Theorem 1 shows that the design of the optimal precod-

ing matrix should be considered separately. In the specific situations in which the

channel matrix H is not invertible or SNR is low with the invertible H, one of the

transmitters should be closed and the precoding matrix F becomes a vector. In the

high SNR, both transmitters can transmit concurrently. Through computer simu-

lations, we have shown that our optimal precoding matrix performs much better in

BER than currently available methods.
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Chapter 3

Part II: AUDCG Constellation

Design for Multi-User MISO-VLC

System

3.1 System Model

In this chapter, we consider a multi-user MISO-VLC system model with M = 2

antennas at transmitter end and N = 1 photo-detector at the receiver end for each

user. The number of users is 2. For such a system, at a specific time slot t, the

received signal yt for each user can be written as

yt =
M∑
m=1

hmxtm + nt,

for t = 1, 2, · · · , xtm is the symbol emitted by the m-th transmitter and nt is the

white Gaussian noise with zero mean and variance σ2. hm is the channel coefficient

43



M.A.Sc. Thesis - Wei Zhao McMaster - Electrical Engineering

between the m-th transmitter and the receiver, which can be represented by

hm =


(K+1)J

2πd2m
cosK (θTm) cos (θRm) 0 ≤ θRm ≤ θR 1

2

0 θRm > θR 1
2

,

where θTm is the angle of emergence with respect to the transmitter m axis and θRm

is the angle of incidence with respect to the receiver axis, dm is the distance between

the m-th transmitter and the receiver, K = − ln 2

ln

(
θ
R 1

2

) , θR 1
2

= 15◦. In this chapter, J is

assumed to be 1cm2. The hm depends on unique position of m-th transmitter and the

receiver. If the m-th transmitter and the receiver are not in FOV, then hm = 0. Here,

we use repetition transmission in spatial dimensions. Let S ⊆ ZT+ be a T -dimensional

constellation that we will design, where ZT+ means the set of all the T ×1 nonnegative

integer vectors. The transmission procedures are shown as follows: First, we choose

a T × 1 signal vector s = [s1, . . . , sT ]T from S randomly, independently and equally.

Second, at the t-th time slot, all the M transmitters transmit the same symbol st.

For example, xt1 = xt2 = . . . = xtM = st. After all the T signals have been sent, the

corresponding received signals can form a T × 1 vector u = [u1, u2, . . . , uT ]T :

u = αx + n,

where α =
M∑
m=1

hm and n = [n1, n2, . . . , nT ]T is the noise vector with zero mean and

covariance σ2IT×T .

If we let unt be the symbol received by n-th user at the time slot t, hnm be the

channel coefficient between the m-th transmitter and n-th user. Then, the received

signal vector for each user with T = 2 can be written as follows:
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for User 1: u11

u12

 =

 h11 + h12 0

0 h11 + h12


 s1

s2

+

 n11

n12

 ,

and for User 2: u21

u22

 =

 h21 + h22 0

0 h21 + h22


 s1

s2

+

 n21

n22

 .

3.2 Additively Uniquely Decomposable Constella-

tion Group Design

3.2.1 Problem Statement and Formulation

Now we consider this specific MU-MISO-VLC system with M = 2 transmitters and

N = 1 photo-detector at receiver side for each user. The amount of user is 2. We as-

sume that the channel state information (CSI) is known at both the transmission side

and the receiver side. In order to estimate the received signal, maximum-likelihood

(ML) detector will be used. Then, our main task in this chapter is to design a sum con-

stellation G which can be decomposed into the sum of two sub-constellations, χ1 and

χ2. These two sub-constellations must be able to constitute an additively uniquely

decomposable constellation group (AUDCG). At the same time, we should consider to

reduce the average optical energy of the sum constellation, P (G) = 1
|G|
∑
g∈G
G, subject

to a fixed minimum Euclidean distance.

During the transmission, the two transmitter LEDs repeatedly transmit the same
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Table 3.1: The Average Normalized Optical Power of Codeword for SMP and CC
with Different Bit Rate

Bit Rate SMP CC
2 bits/s 1 1
3 bits/s 2 1.75
4 bits/s 3 2.8125
5 bits/s 5 4.375
6 bits/s 7 6.5625
7 bits/s 11 9.6875
8 bits/s 15 14.0938
9 bits/s 23 20.34375

symbol from sum constellation G at the same time. Once two users receive the sum

symbol, they decompose the symbols in their own sub-constellation. Then, we can

state our main task as follows:

Problem 3. Design a sum constellation G with |G| = L, dmin (G) = 1 and G = χ1]χ2,

i.e., for any given g ∈ G, we can find a unique pair of x1 ∈ χ1 and x2 ∈ χ2 such that

g = x1 + x2, where dmin (G) = min
s6=s′∈G

|s− s′|. �

3.2.2 Problem Analysis

Since there is a nonnegative constraint on the channel and the transmitted signal, the

constellation points must be in the first quadrant or on the non-negative coordinate

axis. In order to reduce P (G), for any constellation point si (xi, yi), we need to make

xi + yi as small as possible, subject to dmin (G) = 1. Let’s look at the two constel-

lations in Fig 3.1. The top graph is the spatial multiplexing (SMP) constellation,

the bottom graph is the space-collaborative constellation (CC). Table 3.1 shows the

average normalized optical power of codeword for SMP and CC with different bit

rate.
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Figure 3.1: Constellations comparison: the top graph denotes SM, and the bottom
graph denotes CC.
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It is noticeable that with the same bit rate, the space-collaborative constellation

has lower average normalized optical power. According to (Zhu et al., 2015), the

collaborative constellation Ω̃ is defined as follows:

Ω̃ =
λ⋃
j=0

Ω̃j,

where λ = b
√

8L+1−3
2
c; Ω̃j =

{
(x, y)T |x+ y = j, 0 ≤ x, y ∈ Z

}
for 0 ≤ j ≤ λ − 1; Ω̃λ

consists of all the solutions of x+ y = λ.

However, not all the constellations can be decomposed into two sub-constellations

that can form an AUDCG. Thus, we have to refine the CC.

Definition 1. For any constellation point s ∈
{

(x, y)T |0 ≤ x, y ∈ Z
}

, if 1T s = λ,

then, λ is called an energy level and s is said to be in the energy level λ. If an energy

level β has β+ 1 integer points, then it is called full. If an energy level β has 0 point,

it is called empty. Otherwise, we call it not full. �

Let us consider the following example:

Example 1. In Fig 3.1, the CC has 32 points, energy levels from 0 to 6 are full and

energy level 7 is not full. This constellation cannot be uniquely decomposed into any

two sub-constellations. However, we can move the positions of points in the outmost

energy level to achieve our goal. Then, the results are shown in Fig 3.2. As we can

see, the average normalized optical power of the sum constellation is not changed, but

it can be decomposed into the sum of two sub-constellations, showed in Fig 3.3 with

these two sub-constellations forming an AUDCG.

It is not hard to compute the bit rate of them. The bit rate of sum constellation is

5 bit/s. And the bit rate of two sub-constellations are 1 bit/s and 4 bit/s, respectively.
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Figure 3.2: Figure for Example 1. The top graph denotes the process of points move,
two blue circles are the original positions of two points in CC, and green points are
new positions. The bottom graph denotes the constellation after move.
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Figure 3.3: Figure for Example 1. The top graph denotes the sub-constellation χ1,
and the bottom graph denotes the sub-constellation χ2.
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Method 1. For any constellation with 2R points, R is an odd number, we can create

a sum constellation that can be decomposed into two sub-constellations by changing

the positions of the points in the largest energy level of CC. After the change, the

abscissa value of each point in the largest energy level should have 2-unit difference

with its nearest points in the same energy level. �

This method can always guarantee that P (G) does not change after refinement.

If the bit rate of the sum constellation is R bit/s, then, the resulting two sub-

constellations have the bit rate is 1 bit/s and (R-1) bit/s, respectively. However,

this method has some limitations, e.g. it only applies to the sum constellation with

2R (R is odd) points. Then in some practical applications, the difference of bit rates

between two users could be very large with R becoming larger. Hence, we need to

make the difference of bit rates between two users as small as possible. For example,

if bit rate of G is 8 bit/s, then, bit rates of χ1 and χ2 are both 4 bit/s. And if the

bit rate of G is 7 bit/s, then, the bit rates of χ1 and χ2 are 3 bit/s and 4 bit/s,

respectively.

The main idea of the method shown before is to design a sum constellation first,

and then, refine it so that it can be decomposed uniquely. It is not very hard to

execute this method when the size of the constellation is relatively small. However,

when the size of G becomes larger or we want to make the bit rate of sub-constellations

nearly the same, the method does not work. In the following, we will find a more

general method to solve this problem. Let us consider the following example.

Example 2. Now, we change the way from designing the sum constellation to design-

ing sub-constellations first. Our goal is to design a sum constellation G with 32 points

(5 bit/s), and two sub-constellations χ1 and χ2 with 4 points (2 bit/s) and 8 points
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(3 bit/s), respectively. Fig 3.4 shows the two sub-constellations. We define length

and width of a constellation as the number of points in the abscissa and the ordinate.

χ1 is just a small-size SMP with its length and width being as close as possible and

χ2 is another form of CC. The abscissa interval between neighbour points with same

ordinate in χ2 is equal to the length of χ1, and the ordinate interval between neighbour

points with same abscissa in χ2 is equal to the width of χ1. Now we produce the sum

constellation G. The construction of G is to move the whole points in χ1 to all the

point positions in χ2.

It is more general than method 1 and we can design sub-constellations with close

bit rate. Compared with the refined CC in Fig 3.2, we move some points from its

energy level to higher one. This will lead P (G) to becoming larger.

Method 2. In order to create a sum constellation G (2R points) which can be uniquely

decomposed to two sub-constellations χ1 and χ2 with the closest bit rate, we can design

sub-constellations first: χ1 has 2b
R
2 c points, which is SMP with its length and width

value closest to each other, and χ2 has 2b
R+1
2 c points, which is CC and the abscissa

interval between neighbor points with same ordinate in χ2 is equal to the length of χ1;

the ordinate interval between neighbour points with same abscissa in χ2 is equal to

the width of χ1. Finally, we can get the sum constellation G. �

With method 1, in order to keep P (G) constant, we can only solve the problem of

the sum constellation with 2R (R is odd) points. Now we consider the situation when

R is even by using Method 2, and we also need to make P (G) as low as possible at

the same time. Let’s see the example below.

Example 3. Our goal is to design a sum constellation with 16 points. In order

to make P (G) as low as possible, χ1 has just 2 points {(0, 0) , (0, 1)}, and χ2 has
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Figure 3.4: Figure for Example 2. The top graph denotes the sub-constellation χ1,
the middle graph denotes the sub-constellation χ2, and the bottom one denotes the
sum constellation G.
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Table 3.2: The Average Normalized Optical Power of Codeword for SMP, CC and
refined CC with Different Bit Rate

Bit Rate SMP CC refined CC (Strategy 1) refined CC (Strategy 2)
2 bits/s 1 1 1 1
3 bits/s 2 1.75 1.75 1.75
4 bits/s 3 2.8125 2.875 3
5 bits/s 5 4.375 4.375 4.5
6 bits/s 7 6.5625 6.59375 6.75
7 bits/s 11 9.6875 9.6875 9.75
8 bits/s 15 14.0938 14.109375 14.25
9 bits/s 23 20.34375 20.34375 20.5

8 points arranged in a form of CC. The abscissa interval between neighbor points

with same ordinate in χ2 is 2, and the ordinate interval between neighbour points

with same abscissa in χ2 is 1. Fig 3.5 shows the two sub-constellations and the sum

constellation.

Method 3. In order to design a sum constellation with 2R(R is even) points whose

P (G) is as low as possible, we need to design sub-constellation first, χ1 has 2 points

{(0, 0) , (0, 1)}, χ2 and has 2R−1 points arranged in a form of CC. In addition, the

abscissa interval between neighbor points with same ordinate in χ2 is 2, and the ordi-

nate interval between neighbor points with same abscissa in χ2 is 1. Finally, we can

get the sum constellation G. �

Let’s compute P (G) of our refined CC with two different priority: (1)low average

optical energy of the sum constellation (Strategy 1); (2)closest bit rate for 2 users

(Strategy 2). Then we compare them with SMP and CC, showed in Table 3.2. As we

can see, our refined CC still performs better than SMP and a little bit worse than CC.

With three methods above, our design can meet the following two different priority

requirements in applications:
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Figure 3.5: Figure for Example 3. The top graph denotes the χ1, the middle graph
denotes the sub-constellation χ2, and the bottom one denotes the sum constellation
G.
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(a) Strategy 1: Low average optical energy of the sum constellation with large bit

rate difference between two users.

(b) Strategy 2: The same or nearly same bit rate for two users with high average

optical energy of the sum constellation.

3.2.3 Solution

In this section, we give the solution of constellation design for the two strategies

mentioned above.

Assuming the sum constellation has 2R(R ≥ 0) points.

1. Strategy 1: Low average optical energy of the sum constellation with large bit

rate difference between two users.

sub-constellation χ1: 2 points

χ1 = {(0, 0) , (1, 0)} (3.1)

P (χ1) = 1
2
.

sub-constellation χ2: 2R−1 points

There are two parts of χ2:

χ2 = b1 + b2 (3.2)

Let r1 =
⌊
2
R−1
2

⌋
, r2 =

⌊√
2R−1 + 1

4
− 1

2

⌋
.
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(a) r2
1 ≥ r2 (r2 + 1)

b1 = {(x, y) |x = 2i; y = 0, 1, . . . , 2 (r1 − 1− i) ; i = 0, 1, . . . , r1 − 1}

b2 =
{

(x, y) |x = 2i; y = 2 (r1 − i)− 1; i = 0, 1, . . . , 2R−1 − r2
1 − 1

}
P (χ2) = 1

2R−1

[
(2r1 − 1) 2R−1 − 2

3
r3

1 − 1
2
r2

1 + 1
6
r1

]
.

Sum constellation G: 2R points.

G = G1 + G2

= {(x, y) |x = 2i+ j; y = 0, 1, . . . , 2 (r1 − 1− i) ; i = 0, 1, . . . , r1 − 1; j = 0, 1}

+
{

(x, y) |x = 2i+ j; y = 2 (r1 − i)− 1; i = 0, 1, . . . , 2R−1 − r2
1 − 1; j = 0, 1

} (3.3)

P (G) = (4r1 − 1) 2R−1 − 4
3
r3

1 − r2
1 + 1

3
r1.

(b) r2
1 < r2 (r2 + 1)

b1 = {(x, y) |x = 2i; y = 0, 1, . . . , 2 (r2 − i)− 1; i = 0, 1, . . . , r2 − 1}

b2 =
{

(x, y) |x = 2i; y = 2 (r2 − i) ; i = 0, 1, . . . , 2R−1 − r2 (r2 + 1)− 1
}

P (χ2) = 1
2R−1

[
2r2 · 2R−1 − 2

3
r3

2 − 3
2
r2

2 − 5
6
r2

]
.

Sum constellation G: 2R points

G = G1 + G2

= {(x, y) |x = 2i+ j; y = 0, 1, . . . , 2 (r2 − i)− 1; i = 0, 1, . . . , r2 − 1; j = 0, 1}

+
{

(x, y) |x = 2i+ j; y = 2 (r2 − i) ; i = 0, 1, . . . , 2R−1 − r2 (r2 + 1)− 1; j = 0, 1
}
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P (G) = 1
2R

[
(4r2 + 1) 2R−1 − 4

3
r3

2 − 3r2
2 − 5

3
r2

]
.

2. Strategy 2: The same or nearly same bit rate between two users with high

average optical energy of the sum constellation.

Let n1 =
⌊
R
2

⌋
, n2 =

⌊
R+1

2

⌋
. Then 2R = 2n1 × 2n2 .

Then, the sub-constellation χ1 has 2n1 points, and the sub-constellation χ2 has

2n2 points.

(a) n1 is an even number

χ1 =
{

(x, y) |x = 0, 1, . . . , 2
n1
2 − 1; y = 0, 1, . . . , 2

n1
2 − 1

}

P (χ1) = 1
2n1

[
2

3n1
2 − 2n1

]
.

There are two parts of χ2

χ2 = b1 + b2

Let r =
⌊√

2n2+1 + 1
4
− 1

2

⌋
.

b1 =
{

(x, y) |x = i2
n1
2 ; y = 0, 2

n1
2 , . . . , (r − 1− i) 2

n1
2 ; i = 0, 1, . . . , r − 1

}
b2 =

{
(x, y) |x = i2

n1
2 ; y = (r − i) 2

n1
2 ; i = 0, 1, . . . , 2n2 − r (r + 1)

2
− 1

}

P (χ2) = 1
2n2

(
r2n2 − 1

2
r3 + 1

2
r − 1

)
2
n1
2 .
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Sum constellation G: 2R points

G = G1 + G2

=
{

(x, y) |x = i+ a2
n1
2 ; y = j + b2

n1
2 ; i, j = 0, 1, . . . , 2

n1
2 − 1; a = 0, 1, . . . , r − 1;

b = 0, 1, . . . , r − 1− a
}

+
{

(x, y) |x = i+ a2
n1
2 ; y = j + (r − a) 2

n1
2 ;

i, j = 0, 1, . . . , 2
n1
2 − 1; a = 0, 1, . . . , 2n2 − r (r + 1)

2
− 1
}

P (G) =
1

2R
[2n2E1 + 2n1E2]

=
1

2R

[(
2

3n1
2 − 2n1

)
2n2 +

(
r2n2 − 1

2
r3 +

1

2
r − 1

)
2

3n1
2

]
.

(b) n1 is an odd number

χ1 =
{

(x, y) |x = 0, 1, . . . , 2
n1+1

2 − 1; y = 0, 1, . . . , 2
n1−1

2 − 1
}

P (χ1) = 1
2n1

[
3
2
2

3n1−1
2 − 2n1

]
.

There are two parts of χ2

χ2 = b1 + b2

Let r1 =
⌊
2
n2
2

⌋
, r2 =

⌊√
2n2 + 1

4
− 1

2

⌋
.

i. r2
1 ≥ r2 (r2 + 1)

b1 =
{

(x, y) |x = i2
n1+1

2 ; y = 0, 1, . . . , 2 (r1 − 1− i) 2
n1−1

2 ; i = 0, 1, . . . , r1 − 1
}

b2 =
{

(x, y) |x = i2
n1+1

2 ; y = [2 (r1 − i)− 1] 2
n1−1

2 ; i = 0, 1, . . . , 2n2 − r2
1 − 1

}
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P (χ2) = 1
2n2

[
(2r1 − 1) 2n2 − 2

3
r3

1 − 1
2
r2

1 + 1
6
r1

]
2
n1−1

2 .

Sum constellation G: 2R points

G = G1 + G2

=
{

(x, y) |x = i+ a2
n1
2 ; y = j + b2

n1
2 ; i = 0, 1, . . . , 2

n1+1
2 − 1;

j = 0, 1, . . . , 2
n1−1

2 − 1; a = 0, 1, . . . , r1 − 1; b = 0, 1, . . . , 2 (r1 − 1− a)
}

+
{

(x, y) |x = i+ a2
n1+1

2 ; y = j + [2 (r1 − a)− 1] 2
n1−1

2 ;

i = 0, 1, . . . , 2
n1+1

2 − 1; j = 0, 1, . . . , 2
n1−1

2 − 1; a = 0, 1, . . . , 2n2 − r2
1 − 1

}

P (G) =
1

2R
[2n2E1 + 2n1E2]

=
1

2R

[(
3

2
2

3n1−1
2 − 2n1

)
2n2 +

(
(2m1 − 1) 2n2 − 2

3
r3

1 −
1

2
r2

1 +
1

6
r1

)
2

3n1−1
2

]

ii. r2
1 < r2 (r2 + 1)

b1 =
{

(x, y) |x = i2
n1+1

2 ; y = 0, 1, . . . , [2 (r2 − i)− 1] 2
n1−1

2 ; i = 0, 1, . . . , r2 − 1
}

b2 =
{

(x, y) |x = i2
n1+1

2 ; y = 2 (r2 − i) 2
n1−1

2 ; i = 0, 1, . . . , 2n2 − r2 (r2 + 1)− 1
}

P (χ2) = 1
2n2

[
r22n2+1 − 2

3
r3

1 − 3
2
r2

1 − 5
6
r1

]
2
n1−1

2 .
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Sum constellation G: 2R points

G = G1 + G2

=
{

(x, y) |x = i+ a2
n1
2 ; y = j + b2

n1
2 ; i = 0, 1, . . . , 2

n1+1
2 − 1;

j = 0, 1, . . . , 2
n1−1

2 − 1; a = 0, 1, . . . , r2 − 1; b = 0, 1, . . . , [2 (r2 − a)− 1]
}

+
{

(x, y) |x = i+ a2
n1+1

2 ; y = j + 2 (r2 − a) 2
n1−1

2 ; i = 0, 1, . . . , 2
n1+1

2 − 1;

j = 0, 1, . . . , 2
n1−1

2 − 1; a = 0, 1, . . . , 2n2 − r2 (r2 + 1)− 1
}

P (G) =
1

2R
(2n2E1 + 2n1E2)

=
1

2R

[(
3

2
2

3n1−1
2 − 2n1

)
2n2 +

(
r22n2+1 − 2

3
r3

1 −
3

2
r2

1 −
5

6
r1

)
2

3n1−1
2

]

The proof that χ1, χ2 can form an AUDCG by decomposing G is shown in Appendix.

3.3 Simulation

In this section, we examine the average error performance of SMP and the refined

CC we have designed in this paper. The pre-set scenario is described as follows:

The room size is 4.0m×4.0m×3.0m. Two transmitted LEDs are located at (0.4, 0,

2.5)m, (0, 0.4, 2.5)m. The two receivers are placed at (0.1, 0, 0.75)m, (0, 0.1, 0.75)m;

A = 1cm2; θR 1
2

= 15◦. n is the additive white Gaussian noise with zero mean and

variance σ2. The SNR is defined as

SNR =
1

2σ2
.
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Figure 3.6: The error performance comparison of SMP and refined CC for strategy 1
at R=5, 6 bit/s

SMP and our refined CC are both assumed to use maximum-likelihood (ML) detection

with perfect knowledge of the channel at both transmitter side and receiver side.

Average symbol error probability will be used as the performance merit. Fig 3.6

and Fig 3.7 show the average error performance of SMP and our refined CC for the

purpose to make the P (G) as low as possible (strategy 1). The bit rate is R=5, 6, 7,

8 bit/s, L=32, 64, 128, 256, respectively. From the two figures, we can easily find our

refined CC has better performance than SMP. Fig 3.8 and Fig 3.9 show the average

error performance of SMP and our refined CC for the purpose to make the bit rate for

each user as close as possible (strategy 2). The bit rate is R=5, 6, 7, 8 bit/s, L=32,
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Figure 3.7: The error performance comparison of SMP and refined CC for strategy 1
at R=7, 8 bit/s
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Figure 3.8: The error performance comparison of SMP and refined CC for strategy 2
at R=5, 6 bit/s
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Figure 3.9: The error performance comparison of SMP and refined CC for strategy 2
at R=7, 8 bit/s
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64, 128, 256, respectively. From the two figures, we can also see that our designed

constellation still has better performance.

With the bit rate becoming higher, the average symbol error probability for both

SMP and our refined CC grows high at the same SNR. This is because after power

normalization with the same SNR when transmitting, the minimum Euclidian dis-

tance will decline significantly if the number of points in a constellation doubles.

Thus, the probability to cause an error goes high. Besides, in Methods 2 and 3, we

have to move some points to higher energy level. It causes the P (G) to become higher

than before. Then, during the transmission, the minimum Euclidian distance would

be smaller.

Now, we continue to examine the error performance for sub-constellations. The

result is that the average symbol error probability could be even lower than that in

sum constellation. For example, in Fig 3.10, we assume that User 1 and User 2 are

given (0,1) and (0,6), respectively. Then, the transmitter gives the point (0,7). If

the receiver gets (0,7), both users get right information. However, if (1,7) has been

obtained, after decomposed into sub-constellations, User 1 will get (1,1) and User 2

will get (0,6), which means User 1 gets wrong information, but User 2 can still get

right information, even if the point in sum constellation is wrong. Let’s take another

look. If (0,5) has been obtained at receiver side, after being decomposed into sub-

constellations, user 1 will get (0,1) and user 2 will get (0,4), which means user 1 can

still get right information, but user 2 gets wrong information. Therefore, not in all

the conditions of received wrong signals could lead to the wrong information for both

users.

Fig. 3.11, 3.12, 3.13, 3.14 show the average symbol error probability for each user
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Figure 3.10: Example of the error performance analysis after being decomposed into
sub-constellations. The top figure is the sum constellation G, the middle figure is the
sub-constellation χ1, and bottom figure is the sub-constellation χ2.
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Figure 3.11: sub-constellation error performance for strategy 1 at R=5, 6 bit/s
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Figure 3.12: sub-constellation error performance for strategy 1 at R=7, 8 bit/s
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Figure 3.13: sub-constellation error performance for strategy 2 at R=5, 6 bit/s

70



M.A.Sc. Thesis - Wei Zhao McMaster - Electrical Engineering

0 5 10 15 20 25 30 35

SNR [dB]

10-4

10-3

10-2

10-1

100

A
ve

ra
ge

 S
ym

bo
l E

rr
or

 P
ro

ba
bi

lit
y

Sub constellation error performance for strategy 2, Sum Bit Rate 7 & 8 bit/s

sum constellation, Sum Bit Rate 7 bit/s
user1, Sum Bit Rate 7 bit/s
user2, Sum Bit Rate 7 bit/s
sum constellation, Sum Bit Rate 8 bit/s
user1, Sum Bit Rate 8 bit/s
user2, Sum Bit Rate 8 bit/s

Figure 3.14: sub-constellation error performance for strategy 2 at R=7, 8 bit/s

71



M.A.Sc. Thesis - Wei Zhao McMaster - Electrical Engineering

compared with that of sum constellation. As we can see, in most situations, the error

performance for each user is better than sum constellation. On the one hand, in Fig

3.11, 3.12(strategy 1), the user whose bit rate is lower than the other has better error

performance, since transmission error for its ordinate does not affect the received

information. On the other hand, in Fig 3.13, 3.14(strategy 2), the user whose sub-

constellation is like SMP has worse error performance, and the average symbol error

probability for this user is nearly the same as sum constellation. This is because just

one move to its neighbor points would affect the final received information.

3.4 Conclusion

In this chapter, we have introduced three methods to design an AUDCG constellation

for multi-user MISO visible light communication system. Our design is based on

space-collaborative constellation. We refine it by changing positions of points in the

highest energy level or moving points in low energy level to higher one, then make

sure it can be decomposed into two sub-constellations which can form an additively

uniquely decomposable constellation group. These methods can meet two different

stategies in application: (1) Low average optical energy of the sum constellation with

large bit rate difference between two users; (2) The same or nearly same bit rate

for two users with high average optical energy of the sum constellation. Simulation

result shows that, when measured by symbol error probability, our refined CC not

only always has better performance than traditional SMP, but also has lower average

optical energy. Besides, after being decomposed into sub-constellations, the symbol

error probability is even lower than sum constellation.
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Appendix

A.1 Proof of Lemma 1

F (α, β, µ) is defined by (2.16). Putting

 α = θU

β = θL

into it, we obtain

F (θU , θL, µ) = µ
( 1

λ2

(cosψ − sinψ) sin θU +
1

λ1

(cosψ + sinψ) cos θU

)
+

1

λ2

(cosψ − sinψ) sin θL +
1

λ1

(cosψ + sinψ) cos θL

= ∆ (µ cos (θU − θ) + cos (θL − θ)) .
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Then we have

a = ∆ cos (θU − θ)

=
1

λ2

(cosψ − sinψ) sin θU +
1

λ1

(cosψ + sinψ) cos θU

=
1√

λ2
1sin2ψ + λ2

2cos2ψ
,

b = ∆ cos (θL − θ)

=
1

λ2

(cosψ − sinψ) sin θL +
1

λ1

(cosψ + sinψ) cos θL

=
1√

λ2
1cos2ψ + λ2

2sin2ψ
.

2

A.2 Proof of Theorem 1

Assuming that α > β.

Case 1: H is a non-invertible matrix

According to (2.5) and (2.6), if H is not invertible, we cannot compute the symbol

error probability. So we turn off one of the transmitters. In this situation, the

precoding matrix will change to

f =

 f1

f2

 .
Let

J = HTH =

 j11 j12

j21 j22

 ,
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where j12 = j21. Since J ≥ 0, j11j22 − j2
12 ≥ 0.

Let gTg = H̃T H̃ = fHHTHf . According to the energy constraint (2.14), our

problem changes to

max gTg

s.t. f1 + f2 =
1

Es
= e.

Since J = HTH, j12 = j21, then

gTg = j11f
2
1 + j22f

2
2 + 2j12f1f2

= j11f
2
1 + j22 (e− f1) + j12f1 (e− f1) .

Let

F (f1) = (j11 + j22 − 2j12) f 2
1 − 2e (j22 − j12) f1 + j22e

2,

where f1 ∈ [0, e].

1. If j11 = 0, then j12 = 0,

J =

 0 0

0 j22

 ,

F (f1) = j22f
2
1 − 2j22ef1 + j22e

2

= j22(f1 − e)2,

where f1 = 0, F (0)max = j22e
2.
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2. If j22 = 0, then j12 = 0,

J =

 j11 0

0 0

 ,
F (f1) = j11f

2
1 ,

where f1 = e, F (e)max = j11e
2.

3. If j11 6= 0, j22 6= 0,

(a) j11 = j22 = j12

F (f1) = j22e
2

Notice that ∀f1 ∈ [0, e], F (f1) = j22e
2. Thus, F (f1)max = j22e

2.

(b) j11 + j22 − 2j12 > 0

∆ = [−2e (j22 − j12)]2 − 4 (j11 + j22 − 2j12) j22e
2

= 4b2
(
j2

12 − j11j22

)
< 0

Then F (f1)max = max {F (0) , F (e)} = max {j22e
2, j11e

2} .

i. If j11 ≥ j22, F (e)max = j11e
2.

ii. If j11 < j22, F (0)max = j22e
2.

We can simplify them into these two conditions below

1. If j11 ≥ j22, F (e)max = j11e
2.

Fopt =

 e

0

 .
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2. If j11 < j22, F (0)max = j22e
2.

Fopt =

 0

e

 .

In order to guarantee the transmission rate, the constellation size should be improved.

Let q1 = q2. Then,

min P̄sep =
2 (q1 − 1)

q1

Q

(
dh ·
√

SNR√
2

)
.

In practice, the bit error rate (BER) is more widely used. So we can obtain BER

through Psep. According to (Cho and Yoon, 2002), the average bit error probability

of q-ary PAM (Grey code mapping) can be written as

Pb =
1

qlog2q

log2q∑
k=1

(1−2−k)q−1∑
i=0

{
(−1)

⌊
i·2k−1

q

⌋
·
(

2k−1 −
⌊
i · 2k−1

q
+

1

2

⌋)
· 2Q

(
(2i+ 1)

d√
N0

)}
.

Then, in this condition

min P̄b =
1

q1log2q1

log2q1∑
k=1

(1−2−k)q1−1∑
i=0

{
(−1)

i·2k−1

q1

(
2k−1 − i · 2k−1

q1

+
1

2

)
· 2Q

(
(2i+ 1) dh ·

√
SNR√

2

)}
,

where h =
√

(HFopt)
T (HFopt).

Case 2: H is an invertible matrix

Step 1: Fix d1
d2

= µ, and then optimize the object function by finding the optimal

α, β.
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Let

x1 =
d
√

SNR |sin (β − α)|√
2

d1

=

√
2 · SNRµ

(q − 1) ∆
· sin (α− β)

µ cos (α− θ) + cos (β − θ)
,

x2 =
d
√

SNR |sin (β − α)|√
2

d2

=

√
2 · SNR

(q − 1) ∆
· sin (α− β)

µ cos (α− θ) + cos (β − θ)
.

Then,

x1 = µx2,

P̄sep (α, β, µ)

=
(q − 1)

q
(Q(x1) +Q(x2))

=
(q − 1)

q

(
Q

(√
2 · SNRµ

(q − 1) ∆
· sin (α− β)

µ cos (α− θ) + cos (β − θ)

)

+Q

(√
2 · SNR

(q − 1) ∆
· sin (α− β)

µ cos (α− θ) + cos (β − θ)

))
.

Let

f (α, β) =
sin (α− β)

µ cos (α− θ) + cos (β − θ)
.

Then, taking partial derivative for α and β of P̄sep, we obtain

∂P̄sep

∂α
= −(q − 1)

q
· 1√

2π

(
e−

x21
2 ·
√

2 · SNRµ

(q − 1) ∆
+ e−

x22
2 ·
√

2 · SNR

(q − 1) ∆

)
· cos (β − θ) [µ+ cos (α− β)]

(µ cos (α− θ) + cos (β − θ))2 ,

∂P̄sep

∂β
=

(q − 1)

q
· 1√

2π

(
e−

x21
2 ·
√

2 · SNRµ

(q − 1) ∆
+ e−

x22
2 ·
√

2 · SNR

(q − 1) ∆

)
· cos (α− θ) [µ+ cos (α− β)]

(µ cos (α− θ) + cos (β − θ))2 .
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As we know, cos (α− θ) > 0, cos (β − θ) > 0,

 θL ≤ α ≤ θU

θL ≤ β ≤ θU

and 0 ≤ θU − θL ≤ π
2
,

then cos (α− β) > 0. Thus, ∂P̄sep

∂α
< 0 and ∂P̄sep

∂β
> 0. Therefore, P̄sep reaches minimum

when

 α = θU

β = θL

.

P̄sep (θU , θL, µ)

=
(q − 1)

q
(Q (x1) +Q (x2))

=
(q − 1)

q

(
Q

(√
2 · SNRµ

(q − 1) ∆
· sin (θU − θL)

µ cos (θU − θ) + cos (θL − θ)

)

+Q

(√
2 · SNR

(q − 1) ∆
· sin (θU − θL)

µ cos (θU − θ) + cos (θL − θ)

))
.

Let

x1 =

√
2 · SNR

q − 1
· µ

µa+ b
· sin (θU − θL) , (A.1)

x2 =

√
2 · SNR

q − 1
· 1

µa+ b
· sin (θU − θL) . (A.2)

Step 2: Fix α and β, and then optimize the object function by finding the optimal

µ. Taking derivative for µ of P̄sep, we obtain

P̄
′

sep (µ) =
(q − 1)

q
· 1√

2π

√
2 · SNR sin (θU − θL)

(q − 1) (µa+ b)2

(
e−

x22
2 a− e−

µ2x22
2 b

)
.

Let f (µ) = e−
x22
2 a − e−

µ2x22
2 b. If ∂P̄sep

∂µ
= 0, then f (µ) = 0. Let C1 =

√
2 sin(θU−θL)

q−1
.
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Then x2 = C1

√
SNR

µa+b
. If we let f (µ) ≥ 0, we will obtain

e−
x22
2 a− e−

µ2x22
2 b ≥ 0,

e−
x22
2 a ≥ e−

µ2x22
2 b,

−x
2
2

2
+ ln a ≥ −µ

2x2
2

2
+ ln b,

µ2 − 1

(µa+ b)2 ·
C2

1SNR

2
≥ ln

b

a
.

Let C = 2
C2

1
ln b

a
. Then

SNR
(
µ2 − 1

)
≥ C(µa + b)2,

(
SNR− Ca2

)
µ2 − 2abCµ−

(
Cb2 + SNR

)
≥ 0.

The discriminant of the quadratic equation (SNR− Ca2)µ2−2abCµ−(Cb2 + SNR) =

0 is

∆∗ = (−2abC)2 − 4
(
SNR− Ca2

) [
−
(
Cb2 + SNR

)]
= 4C · SNR

(
b2 − a2

)
+ 4SNR2.

Note that C and (b2 − a2) always have the same sign. Hence, C (b2 − a2) ≥ 0. Thus,

∆∗ > 0. Then, the roots the quadratic equation are

r1,2 =
abC ±

√
C · SNR (b2 − a2) + SNR2

SNR− Ca2
.

We can derive the relationship between r1,2 and 0. Let A∗ = SNR−Ca2, B∗ = −2abC,

D∗ = − (Cb2 + SNR). Then r1 + r2 = −B∗

A∗
and r1r2 = D∗

A∗
.
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There are three conditions about the roots of the quadratic equation which rely

on the relationship between a and b:

Condition 1: a > b, that is C < 0

A∗ = SNR− Ca2 > 0

B∗ = −2abC > 0

1. If SNR ≤ −Cb2, then D∗ ≥ 0. r1 + r2 = −B∗

A∗
< 0 and r1r2 = D∗

A∗
≥ 0. Thus,

r1 < r2 ≤ 0. Therefore, f (µ) > 0, that is P̄
′
sep (µ) > 0 when µ ≥ 0. And P̄sep

reaches minimum when µopt1 = 0.

2. If SNR > −Cb2, then D∗ < 0. r1 + r2 = −B∗

A∗
< 0 and r1r2 = D∗

A∗
< 0. Thus,

r1 < 0 < r2. Therefore, f (µ) < 0 when 0 < µ < r2, f (µ) > 0 when µ > r2,

which means P̄sep reaches minimum when µopt1 = r2.

Condition 2: a = b, that is C = 0

A∗ = SNR− Ca2 = SNR

B∗ = −2abC = 0

D∗ = −
(
Cb2 + SNR

)
= −SNR

In this condition. The roots of the quadratic equation are

 r1 = −1

r2 = 1
. Therefore,

f (µ) < 0 when 0 < µ < 1, f (µ) > 0 when µ > 1, which means P̄sep reaches minimum

when µopt2 = 1.
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Condition 3: a < b, that is C > 0

B∗ = −2abC < 0

D∗ = −
(
Cb2 + SNR

)
< 0

1. If SNR > Ca2, then A∗ > 0. r1 + r2 = −B∗

A∗
> 0 and r1r2 = D∗

A∗
< 0. Thus,

r1 < 0 < r2. Therefore, f (µ) < 0 when 0 < µ < r2, f (µ) > 0 when µ > r2,

which means P̄sep reaches minimum when µopt3 = r2.

2. If SNR = Ca2, then A∗ = 0. Thus, the only root the equation r2 < 0. Therefore,

f (µ) < 0, that is P̄
′
sep (µ) < 0 when µ ≥ 0. And P̄sep reaches minimum when

µopt3 →∞.

3. If SNR < Ca2, then A∗ < 0. r1 + r2 = −B∗

A∗
< 0 and r1r2 = D∗

A∗
> 0. Thus,

r1 < r2 ≤ 0. Therefore, f (µ) < 0, that is P̄
′
sep (µ) < 0 when µ ≥ 0. And P̄sep

reaches minimum when µopt3 →∞.

Step 3: Finally, we can get the global minimum value of P̄sep in this way:

For each three situations of a and b, we can obtain the minimum value of P̄sep and

corresponding Fopt by using the optimal solution of α, β and the specific µopt which

rely on the relationship of a, b.

We can get the final optimal solutions based on these three conditions:

1. Condition 1: 0 ≤ ψ < π
4

In this condition, α̃ = θU , β̃ = θL. According to the lemma, we have a > b,

then
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(a) If SNR ≤ −Cb2, then µ̃ = 0 and d̃2 = 1/Es

F (θU ,θL,0)
= 2

bd(q−1)
. Putting these

values into Fopt and P̄sep, we get

Fopt = d̃2V

 µ̃
λ1

cos α̃ 1
λ1

cos β̃

µ̃
λ2

sin α̃ 1
λ2

sin β̃


= V

 0 2
bd(q−1)λ1

cos θL

0 2
bd(q−1)λ2

sin θL

 .

In this situation, F is not a full rank matrix, then, H̃ = HF is also not a

full rank matrix, we cannot compute the symbol error probability in (2.5)

and (2.6). Thus, we turn off one of the transmitters and let the other work

alone with the same method to deal with non-invertible matrix in case 1.

Let q1 = q2.

i. j11 ≥ j22, Fopt =

 e

0

.

ii. j11 < j22, Fopt =

 0

e

.

Then,

min P̄sep =
2 (q1 − 1)

q1

Q

(
dh ·
√

SNR√
2

)
,

min P̄b =
1

q1log2q1

log2q1∑
k=1

(1−2−k)q1−1∑
i=0

{
(−1)

i·2k−1

q1

(
2k−1 − i · 2k−1

q1

+
1

2

)

·2Q

(
(2i+ 1) dh ·

√
SNR√

2

)}
,
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where h =
√

(HFopt)
T (HFopt).

(b) If SNR > −Cb2, then µ̃ = r2 =
abC+
√

C(b2−a2)+SNR2

SNR−Ca2
, d̃2 = 1/Es

F (θU ,θL,µ̃)
.

Putting these values into Fopt and P̄sep, we get

Fopt = d̃2V

 µ̃
λ1

cos θU
1
λ1

cos θL

µ̃
λ2

sin θU
1
λ2

sin θL

 ,

min P̄sep =
(q − 1)

q

Q
 dµ̃

√
SNR

√
2 ·
√(

H̃T
optH̃opt

)−1

11

+Q

 d
√

SNR

√
2 ·
√(

H̃T
optH̃opt

)−1

22


 ,

min P̄b =
1

qlog2q

log2q∑
k=1

(1−2−k)q−1∑
i=0

{
(−1)

i·2k−1

q

(
2k−1 − i · 2k−1

q
+

1

2

)

·

(
Q

 (2i+ 1) dµ̃
√

SNR

√
2 ·
√(

H̃T
optH̃opt

)−1

11

+Q

 (2i+ 1) d
√

SNR

√
2 ·
√(

H̃T
optH̃opt

)−1

22


)}

,

where H̃opt = HFopt.

2. Condition 2: ψ = π
4
.

In this condition, α̃ = θU , β̃ = θL. According to the lemma, we have a = b.

Then no matter how the SNR changes, we have the optimal µ̃ = 1 and d̃2 =

1/Es
F (θU ,θL,1)

= 2
(a+b)d(q−1)

. Thus,

Fopt =
2

(a+ b) d (q − 1)
V

 1
λ1

cos θU
1
λ1

cos θL

1̃
λ2

sin θU
1
λ2

sin θL

 ,
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min P̄sep =
2 (q − 1)

q
Q

 d
√

SNR

√
2 ·
√(

H̃T
optH̃opt

)−1

11

 ,

min P̄b =
1

qlog2q

log2q∑
k=1

(1−2−k)q−1∑
i=0

{
(−1)

i·2k−1

q

(
2k−1 − i · 2k−1

q
+

1

2

)

·2Q

 (2i+ 1) d
√

SNR

√
2 ·
√(

H̃T
optH̃opt

)−1

11


}
,

where H̃opt = HFopt.

3. Condition 3: π
4
< ψ ≤ π

2

In this condition, α̃ = θU , β̃ = θL. According to the lemma, we have a < b,

then

(a) If SNR ≤ Ca2, then µ̃ → ∞ and d̃2 = lim
µ̃→∞

1/Es

F (θU ,θL,µ̃)
= lim

µ̃→∞
2

(µ̃a+b)d(q−1)
.

Putting these values into Fopt and P̄sep, we get

Fopt = d̃2V

 µ̃
λ1

cos α̃ 1
λ1

cos β̃

µ̃
λ2

sin α̃ 1
λ2

sin β̃


= lim

µ̃→∞

2

(µ̃a+ b) d (q − 1)
V

 µ̃
λ1

cos θU
1
λ1

cos θL

µ̃
λ2

sin θU
1
λ2

sin θL


= V

 2
ad(q−1)λ1

cos θU 0

2
ad(q−1)λ2

sin θU 0

 .

In this situation, F is not a full rank matrix, then, H̃ = HF is also not a
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full rank matrix, we cannot compute the symbol error probability in (2.5)

and (2.6). Thus, we turn off one of the transmitters and let the other work

alone with the same method to deal with non-invertible matrix in case 1.

Let q1 = q2.

i. j11 ≥ j22, Fopt =

 e

0

.

ii. j11 < j22, Fopt =

 0

e

.

Then,

min P̄sep =
2 (q1 − 1)

q1

Q

(
dh ·
√

SNR√
2

)
,

min P̄b =
1

q1log2q1

log2q1∑
k=1

(1−2−k)q1−1∑
i=0

{
(−1)

i·2k−1

q1

(
2k−1 − i · 2k−1

q1

+
1

2

)

·2Q

(
(2i+ 1) dh ·

√
SNR√

2

)}
,

where h =
√

(HFopt)
T (HFopt).

(b) If SNR > Ca2, then µ̃ = r2 =
abC+
√

C·SNR(b2−a2)+SNR2

SNR−Ca2
, d̃2 = 1/Es

F (θU ,θL,µ̃)
.

Putting these values into Fopt and P̄sep, we get

Fopt = d̃2V

 µ̃
λ1

cos θU
1
λ1

cos θL

µ̃
λ2

sin θU
1
λ2

sin θL

 ,
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min P̄sep =
(q − 1)

q

Q
 dµ̃

√
SNR

√
2 ·
√(

H̃T
optH̃opt

)−1

11

+Q

 d
√

SNR

√
2 ·
√(

H̃T
optH̃opt

)−1

22


 ,

min P̄b =
1

qlog2q

log2q∑
k=1

(1−2−k)q−1∑
i=0

{
(−1)

i·2k−1

q

(
2k−1 − i · 2k−1

q
+

1

2

)

·

(
Q

 (2i+ 1) dµ̃
√

SNR

√
2 ·
√(

H̃T
optH̃opt

)−1

11

+Q

 (2i+ 1) d
√

SNR

√
2 ·
√(

H̃T
optH̃opt

)−1

22


)}

,

where H̃opt = HFopt.

We will get the same result if α < β by using the same method above. Thus, we

omit the proof here. 2
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A.3 Proof of the fact that the optimal precoding

matrix F are off-diagonal

According to (2.26), (2.11), (2.12), we get

Fopt (1, 1) =
µ

λ1

cos θU cosψ − µ

λ2

sin θU sinψ

=
µ

λ1

1√
1 + tan2θU

cosψ − µ

λ2

1√
1 + cot2θU

sinψ

=
µ

λ1

1√
1 +

(
λ2
λ1

cotψ
)2

cosψ − µ

λ2

1√
1 +

(
1

λ2
λ1

cotψ

)2
sinψ

=
µ

λ1

λ1 sinψ cosψ√
λ2

1sin2ψ + λ2
2cos2ψ

− µ

λ2

λ2 sinψ cosψ√
λ2

1sin2ψ + λ2
2cos2ψ

= 0.

To prove Fopt (2, 2) = 0, we can use the same method above. So we omit here.

A.4 The proof that χ1, χ2 can form an AUDCG by

decomposing G

χ1, χ2, G are defined by (3.1) (3.2) (3.3), respectively. |χ1| = 2, |χ2| = 22n, |G| =

22n+1.

∵ G = χ1 + χ2, |G| = |χ1| · |χ2|

∴ G = χ1

⊎
χ2

which means that the sum constellation G can be additively uniquely decomposed to

two finite-size constellations.
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