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Abstract 

High-frequency noise modeling and characterization of nanoscale MOSFETs are 

essential driving forces for highly scaled CMOS technology to be used in radio-frequency 

applications. Continuous downscaling increases the operating frequency of the MOSFETs, 

reduces the power supply voltage but does not scale noise accordingly. This makes the 

noise issue of future low-power technology more prominent and therefore accurate noise 

modeling more important. 

In this thesis, several important issues regarding noise modeling and characterization 

for nanoscale MOSFETs are studied. First, a new noise factor deembedding algorithm is 

proposed for on-wafer noise measurements. It solves the problem of noise factor 

deembedding in which the active two-port device is surrounded by a four-port parasitic 

network. Based on it, a new deembedding-first and optimization-last noise parameter 

deembedding approach is proposed and its performance is evaluated using experimental 

data. 

Second, the noise performance of modern sub-100-nm MOSFETs are evaluated using 

the noise sheet resistance as a figure of merit. It shows that future technologies generally 

have degraded noise performance. In addition, two accuracy issues regarding the 

calibration of noise receiver for high-frequency noise measurements are investigated and 

methods to mitigate these issues are discussed. 
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Third, a novel Z-parameter based approach to extract the gate resistance is proposed 

for MOSFET characterization. It is evaluated against other published methods using 

experimental data. In addition, the extraction of the resistance of the lightly-doped-drain 

region and the gate contact is also performed and discussed. 

Finally, a new perspective to interpret the MSOFET channel noise as suppressed shot 

noise is presented. An easy-to-use analytical expression for the suppression factor is 

derived and it only relies on two process parameters – threshold voltage and effective oxide 

thickness – to predict the level of suppression for the channel noise of MOSFETs. It is 

evaluated using published experimental data on various CMOS technology nodes. 
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Chapter 1.  

Introduction 

 

1.1 Electrical Noise 

Noise, in this work, refers to the spontaneous fluctuations that appear in currents and 

voltages of the system under consideration. It originates from the dynamic nature of the 

microscopic world where elementary particles keep moving randomly. Noise is a crucial 

problem in electrical engineering as it fundamentally limits the signal transmitting 

capability of the system, i.e., the signal power has to be strong enough to be distinguishable 

from the noise. Consequently, research of the noise properties of the electrical system is 

important to study its limits and also to possibly improve the system’s performance.  

The macroscopic noise in currents and voltages generally follows Gaussian distribution 

centered at the mean value of the current or voltage [1], which does not reveal much 

information of the noise itself. To study the behavior of the noise, Fourier analysis can be 

used to transform it to the frequency domain. The most commonly used physical quantity 

to describe the noise in the frequency domain is the power spectral density (PSD), i.e., the 

power of noise signal in one Hertz. For voltage fluctuations, the noise PSD has a unit of 

V2/Hz, and for current fluctuations, it has A2/Hz. 
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According to the noise spectrum’s dependence on frequency, noise can be categorized 

as white noise, which has a constant value up to extremely high frequency where quantum 

correction needs to be considered; and the flicker noise, which has a 1/f, or “pink”, 

dependence on the frequency, thus the other name 1/f noise [1]. For the latter, due to its 

inverse proportionality with respect to the frequency, it dominates at low frequency but 

decreases quickly when the frequency increases. Fig. 1.1 shows an example noise spectrum 

when both white noise and 1/f noise are present, in which the white noise dominates after 

a corner frequency of 1 kHz.  

Thermal noise and shot noise are the major white noise sources in semiconductor 

devices [1]. The thermal noise comes from the random thermal motion of carriers, which 

shares similar properties with Brownian motion that is of much larger scale. Shot noise 

 

Fig. 1.1. Noise spectrum when both white noise and 1/f noise are present.  
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occurs when the carriers travel in a random but independent way so that their arrival time 

follows Poissonian distribution, e.g., the current flow in a Schottky-barrier diode. 

1.2 Future Nanoscale MOSFETs 

The metal-oxide-semiconductor field-effect transistor (MOSFET) has been the most 

dominant fundamental building block of modern integrated circuits due to its low cost of 

production and ease of integration. Driven by the economic demand, the semiconductor 

industry over the past thirty years has been following the Moore’s law [2], which is an 

empirical observation that states the number of transistors per chip doubles every 2 to 3 

years when a new technology node is introduced, as shown in Fig. 1.2. The trend has 

slowed down in recent years when the scaling has started to hit the limits caused by physics 

as well as economics. For example, the scaling may finally run up against the limits of 

optical lithography. Although it might be overcome due to technological advance, the cost 

could be prohibitive [3],[4]. 

The scaling of the MOSFETs has been the main engine of driving the improvement of 

device performance. With reduced channel length, not only can the chip hold more 

transistors per unit area, the individual transistor can also perform faster due to the reduced 

travel time for the carriers in the channel. In modern technology nodes, this results in very 

high cutoff frequency (fT) and maximum oscillation frequency (fmax) in the hundreds of 

GHz. According to 2012 International Technology Roadmap for Semiconductors [6], 

multi-gate MOSFETs with 15.3-nm gate length can achieve 710 GHz and 622 GHz for fT 
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and fmax, respectively. This opens up the possibility for nanoscale CMOS technology as a 

potential candidate for sub-THz applications [7].  

However, the scaling does not come without a price. The long-channel theory starts to 

deviate from the actual device performance as the channel length enters the sub-μm regime. 

As the channel length shrinks further, various short channel effects are introduced in the 

modeling of the transistors. The most prominent ones include the channel length 

modulation (CLM) effect, the mobility degradation effect due to the high field, and the 

drain-induced barrier lowering (DIBL) effect, most of which have deleterious effects on 

the transistor performance [8]. For example, the CLM effect causes the reduction of the 

 

Fig. 1.2. Moore’s law in action: number of transistors on an integrated circuit vs. year [5]. 
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channel resistance, which contributes to the decreasing intrinsic gain of shorter-channel 

devices. Researchers have made great progress in finding new device designs that can 

alleviate, if not overcome, those effects. Some of the new designs, which are still based on 

the MOSFET structure, are already highly successful, like FinFET [9] and the Silicon-on-

Insulator (SOI) MOSFET [10]. There are also silicon-based designs that are still in a 

research and development stage, like the junction-less transistor (JLT) using silicon 

nanowires [11]. Alternative materials that have significantly higher carrier mobility have 

also been considered as the channel material, e.g., the 2-dimensional MoS2 sheets [12] and 

1-dimensional carbon nanotubes [13].  

For very short-channel MOSFETs, as well as these novel transistors, recent modeling 

research has replaced classical drift-diffusion transport with ballistic transport [14],[15]. 

When the transistor channel is so short and the carriers move so fast, there is not enough 

time for carriers to reach thermal equilibrium before reaching the drain terminal. This 

undermines the thermal equilibrium assumption which is the foundation of the traditional 

drift-diffusion model. The transition from drift-diffusion transport to ballistic transport 

marks a major shift, although still ongoing, in understanding how modern transistors work.  

1.3 High-Frequency Noise Modeling for MOSFETs 

The understanding and modeling of high-frequency noise sources in MOSFETs are 

essential for the CMOS technology to be used in radio-frequency (RF) applications. 

Research in high-frequency noise modeling of MOSFET has been a driving force to 

address the signal-to-noise ratio dilemma in deep sub-micron MOSFETs for radio-
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frequency integrated circuits [16],[17]. The continuous downscaling enables the MOSFETs 

to operate at faster speed and smaller power supply voltage, but somehow does not 

improve, or even degrades, their noise performance. This will cause the noise issue to be 

more prominent and noise modeling more important in the future of RF microelectronics. 

Noise modeling for MOSFETs usually lags behind the DC and AC modeling because 

of the fact that it has to be based on the latter, as well as the complexity of noise 

measurements and noise source extraction. Based on the high-frequency small-signal 

equivalent circuit of a MOSFET, e.g., Fig. 1 in [18], the accompanying noise sources 

include the thermal noise generated by the linear resistive elements, including the gate 

resistance Rg, the series resistance at the source and the drain, and the resistive elements in 

the substrate network. They also include the two noise sources generated by the internal 

part of the device, i.e., the channel noise that appears in the drain current and the induced 

gate noise. The induced gate noise is caused by coupling of the channel noise through the 

gate oxide capacitance to the gate terminal when the MOSFET is working at high 

frequencies and is therefore usually correlated to the channel noise and dependent on the 

frequency. As the channel lengths of the MOSFETs scale down, the coupling becomes 

weaker and thus the induced gate noise less important at the same frequency. Among all 

these noise sources, the channel noise is the most dominant and complicated one [19] that 

attracts most attention from researchers. In this work, we will focus on the modeling of the 

channel noise of MOSFETs.  
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The thermal noise current generated by a linear resistor is proportional to its 

conductance according to the Nyquist’s formula [1]. However, it cannot be directly applied 

to the drain current of MOSFETs due to the non-linear current-voltage characteristics. 

Nonetheless, initial noise modeling of MOSFETs still started from the Nyquist’s formula, 

but by applying it on the microscopic resistive segment of the channel. An integration of 

the noise contribution from all the channel segments can then be taken to find the overall 

drain current noise. For long-channel MOSFETs working in strong inversion and saturation 

region, the drain current noise is derived to be 2/3 of the thermal noise level generated by 

the channel resistance when the drain-to-source voltage is 0 V and the channel behaves like 

a linear resistor [1]. 

However, the noise modeling of MOSFETs is not independent from the previously 

mentioned short-channel effects. Frequently challenged by experimental data showing 

higher noise level than the theoretical prediction, noise modeling has gradually started to 

take into account those short-channel effects, most of which increase the channel noise 

level. Still, recent experimental data suggested that those short-channel effects may not be 

enough to explain the “excess noise” [20] for sub-100-nm MOSFETs. The cause is 

arguably the onset of non-equilibrium transport, which essentially indicates that the noise 

is no longer of thermal origin. 
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1.4 Research Contributions 

Based on the discussions in the previous sections, we address several important issues 

on noise characterization and modeling of nanoscale MOSFETs in this thesis. The major 

contributions of this work can be summarized as follows. 

 A noise factor deembedding algorithm that can work with on-wafer device-under-

tests (DUTs) which are surrounded by four-port parasitic networks is presented. 

The algorithm extends existing noise factor deembedding theories to work in 

situations when there are feedback paths between the output and input ports of the 

DUT. Based on the algorithm, a new noise parameter deembedding approach that 

performs deembedding first and optimization last is presented, together with 

statistical evaluations in comparison to the traditional approach. The proposed 

approach outperforms the traditional approach by being statistically more robust 

and producing less non-physical results. This work is published in [21]. 

 The trend of noise performance for future technologies, including planar MOSFETs 

and III-V quantum well FETs, is presented using the noise sheet resistance as a 

figure of merit. The impact of different process engineering techniques on noise 

performance is predicted. In addition, two accuracy issues on noise receiver 

calibration for high-frequency noise measurement are studied and methods to 

mitigate them are provided. This work is published in [22] and [23].  

 An improved Z-parameter based approach to extract gate resistance at low 

frequencies is presented, as well as statistical evaluation with comparison to other 
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Y-parameter based approaches. Compared to other published methods, the 

proposed approach demonstrates statistical robustness and stability which are 

particularly important for future technology nodes with smaller feature size and 

larger process variations. A method to determine the gate contact resistance is also 

proposed. This work is published in [24]. 

 A consistent interpretation of the channel noise of MOSFETs as suppressed shot 

noise is proposed for both long- and short-channel devices. An easy-to-use 

analytical equation for the suppression factor is presented for MOSFETs working 

in strong inversion and saturation. It can predict the level of shot noise suppression 

for MOSFETs with only two process parameters – threshold voltage and effective 

oxide thickness, which can be easily obtained from DC modeling and experiments. 

This work is published in [25]. 

1.5 Thesis Organization 

This thesis is organized as follows. After the general introduction in Chapter 1, we first 

introduce the noise theory for linear networks in the beginning of Chapter 2. We then 

present a noise factor deembedding algorithm that can deal with an active two-port device 

surrounded by a four-port parasitic network. It solves the problem of noise factor 

deembedding when there are feedback paths between the output and input of a device-

under-test. The algorithm also leads to a new approach to obtain intrinsic noise parameters 

for on-wafer noise measurements by performing deembedding first and optimization last. 

Experimental data of n-type MOSFETs in UMC’s 28- and 90-nm CMOS technologies are 
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used to evaluate the effect of the noise factor deembedding, as well as the optimization-last 

noise parameter deembedding approach. 

In Chapter 3, we present the future trends in noise performance and challenges in noise 

characterization of semiconductor devices. A detailed evaluation of noise performance for 

future nanoscale technologies is carried out using the figure of merit – noise sheet 

resistance. Experimental data are based on devices fabricated using various modern 

nanoscale technologies, including UMC’s 65 nm, 40 nm and 28 nm CMOS technology and 

technologies using III-V materials and quantum-well structures from IBM, MIT, etc. The 

trend for their noise performance is then discussed and recommendations are given for 

improving noise performance. In the second part, the calibration of noise receiver is studied 

on the receiver gain variations caused by the impedance difference of the noise source in 

“hot” and “cold” states, as well as the impedance mismatch between the noise source and 

the tuner. Possible solutions to mitigating the problems are also evaluated and discussed. 

In Chapter 4, we present an improved Z-parameter based approach to extract the gate 

resistance at low frequencies. The effectiveness of this approach, compared with other Y-

parameter based approaches, is verified using 430 samples fabricated in 40-, 55-, 90-, and 

110-nm CMOS technology nodes. The extraction of the channel resistance at zero drain-

source bias and the resistance of the lightly-doped-drain (LDD) region is performed. The 

dependence of the extracted gate resistance on the channel length and process of devices is 

analyzed and discussed. A method to determine the gate contact resistance is also 

demonstrated. 
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In Chapter 5, we present a consistent interpretation of the channel noise of MOSFETs 

as suppressed shot noise for both long- and short-channel devices. An easy-to-use 

analytical equation for the shot noise suppression factor of MOSFETs working in the 

saturation region is derived. The expression only relies on two process parameters - 

threshold voltage and effective oxide thickness, to predict the level of suppression for 

devices in CMOS technology. Together with the shot noise limit, the suppression factor 

can accurately predict MOSFET channel noise. Moreover, the modeled suppression factors 

are compared with experimental values extracted from published experimental data in 180-

nm and 40-nm technologies. 

Finally, in Chapter 6, the thesis is concluded with a summary of the research. 

Discussions for future work that can further this study are also presented. 
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Chapter 2.  

Noise Factor Deembedding 

 

2.1 Introduction 

Besides the device-under-test (DUT), noise measurement systems usually consist of 

many other noisy components such as low-noise amplifiers (LNA), tuners, etc., as well as 

unwanted parasitics that may appear at high frequencies. The raw noise factor measured 

by the noise receiver is contributed by all of the noisy components. In order to obtain the 

noise factor of the DUT, deembedding needs to be performed to remove those contributions 

from the raw reading. The deembedding of noise factors for a cascade of two-ports is 

governed by the well-known Friis’ equation [1], which is further extended to work with 

three-ports, such as baluns, by Abidi et al. [26]. However, they are not suitable for on-wafer 

noise measurements where the intrinsic device is surrounded by parasitics that may cause 

feedback paths between the output and the input ports. The parasitics, which come from 

the probe pads and metal interconnections, have a significant impact on high-frequency 

noise measurements [27]. In this work, we model the parasitics as a general passive four-

port network following [28], which serves the same role as the package in the problem 

formulated for packaged devices [29].  
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The existing deembedding theories developed in [29], and more generally in [30], do 

not allow us to deembed a single noise factor. They only work with full knowledge of the 

four noise parameters of the DUT, namely the minimum noise figure NFmin, the equivalent 

noise resistance Rn, and the magnitude and phase of the optimum source reflection 

coefficient Γopt [31]. The four noise parameters, which determine the noise factor of the 

DUT at any given source admittance, can be computed from at least four noise factor 

measurements. However, due to the large uncertainties in noise measurements, usually 20 

~ 30 noise factors are measured in practice. To achieve better results, various optimization 

algorithms [32]-[42] have been developed for the computation of the noise parameters from 

measured noise factors, most of which are based on the least-squares fitting technique. The 

deembedding of noise parameters also requires the admittance (Y) parameters of both the 

two-port DUT and the four-port parasitics. The admittance parameters of the DUT can be 

computed from the measured S-parameters whereas those of the parasitics from the 

measured S-parameters of properly designed dummy structures, either without an 

equivalent circuit model [28], or modeled as parallel-series [43]-[45] or cascade [46]-[48] 

networks. In summary, existing approaches for on-wafer noise parameter deembedding 

[45]-[48] invariably require to invoke the optimization procedure before the deembedding 

procedure. 

In this section, we first review the noise theory of linear two-port networks, which 

serves as the foundation for the following derivation of the noise factor deembedding. The 

proposed noise factor deembedding algorithm extends the noise theory of linear networks 

to enable direct deembedding of noise factors for an active two-port surrounded by a 
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passive four-port. This algorithm also leads to a new approach to obtain the intrinsic noise 

parameters for on-wafer noise measurements by performing deembedding first and 

optimization last. Following the theoretical derivations, we present the verification of the 

noise factor deembedding algorithm using idealized data. The optimization-last approach 

is then evaluated using devices fabricated in 90-nm and 28-nm CMOS technology from 

United Microelectronics Corporation (UMC). 

2.2 Noise Theory of Linear Two-Port Networks 

In this section, we present the fundamental noise theory of linear two-port networks 

that has already been established in the literature. It serves as the basis for the subsequent 

noise deembedding theories, and it is presented here for the completeness of the derivation 

and the ease to follow through. 

2.2.1 Noise Factor and Noise Parameters 

A linear two-port network with internal noise sources, no matter how many and how 

complicated, can be simplified as a noise-free two-port network with two explicit noise 

current sources, as shown in Fig. 2.1 (a) [49]. To calculate the noise parameters of the two-

port in Fig. 2.1 (a), we first convert it to Fig. 2.1 (b) with one noise voltage source and one 

noise current source. With the help of the admittance (Y) parameters of the noise-free two-

port, the conversion of the two noise representations can be written as [49] 

 2

21

1
u i

Y
    (2.1) 
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and 

 11
1 2

21

Y
i i i

Y
  .  (2.2) 

The noise sources i and u can be correlated. We assume partial correlation and denote the 

uncorrelated part of i as iun [49], i.e., 

 un cori i uY    (2.3) 

and 

 * 2

cori u Y u    (2.4) 

where * means complex conjugate and the bar means average over time. Power spectral 

density of the noise sources, which are all thermal, can be expressed as the noise generated 

by an equivalent resistance or conductance, i.e., 

 2

04 uu kT f R   ,  (2.5) 

 2

04 ii kT f G   ,  (2.6) 

and 

 2

04un uni kT f G   .  (2.7) 

 

Fig. 2.1.  Two representations of a noisy linear two-port network: (a) a noise-free two-port 

with two noise current sources i1 and i2; (b) a noise-free two-port with a noise voltage source 

u and a noise current source i [49]. 
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Based on (2.3) and (2.4), we have the following relation between the them, 

 
2| | .i un cor uG G Y R    (2.8) 

When the noisy two-port is connected to a signal source, it will add extra noise to the 

signal and thus degrade the signal-to-noise ratio (SNR). The noise factor is a measure for 

the degradation of the SNR when the signal is processed by a noisy component. By 

definition, the noise factor is the ratio of the total available noise power per unit bandwidth 

at the output port and its portion due to the noise at the input port at the standard 

temperature T0 = 290 K [31], i.e., 

 

0

,

290 K

o av

av i T

N
F

G N


   (2.9) 

where Gav is the available gain of the network, No,av is the available noise power at the 

output port, and Ni is the noise power generated by the source. In engineering practice, the 

logarithmic scale of noise factor, which is called noise figure (NF), is also widely used, i.e., 

 lo (10 g ).NF F    (2.10) 

The theoretical lower limit of noise factor is 1, which corresponds to noise figure of 0 dB. 

In this work, noise factor is used in all sections for clarity.  

Based on the definition in (2.9), to calculate the noise factor of a noisy two-port, we 

need to provide an input noise source. Fig. 2.2 shows a noisy two-port network with an 

input noise source that has an admittance YS and an equivalent noise current iS [31]. Since 

the noise-free two-port does not alter the noise factor and the equivalent noise sources 
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appear at its input, the noise factor can be expressed as the ratio of the total noise power to 

the noise power of the input source only, i.e., 
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  (2.11) 

where GS is the real part of YS. Substituting (2.8) into (2.11), we can simplify the latter as 

 

2 2

2 2 2 2

| | | |
1
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1 .

i cor u cor S u
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S
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F
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 
  

       
 

  (2.12) 

 

Fig. 2.2. A noisy two-port network with an input noise source that has an admittance of 

YS and equivalent noise current iS [31]. It is used to calculate the noise factor, as well as to 

derive the noise parameters.  
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To achieve the minimum noise factor Fmin, we can use the derivatives of F with respect to 

BS and GS and make them equal zero. The resulting optimum values for BS and GS are called 

Bopt and Gopt [31], which are given by 

 opt corB B    (2.13) 

and 

 
2 .i

opt cor

u

G
G B

R
    (2.14) 

The minimum noise factor Fmin happens when BS = Bopt and GS = Gopt, which is given by 

 min 1 2 ( )u cor optF R G G   .  (2.15) 

Based on Fmin, the noise factor F can then be expressed as a function of the source 

admittance YS, i.e., 

 
2

min
n

S opt

S

R
F F Y Y

G
     (2.16) 

where Rn is the same as Ru and is called the equivalent noise resistance. Here the noise 

factor F is contributed by two terms with the first being the minimum achievable noise 

factor Fmin when YS = Yopt and the second being the increase of noise factor due to mismatch 

between the two admittances. In (2.16), there are four coefficients by counting the complex 

admittance Yopt as two, namely the minimum noise factor Fmin, the equivalent resistance 

Rn, and the real and imaginary parts of the optimum source admittance Yopt. The four noise 

parameters can fully describe the noise properties of the two-port network based on (2.16)

which gives the noise factor at any given source admittance. 

Another widely used noise factor expression is in terms of the reflection coefficient Γ, 
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2

min 2 2
0

4

1 1

opt Sn

opt S

R
F F

Z

 
 

  
  (2.17) 

where ΓS is the source reflection coefficient and Γopt is the optimum reflection coefficient. 

The reflection coefficients are more intuitive with the help of Smith Chart and can be 

converted to admittance values using 

 0

1

1
Y Y



 

  (2.18) 

and reversely using 

 0

0

Y Y

Y Y


 


  (2.19) 

where Y0 is the characteristic admittance.  

2.2.2 Computation of Noise Parameters 

In practice, the noise parameters are not directly measured but computed from a number 

of measured noise factors. From (2.16), we can view the four noise parameters as the 

coefficients and the source admittance YS as the variable. Theoretically, with four noise 

factor measurements at different YS values, we will be able to solve for the four coefficients. 

However, due to the large uncertainties in noise measurements, usually 20 to 30 noise 

factors are measured to over-determine the coefficients. To achieve better results for the 

noise parameters, various optimization algorithms have been developed for their 

computation [32]-[42], most of which are based on the least-squares fitting technique. Due 

to the statistical nature of the noise parameter computation procedure, it is also broadly 

called the optimization procedure. 
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One of the earliest noise parameter calculation method comes from Lane [32] and 

remains effective. In Lane’s method, the noise factor expression (2.16) is cast in a form 

that is linear with respect to four new parameters A, B, C, and D, i.e., 

 
2

S S
S

S

C BG DB
F A BG

G

 
     (2.20) 

where the four new parameters are related to the noise parameters by 

 
2

min 4F A BC D   ,  (2.21) 

 nR B ,  (2.22) 
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2
opt

BC D
G

B


  , (2.23) 

and 

 
2

opt

D
B

B


 .  (2.24) 

By applying least-squares fitting algorithm on the linear equation (2.20) with at least four 

noise factors measured at their corresponding source admittances, we can find the optimum 

values for the parameters A, B, C, and D, and thus the four noise parameters. Thereafter, 

many research efforts [33]-[42] have been contributed to improve the accuracy and 

robustness of the noise parameter computation procedure, yet it remains a hard problem 

when the measurement errors are large. In this work, Lane’s method is used for the noise 

parameter computation for its simplicity and effectiveness on the given data sets. 

2.2.3 Noise Correlation Matrices 

The noise property of a noisy two-port network can be fully described by the previously 

introduced four noise parameters. Alternatively, for the same purpose, we can also utilize 
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the noise correlation matrices which provide a matrix representation of the noise properties 

of the network. Their definitions and related derivations are presented as follows. 

Based on the two representations of noisy linear two-port in Fig. 2.1, we can define the 

normalized noise correlation matrix in admittance form CY and chain form CA as [30],[51] 

 
1 2

1

2

1

2

2 2

1

4
Y

i i i

i ifkT i





 
 
 




C   (2.25) 

and 

 

2

2

1
.

4
A

f

u ui

kT u i i





 










C   (2.26) 

The two matrices can be converted to each other with the help of the admittance parameters 

Y of the two-port. We can recall the conversion between the noise sources (2.1) and rewrite 

it in the matrix form 

 
1 11

2 21

1

0

i Y u

i Y i

     
     

     
  (2.27) 

and 

 
21 1

11 21 2

0 1
.

1

Y iu

Y Y ii

    
     

     
  (2.28) 

Thus, based on the definition of the correlation matrices, we have 

 
†

Y A A AC T C T   (2.29) 

and 

 
†

A Y Y YC T C T   (2.30) 

where † means conjugate transpose, and TA and TY are the two transformational matrices 

given by 



Chapter 2. Noise Factor Deembedding 

22 

 
11

21

1

0
A

Y

Y

 
  

 
T   (2.31) 

and 

 
21

11 21

0 1

1
Y

Y

Y Y

 
  

 
T .  (2.32) 

Here TA and TY are reciprocal, i.e., 

 2.Y A T T I   (2.33) 

The noise correlation matrices are equivalent with the four noise parameters in the 

sense that they can both fully describe the noise properties of the linear two-port. Therefore, 

it is possible to convert between them. Using the definition in (2.25) and recalling (2.5) ~ 

(2.7), we can express CA as 

 

min

2min

1

2
.

1
| |

2

n n opt
n cor n

A

cor n i
n opt n opt

NF
R R Y

R Y R

NFY R G
R Y R Y




 
  

    
   

  

C   (2.34) 

For CY, we can directly use (2.29) to convert from CA. 

2.2.4 Noise Factor in Terms of Noise Correlation Matrices 

In the previous derivations, the noise factor is expressed as a function of the noise 

parameters and meanwhile the noise parameters are equivalent with the noise correlation 

matrices. Therefore, it is possible to express the noise factor in terms of the noise 

correlation matrices. Based on the noise factor expression in (2.11), we can rewrite the 

noise factor in terms of the noise sources i and u, and the source admittance YS and its real 

part GS by 
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F i Y u
kT f G

  
 

  (2.35) 

Then we can rearrange the terms and express the |⋅|2 term in the form of matrix products, 

i.e., 

  
†2

2

2
4 ( 1) 1

1

S

SS S

u ui Y
kT f F i Y

i
G u Y

u i





   
       
  


 

.  (2.36) 

With the definition of CA in (2.26) and the two-element vector tA defined as 

 
1

,S
A

S S

Y

G G

 
  
  

t   (2.37) 

we can reach the following compact form of noise factor as 

 
†1 .A A AF   t C t   (2.38) 

Similarly, by using the conversion equation (2.30), we can also write F in terms of CY by 

 
†1 Y Y YF   t C t   (2.39) 

where the vector tY is  

 11

21

1
1 .S

Y A Y

S

Y Y

YG

 
   





t t T   (2.40) 

Here, we have successfully arrived at the matrix representation of the noise factor using 

(2.38) or (2.39). As will be seen in the following derivation, it serves as the essential bridge 

that connects noise factor to deembedding theories based on noise correlation matrices. 
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2.3 Noise Factor Deembedding 

The last section is about the noise theory of the linear two-port network itself and the 

case where only an input noise source is present. In practice, the two-port network, or the 

DUT, works together with other components in the system. The configuration can vary, 

e.g., a cascade of two-ports, two-port surrounded by a four-port parasitics, etc. In these 

cases, the directly measured noise factor is not for the DUT itself, but for the combination 

of networks. Deembedding has to be performed in post-processing to achieve the noise 

factor of the target device.  

2.3.1 Deembedding Noise Factors for Two- and Three-Ports 

The well-known Friis’ equation can handle the deembedding of noise factors for two-

ports in a cascade configuration, which takes the following form [1] 

 32
1

1 1 2

11
,total

FF
F F

G G G


      (2.41) 

where Ftotal is the overall noise factor, Fi and Gi are the noise factor and gain, respectively, 

for the two-port networks connected in cascade, as shown in Fig. 2.3. If the noise factor of 

one of the networks is unknown but Ftotal is measured, it is possible to rearrange the 

equation and solve for it. This can be counted as a form of noise factor deembedding for a 

cascade of two-port networks. 

Abidi and Leete [26] extended the Friis’ equation to three-port devices, such as baluns 

that are used to convert between single-ended signal and differential signal. Fig. 2.4 shows 
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the two-port DUT, which is a differential amplifier, surrounded by two baluns. The baluns 

are three-port devices that can split power from its input port equally to the two output 

ports, or combine power if connected in the reverse way. The noise factor and gain of the 

two baluns can only be measured in single-ended mode. If we denote the noise factor and 

gain of the input balun as F1 and G1, those of the output balun as F2 and G2, and those of 

 

Fig. 2.3. A cascade of two-port networks with their noise factor as Fi and gain as Gi, where 

i = 1, 2, 3… The overall noise factor can be expressed as a function of each component’s 

noise factor and gain using Friis’ equation [1]. 

 

 

Fig. 2.4.  Two-port DUT (differential amplifier) surrounded by two baluns [26]. The 

baluns are three-port devices that can split power from its input port equally to the two output 

ports, or combine power in the reverse way. (© 2015 IEEE.) 
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the DUT as F and A, respectively, the overall noise factor of the system can be expressed 

as [26] 

 2
1

1 1

21 1 1 1
.

2 2 4
total

FF
F F

G AG


     (2.42) 

It can be easily applied to deembedding once the gain and noise factors of the baluns, as 

well as those of the system, are measured. 

In both the two-port and three-port cases described above, the input and output ports 

are isolated and the latter cannot interfere with the former. However, for on-wafer DUTs 

where the parasitics can form a complicated network and introduce feedback paths from 

the output to the input ports, the Friis’ equation and its extended three-port variant cease to 

work. Existing theories for noise deembedding for this kind of problems are based on noise 

correlation matrices, or equivalently the four noise parameters. Noise factor deembedding 

in this situation remains unsolved.  

2.3.2 Deembedding Noise Parameters for Four-Port Parasitics 

In this subsection, we review the existing theories for noise parameter deembedding 

with four-port parasitics, which also serve as the theoretical foundation for the subsequent 

derivation on noise factor deembedding. 

The device-under-test (DUT) on a wafer, also known as the extrinsic device, can be 

modeled as a two-port intrinsic device enclosed by a four-port parasitic network. As 

defined in Fig. 2.5, the extrinsic device can be modeled by two-port admittance matrix Yex 
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and corresponding noise correlation matrix Cex whereas the intrinsic device by Yin and Cin. 

These matrices, namely Yex, Cex, Yin, Cin, are all 2x2 matrices. The four-port parasitic 

network can be modeled by a 4x4 matrix Yp which can be further partitioned as [29],[30] 

 
ee ei

p

ie ii

 
  
 

Y Y
Y

Y Y
  (2.43) 

where the subscript e refers to the extrinsic ports (1-1’ and 2-2’) and the subscript i refers 

to the intrinsic ports (3-3’ and 4-4’). Based on the assumption that the four-port parasitic 

network is linear and passive, its noise correlation matrix can be written as [29],[50] 

 
0

Re( )p p

T

T
 YC   (2.44) 

where T is the ambient temperature and T0 is the standard reference temperature 290 K.  

Based on the configuration of the networks shown in Fig. 2.5, it is possible to derive 

the mathematical relations among the admittance matrices and noise correlation matrices, 

which serve as the foundation for the deembedding of noise parameters. To express 

extrinsic quantities using intrinsic quantities, we have 

  
1

ex ee ei ii in ie


  Y Y Y Y Y Y   (2.45) 

and 

 
† †

in in p inex in in  PC D C D C P   (2.46) 

where Din and Pin are transformational matrices that are given by 

 
1( )in ei ii in

  D Y Y Y   (2.47) 

and 

  2in inP I D .  (2.48) 
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On the other hand, the reverse direction of the above equations can also be derived as 

  
1

in ie ee ex ei ii


  Y Y Y Y Y Y   (2.49) 

and 

 
† †

ex ex exin ex p ex C D C D C PP   (2.50) 

where Dex and Pex are given by 

 
1( )ex ie ee ex

  D Y Y Y   (2.51) 

and 

  2ex exP D I .  (2.52) 

In addition, Din and Dex are reciprocal matrices, i.e., 
1

in ex

D D . Based on the above noise 

deembedding theory using noise correlation matrices, we will derive the noise factor 

deembedding theory in the next subsection. 

 

Fig. 2.5.  Admittance matrices and noise correlation matrices of the 2-port extrinsic device 

(Yex and Cex), the 4-port parasitics (Yp and Cp) to model the probe pads and metal 

interconnections, and the 2-port intrinsic device (Yin and Cin). (© 2017 IEEE.) 
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2.3.3 Deembedding Noise Factor for Four-Port Parasitics 

By applying the noise factor equation (2.39) on the extrinsic device and using subscript 

ex to indicate extrinsic quantities, we can express its noise factor as 

  
†

1 ex ex exe ex ex xF   t T C t T   (2.53) 

where 
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1ex

ex S
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T   (2.55) 

Similarly, by changing the subscript or superscript ex to in, we can express the noise factor 

of the intrinsic two-port network as 

  
†

1in in in in in inF   t T C t T   (2.56) 

where  
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  
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T   (2.58) 

By substituting Cex in (2.53) using (2.46), we can write  

 1ex p inF F F     (2.59) 

where ΔFp and ΔFin are the contribution of the package and the intrinsic device to the 

extrinsic noise factor, respectively, and they are defined as 

   †)(p ex ex p ex exF  t T C T PtP   (2.60) 
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and 

   †( )in ex ex i ex exnF  t T D C t T D .  (2.61) 

To find the relationship between Fin and Fin, we define  

   1

in ex ex in

 t t T D T   (2.62) 

which is a two-element complex row vector, and use complex scalar a and b to denote its 

two elements, i.e., 

    1in a b b a b   t . (2.63) 

Then we can rewrite the contribution of the intrinsic device to the noise factor (2.61) as 

  
†

in in in in in inF   t T C t T   (2.64) 

which has the same format as the 2nd term in (2.56) except tin being replaced by in
t . This 

suggests that in
t  has the same characteristic as tin. Comparing their formats in (2.57) and 

(2.63), we can then define the source admittance seen by the intrinsic device 
in

SY  as 

 
in

SY a b .  (2.65) 

In order to connect the contribution of the intrinsic device to the extrinsic noise factor ΔFin 

given by (2.64) with the intrinsic noise factor Fin given by (2.56), we can derive the ratio 

between ΔFin and Fin – 1 as 
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Given that ΔFin can be separated from extrinsic noise factor using (2.59), we can then reach 

the expression for the intrinsic noise factor of the device as 

 
R

.
( )

1
e

in
in

a
F

b

F



    (2.67) 

Therefore, with a and b being the two elements of in
t  given by (2.62), and ΔFin given by 

(2.64), the intrinsic noise factor Fin and source admittance 
in

SY  are achieved using only the 

extrinsic noise factor and the admittance parameters of the DUT and the parasitic network 

based on (2.65) and (2.67). 

Based on the equations derived, we can summarize the noise factor deembedding 

procedure as follows: 

Part 1: Data Preparation 

1. Measure the S parameters of the DUT and convert them to the admittance form Yex. 

2. Measure the S parameters of the dummy structures and compute the four-port 

admittance matrix Yp (depending on the modeling of the parasitics). 

3. Measure the noise factor Fex of the DUT together with the corresponding source 

admittance
S

exY  . 
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Part 2: Calculation 

4. Calculate the intrinsic admittance matrix Yin using (2.49), and the transformational 

matrices D and P using (2.47). 

5. Calculate the extrinsic matrices tex and Tex using (2.54) and (2.55), and the intrinsic 

matrix Tin using (2.58), respectively. 

6. Calculate Cp using (2.44) and ΔFp using (2.60). 

7. Calculate ΔFin by ΔFin = Fex – 1 – ΔFp based on (2.59). 

8. Calculate the matrix  using (2.62), and thus its two elements a and b. 

9. Finally, calculate the intrinsic source admittance 
S

inY  using (2.65) and noise factor Fin 

using (2.67). 

 

2.3.4 New Approach for Deembedding Noise Parameters  

The theory described in the previous subsection complements the existing noise factor 

deembedding theories. It enables the de-embedding of a single noise factor for an active 

two-port surrounded by a passive four-port without requiring the four noise parameters. 

Nevertheless, the theory can be applied to noise parameter de-embedding. 

Traditional approaches for noise parameters deembedding are built upon the theory 

introduced in Section 2.3.2 which relies on the complete noise information of the DUT, i.e., 

the four noise parameters or the noise correlation matrices. It indicates that they invariably 

require invoking the optimization procedure to obtain the noise parameters before 

performing the deembedding procedure. Fig. 2.6 (a) shows the workflow for traditional 

noise parameter deembedding approaches, in which the optimization is first performed to 

in
t
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compute the extrinsic noise parameters from extrinsic noise factors, and then followed by 

the deembedding to obtain the intrinsic noise parameters. 

With the proposed noise factor deembedding algorithm, it is no longer required to have 

the complete noise parameters of the DUT before deembedding can be performed. This 

leads to a new approach for noise parameter deembedding in which we can first deembed 

the extrinsic noise factors and then run optimization to obtain the final intrinsic noise 

parameters. The workflow of the new approach is shown in Fig. 2.6 (b). 

If we compare the two operations involved in those approaches, the deembedding is an 

arithmetic operation that works on measured S-parameters of the parasitics with 

 

Fig. 2.6.  Workflow for (a) traditional noise parameter deembedding approaches that 

perform optimization first and deembedding last; and (b) the proposed noise parameter 

deembedding approach that does deembedding first and optimization last. 
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deterministic effects, while the optimization is a statistical operation that is relatively 

flexible. It happens in traditional approaches that the optimization produces extrinsic noise 

parameters that are physical, but the subsequent deembedding results in nonphysical values, 

such as Fmin < 1 or |Γopt| = 1 for the intrinsic noise parameters [42]. The proposed noise 

parameter deembedding approach can improve this situation by having the optimization as 

the last procedure, which can introduce the certain constraints to avoid the nonphysical 

values.  

In addition, the noise factor deembedding algorithm can be used to examine the quality 

of the measured noise factors. For the extrinsic noise factors to be physical, we need to 

ensure Fex > 1; after deembedding, we can recover another constraint that Fin > 1 for the 

intrinsic noise factors. It can be utilized by a data screening process to remove the 

nonphysical data points that may not appear to be by first look. In the proposed approach, 

this helps to improve the quality of input data for the optimization procedure and thus 

reduce the chance of the final intrinsic noise parameters being nonphysical.  

2.3.5 Modeling Parasitics Using OPEN and SHORT Structures 

Before we proceed to work with experimental data, another practical problem is the 

modeling of the parasitics. Physically, the parasitics of the DUTs in on-wafer noise 

measurements mainly come from the probe pads and metal interconnections. The proposed 

noise factor deembedding algorithm only requires the parasitics can be considered as a 

passive and linear four-port network whose admittance matrix Yp can be extracted from 
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measurements. Due to the passive nature of the parasitics, the noise they add to the system 

is purely resistive noise and the corresponding noise correlation matrix is given by (2.44).  

In practice, to extract the parasitic elements, it is necessary to have properly designed 

dummy structures on which the S parameter measurements can be performed. The dummy 

structures usually come with circuit models based on which the parasitic elements can be 

extracted. Existing models for the parasitics include parallel-series networks [43]-[45], 

cascade networks [46]-[48], as well as a general passive four-port network [28]. In the 

following, we will construct the four-port parasitic matrix Yp based on one of the 

established parasitic models. 

The parallel-series method using OPEN and SHORT dummy structures for modeling 

on-wafer parasitics is widely used in industry. It is relatively easy to implement and yet 

sufficiently accurate in the frequency range in this study as demonstrated in [44]. In 

practice, on-wafer OPEN and SHORT dummy structures are carefully designed to simulate 

the surroundings of the DUT. Their S-parameters are then measured and used in 

deembedding both S- and noise parameters of the DUT. A typical model of the OPEN and 

SHORT structures is shown by the equivalent circuits in Fig. 2.7 [44]. The OPEN structure 

can be modeled as a π network with three admittance elements Y1, Y2, and Y3. Therefore, 

its admittance matrix can be written as 

 
1 2 2

2 2 3

.open

Y Y Y

Y Y Y

  
  

  
Y   (2.68) 
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The SHORT structure can be modeled by adding a T network of three impedance elements 

Z1, Z2, and Z3 in parallel with the OPEN network. As a result, its impedance matrix can be 

written as  

 
1 2 21

2 2 3

short open short open

Z Z Z

Z Z Z


 

     
 

Z Z Z Y   (2.69) 

where Zopen is the impedance matrix of the OPEN structure 
1

open open

Z Y  and short
Z  is the 

impedance matrix of the T network formed by Z1, Z2, and Z3. 

 

Fig. 2.7.  Equivalent small signal circuits of (a) OPEN and (b) SHORT dummy structures 

[44]. Here Y1, Y2, Y3 and Z1, Z2, Z3 are complex admittances and impedances, respectively. 
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With all the admittances Y1, Y2, and Y3 and impedances Z1, Z2, and Z3, we can draw the 

four-port model of the parasitics as shown in Fig. 2.8. The overall extrinsic device can be 

seen as the intrinsic device in series with the T network, and then in parallel with the π 

network. Therefore, we can express the relation between extrinsic admittance matrix Yex 

and intrinsic admittance matrix Yin as 

 
1 1( )ex open short in

   Y Y Z Y   (2.70) 

and 

  
1

1( )in ex open short


   Y Y Y Z .  (2.71) 

This is also the basis of how deembedding is performed traditionally based on OPEN and 

SHORT structures.  

 

Fig. 2.8. Equivalent circuit of the four-port parasitic network. The admittance values of 

Y1, Y2, and Y3, and the impedance values of Z1, Z2, and Z3 are extracted from the measured S-

parameters of the OPEN and SHORT dummy structures. The noise factor deembedding 

algorithm is independent of the modeling of the parasitics as long as they can be represented 

as a linear passive four-port network. (© 2017 IEEE.) 
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The previously introduced noise factor deembedding algorithm does not depend on the 

specific OPEN-SHORT model. It only requires the parasitics to be a linear passive four-

port network. In this case, to implement the algorithm, we will need to construct the four-

port admittance matrix based on the equivalent circuit in Fig. 2.8, which can be achieved 

by the method of nodal analysis. Based on the nodal assignments as shown in Fig. 2.9 and 

using the Kirchhoff’s current law (KCL), we can describe the equivalent circuit using a 

5x5 matrix by 

 

1 2 4 2 4

2 2 3 6 6

, 4 4

6 6

5

0 0

0 0

0 0 0

0 0 0

0 0 0 0

p raw

Y Y Y Y Y

Y Y Y Y Y

Y Y

Y Y

Y

    
 

   
 
  
 

 
  

Y   (2.72) 

 

Fig. 2.9.  Equivalent circuit of the parasitics with nodal assignments. Nodal elimination is 

required to reduce node (5) and achieve the 4x4 matrix Yp. 

Y1 Y3

Y2

Y4 Y6

Y5

(1) (2)(3) (4)

(5)



Ph.D. Thesis – X. Chen McMaster University – Electrical and Computer Engineering 

39 

where Y4 = 1 / Z4, Y5 = 1 / Z5, and Y6 = 1 / Z6. To reduce node (5) and achieve the 4x4 

admittance matrix Yp, we can use the method of nodal elimination and each element in Yp 

can be obtained by  

 
5 5'

55

,  where 1 5 and 1 5.
j i

ij ij

Y Y
Y Y i j

Y


        (2.73) 

2.4 Experimental Results and Discussions 

In this section, we will perform verification of the proposed deembedding algorithm 

using idealized data, as well as evaluation of the deembedding-first and optimization-last 

approach for noise parameter deembedding against the traditional approach. 

2.4.1 Verification of the Noise Factor Deembedding Algorithm 

Verification of the noise factor algorithm can be performed using idealized data which 

are free from measurement uncertainties. The procedure is shown by the workflow in Fig. 

2.10. For the input, we prepare a sample set of extrinsic noise parameters as well as sample 

admittance matrices of the extrinsic device Yex and the parasitics Yp, all of which are chosen 

to resemble real experimental data. The parasitic matrix Yp is constructed using (2.72) and 

(2.73) based on the OPEN-SHORT model. The element values in the OPEN-SHORT 

equivalent circuits are extracted from measured S-parameters of the dummy structures. The 

intrinsic device is modeled after the internal part of the MOSFET model with noise sources 

in Fig. 1 in [18]. The values of the elements and noise sources are extracted from measured 

S-parameters and noise parameters. Based on the models for the parasitics and intrinsic 
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device, as well as the corresponding element values, the extrinsic admittance matrix Yex 

and noise parameters NPARex can be calculated at any given frequency, which serve as the 

input data for the verification procedure. 

On one hand, shown by the bottom branch in the workflow, we can directly compute 

the intrinsic noise parameters using the noise parameter deembedding theory introduced in 

Section 3.3.2. On the other hand, shown by the top branch, we can also generate a number 

of (≥ 4, usually more than 20) source admittances YSex and calculate the corresponding 

extrinsic noise factors using (2.16); we then feed them into the proposed noise parameter 

deembedding approach, i.e., first noise factor deembedding to get the intrinsic noise factors 

and then optimization to get the intrinsic noise parameters. For the optimization algorithm, 

NPARex

Randomly- 

Generated YS,ex

Fin

YS,in

NPARin,1

Proposed Noise Factor 

Deembedding Algorithm

Least-Squares

Fitting

Fex

YS,ex

NPARin,2

Noise Parameter

Deembedding

Flow 1

Flow 2

 

Fig. 2.10.  Workflow of the verification procedure for the noise factor deembedding 

algorithm. NPAR stands for noise parameters, F for noise factors, and YS for the corresponding 

source admittances. The subscripts “ex” and “in” represent the quantity for the extrinsic or 

intrinsic device, respectively. 
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we choose to use Lane’s least-squares fitting method for its simplicity. In fact, for idealized 

data without measurement errors, all the optimization algorithms should produce the same 

results. Finally, by performing both branches independently, it is found that the difference 

in the resulted intrinsic noise parameters is at a level dominated by machine precision. This 

proves the numerical accuracy of the proposed noise factor deembedding algorithm.  

2.4.2 Visualization of the Deembedded Noise Factors 

The proposed noise factor deembedding algorithm deducts the contribution of the 

parasitics from the extrinsic noise factor, as well as modifies the extrinsic source reflection 

coefficient to obtain the intrinsic value seen by the intrinsic device. To visualize the noise 

deembedding algorithm in action, we compare the noise factors and the corresponding 

source correlation matrices before and after deembedding using experimental data. The 

measured extrinsic noise factors come from an exhaustive measurement of around 200 

source reflection coefficients that are evenly distributed on the Smith Chart at 20 GHz. The 

noise measurement system is from Focus Microwaves and consists of a noise source, a 

PNA-X microwave network analyzer with noise measurement capability, a microwave 

tuner, a low-noise amplifier, and other peripheral components like microwave switches and 

controllers, as shown in Fig. 3.4 (a). The DUT is an n-MOSFET with W/L = 128 × 1 μm / 

90 nm fabricated in UMC’s 90-nm CMOS technology. It is biased at VGS = 1.0 V and VDS 

= 0.8 V with DC current IDS = 36.8 mA.  

When applying the deembedding algorithm, we still use the OPEN-SHORT model in 

Fig. 2.8 to construct the parasitic matrix Yp. The extracted values for the parasitic elements 
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Fig. 2.11.  (a) Measured extrinsic source reflection coefficients Γex, the corresponding 

deembedded intrinsic source reflection coefficients Γin, and the computed optimum values 

Γex,opt and Γin,opt at 20 GHz for the 90-nm n-MOSFET. (b) The difference between the extrinsic 

noise factors Fex and the deembedded intrinsic values Fin in linear scale, i.e., Fex – Fin, plotted 

against Γex at 20 GHz for the same device. (© 2017 IEEE.) 
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at 20 GHz are Y1 = 0.25 + j8.67 mS, Y2 = 0.05 + j2.14 mS, Y3 = 2.10 + j15.48 mS, Z1 = 0.15 

+j4.18 Ω, Z2 = 0.82 + j0.26 Ω, and Z3 = 0.36 + j4.26 Ω, respectively. Fig. 2.11 (a) shows 

the measured extrinsic source reflection coefficients Γex, the deembedded intrinsic ones Γin 

obtained using the proposed algorithm, as well as the computed optimum values, Γex,opt and 

Γin,opt, at 20 GHz. The shift in Γopt indicates that the parasitic admittance and impedance 

elements, which are largely imaginary, has a strong impact in changing the source 

reflection coefficient seen by the intrinsic device. Fig. 2.11 (b) shows the effect of 

deembedding on the noise factors by plotting the difference between the extrinsic noise 

factors Fex and the intrinsic values Fin in linear scale, i.e., Fex – Fin, against Γex at 20 GHz. 

It shows that the reduction in extrinsic noise factor Fex caused by deembedding is higher 

when the source reflection coefficient Γex is farther away from the optimum value ex,opt. 

2.4.3 Evaluation of the Noise Parameter Deembedding Procedure 

Both S-parameter and noise parameter deembedding depends on the measured data of 

the parasitics. In the OPEN-SHORT method, the S-parameters of the OPEN and SHORT 

dummy structures are measured. Fig. 2.12 shows the S-parameters of the OPEN and 

SHORT structures designed for the 90-nm n-MOSFET for the frequency range of 4 to 22 

GHz in Smith charts. Due to their passive nature, the magnitude of the S21 should be smaller 

than unity. Based on the measured S-parameters and the OPEN-SHORT model in Section 

3.3.5, we can deembed the S-parameters of the DUT. The resulted intrinsic S-parameters, 

together with the corresponding extrinsic ones, are plotted in polar plots in Fig. 2.13 for 

the frequency range of 4 to 22 GHz. 
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Fig. 2.12. Measured S-parameters of the OPEN and SHORT dummy structures in Smith 

charts. The frequency range is from 4 to 22 GHz.  
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In the following, we perform noise parameter deembedding using both the traditional 

deembedding-last approach and the proposed optimization-last approach on the measured 

data of the 90-nm n-MOSFET. The procedures are described in Section 3.3.4. The resulted 

noise parameters, namely (a) NFmin, (b) Rn, (c) |Γopt|, and (d) ∠Γopt, are shown in Fig. 2.14. 

The symbols are calculated from around 200 noise factors at each frequency from 8 to 22 

GHz. The error bars show the standard deviation [−σ, +σ] of the two sets of intrinsic noise 

parameters by randomly selecting 24 out of these 200 noise factors each time and repeating 

the calculation for 1000 times. While it is not possible to tell which set of symbols is more 

accurate, it can be observed that the proposed approach generally gives smaller error bars 

than the traditional approach. 

 

Fig. 2.13.  Extrinsic (solid symbols) and intrinsic (empty symbols) S-parameters in a polar 

plot of an n-MOSFET with W/L = 128 × 1 μm / 90 nm biased VGS = 1.0 V and VDS = 0.8 V. 

The frequency range is from 4 to 22 GHz. 
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Fig. 2.14. The extrinsic and deembedded (or intrinsic) noise parameters, namely (a) NFmin, 

(b) Rn, (c) |Γopt|, and (d) ∠Γopt, versus frequency for an n-type 90-nm MOSFET calculated 

from around 200 measured extrinsic noise factors at each frequency. The error bars show the 

standard deviation [−σ, +σ] of the intrinsic noise parameters by randomly selecting 24 out of 

the ~200 noise factors each time and repeating the calculation 1000 times. 
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Fig. 2.15.  Histograms of the 1000 results from previous random runs for (a) NFmin and (b) 

|Γopt| at 20 GHz. 
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Fig. 2.15 shows a closer look at the meaning of the error bars using the histograms of 

(a) NFmin and (b) |Γopt| for the 1000 results at 20 GHz. The proposed method converges 

better than the traditional method with smaller variations. In addition, it also produces less 

non-physical |Γopt|, i.e., |Γopt| ≈ 1, than the traditional method, as shown in Fig. 2.15 (b). 

This suggests that the proposed optimization-last approach is statistically more robust and 

accurate for data with measurement errors or uncertainties.  

We evaluate the proposed optimization-last approach using another set of data which 

is measured on an n-MOSFET with W/L = 64×1 μm/28 nm fabricated in UMC’s 28-nm 

CMOS technology. The DUT is biased at VGS = VDS = 1.05 V with dc current IDS = 34.5 

mA. The noise factors are measured in the frequency range of 11 to 25 GHz and come from 

61 calibrated source admittances at each frequency. By using the parasitics model in Fig. 

2.8 and Lane’s optimization method, we feed the measured data into the two approaches 

described above and plot the resulting noise parameters, i.e., (a) NFmin, (b) Rn, (c) |Γopt|, and 

(d) ∠Γopt, versus frequency in Fig. 2.16. The extrinsic and intrinsic noise parameters are 

obtained by the traditional approach using all these 61 measured extrinsic noise factors. 

The other set of intrinsic noise parameters is from our proposed optimization-last approach 

using the same data. By inspecting the results, we observe that for the final intrinsic noise 

parameters, the proposed approach gives very similar results compared to those obtained 

from the traditional approach. This demonstrates the effectiveness of our proposed noise 

factor deembedding algorithm and the optimization-last approach given large amount of 

measured data points.  
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Fig. 2.16.  The extrinsic and deembedded (or intrinsic) noise parameters, namely (a) NFmin, 

(b) Rn, (c) |Γopt|, and (d) ∠Γopt for a 28-nm n-type MOSFET calculated from 61 measured 

extrinsic noise factors at each frequency. The error bars show the standard deviation [−σ, +σ] 

of the intrinsic noise parameters by randomly selecting 24 out of the 61 noise factors each time 

and repeating the calculation for 1000 times. The insets show the histograms of these 1000 

results for (a) NFmin and (c) |Γopt| at 20 GHz. (© 2017 IEEE.) 
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In practical situations, it is very time-consuming to measure large amount of data points 

at different tuner positions (in this case, 61), and therefore, only 20 ~ 30 source admittances 

are commonly used in practice. To simulate this real-world scenario, we have run a 

statistical evaluation of the two approaches by randomly selecting 24 out of these 61 

measured data points each time and repeating the calculation for 1000 times. The results 

are also shown in Fig. 2.16 with the error bars showing the standard deviation [−σ, +σ] of 

the 1000 results at all the frequencies. The insets in Fig. 2.16 (a) and (c) are the histograms 

of the 1000 results for the intrinsic (a) NFmin and (c) |Γopt| at 20 GHz. We observe that the 

optimization-last approach, in general, provides slightly smaller variations across these 

frequencies compared to the traditional one. The relatively small improvement in this 

particular design is expected because the deembedding, which is an arithmetic operation 

based on measured S-parameters, is not the decisive factor on the error bar sizes. Instead, 

they mainly depend on the design of the DUT, the quality of the measured noise factors, 

and the choice of the optimization algorithm which, in this experiment, are the same for 

both approaches.  

To illustrate the impact of the proposed approach on different designs and see its ability 

of suppressing non-physical results, we perform another experiment by controlling the 

number of data points used in optimization and counting the non-physical occurrences in 

|Γopt| out of 1000 random runs. We run these two approaches using both the 90-nm data 

(216 points in total) and the 28-nm data (61 points in total) at 20 GHz. We choose |Γopt| > 

0.95 as the criteria for it to be considered as non-physical, comparing with the expected 

value of around 0.6 at this particular frequency. The resulted non-physical counts in |Γopt| 
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versus the number of points used in optimization are plotted in Fig. 2.17. An interesting 

trend observed is that the non-physical counts decrease exponentially as we increase the 

number of data points used in optimization for both approaches. In addition, the proposed 

approach outperforms the traditional approach by resulting less non-physical |Γopt| in both 

data sets when using less data points in optimization. The suppression of non-physical 

results is stronger for the 90-nm data than that of the 28-nm data because of bigger probe 

pads (larger parasitics) and smaller gm (lower gain) in the 90-nm design. As a result, the 

parasitics have a stronger impact on the noise deembedding of the 90-nm data than that of 

the 28-nm data. Consequently, the proposed optimization-last approach, by its design, 

works more effectively for the low-gain DUT with large parasitics. 

 

Fig. 2.17. Non-physical counts in |Γopt| out of 1000 random runs versus the number of data 

points used in optimization at 20 GHz. We choose |Γopt| > 0.95 as the criteria for it to be 

considered as non-physical. We measured 216 data points in total for the 90-nm device and 

61 for the 28-nm device. (© 2017 IEEE.) 
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Finally, the improvement above in the proposed approach over the traditional approach 

is established only by exchanging the order of the optimization and the deembedding, 

which is not possible to achieve without the newly developed noise factor deembedding 

algorithm. Theoretical proof of the improvement and its relation with different optimization 

algorithms are still highly desired, but they are beyond the focus of this work. 

2.5 Conclusion 

In this chapter, we present a noise factor deembedding algorithm for an active device 

surrounded by a four-port parasitic network to complement the existing theories. For on-

wafer noise measurements, it enables a new approach to obtain the intrinsic noise 

parameters by performing deembedding first and optimization last. We also use the 

optimization-last approach to prove the accuracy and effectiveness of the proposed noise 

factor deembedding algorithm. Statistical evaluation of the optimization-last approach 

gives slightly smaller standard deviation and less non-physical situations than the 

traditional optimization-first, deembedding-last approach when applied on experimental 

data of an n-type MOSFET fabricated in a 28-nm CMOS technology from UMC. The 

optimization-last approach, however, works more effectively for a DUT with low gain and 

large parasitics as shown in the 90-nm design. Further research on theoretical proof for the 

accuracy enhancement in the optimization-last approach is still highly desired. 
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Chapter 3.  

Challenges in Device Noise Performance and 

Characterization 

 

3.1 Introduction 

The future of the semiconductor industry requires low-power and high-frequency 

solutions for wireless and mobile applications. One of the reasons is that economical 

demands are driving the industry to provide solutions with lower cost per function, more 

functions per chip area and better chip performance. Due to the high-level of integration 

and high unity-gain frequency in the order of hundreds of GHz, CMOS technology is still 

the most competitive candidate for future mobile applications. However, one of the major 

challenges faced by the CMOS technology is the high power density and its resulting heat 

dissipation problem from the chip. The solution to the problem is to reduce the power 

supply voltage Vdd, which has been done together with the scaling of the devices. 

Due to the reduction of the power supply voltage in advanced nanoscale technologies, 

the noise generated by the MOSFET channel becomes not only the major noise source for 

high-frequency circuits working in the order of tens or hundreds of GHz, but also one of 

the most fundamental limitations in analog circuits (e.g., operational amplifiers [52],[53]), 



Chapter 3. Challenges in Device Noise Performance and Characterization 

56 

mixed signal circuit (e.g., analog-to-digital converters [54],[55]), and even for digital 

circuits [56]. The 1/f noise is dominant at low frequency, but can be reduced or eliminated 

by offset-cancellation techniques such as auto-zero configuration [57] and amplifier 

chopping [58],[59]. It leaves the channel thermal noise, which is white noise with constant 

power spectral density across the frequencies of interest, as an important and unavoidable 

issue. Therefore, the characterization and modeling of channel thermal noise in nanoscale 

transistors become critically important. 

3.2 Noise Sheet Resistance as a Figure of Merit 

In recent years, characterization and modeling of the channel thermal noise of 

nanoscale MOSFETs have attracted a lot of attentions, particularly after the much higher-

than-expected noise level reported by Jindal in 1985 [60]. Various short-channel effects 

caused by scaling, which have been included in the DC models of MOSFETs earlier, have 

been used to explain the excess noise above the long-channel prediction, such as the hot 

carrier effect [61] and the channel length modulation (CLM) effect [62]. On the other hand, 

the mobility degradation of the carriers in the channel, which is caused by the high electric 

field, can reduce the channel thermal noise as reported in [64]. 

For circuit applications, circuit designers not only concern about the absolute noise 

level, but also the signal-to-noise ratio (SNR). The previously mentioned short channel 

effects have an impact on the noise performance and the DC and AC performance of 

MOSFETs at the same time. Therefore, when comparing the noise performance of different 

technology nodes, it does not show the full picture if we only focus on the noise level of 
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the technologies. In light of this, a figure-of-merit (FoM), namely the noise sheet resistance 

Rnsh, has been proposed for proper evaluation of noise performance of different 

technologies, which is defined as [65], 

 
2

04

id
nsh

m

S
R

kT g

W

L

 
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 

   (3.1) 

where Sid is the power spectral density (PSD) of the noise that appears in the drain current, 

W/L is the aspect ratio of the device, k is Boltzmann’s constant, T0 is the standard 

temperature 290 K, and gm is the transconductance of the transistor.  

The advantage of Rnsh is that the term 
2

04id mS kT g  (in Ω) captures the characteristics 

of the noise Sid and the transconductance gm simultaneously. In addition, it is equal to the 

portion of the equivalent noise resistance Rn, which is one of the four noise parameters of 

the intrinsic device, caused by Sid [66]. As mentioned in [65], because Sid is proportional to 

W/L and 
2

mg  is proportional to (W/L)2, we need to normalize this parameter by (W/L) in 

order to have a meaningful comparison for devices with different geometries. After the 

geometry normalization, Rnsh becomes a process-related parameter with the unit Ω/□, and 

is therefore called the noise sheet resistance. Rnsh depends on the physical parameters such 

as the effective mobility μeff, the critical electric field along the channel EC, the threshold 

voltage VT, and the gate-oxide capacitance C'ox per unit area. When comparing two different 

technologies, higher Rnsh usually suggests higher Rn if the aspect ratio W/L of the device is 

kept the same. In other words, higher Rnsh suggests higher DC power consumption is 

required to have the same level of noise performance. With Rnsh, we can easily compare the 
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noise performance of devices fabricated in different processes, e.g., processes with strained 

Si or high-k dielectric and metal gate technologies. It should be noted that Rnsh does not 

necessarily determine the noise factor of the device. Rnsh is closely related to Rn which is 

one of the four noise parameters. Based on the noise factor expression (2.16), Rn indicates 

how much the noise factor would increase compared to the minimum noise factor Fmin if 

the source admittance YS is different from the optimum source admittance Yopt. Therefore, 

it is important to decrease Rn to achieve smaller noise factor when noise mismatch exists 

at the input of the device. In addition, different from Rnsh, Rn does not consider the geometry 

normalization and thus not suitable for comparison between technologies. 

3.3 Experimental Results and Discussion 

In this section, we use the noise sheet resistance Rnsh to evaluate the noise performance 

for MOSFETs of various lengths. The impact of different technologies that are used to 

advance the scaling of MOSFETs on noise performance are then analyzed.  

3.3.1 Rnsh in the Long-Channel Limit 

Before studying the impacts of various short-channel effect on channel thermal noise, 

it is simple and informative to study the Rnsh under the noise theory for long-channel 

MOSFETs. For MOSFETs working in strong inversion and saturation, the long-channel 

theory for the channel thermal noise gives [67] 

 
8 8

3
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3
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C V V

L

kT kT
S g       (3.2) 
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where the body effect is ignored. Substituting (3.2) into (3.1), Rnsh can be expressed by 

 
0 ( )
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.

3 eff ox

ns

G T

h

S HC V

T
R

T V  
   (3.3) 

It suggests that for low-noise applications, Rnsh can be improved with materials having 

larger μeff or thinner oxide thickness (i.e., larger C'ox). In addition, for the same technology, 

(3.3) shows no dependence on the channel length under long-channel theory.  

 

Fig. 3.1.  Measured (symbols) and calculated (lines) Rnsh versus channel length L for n-

type MOSFETs fabricated in 65-nm and 40-nm CMOS technology nodes biased at VDS = VGS 

= Vdd. The dashed line represents simulated results for the 65-nm node using (3.3) by 

assuming no mobility degradation. The solid line represents results following [65] by 

considering mobility degradation due to finite EC. (© 2015 IEEE.) 
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3.3.2 Experimental Rnsh for Sub-100-nm MOSFETs 

To compare these predictions with experimental data, we have conducted noise 

measurements on devices fabricated using UMC’s 65 nm and 40 nm technology nodes, 

respectively. Both technology nodes have introduced strain engineering for mobility 

enhancement. All of the device-under-tests (DUTs) are in multi-finger structure with their 

total widths being M × Nf × Wf μm. Here M is the number of multi-finger structures 

connected in parallel, Nf is the number of fingers in a multi-finger structure, and Wf is the 

finger width of each transistor. After proper deembedding of the pad parasitics [44], we 

followed the procedures in [68] to extract the experimental channel noise Sid and 

transconductance gm to calculate the experimental Rnsh, which are shown as symbols in Fig. 

3.1. Long-channel prediction by (3.3) is shown as the dashed line in Fig. 3.1. It can be seen 

that the experimental results which are directly calculated from definition (3.1) increase 

with shorter channel length, whereas the long-channel prediction fails to capture the trend. 

This discrepancy between the long-channel prediction and the experimental data can be 

explained by various short-channel effects that have an impact on noise performance. 

3.3.3 Impact of Different Technologies on Noise Performance  

It is important to understand the physics that causes the increasing trend of Rnsh in the 

short-channel transistors, particularly for the process engineers to improve the technologies 

and for the circuit designers to select the proper technology for low-noise applications. 
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We first study the mobility degradation effect, which is caused by the increasing lateral 

electric field in the MOSFET channel as it becomes smaller while the saturation velocity 

stays almost constant [71]. A practical model for this effect is given by the following 

equation for the drift velocity of the carriers [69] 

 
for 

1 /

for 

eff

C

drift C

sat C

E E E
v E E

v E E




 
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  (3.4) 

where μeff is the low-field effective mobility without considering the degradation effect, EC 

is the critical electric field, and vsat is the saturation velocity. The latter two are related by 

EC = 2vsat / eff [70]. When using the strained Si in devices, the effective mobility μeff can 

be enhanced by about 2 times, but the saturation velocity does not change. In this case, EC 

is actually reduced by a half. As has been studied in [65], for short-channel devices, the 

reduction in the critical field EC could explain the increase in Rnsh when the channel length 

decreases, which is also shown in Fig. 3.1. Consequently, engineering techniques to 

improve the effective mobility without increasing the saturation velocity at the same time 

actually degrades the noise performance of nanoscale MOSFETs. We can foresee that the 

devices made by materials with higher mobility but lower saturation velocity (such as the 

strained Ge in [72] and [73]) could result in worse noise performance. 

Another commonly used technique to boost the device mobility utilizes different 

channel plane orientations, e.g., (110) for p-channel transistors [74]. As shown in [65], to 

maintain the same noise performance for the doubled effective mobility, we need to 

improve the saturation velocity by about 10 times. In reality, the doubled hole mobility 
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using stressors in the (110) direction only improves the saturation velocity by about 2 times 

[75]. Materials with higher saturation velocity such as InSb or In0.7Ga0.3As in [76] might 

be the potential solution for the low-noise technologies in the future.  

On the other hand, based on (3.3), the noise sheet resistance can also be reduced by 

increasing C'ox through the reduction of the oxide thickness or the use of high-k materials. 

This is preferable comparing to enhancing the saturation velocity since the latter is much 

harder to realize. It should be noted, the intrinsic minimum noise factor does not depend 

on C'ox [77] and therefore the noise factor of the device may not be improved much by 

reducing  C'ox if the noise matching is good.  

Finally, the impact of the power supply reduction can be seen from the comparison of 

Rnsh for the 40-nm-technology devices which are biased at VDS = VGS = Vdd = 1.1 V and the 

65-nm-technology devices which are biased at VDS = VGS = Vdd = 1.2 V. With lower power 

supply voltage, the 40-nm technology node presents larger Rnsh that suggests worse noise 

performance. This makes future low-noise design even more challenging with reduced 

power supply and channel length when using nanoscale MOSFETs for low-power 

applications. 

3.4 Recent Technology Trend 

To verify the predictions described in the previous section, we can calculate the 

equivalent sheet resistance Rnsh using published data on current CMOS technologies and 

technologies that are in the research and development stage. The devices include 20 nm 
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In0.53Ga0.47As MOSFETs from IBM [78],[79], 20 nm In0.7Ga0.3As/InAs/In0.7Ga0.3As 

quantum-well (QW) MOSFETs from MIT [80], 50 nm Extremely-Thin-Body(ETB) InAs 

QW MOSFETs from SEMATECH [81], 18nm InAs QW MOSFETs from UCSB [82], and 

40 nm Ge p-type MOSFETs from TSMC [83]. UMC’s 65 nm CMOS [65], 40 nm CMOS 

[84], and 28nm CMOS technology nodes [85] are the benchmarks in these comparisons. 

To evaluate Rnsh with limited experimental data from the literature, we approximate the 

channel noise as the thermal noise generated by the channel resistance at VDS = 0 V, i.e., Sid 

= 4kT/Rch0, which is the highest level predicted by the long-channel theory. The actual 

channel noise, which differs from the approximated value by a factor of the noise 

 

Fig. 3.2.  Rnsh versus channel length for n-type FETs using measured Ron, Rext, and peak gm. 

The data sources are from UCSB 18 nm [82], IBM 20 nm in year 2013 [78] and 2014 [79], 

MIT 20 nm [80], SEMATECH 50 nm [81], and UMC’s 28 nm [85], 40nm [84], and 65 nm 

[65] technology nodes. (© 2015 IEEE.)  
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coefficient γ [1], is usually not measured and reported in the above mentioned papers. 

Moreover, since the channel resistance Rch0 is usually not presented directly, we evaluate it 

as Rch0 = Ron – Rext, where Ron is the on-resistance at VDS = 50 mV and Rext is the extracted 

external resistance. In addition, we approximate the transconductance gm using its peak 

value at the same VGS under which the channel resistance Rch0 is extracted. Based on these 

approximations, we are able to conduct a relatively fair comparison of the noise 

performance across different modern technologies using Rnsh. Therefore, we can rewrite 

(3.1) as  

 
2
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nsh
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T
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T R
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  (3.5) 

 

Fig. 3.3.  Rnsh versus channel length for p-type FETs using measured Ron, Rext, and peak gm. 

The data sources are from TSMC 40 nm Ge FinFET [83] and UMC 40 nm CMOS [84] 

technology nodes. (© 2015 IEEE.) 
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where gm,peak is the highest transconductance reported for the technology and T is the 

ambient temperature in Kelvin. The evaluated results for n-type FETs and p-type FETs are 

plotted in Fig. 3.2 and Fig. 3.3, respectively. They confirm the prediction that channel 

engineering using III-V and Ge materials in the channel does degrade the noise 

performance of many future technology nodes. In addition, as shown in Fig. 3.2, although 

the gm for the process in [79] is enhanced, its Rnsh still degrades comparing to the old 

process in [78] for devices with channel length of 20 nm. This agrees with the prediction 

that to maintain the noise performance of nanoscale devices, the saturation velocity of the 

carriers needs to be enhanced simultaneously with the effective mobility. 

In conclusion, the noise sheet resistance can serve as a figure of merit for the process 

engineers to predict the noise performance of a technology. Channel engineering 

techniques need to be able to improve the saturation velocity more than the effective 

mobility to improve the device’s noise performance. In addition, increasing C'ox by 

reducing the effective gate oxide thickness could reduce the noise sheet resistance of the 

device and thus could be a promising direction for future low-noise technologies.  

3.5 Calibration of Noise Receiver with Gain Variations 

For transistors working at high frequencies with reduced power consumption, the 

impact of the channel thermal noise on the circuit performance plays an increasingly 

important role as described in the previous sections. Due to the enhancement of the carrier 

mobility using strained Si or III-V materials in the device channel without increasing the 

carrier saturation velocity, the reduction in the critical electrical field EC increases the 
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thermal noise and results in higher minimum noise figure NFmin in 32 nm node [87], and 3 

times higher noise-to-signal ratio in recent devices with feature size smaller than 30 nm 

[85],[88]. Therefore, accurate characterization of the thermal noise at high frequencies 

attracts much attention in recent years. 

In high-frequency noise measurement, the calibration of the noise system plays a 

critical role in measurement accuracy. To improve the calibration accuracy, there are two 

main issues to be considered, namely the difference in the output reflection coefficients 

ΔΓns of the noise source between the “hot” and “cold” states, and the impedance matching 

between the noise source and its load [89]. Tiemeijer et al. proposed an improved Y-factor 

method by calculating the effective Y-factor and the effective Excess Noise Ratio (ENR) 

[90]. Chen et al. resolved this issue by proposing a power-equation based method [91].  

In this section, we investigate the impact of the difference in noise source reflection 

coefficients ΔΓns on the accuracy of the extracted gain-bandwidth constant kBG and the 

measured noise factors and noise parameters. In addition, the issue of the kBG dependence 

on the source impedance will be explored and a method to mitigate this issue be suggested. 

3.5.1 Fundamentals of Noise Receiver Calibration  

A noise receiver has to be calibrated before it can be used to measure the noise factors 

of the device-under-test (DUT). Based on the “cold-only” method [92], the noise factor 

measured by the noise receiver at any given source admittance is given by 
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where PC is the measured noise power at the cold state (i.e., the noise source is turned off), 

ΓS is the source reflection coefficient seen by the noise receiver, ΓR is the input reflection 

coefficient of the noise receiver, TC is the ambient temperature, T0 is the standard 

temperature (290 K), k is Boltzmann’s constant, B is the bandwidth, and G is the equivalent 

gain of the receiver. Here the product kBG is known as the gain-bandwidth constant of the 

receiver and has the unit of W⋅K–1.  

An example experimental setup of a noise measurement system from Focus 

Microwaves is shown in Fig. 3.4 (a). It consists of a noise source, a PNA-X microwave 

network analyzer with noise measurement capability, a microwave tuner, a low-noise 

amplifier (LNA), and other peripheral components like microwave switches and 

controllers. The noise measurement system can be modeled using the schematic shown in 

Fig. 3.4 (b) in which a noise receiver is connected to a noise source through a tuner [91]. 

In the schematic, the noisy receiver is simplified as a noiseless network with equivalent 

noise sources, i.e., voltage source u, correlated current source Ycoru and uncorrelated 

current source iun. To use the “cold-only” method, the kBG constant of the receiver needs 

to be found out through a calibration process utilizing both the “cold” and “hot” states of 

the noise source. 

Now we will derive fundamental equations on which the calibration process is based. 

The noise power detected by the receiver can be written as [91] 
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Fig. 3.4. (a) Experiment setup of a noise measurement system which consists of a noise 

source, a tuner, a network analyzer, an LNA, and other peripheral components like microwave 

switches and controllers. (© 2017 IEEE.) (b) Schematic of a noise receiver connected to a 

noise source via a tuner [91]. The noisy receiver is simplified as a noiseless network with 

equivalent noise sources, i.e., voltage source u, correlated current source Ycoru and 

uncorrelated current source iun. 
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 n TR AVSP G P   (3.7) 

where GTR is the transducer gain and PAVS is the available noise power from the source. The 

available source power can be calculated by assuming the source is connected to a load 

with an impedance that is complex conjugate of the source impedance. The available noise 

power PAVS consists of the noise power from the source which has an equivalent noise  

temperature TS, and the equivalent noise power generated by the noisy receiver itself which 

is contributed by the noise voltage source u, the correlated noise current source Ycoru, and 

the uncorrelated noise current source iun shown in Fig. 3.4 (b). Thus the available source 

power can be expressed as [91] 
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where YS is the source admittance, GS is the real part of YS, T0 is the standard temperature 

290 K, and Rn and Gun are the equivalent noise resistance and conductance of noise sources 

u and iun, respectively. On the other hand, the transducer gain of the receiver can be written 

as [91] 
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where G is a parameter that is not a function of the source admittance and is given by 



Chapter 3. Challenges in Device Noise Performance and Characterization 

70 

 

2
2

,21 2

,22

1
.

1

L

R

R L

G S
S

 


 
  (3.10) 

Therefore, by combining (3.8) and (3.9), the noise power received by the receiver can be 

expressed as 
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in which the kBG is known as the gain-bandwidth constant of the noise receiver.  

In order to find out kBG, we need to utilize the two states of the noise source, i.e., “hot” 

state with admittance YSH and equivalent noise temperature TSH, and “cold” state with YSC 

and TSC. Based on (3.11), the noise power under the two states can be written as 
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and 
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Traditionally, the source admittances of the “hot” and “cold” states are assumed to be the 

same, i.e., ΓSC ≈ ΓSH ≈ ΓS, thus the gain-bandwidth constant can be simplified as [92] 

 

2

2

1
.

1

R SH C

H C S

P P
kBG

T T

 


  
  (3.14) 

However, as shown in the experimental results in the next subsection, this assumption is 

not usually correct. In this case, the determination of kBG becomes complicated but is 
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resolved in [91] using an iteration method. It is then found that the following equation gives 

quite accurate result of the kBG compared to the iterated value, i.e., 
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To differentiate the two cases described in (3.14) and (3.15), we refer to the difference in 

the noise source admittance as ΔΓns, kBG given by (3.14) as the uncompensated kBG and 

the one given by (3.15) as the compensated kBG. 

3.5.2 Impact of Receiver Gain Variations in Noise Measurements 

First, we study the impact of ΔΓns on the extracted kBG values using experimental data 

from two commercial noise sources, namely Agilent 346C and Noisecom NC346KA. The 

noise system includes a noise source, a mechanical tuner CCMT-2607 (0.7 – 26 GHz) from 

Focus Microwaves Inc., a low-noise amplifier (LNA) from Miteq (AMF-4D-00101800-

24-10P), and an Agilent PNA-X N5242A. The uncompensated kBG values (kBGuncom) are 

extracted using (3.14) and the compensated kBG values (kBGcom) using (3.15). The 

normalized kBG, (i.e., kBGuncom / kBGcom × 100%) values are plotted in Fig. 3.5 for the two 

noise sources. It can be observed that the normalized kBG values from Agilent 346C vary 

from 95.6% to 103.7% and those from Noisecom NC346KA have a larger variation from 

94.9% to 108.1%. 

We then investigate the impact of the kBG variation on noise factors and noise 

parameters. Using the tuner, we can vary the source admittance seen by the receiver, which 
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is an essential step in noise measurements to achieve multiple noise factors and thus the 

noise parameters. In Fig. 3.6, the errors in noise factors using uncompensated kBG 

compared to those using compensated kBG, i.e., Funcom – Fcom, at a number of different 

tuner positions are plotted. Based on the noise factor equation (3.6) from cold-only method, 

the calculated noise factor is inversely proportional to kBG. In addition, since ΓR is usually 

close to zero, the error in noise factors caused by kBG variation will be higher when the 

magnitude of the source reflection coefficients |ΓS| is higher. This trend is confirmed in Fig. 

3.6 with errors in noise factors when (a) kBGuncom = 94.9% of the compensated value and 

(b) kBGuncom = 108.1% of the compensated value using the Noisecom device. A smaller 

uncompensated kBG results in larger calculated noise factor as shown in Fig. 3.6 (a) and a 

bigger uncompensated kBG does the opposite in Fig. 3.6 (b). 

 

Fig. 3.5. Normalized kBG (to its compensated values obtained at the initial tuner 

positions) of a noise receiver versus frequency characteristics using Agilent 346C and 

Noisecom NC346KA. (© 2015 IEEE.)  
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Fig. 3.6. Errors in the calculated noise factors (linear scale) of the noise receiver at 

different source reflection coefficients ΓS resulted from (a) kBG = 94.9% of the compensated 

value at 9 GHz and (b) kBG = 108.6% of the compensated value. (© 2015 IEEE.) 
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Fig. 3.7. (a) Minimum noise figure NFmin, (b) equivalent noise resistance Rn, (c) 

magnitude of the optimized source reflection coefficient |Γopt|, and (d) angle of the optimized 

source reflection coefficient ∠Γopt of the noise receiver versus frequency characteristics with 

and without ΔΓns compensation. (© 2015 IEEE.) 
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The four noise parameters, namely (a) minimum noise figure NFmin, (b) equivalent 

noise resistance Rn, (c) magnitude of the optimized source reflection coefficient |Γopt|, and 

(d) angle of the optimized source reflection coefficient ∠Γopt are also calculated based on 

both the compensated and uncompensated kBG. The resulting two sets of noise parameters 

versus frequency are plotted in Fig. 3.7 in the range of 3 to 18 GHz. Both the magnitude 

and angle of Γopt have very weak dependence on the variations in kBG whereas NFmin and 

Rn are much more sensitive to them. At 9 GHz when kBGuncom = 94.9% of the compensated 

value, the uncompensated NFmin and Rn are both larger than the compensated values. On 

the other hand, the opposite happens to NFmin and Rn at 12.5 GHz when kBGuncom = 108.1% 

of the compensated values. 

3.5.3 Dependence of Receiver Gain on Source Impedance 

By changing the tuner position, the source admittance ΓS seen by the receiver can be 

changed. The gain-bandwidth constant kBG can be calculated at different tuner positions 

to see whether or not dependence exists. Fig. 3.8 (a) shows relative kBG values obtained at 

different ΓS normalized to the value at initial tuner position at the frequency of 8 GHz using 

the noise soruce Agilent 346C. The normalized kBG values vary in a range from 84.2% to 

110.5% at |ΓS| = 0.9. The range reduces to from 88.6% to 102.7% when the |ΓS| decreases 

to 0.5. The variations also cause the variations in the noise factors NF50 for a 50-Ω source 

impedance as shown in Fig. 3.8 (b). As described in [91], in theory, the receiver gain should 

not depend on the source impedance at which the receiver gain was extracted. However, it 

is not clear from [91] what exactly causes the kBG dependence on the source impedance. 
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Fig. 3.8. (a) Normalized kBG variations obtained at different ΓS (f = 8 GHz) and (b) its 

resulting noise figure NF50 for a 50 Ω source impedance. (© 2015 IEEE.)  
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To investigate the cause of the kBG dependence on ΓS, we experimented with two 

different system configurations by inserting (a) a 6 dB attenuator (or pad) between the noise 

source and the input of the source tuner, and (b) a 3 dB attenuator between the output of 

the source tuner and the LNA. Fig. 3.9 (a) shows the normalized kBG values at 8 GHz for 

the noise system calibration without attenuator, with 3 dB, and 6 dB attenuators, 

respectively. We notice that the configuration with 3 dB pad added before the LNA has the 

smallest kBG variation. However, as shown in Fig. 3.9 (b), this configuration results in the 

highest NF50 and therefore is not suitable for low noise measurement. On the other hand, 

the configuration with a 6 dB pad also has smaller kBG variation compared with the 

original system and results in similar NF50, which is therefore suggested for future system 

configuration. 

To understand the improvement of kBG variation with pads added into the system, we 

need to go back to the definition of the Excess Noise Ratio (ENR). As mentioned in [93], 

the hot noise temperature TH, calculated from the ENR table, is obtained when the noise 

source is connected to a 50-Ω termination. In addition, the impedance mismatch between 

the input impedance seen by the noise source and 50 Ω during the calibration results in 

power reflection and different effective hot noise temperature [89]. It also suggests placing 

an attenuator (or an isolator) between the noise source and the DUT, which can prevent the 

noise power reflections from reaching the noise source where they reflect again and 

combine with the incident signal [89]. Nevertheless, a 6 dB attenuator increases the return 

loss by 12 dB and reduces ENR by 6 dB at large bandwidth, whereas an isolator increases 

the return loss by 20 dB, reduces ENR due to its insertion loss, and limits the bandwidth to  
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Fig. 3.9. (a) Normalized kBG at 8 GHz for a noise system without attenuator (or pad), 

with a 3 dB attenuator, and a 6 dB attenuator, respectively. The inset shows the schematics of 

the latter two configurations. (b) The corresponding NF50 at 8 GHz for these three cases. (© 

2015 IEEE.)  
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one octave or less. Therefore, we suggest that the gain-bandwidth constant kBG of a noise 

receiver should be extracted at the tuner position where the noise source sees a 50-Ω 

termination, which is the condition at which the noise source’s ENR has been specified. 

3.6 Conclusion 

In this chapter, we use the noise sheet resistance as a figure of merit for the process 

engineers to predict the noise performance of a technology. Generally, future technologies, 

including planar MOSFETs and III-V quantum well FETs, present worse noise 

performance than the conventional longer channel CMOS technology. It is found that 

channel engineering techniques that can improve the effective mobility of the carriers but 

cannot improve the saturation velocity at the same time will degrade the device’s noise 

performance. On the other hand, a promising solution for future low-noise technologies is 

to increase Cox by reducing the effective gate oxide thickness.  

In addition, two accuracy issues are explored in the calibration of the noise receiver for 

high-frequency noise measurements. The difference in the reflection coefficients of the 

noise source at “hot” and “cold” states, if not accounted for, has a large impact on the 

extracted gain-bandwidth constant kBG, and thus the measured noise factors and noise 

parameters. Mismatch between the noise source and the load impedance seen at the input 

of the tuner causes the kBG dependence on the ΓS. Adding an attenuator/isolator between 

the noise source and the input of the tuner reduces the kBG variation because of a better 

matching to the 50 Ω at which the ENR values were calibrated.  
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Chapter 4.  

Extraction of Gate and LDD Resistance 

 

4.1 Introduction 

Nanoscale CMOS technology has already become a potential candidate for sub-THz 

applications due to the aggressive scaling in the feature size and the resulting very high 

cutoff frequency (fT) and maximum oscillation frequency (fmax) in the order of hundreds of 

GHz [94]. As predicted in the 2012 International Technology Roadmap for Semiconductors 

(ITRS) [95], multi-gate MOSFETs with 15.3 nm gate length can achieve 710 GHz and 622 

GHz for fT and fmax, respectively. However, when working at such high frequencies and 

aiming at low-power applications, the noise from the transistor itself becomes critically 

important and therefore accurate noise modeling is required.  

Apart from the channel noise, induced gate noise and their correlations, the noise from 

the gate resistance is a major noise contributor because its effect is amplified by the 

transistor itself to the next stage. Therefore, accurate extraction of the gate resistance from 

experiments becomes very important for low-noise, low-power applications. In addition, 

the accuracy of the extracted gate resistance has a great impact on the extraction of the 

channel noise, induced gate noise and their correlations [68], the evaluation of noise 



Chapter 4. Extraction of Gate and LDD Resistance 

82 

performance between technologies using the equivalent noise sheet resistance [96], the 

investigation of device reliability [97]-[99], and the noise modeling of devices [100]-[102]. 

Due to the gate-to-source and the gate-to-drain capacitances, the gate resistance cannot 

be directly characterized from the I-V measurements. As a result, Z- or Y-parameters 

obtained at high frequencies have been used to extract the gate resistance [103]-[114]. For 

the existing Z-parameter based approaches [103],[110],[114], in order to remove the impact 

from the frequency-dependent term (e.g., Ag/(ω
2+B) in [103]), Z-parameters measured at 

very high frequencies (e.g., 35 – 40 GHz) are needed [114], which puts a very high demand 

on the equipment and the accuracy of the equivalent circuit model.  

On the other hand, at high frequencies, the total gate resistance Rg seen at the gate 

terminal not only consists of the gate contact resistance Rgcon and the distributed poly-

silicon gate resistance Rgpoly, but also the distributed channel resistance Rch [104],[108]. 

When extracting the gate resistance at such high frequencies, the non-quasi-static (NQS) 

effect becomes very pronounced and causes the distributed channel resistance Rch to be the 

dominant contributor in the extracted gate resistance [108]. The separation of Rch from Rgcon 

and Rgpoly is not only important in accurately describing the RF behavior of MOSFETs 

[113], but also crucial in the thermal noise modeling. Since the thermal noise in the channel 

is already taken care of by another noise current source [100], Rch should be modeled as a 

noise free resistor. If Rch is included in Rg as a noisy resistor and used in the channel noise 

extraction, it would result in an underestimation in the channel noise characterization. 

In this chapter, we will introduce a new Z-parameter based approach to extract the gate 

resistance at low frequencies. Since the low-frequency extrapolation is applied in the 
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algorithm, we can use a simple small-signal equivalent circuit for medium-high frequencies 

in [115], and the high-frequency components such as Cm, Cmb, Cmx, and Csd in [114],[115] 

can all be ignored. This low-frequency approach can not only reduce the complexity of the 

equivalent circuit without losing its generality and accuracy, but also simplify the 

corresponding analytical Z-parameter expressions. In addition, it prevents the impact from 

the substrate coupled into the experimental results. Finally, we evaluate the Rg extracted 

from experimental data on devices fabricated in different processes and explore its 

dependence on the channel length.  

4.2 Existing Rg Extraction Methods 

Due to the gate-to-source and gate-to-drain capacitances, it is not possible to directly 

characterize the gate resistance Rg from DC I-V measurements. Therefore, admittance (Y) 

or impedance (Z) parameters at high frequencies are usually required to characterize Rg. A 

gate resistance extraction algorithm depends on the small-signal model of the DUT at the 

chosen bias condition and frequency range of the measurements. Variation of those 

conditions can lead to different small-signal models and Rg equations. The literature has 

already provided a range of Rg extraction methods, which are either based on Y-parameters 

or Z-parameters of the DUT. 
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4.2.1 Y-parameter-based Approaches for Rg Extraction 

Jen et al. has provided an equation for Rg extraction based on the Y11 and Y12 of the 

MOSFET operating in linear region with VDS = 0 V [105]. The small signal circuit provided 

by them for calculating Y11 and Y12 is redrawn in Fig. 4.1. Several assumptions are made 

so that the small-signal circuit and the derivations are valid, including 1) the substrate 

network can be ignored under the given bias, and 2) the relevant operation frequency is up 

to around 10 GHz, resulting the following simplifications: 

 
2( ) 1gs sC R ,  (4.1) 

 
2( ) 1gd dC R ,  (4.2) 

and 

 1gg gC R   (4.3) 

 
 

Fig. 4.1.  Small-signal equivalent circuit for the MOSFET operating in linear region with 

VDS = 0 V based on Jen et al. [105]. At VDS = 0 V, the device is symmetric so that Cgs is 

approximately equal to Cgd. Y11 and Y21 are then calculated to find the expression for Rg. (© 

1999 IEEE.) 
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where Cgg is the total gate capacitance and gg gs gd gbC C C C   . Using the simplifications, 

the Y11 and Y12 of the small-signal circuit in Fig. 4.1 can be derived as 

 
2 2 2 2

11 ( )gg gg g gs s gd dY j C C R C R C R       (4.4) 

and 

 
2

12 gd gd gg gY j C C C R    .  (4.5) 

Gate resistance Rg can then be determined as 

 12

11 12

Re( )
.

Im Im( )( )
g

Y
R

Y Y
   (4.6) 

Comparing to the original equation in Jen et al.’s paper, the outer modulus sign is removed 

since it is intentional created to avoid negative results. 

On the other hand, Enz and Cheng’s method [106] for Rg extraction only depends on 

Y11. By neglecting the terminal resistances and also assuming 1g ggR C , the Y11 can be 

expressed by the following form 

 
2 2

11 g gg ggY R C j C     (4.7) 

and therefore Rg can be expressed as 

 11

2

11

Re( )
.

Im( )
g

Y
R

Y
   (4.8) 

In addition, the condition of VDS = 0 V is not required in their work. 

In another work by Kang et al. [113], the distributed gate resistance Relec is directly 

extracted. Under low frequency assumption, they express Relec as 
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2 2

11 22

2 2 2 2 2

0 0

Re( ) Re( )

(2 )

jd gb

elec

gs gb jd gd gb

C Y C Y
R

C C C C C




   

  (4.9) 

where Cgb is the gate-to-body capacitance, Cjd is the drain junction capacitance, Cgs0 and 

Cgd0 are the gate-to-source and gate-to-drain capacitances at zero bias, respectively. Due to 

the symmetry of MOSFET, Cgs0 should be approximately equal to Cgd0 if the lateral bias 

VDS = 0 V. When VGS equals to the power supply voltage Vdd, we can observe from their 

experimental results that Cgb ≈ 0 fF, and the imaginary part of Y12 can be expressed as 

 12 0Im( ) .gdY C    (4.10) 

Using (4.10), we can rewrite (4.9) in the following simplified form as 

 11

2

12Im(

Re( )

)
.

4
g elec

Y

Y
R R 


  (4.11) 

4.2.2 Z-parameter-based Approaches for Rg Extraction 

Lee et al. has proposed a Rg extraction method based on Z-parameters [109],[110]. The 

small-signal equivalent circuit is shown in Fig. 4.2, in which the dotted box represents the 

intrinsic part of the device. The Y-parameters of the intrinsic part is fairly straightforward, 

which are given by 

 11 ( )gs gdY j C C  ,  (4.12) 

 12 gdY j C  ,  (4.13) 

 21 m gdY g j C  ,  (4.14) 

and 

 22 ( )ds ds gdY g j C C   .  (4.15) 
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Then Z-parameters of the intrinsic part can be directly converted from them. Since the 

external inductance and resistance are in series with the intrinsic part, they can be directly 

added to the Z-parameters. The resulted Z11 and Z12 are 

 11

( )
( )

ds gd ds

g s g s

g j C C
Z R R j L L

D




 
       (4.16) 

and 

 12

gd

s s

j C
Z R j L

D


     (4.17) 

where 
2 ( ) [ ( )]gs ds gs gd gd ds m gd ds gs gdD C C C C C C j g C g C C         . Therefore, the 

gate resistance Rg can be expressed as [109] 

 11 12 2
Re( )

g

g

A
R Z Z

B
  


  (4.18) 

where Ag and B are two parameters with complicated expression 

 
 

Fig. 4.2.  A small-signal equivalent circuit for a Si MOSFET based on Lee et al. [109]. The 

dotted box shows the intrinsic part of the device. (© 1997 IEEE.) 
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and 

 

2

( )
.

( )

ds gs gd m gd

gs ds gs gd gd ds

g C C g C
B

C C C C C C

  
  

   

  (4.20) 

Fortunately, at very high frequency up to 35-40 GHz, the second term can be ignored and 

Rg can be approximated as 

 11 12 30  40 GHzRe( ) | .gR Z Z     (4.21) 

Another Z-parameter-based approach is from Torres-Torres et al. [111]. The small-

signal equivalent circuit is shown in Fig. 4.3, which is for a MOSFET under zero VDS with 

negligible transconductance. The real parts of the Z-parameters are given as [111] 

 11Re( )
2 4

i ch
g s

R R
Z R R    ,  (4.22) 

  12 21Re( ) Re
2

ch
s

R
Z Z R   ,  (4.23) 

and 

 22Re( ) ch d sZ R R R     (4.24) 

where Rs and Rd are the source and drain resistances, respectively, and Ri is the resistance 

that accounts for the distributed effect of Rch. Torres-Torres et al. found that Ri = Rch/6, 

which is inconsistent with its reference where Ri = Rch/3 [116], and rewrote the real part of 

Z11 as 

 11Re( ) .
3

ch
g s

R
Z R R     (4.25) 

Considering that Rd and Rs is much smaller than Rch, Rg was approximated as 
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 22
11

Re( )
Re( ) .

3
g

Z
R Z    (4.26) 

It should be noted that, here the distributed effect is modeled by Ri and therefore Rg itself 

does not account for this effect. In addition, the accuracy of this method is affected by the 

assumption of the value of Ri.  

4.3 Proposed Z-parameter-based Rg Extraction Method 

In the proposed approach, the device-under-test (DUT) is biased at the VGS = Vdd 

(nominal supply voltage) and VDS = 0 V. By setting VGS = Vdd, the coupling between the 

gate and the substrate can be eliminated since the gate-to-substrate capacitance Cgb ≈ 0 fF 

[113]. Under such bias condition, the small-signal equivalent circuit of the DUT at medium 

 
 

Fig. 4.3.  A small-signal equivalent circuit of a MOSFET biased at VDS = 0V based on 

Torres-Torres et al. [111]. Ri is the resistance that accounts for the distributed effect of the 

channel resistance Rch.  (© 2003 IEEE.) 
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high frequencies is shown in Fig. 4.4. For the resistances, Rg is the gate resistance to be 

extracted, Rd and Rs are the parasitic resistances at the source and drain terminals, 

respectively, Rdso consists of the channel resistance Rch and the resistance of the lightly 

doped drain (LDD) regions. For the capacitances, Cgso and Cgdo are the gate-to-source and 

gate-to-drain capacitances, respectively, both of which consist of the intrinsic portion from 

the oxide capacitance (Cox/2) [115] and the extrinsic portion from the overlap capacitance 

Cov. Due to the symmetry of the DUT at VDS = 0 V, the two capacitances are equal and here 

we define Coxv = Cgso = Cgdo. Its value can be directly extracted from the measured 

imaginary part of the Y11, i.e., Im(Y11), versus frequency characteristics [106]. Similarly, 

the symmetry also leads to the equality of Rd and Rs, i.e., Rd = Rs. 

Based on the equivalent circuit in Fig. 4.4, its Z-parameters can be expressed as 

 

Fig. 4.4.  Equivalent circuit for a MOSFET biased at VGS = Vdd (nominal supply voltage) 

and VDS = 0 V for medium-high frequency applications. (© 2014 IEEE.) 
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and 
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  (4.29) 

In the derivation, the only assumption made is that the frequency is low enough such that 

2dso oxvR C   remains valid. If we define the critical frequency  2c cf    so that 

2 10c dso oxvR C  , then the critical frequency fc, up to which (4.27) to (4.29) are valid, 

can be expressed as 

 
1 1

( ) .
10 2

c

dso oxv

f
R C

    (4.30) 

For the technology studied in this paper, fc is in the range of tens of GHz if the channel 

length is shorter than 240 nm for n-type MOSFETs and 120 nm for p-type MOSFETs. As 

indicated in (4.30), fc will become higher when the channel length decreases because of the 

reduction in Rdso and Coxv.  

For mature CMOS technology, it is always engineered to make the parasitic resistance 

of the drain Rd and source Rs much smaller than the intrinsic channel resistance Rdso, so that 
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the applied drain-source voltage VDS mainly drops on the channel itself. In practice, the 

ratio between Rdso and Rd / Rs is about 100. Under the condition ( )dso d sR R , we can further 

simplify the expressions for Z11 and Z22 to 

 11

1

4 2

dso
g

oxv

R
Z R j

C

  
     
   

  (4.31) 

and  

 
2

22 .
2

dso oxv
dso

R C
Z R j

 
   

 
  (4.32) 

Combining the above two equations, we can arrive at the equation to extract Rg using only 

Z11 and Z22, i.e., 

 22
11

Re( )
Re( )

4
g

Z
R Z    (4.33) 

where Re(⋅) denotes the real part of the parameters. 

4.4 Experimental Results and Discussions 

With the Rg expression (4.33), only Z11 and Z22 at medium-low frequency are required 

to extract Rg. In the following, we will show how it works on experimental data. The 

accuracy of the small-signal model that the method is based on will also be evaluated using 

Z-parameters. Finally, the proposed method will be compared with other published 

methods in a statistical evaluation using large amount of measured data. 

4.4.1 Extraction of the Gate Resistance 

The DUTs used in the work are in multi-finger structures, which means the total 

channel width W can be expressed as M  Nf  Wf m, where M is the number of transistors 
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connected in parallel in a DUT, Nf is the number of transistor fingers, and Wf is the finger 

width of each transistor. In this measurement, the DUT is an n-type FET with L = 40 nm, 

Wf = 8 m, Nf = 8, and M = 3 biased at VGS = 1.1 V and VDS = 0 V. Since the small-signal 

model in Fig. 4.4 only represents the intrinsic device, the measured Z-parameters have to 

undergo deembedding first to remove the effects of the pad parasitics. 

In Fig. 4.5, we plot the Rg expression Re(Z11) – Re(Z22)/4 using deembedded Z-

parameters vs. frequency up to 30.1 GHz. Based on (4.30), the critical frequency fc is 53.8 

GHz which is much higher than the highest frequency 30.1 GHz in the measurements. As 

shown in Fig. 4.5, the measured Re(Z11) – Re(Z22)/4 is pretty constant up to 15 GHz. 

 

Fig. 4.5.  Re(Z11) – Re(Z22)/4 vs. frequency characteristics for an n-type FET with L=40 

nm, Wf =8 m, Nf =8, and M = 3 biased at VGS = 1.1 V and VDS = 0 V. (© 2014 IEEE.) 
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Therefore, the gate resistance Rg can be obtained by extrapolating the measured Re(Z11) – 

Re(Z22)/4 vs. frequency characteristics down to DC. In this case, the extrapolation is shown 

in red dashed line and it gives Rg = 10.72  for this device. 

4.4.2 Accuracy of the Small-Signal Model 

Since the derivation of the Rg expression is based on the equivalent circuit in Fig. 4.4, 

its accuracy depends on the accuracy of the equivalent circuit in the proposed frequency 

range. The next step is to verify the accuracy of the equivalent circuit used in this study.  

The same set of Z-parameters as in the previous section is used. Based on the equivalent 

circuit in Fig. 4.4, we are also able to extract the values of other elements apart from Rg 

using Z-parameters. In this case, their values are Rg = 10.72 , Cgso = Cgdo = 80.8 fF, Rdso 

= 5.2 , and Rs = Rd = 0 , respectively. Fig. 4.6 plots the measured (symbols) and 

calculated (lines) intrinsic Z-parameters versus frequency characteristics. Very good 

agreement is obtained for all four parameters up to 15 GHz which is high enough for our 

extraction procedure. The excellent agreement in Z11 and Z22 confirms that the strategy 

using the bias condition at VGS = 1.1 V and VDS = 0 V successfully blocks the impact of 

substrate parasitics coupled into the measured Z-parameters and the simple equivalent 

circuit shown in Fig. 4.6 is applicable in the gate resistance extraction. The discrepancy 

between the measured Z12 and Z21 above 15 GHz could be caused by neglecting high-

frequency components such as Cm, Cmb, Cmx, and Csd in [114] and [115]. 
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Fig. 4.6. Measured and calculated intrinsic Z-parameters vs. frequency characteristics for 

an n-type FET with L = 40 nm, Wf = 8 m, Nf = 8, and M = 3 biased at VGS = 1.1 V and VDS = 

0 V. The calculation is based on the equivalent circuit in Fig. 4.4 with Rg = 10.72 , Cgso = 

Cgdo = 80.8 fF, Rdso = 5.2 , and Rs = Rd = 0 , respectively. (© 2014 IEEE.) 
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4.4.3 Statistical Verification of the Rg Extraction Procedure 

For future sub-100-nm technology nodes, process variations, coming from both 

historical sources and emerging sources, become a very crucial aspect in the device 

fabrications [115]. Therefore, any proposed parameter extraction routine needs to be robust 

enough to demonstrate its statistical stability. To verify the robustness of this newly 

proposed extraction procedure, we apply our procedure to the experimental data from 430 

devices fabricated in UMC’s 40-nm, 55-nm, 90-nm, and 110-nm CMOS technology nodes. 

The 430 devices have different values of channel length (L), finger width (Wf), number of 

fingers (Nf), and multiplier (M). In comparison, we also apply the previously published Y-

parameter based approaches described in Section 4.2 to the same set of data. 

 For the purpose of comparing the gate extraction methods, we define the normalized 

gate resistance as 

 
f

gnor g

f

R
L N M

W
R

  



 


  (4.34) 

which is the gate resistance independent of device geometry. It should be noted that the 

normalized gate resistance Rgnor is not the same as the sheet resistance Rgsh of the distributed 

poly-silicon resistance Rgpoly because the extracted Rg still consists of the distributed 

channel resistance Rch and the gate contact resistance Rgcon. Fig. 4.7 shows the normalized 

histograms (normalized to 430) of Rgnor obtained by the proposed method Rg = Re(Z11) – 

Re(Z22)/4, (b) Rg = Re(Y12) / [Im(Y11)⋅Im(Y12)] [105], (c) Rg = Re(Y11) / Im(Y11)
2 [106],[114], 

and (d) Rg = Re(Y11) / [4⋅Im(Y12)
2] [113].We observed that for our proposed method, 86%  
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Fig. 4.7.  Normalized histograms (normalized to 430) of the normalized gate resistance 

Rgnor (/□) using Rg extracted from (a) the proposed method Rg = Re(Z11) – Re(Z22)/4, (b) Rg 

= Re(Y12) / [Im(Y11)⋅Im(Y12)] [105], (c) Rg = Re(Y11) / Im(Y11)2 [106],[114], and (d) Rg = 

Re(Y11) / [4⋅Im(Y12)2] [113]. (© 2014 IEEE.) 
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of the extracted Rgnor (i.e., 370 samples) falls in between 0 and 35 Ω/□, while 38.8% (167 

samples) for the method in [105], 34.9% (150 samples) for the approach in [106],[114], 

and 42.3% (182 samples) for the method in [113] fall in the same range. In addition, among 

all the methods, our proposed approach gives the fewest counts for the negative Rgnor which 

is physically incorrect. Therefore, our proposed extraction procedure is statistically most 

stable and robust among all of the published methods in the literature.  

4.5 Extraction of Channel Resistance and LDD Resistance 

In order to calculate the critical frequency fc given by (4.30), the channel resistance Rdso 

at VDS = 0 V needs to be extracted first. Based on the same small-signal model in Fig. 4.4 

and (4.32), we can extract Rdso using the real part of Z22. In this experiment, we measured 

n-type FETs (NFETs) and p-type FETs (PFETs) with Wf = 4 m, Nf = 8, and M = 4 biased 

at VGS = 1.1 V and VDS = 0 V fabricated in a 55-nm technology node with low VT (LVT), 

regular VT (RVT), and high VT (HVT) processes. 

The extracted Rdso versus channel length characteristics are plotted in Fig. 4.8 for both 

NFETs and PFETs in all three processes. Compared to NFETs, PFETs demonstrate much 

higher channel resistance Rdso. In addition, for both NFETs and PFETs, different implants 

were used to change the threshold voltage VTH and therefore resulted in different Rdso. For 

the three processes, LVT devices show the smallest channel resistance at the same bias 

condition, which are closely followed by RVT devices. HVT devices have the largest 

channel resistance compared to the other two processes given the same VGS and VDS.  
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In Fig. 4.8, by extrapolating the extracted Rdso down to L = 0 nm, we can extract the 

resistance RLDD in the lightly-doped drain (LDD) region at the source (or drain) side, which 

gives 1.9  and 3.5  for n- and p-type FETs, respectively. Moreover, RLDD for all three 

processes are the same for the same type of devices. For traditional CMOS planar 

technology, the LDD resistance is rather small and only becomes more significant in 

shorter channel length. However, for emerging technologies like FinFETs, the LDD 

resistance plays a much bigger role and can cause gate voltage dependence and affect the 

extraction of mobility [118]. 

 

Fig. 4.8.  Extracted channel resistance Rdso vs. channel length characteristics for devices 

with Wf = 4 m, Nf = 8, and M = 4 biased at VGS = 1.1 V and VDS = 0 V fabricated in a 55-nm 

node with LVT, RVT, and HVT processes, respectively. (© 2014 IEEE.)  
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Based on the extracted Rdso, the critical frequency fc for the NFETs and PFETs in the 

three processes are calculated and shown in Fig. 4.9. Based on (4.30), higher channel 

resistance Rdso results in lower fc. This trend can be observed from Fig. 4.9 where PFETs 

show much lower critical frequencies than NFETs in the same process. HVT devices also 

have the lowest fc in the three processes. As the channel length becomes shorter than 100 

nm, the critical frequencies for all processes increase rapidly to above 10 GHz. Therefore, 

we can expect the proposed Rg extraction method has a wider frequency range to work with 

for short channel devices. 

 

Fig. 4.9.  Critical frequency fc vs. channel length characteristics for devices with Wf = 4 

m, Nf = 8, and M = 4 biased at VGS = 1.1 V and VDS = 0 V fabricated in a 55-nm node with 

LVT, RVT, and HVT processes, respectively. (© 2014 IEEE.)  
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4.6 Dependence of Extracted Rg on Channel Length and Process 

The gate resistance is dependent on the channel length in several ways. First, the 

distributed polysilicon gate resistance Rgpoly is proportional to Wf /L [104]. Second, the NQS 

effect starts to make an impact on the gate resistance when the frequency is high by 

bringing in the effect of the distributed channel resistance Rch which is proportional to L/Wf 

[108]. However, since the proposed method works in a relatively low frequency range and 

uses extrapolated Rg values down to DC, the NQS effect is supposed to be absent. Third, 

as we will see from the experimental data, the gate contact resistance, which is the part of 

the gate resistance that is independent from L, also plays a significant role in the extracted 

gate resistance. In addition, as demonstrated in the previous section, both channel length 

and process have an impact on the channel resistance of the device, and therefore affect the 

critical frequency fc. If fc is too small and causes reduction of the valid frequency range of 

the measured data, it could reduce the accuracy of the extracted Rg.  

Using the measured Z-parameters on the same devices described in the previous section, 

the gate resistance is extracted and plotted in Fig. 4.10. The gate resistance Rg of LVT and 

RVT NFETs decreases monotonically as the channel length increases, which agrees with 

the length dependence of the polysilicon gate resistance. However, for NFETs in HVT 

process and PFETs in all three processes, Rg first decreases as the channel length L becomes 

bigger and then increases after L is longer than a certain value. This can be explained by 

the critical frequency plot in Fig. 4.9 where those devices have relatively small fc and could 
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cause the malfunction of the proposed method. Fortunately, it is not an issue for sub-100-

nm devices which are the focus of the future MOSFETs. 

To further investigate the dependence of Rg on channel length quantitatively, we plot 

the extracted Rg versus 1 μm/L for NFETs in LVT, RVT, and HVT processes in Fig. 4.11, 

respectively. A linear relationship can be found through the dashed line with a slope of 0.17 

Ω and an intercept of 2.65 Ω. The resistance of the polysilicon gate is a function of the 

geometry of the gate and should follow a 1/L dependence, as given by [112] 

 

Fig. 4.10.  Extracted Rg vs. channel length characteristics for devices with Wf = 4 m, Nf = 

8, and M = 4 biased at VGS = 1.1 V and VDS = 0 V fabricated in a 55-nm node with LVT, RVT, 

and HVT processes, respectively. (© 2014 IEEE.)  
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gsh f

gpoly ext

f

R W
R W

N L 

 
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 
  (4.35) 

where Rgsh is the gate sheet resistance, Wext is the extension of the polysilicon gate over the 

active region, and α is a factor for the distributed effect, which is 3 and 12 for single-sided 

and double-sided connections, respectively. However, as shown in Fig. 4.11, a finite 

intercept of the dashed line with the vertical axis, which essentially means an extrapolation 

to L → ∞, indicates that there exists non-negligible contact resistance in the extracted Rg. 

Therefore, we can express Rg as 

 g gcon gpolyR R R    (4.36) 

 

Fig. 4.11. Extracted Rg vs. the inverse of channel length for NFETs in a 55-nm node with 

LVT, RVT and HVT processes. A linear relationship between Rg and 1/L can be found through 

the dashed line. 
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where Rgploy is given by (4.35) and Rgcon is the gate contact resistance. From Fig. 4.11, Rgcon 

is extracted to be 2.65 Ω for this technology, which is about half of the total gate resistance 

for the 55-nm devices. In addition, if we ignore the Wext in (4.35), the gate sheet resistance 

Rgsh can be extracted as 4.1 Ω/□. 

4.7 Conclusion 

In this chapter, a novel Z-parameter based approach to extract the gate resistance at low 

frequencies is presented. This newly proposed extraction method demonstrates its 

statistical stability and robustness compared to all of the published methods in the literature. 

This statistical robustness and stability are particularly important for the future technology 

nodes with smaller feature size and larger process variations. The channel resistance at zero 

VDS and the LDD resistance are extracted using the same small-signal model. MOSFETs 

with smaller channel resistance demonstrate larger critical frequencies and thus wider 

frequency ranges for the proposed Rg extraction method. Finally, the dependence of 

extracted gate resistance on channel length and process is investigated and discussed. The 

length-independent gate contact resistance is also extracted and it represents a significant 

portion of the total gate resistance.  
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Chapter 5.  

Noise Modeling for Future Nanoscale MOSFETs 

 

5.1 Introduction 

Research in high-frequency noise modeling of MOSFET has been a driving force to 

address the signal-to-noise dilemma in deep sub-micron MOSFETs for radio-frequency 

(RF) integrated circuits (ICs) [119],[120]. The largest contributor of MOSFET noise is that 

generated in the channel and appearing in the drain current [121]. Therefore, accurate 

modeling of the channel noise, also known as the drain current noise, has been a major 

focus of noise research for MOSFETs.  

Previous research efforts have identified the channel noise as thermal noise generated 

by the resistive channel based on experimental results from long-channel MOSFETs [1]. 

Van der Ziel introduced the noise coefficient γ as the ratio of the actual channel noise with 

the thermal noise of the channel resistance when the lateral bias VDS is zero [1]. Long-

channel noise theory predicts that γ = 1 when VDS = 0 and γ = 2/3 when the MOSFET 

reaches saturation. As Moore’s Law guides the semiconductor industry and device 

downscaling continues, the long-channel theory cannot be used to explain experimental 

data that requires γ higher than 2/3 for shorter-channel transistors. As shown in Fig. 5.1, 
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MOSFETs in 40-nm technology biased at highest VDS and VGS can have γ increase as 

channel length decreases and reach around 2 at 40 nm channel length. In order to extend 

the theory to work for those devices, researchers managed to keep using thermal noise as 

the fundamental noise source and incorporated various short-channel effects, e.g., the 

channel length modulation (CLM) effect in [122]-[125], and the non-uniform mobility in 

[126], etc. However, as the channel length shrinks even shorter to sub-100 nm, 

experimental excess noise, which signifies the onset of non-equilibrium transport in which 

the noise is no longer thermal, was reported in [127].  

On the other hand, shot noise, which originates from the discreteness of charge transfer 

events, is inherently based on non-equilibrium. The well-known shot noise expression Sshot 

= 2qI can be derived by viewing the charge transfer as a Poissonian process, i.e., the charge 

transfer events are identical and independent [1]. It has been well accepted as the main 

  

Fig. 5.1. Noise coefficient γ versus channel length for MOSFETs in 180-nm [122] and 40-

nm [127] technology nodes. The green dashed line shows the long-channel limit of 2/3. 
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noise mechanism when there is a barrier in the current flow path, e.g., noise in diodes and 

bipolar transistors. Contrary to the common belief that shot noise and thermal noise are 

two independent noise mechanisms, research in mesoscopic physics shows that they are in 

fact the specific forms of a more general noise theory [128]. Shot noise has been successful 

in explaining the channel noise for MOSFETs working in the sub-threshold region [115] 

due to the fact that charge transfer events are scarce and have minimal interaction [129]. 

However, as the MOSFET moves into strong inversion, a thin inversion layer with 

abundant free charges makes interaction inevitable. The interaction, also known as 

scattering, makes the actual noise to be smaller than the shot noise limit 2qI. The physical 

sources of the interaction include elastic electron-electron scattering caused by Pauli 

exclusion and Coulomb repulsion [130], as well inelastic electron-phonon scattering. 

Under strong inelastic scattering, the carriers will be in equilibrium or near-equilibrium 

and the noise will reduce to thermal noise [131].  

For very short-channel MOSFETs, recent modeling research has replaced drift-

diffusion with ballistic transport [132] where carriers have no time to reach thermal 

equilibrium. For drain current noise under ballistic transport, it is natural to adopt a shot 

noise perspective [129]. However, due to the complexity of the scattering mechanisms, 

there is no analytical equation in terms of macroscopic device parameters to quantify the 

suppression of shot noise relative to the 2qI limit. 

In this chapter, we propose a consistent perspective to interpret the channel noise as 

suppressed shot noise for both long- and short-channel MOSFETs. We will first derive an 
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easy-to-use analytical equation for the suppression factor that is applicable to MOSFETs 

working in the saturation region. It is followed by comparison between the predicted 

suppression factors using this equation and experimental data, as well as discussions on its 

advantages and disadvantages.  

5.2 Thermal Noise Based Approaches for Channel Noise Modeling 

Traditional modeling efforts on MOSFET channel noise have been primarily based on 

the thermal noise assumption, i.e., the channel is in thermal equilibrium and the noise 

sources are thermal, thus the popular name – channel thermal noise. In this section, we will 

review those efforts and also explain the challenges they are facing as the scaling of 

transistors goes on. 

5.2.1 Origin of Thermal Noise 

Thermal noise was first discovered experimentally from voltage fluctuations of 

conductors by Johnson in 1928 [133], hence the alternative name Johnson noise. It was 

explained theoretically by Nyquist in the same year [134], which leads to the well-known 

Nyquist’s equation for current fluctuations of a conductor with conductance G 

 4IS kTG   (5.1) 

and for voltage fluctuations of a resistor with resistance R 

 4VS kTR   (5.2) 
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where k is Boltzmann’s constant and T is the absolute temperature. The thermal noise is 

white noise, which means it has constant power spectral density throughout the frequency 

spectrum. The Nyquist’s equation relies on the assumption that the system must be in 

thermal equilibrium. In addition, for the equation to be valid, the electrical component 

needs to be purely passive and linear.  

In semiconductor devices, the diffusion current, which is subject to frequent inelastic 

collisions between the carriers and the lattice, also produces thermal noise. Van der Ziel 

has proved that the microscopic noise source generated by diffusion current reduces to 

thermal noise if Einstein’s relation holds [1], i.e., 

 
kT

D
q
   (5.3) 

where D is the diffusion constant, μ is the mobility of the carriers, and q is the carrier 

charge. For the Einstein’s relation to be valid, the semiconductor must be non-degenerate 

and reside in thermal equilibrium. However, in modern semiconductor devices which have 

very short channel lengths, this assumption is challenged frequently [126].  

5.2.2 Thermal Noise Based Models for MOSFET Channel Noise 

A MOSFET is a non-linear device in which current is not always linear with voltage, 

therefore the Nyquist’s equation 4kTG cannot be applied directly. However, it is possible 

to divide the MOSFET channel into microscopic segments and each segment will produce 

thermal noise 4kTg(x) as long as the carriers can be considered in thermal equilibrium or 

near-equilibrium at channel position x. The overall noise generated by the device can then 
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be found by integrating the contribution of each segment along the channel. This method 

was first proposed as the Klaassen-Prins equation [135] which is given by 

 
2

2 20 0

1 4
4 ( ) d ( ) d

DSL V

id

D

kT
S kTg x x g V V

L L I
     (5.4) 

where g(x) is the local conductance per unit length in the channel position x and L is the 

channel length. The change of the integrating variable from x to V in (5.4) is based on the 

current continuity equation 
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x
   (5.5) 

The Klaassen-Prins equation can be useful in noise modeling of MOSFETs. However, the 

integration is not very practical for hand calculations or compact models in engineering.  

For this purpose, van der Ziel has introduced the noise coefficient γ to characterize the 

channel thermal noise [136] which is now widely used. It is defined as the ratio of the 

actual channel noise to the thermal noise caused the channel resistance when the drain-to-

source voltage is zero and the channel can be regarded as a linear resistor, i.e.,  
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id

d

S

kTg
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where gd0 is the channel conductance at VDS = 0 V. Naturally, when VDS is 0 V or close to 0 

V, the channel behaves like a linear resistor and Nyquist’s equation can be applied, which 

leads to γ = 1. When VDS is further increased, the MOSFET will gradually reach saturation 

and its current voltage characteristics becomes nonlinear. In this case, the drain current 

noise will diverge from the macroscopic resistive noise and its value relies on the 
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evaluation of (5.4). Based on the DC model of long-channel MOSFETs, γ is evaluated to 

be 2/3 after the MOSFET reaches saturation, and remains constant in saturation region. 

However, as the scaling of MOSFETs continues, various short-channel effects have 

appeared and modified the long-channel DC model, which also have undermined the 

theoretical foundation of the long-channel value of γ.  

In noise modeling, it is beneficial to have a compact equation for the channel noise of 

MOSFETs that works for all regions of operation. The local conductance for a channel 

segment dx at the position x can be expressed as 

  (( )) eff invg x W Q x    (5.7) 

where W is the transistor width, μeff is the effective mobility, and Qinv(x) is the inversion 

charge density at position x which is negative for n-type MOSFETs. Substituting (5.7) into 

the Klaassen-Prins equation (5.4), we can write 
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where μeff is assumed to be position-independent. By using the total inversion charge QI to 

replace QinvWL and the effective channel length Leff to replace L, we have a more compact 

form as follows 
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The total-inversion-charge-based MOSFET channel noise equation is proposed by Tsividis 

[115] and can work in all regions of operation, including subthreshold region where it 

reduces to shot noise expression.  

As the channel lengths of MOSFETs keep shrinking, various short channel effects have 

a strong impact on the noise modeling. One of the earliest report of enhancement of thermal 

noise with respect to long-channel theory comes from Abidi, in which the thermal noise 

was found to be enhanced by a factor up to 12 for a 0.7-μm n-channel device and the effect 

of hot electrons was proposed to explain the anomalous results [137]. Although the report 

and explanation was not widely accepted [138], it has successfully attracted a lot of 

research efforts into the issue of noise enhancement for short-channel MOSFETs. Many 

short-channel effects start to make their way into noise modeling, and most of them are 

proven to cause an enhancing effect of the channel noise. 

Chen & Deen pointed out that the velocity saturation region of the MOSFET channel, 

as indicated in Fig. 5.2, does not generate noise [122]. They modified the total-inversion-

charge-based equation (5.9) to account for this effect, i.e., 
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where Lelec is the electric channel length resulted from excluding the length of the velocity 

saturation region ΔL from the effective channel length Leff. They also experimentally 

demonstrated that the channel length modulation (CLM) effect plays a significant role in 
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achieving accurate noise modeling using (5.10), especially for the channel length down to 

180 nm. 

Han et al. took into account the carrier heating and velocity saturation effect in the 

gradual channel region [139]. It leads to the modified Klassen-Prins equation which is 

given by 
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where EC is the critical electric field at which the carrier velocity becomes saturated. 

Interestingly, by making the approximation that (1 / ) (1 / )c DS elec cE E V L E    , the 

complicated integration (5.11) simplifies to the total-inversion-charge-based (5.10). 

In the derivation of the compact noise equations (5.9) and (5.10), the effective mobility 

μeff is assumed to be position independent along the channel. Due to velocity saturation 

effect in short-channel MOSFETs, the mobility is dependent on the lateral electric field. 

Lelec

Leff

I IIS D

x

ΔL

 

Fig. 5.2.  Cross-section of a MOSFET in saturation. The channel is divided into two 

sections – the gradual channel region (I) and the velocity saturation region (II). 
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Therefore, the assumption may not be true if the electric field in the channel is non-uniform. 

Roy and Enz took into account the non-uniformity of the lateral electric field in the channel 

and re-formulated the noise expression as [126] 
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  (5.12) 

where μ0 is the low-field mobility, μeff is the field-dependent mobility and μ'eff is its 

derivative with respect to the lateral field. In deriving (5.12), the fundamental noise source 

is assumed to be 4kTCg, where TC is the carrier temperature, instead of the lattice 

temperature TL. It turns out this has an opposite effect to the non-uniform mobility effect, 

which explains the close noise level predicted by (5.10) and (5.12) [126].  

5.2.3 Excess Noise in the MOSFET Channel 

Although being challenged by various short-channel effects, researchers have managed 

to model the channel noise quite accurately down to the channel length of 180 nm based 

on the assumption that the fundamental noise source remains thermal noise 4kTg. However, 

for MOSFETs with channel length smaller than 100 nm, Smit et al. reported experimental 

data that exceeds the prediction of thermal-noise-based modeling [140], or in other words, 

“excess noise.” Smit et al. were able to model this phenomenon by keeping existing 

derivation framework but modifying the fundamental microscopic noise source as [127] 
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  (5.13) 

where l is the mean-free-path of the majority carriers, and ϕt is the thermal voltage kT/q. 

The second field-dependent term is to model the non-equilibrium transport of the carriers, 

which the authors argued to be the cause of the excess noise. Nonetheless, this renders the 

fundamental noise source no longer thermal. In the future, thermal noise may no longer be 

the adequate term to describe the channel noise of sub-100-nm MOSFETs. 

5.3 Shot Noise as the Fundamental Noise Source 

The discovery of shot noise is even earlier than thermal noise. While thermal noise is 

regarded as resistive noise, shot noise is generally perceived as the noise when there is a 

barrier in the current flowing path, e.g., in diodes and bipolar junction transistors (BJTs). 

As will be introduced later in this section, modern physics research shows that they are 

both specific forms of a more general noise theory and do not contradict each other. 

5.3.1 Classical View of Shot Noise 

Shot noise was first introduced by Schottky when studying the current fluctuations in 

vacuum tubes [141]. In classical theory, shot noise, which is also known as Poisson noise, 

occurs if the carrier transport can be considered as a Poissonian Process, i.e., the carrier 

transfer events are independent and identical [1]. Due to the discreteness of the charges, 

e.g., the charge of electrons q = 1.6x10-19 C, and the randomness in their arrivals, the 

instantaneous current will fluctuate around an average value. Schottky’s equation for shot 
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noise, which is based on the assumption that the statistics of carrier transport is Poissonian, 

can be written as 

 2shotS qI   (5.14) 

where q is the charge of the carrier and I is the average current. 

The shot noise expression 2qI has been well accepted as the main noise mechanism 

when there is a barrier in the current flow path, e.g., noise in diodes and BJTs. In addition, 

it is also successful in explaining the channel noise for MOSFETs working in the 

subthreshold region [142],[143] due to the fact that carriers are scarce and have minimal 

interaction when the channel is in weak inversion [129]. To make it more accurate, (5.14) 

needs to be modified to consider the noise generated by both the forward (S→D) and the 

backward (D→S) currents. From the subthreshold DC model for MOSFETs, the current is 

exponential with respect to the voltage between the terminals. If the forward current is 

denoted as I+, the backward current should be exp( )DSI I qV kT    where VDS is the 

voltage between the drain and source. The total drain current ID is the difference between 

the two currents, i.e., ID = I I   , but the noise should be the summation of the 

contribution from them, i.e.,  
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  (5.15) 

We can further simplify it using the hyperbolic cotangent function coth(⋅), which leads to 
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The coth(⋅) function has the mathematical property that when x → 0, coth(x) → 1/x, which 

will reduce (5.16) to 4kTG and achieves compatibility with thermal noise theory that 

models the MOSFET channel by a simple resistor as VDS approaches 0 V. On the other hand, 

when x ≫ 1, coth(x) reduces to 1 and (5.16) becomes the familiar unidirectional shot noise 

2qID. It should be noted that (5.16) does not take into account the various scattering 

mechanisms which have suppression effects on the drain current noise. Therefore, it can 

be called the unsuppressed shot noise.  

Interestingly, the first two terms of the Taylor Series of (5.16) can be written as 
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  (5.17) 

where the first term is simply thermal noise 4kTG and second term shows its bias 

dependence with respect to VDS. It shares resemblance to the microscopic noise source 

(5.13) proposed by Smit et al. that captures the onset of non-equilibrium.  

5.3.2 Mesoscopic View of Shot Noise 

Contrary to the common belief that shot noise and thermal noise are two independent 

noise mechanisms, research in mesoscopic physics shows that they are in fact the specific 

forms of a more general noise theory [128]. The mesoscopic physics research deals with 

devices that have intermediate dimensions between the microscopic and macroscopic range 
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where quantum theory plays a significant role. As the transistor scaling guided by Moore’s 

law goes on, the transistor theory will eventually enter the mesoscopic field. In fact, there 

are already modeling efforts for nanoscale MOSFETs that are based on mesoscopic physics 

[132],[144].  

In mesoscopic physics, following the Landauer approach [128], a two-terminal 

mesoscopic conductor can be regarded as having multiple conducting channels with 

different energy-dependent transmission probability, and the average current can be 

achieved by summing up the contribution from all the transmitting channels, i.e.,  
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
    (5.18) 

where fL and fR are the Fermi functions of the left and right terminals, and Tn is the 

transmission probability of each channel. It also leads to quantized conductance which is 

the summation of the quantum conductance of all the energy channels, i.e., 

 
2

.
2

n

n

q
G T


    (5.19) 

The fluctuations of the current, or the noise, for a two-terminal mesoscopic conductor 

can be found from the statistical properties of the transmission channels, which can be 

written as [128] 

   2
2

(1 ) (1 ) (1 )( ) dn L L R R n L R

n

n

q
S T f f f f T T f f E


         (5.20) 



Ph.D. Thesis – X. Chen McMaster University – Electrical and Computer Engineering 

121 

where the first two terms are equilibrium noise contribution and the third term is the non-

equilibrium contribution. If the system is in thermal equilibrium, the left and right terminals 

then have the same Fermi function, i.e. fL = fR, and the noise will reduce to thermal noise 

4kTG. On the other hand, if the system is at the 0 K, the Fermi functions will become step 

functions and the noise will become suppressed shot noise. In particular, if the transmission 

probabilities are low, i.e., Tn ≪ 1, the noise will become the unsuppressed shot noise 2q<I>.  

5.3.3 Shot Noise Based Noise Modeling for Novel Devices 

The scaling of CMOS planar technology is facing great challenges when the channel 

length decreases below 28 nm, where the alternative structures, e.g. FinFETs and FD-SOI 

FETs, emerge and become the technologies of choice. On the other hand, the research 

efforts on finding replacement for Silicon-based transistors have been going on for years. 

Notable candidates include the transistors based on 2D graphene-like material MoS2 which 

features extremely high mobility [145],[146]; the transistors based on 1D carbon nanotubes 

[147]; and the tunneling-field-effect-transistor (TFET) which has steep subthreshold swing 

and aims for low power applications [148]-[150]. Research on the drain current noise of 

these novel devices have been primarily based on shot noise, e.g., for carbon nanotube 

transistors [152],[153] and for TFETs [154]. The suppression factor, also known as the 

Fano factor [155], is used in these research works to quantify the level of suppression with 

respect to the Poissonian level 2qI. However, due to the complexity of the modeling for the 

various suppression mechanisms, a compact analytical equation for the suppression factor 

is yet to be found.  
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5.4 Shot Noise Suppression Factor 

The channel noise of MOSFETs working in subthreshold region can be regarded as 

unsuppressed shot noise due to the low density of the carriers. But as we increase the gate-

to-source voltage VGS, the carriers in the channel become abundant and interaction between 

them are inevitable. In this case, the unsuppressed shot noise equation (5.16) becomes 

invalid and leads to an overestimation of the channel noise.  

On the other hand, the noise coefficient γ, which is defined as the ratio between the 

actual noise and the resistive noise of the MOSFET when VDS = 0 V, is significantly 

enhanced with respect to the long channel prediction in modern technology due various 

short channel effects. This makes it more of an empirical parameter but without a solid 

analytical expression. It undermines the role of γ as an easy-to-use indicator of the channel 

noise.  

Unlike γ, which uses the resistive noise at VDS = 0 V as the reference, we can define a 

new coefficient that references to the unsuppressed shot noise. It has the physical meaning 

of the level of suppression caused by various scattering mechanisms and therefore can be 

called suppression factor. Mathematically, we can define the suppression factor as the ratio 

of the actual noise in the drain current over the shot noise limit, i.e., 
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For MOSFETs working in the subthreshold region, we naturally have F = 1 which 

indicates unsuppressed shot noise. In addition, since the unsuppressed shot noise (5.16) 
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reduces to thermal noise when VDS is around 0 V, it is also expected that F = 1 for VDS close 

to 0 V even if VGS is large. But when both VGS and VDS are large, F is expected to be a 

number between 0 and 1.  

To simplify (5.21), we can substitute (5.10) and (5.16) into it. For practical applications, 

we assume that MOSFET is in the saturation region, i.e., the channel is in strong inversion 

and VDS > VDSat, where VDSat is the saturation voltage. As long as VDS is much larger than 

2ϕt, the coth(⋅) function in (5.16) reduces to 1. The suppression factor can then be expressed 

in terms of the QI and ID, i.e., 
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Now we need to further simplify (5.22) using expressions for the drain current ID and total 

inversion charge QI.  

For MOSFETs working in strong inversion and saturation, the drain current can be 

expressed as [157] 
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where α is the bulk charge factor, W is the transistor width, Leff and Lelec are the effective 

channel length and the length for the gradual channel region as shown in Fig. 5.2, 

respectively, μeff is the effective mobility, C'ox is the oxide capacitance per unit area, VGS is 

the gate-to-source voltage, VT is the threshold voltage of transistor, and EC is the critical 

lateral field. Due to steep retrograde body doping profile in modern transistors, α becomes 
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basically a constant with a typical value of around 1.2 [157]. The electrical length Lelec is 

to model the CLM effect in the drain current and is dependent on the drain-to-source 

voltage VDS [151]. The last (⋅)–1 factor is to specifically account for the velocity saturation 

effect that causes current degradation in short channel MOSFETs. The criteria for the 

MOSFET to be in saturation is that VDS ≥ VDsat, where VDsat is the saturation voltage that 

is given by 
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Using (5.24), the drain current can be simplified as 
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In deriving (5.25), a simple piece-wise model is used for the carrier velocity in the 

channel that can fit the experimental data rather accurately [156], which is given by 
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where EC is the critical lateral electric field at which carrier velocity becomes almost 

constant and does not increase further as the electrical field increases. By equating the two 

equations in (5.26), we can relate EC to vsat by 
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Empirical values for vsat is 8×106 cm/s for electrons and 6×106 cm/s for holes [157]. The 

effective mobility μeff in MOSFETs are several times smaller than the bulk mobility due to 

the surface roughness scattering. It also depends on the type of the carriers, namely 

electrons or holes. Empirical equations for μeff have already been established as a function 

of the vertical field from various physical experiments. In this work, we use  
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for the effective mobility of NMOS [158] and  
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for that of PMOS [159], where toxe is the effective oxide thickness.  

On the other hand, the total inversion charge QI in the channel of strongly inverted and 

saturated MOSFETs can be found as [157] 
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Here the electrical length Lelec is used instead of the effective channel length Leff. It is based 

on the assumption that the length of the velocity saturation region is short and charge 

density in it is low, so we can ignore its contribution to the total inversion charge. 

Using the drain current equation (5.25) and the total inversion charge equation (5.30), 

we can further simplify the suppression factor expression to 
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In (5.31), the first term indicates dependence on the bias voltages and the second mainly 

on channel length. It also agrees with the experimental trend that if VGS increases, the 

suppression will be stronger and F be smaller; and the same will happen if the channel 

length Leff is longer.  

Using the suppression factor, we can alternatively express the drain current noise for 

MOSFETs in saturation region as 

 2 .id DS qI F    (5.32) 

Since we have started with thermal noise based equation (5.10) in the derivation of F, it 

means that (5.32) is mathematically equivalent with (5.10) given the same charge and 

current equations used in the derivation. On one hand, this indicates that (5.32) can be as 

accurate as (5.10) in predicting channel noise for MOSFETs with L ≥ 180 nm. On the other 

hand, equations (5.32) and (5.31) differ from (5.10) in that it makes the estimation of the 

channel noise more accessible by eliminating the electrical length Lelec which models the 

CLM effect and is complicated to calculate. It should be noted, this is achieved not by 

ignoring the CLM effect, but to cancel the effect by dividing the noise by the current that 

encounters the same effect. In the next section, we will demonstrate how well the 

suppression factor expression works with experimental data. 
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5.5 Experimental Results and Discussions 

The first data set is measured on n-type MOSFETs with W = 60 um and L = 180, 420, 

and 970 nm fabricated in 180-nm CMOS technology [122],[123]. In Fig. 5.3, we plot both 

the calculated and experimental values of F versus the gate-source voltage VGS. The 

calculated F are computed using (5.31) with fitted values of VT = 0.45 V and toxe = 4.0 nm 

  

Fig. 5.3.  Calculated (lines) and experimental (symbols) values of the channel noise 

suppression factor F versus VGS for n-type MOSFETs manufactured in 180-nm CMOS 

technology. The symbols are calculated using experimental data extracted from [122] and 

[123]. The lines with same colors are calculated using the proposed suppression factor (5.31). 

The green dashed line represents the lower limit of the suppression factor by setting the 

channel length to ∞. (© 2017 IEEE.) 
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whereas the experimental ones are obtained using the definition in (5.21) with the extracted 

noise and drain current. It results in a good match between the prediction and experimental 

data for the given bias range and channel lengths. Although fitted values of the two process 

parameters are used, they are within reasonable range and should be close, if not exactly 

the same, with the actual values. Furthermore, the long-channel limit of the suppression 

factor obtained by setting the channel length to ∞ is also shown by the green dashed line 

in Fig. 5.3. It is fairly close the curve that represents L = 970 nm, which suggests that F 

becomes almost independent of the channel length after it surpasses a certain value. 

  

Fig. 5.4.  Calculated (lines) and experimental (symbols) values of the channel noise power 

spectral density versus VGS for n-type MOSFETs fabricated in 180-nm CMOS technology. 

The symbols are experimental data extracted from [122]. The lines with same colors are 

calculated using (5.10), with the exception that Lelec is replaced with Leff, which causes the 

discrepancy between the calculated and experimental data. (© 2017 IEEE.)  
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Using the same parameter values, we can also evaluate the traditional compact noise 

equation (5.10) except that Lelec is replaced by Leff to skip the modeling of the CLM effect. 

The results are plotted in Fig. 5.4 using lines, together with the corresponding experimental 

data in symbols. A clear discrepancy happens between the calculated and experimental data, 

especially for the smallest length of 180 nm. The behavior has already been investigated in 

[122] and the reason is that CLM effect plays a significant role in the total-inversion-

charge-based equation (5.10) with the presence of the electrical length Lelec. Therefore, to 

achieve accurate noise modeling using (5.10), it is essential to first have accurate modeling 

of the CLM effect. In contrast, the proposed suppression factor method works by letting 

the current take care of the CLM effect and only relies on easily accessible parameters from 

DC characterization. 

So far, for channel lengths above 180 nm, it is experimentally verified that (5.10) still 

works if the CLM effect is properly taken care of. Therefore, it is expected that the 

suppression factor expression (5.31) also performs well in the same channel length range. 

However, as the channel length decreases down to sub-100-nm, thermal-noise-based (5.10)

might lose its validity due to the non-equilibrium effect. The suppression factor method 

excels in this situation in that it starts from the concept of non-equilibrium transport and 

thus is inherently compatible with it.  

In the following, we evaluate the suppression factor expression (5.31) for sub-100-nm 

devices using data from literature. Fig. 5.5 shows the calculated suppression factor in 

symbols using extracted data from [160] for n-type MOSFETs in 65-nm technology with 
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channel lengths of 60 nm, 120 nm, and 240 nm, respectively. The lines with the 

corresponding colors shows the modeled suppression factors using (5.31) with VT = 0.32 

V and toxe = 2.8 nm. The green dashed line is for the long-channel limit when the channel 

length is ∞.  

In addition, using extracted data from [127], we plot the experimental suppression 

factors of a 40-nm n-type MOSFET in symbols in Fig. 5.6. The modeled suppression 

factors using (5.31) with of VT = 0.25 V and toxe = 2.4 nm for 3 channel lengths of 40, 60, 

and 200 nm, as well as the long-channel limit, are plotted in lines and green dashed line, 

  

Fig. 5.5. Calculated (lines) and experimental (symbols) values of the channel noise 

suppression factor F versus VGS for n-type MOSFETs in 65-nm technology. The experimental 

data are extracted from [160] for devices with channel lengths of 60 nm, 120 nm and 240 nm, 

respectively. The lines with same colors are calculated using (5.31). The green dash line is 

for the long-channel limit when the channel length is ∞.  
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respectively. In both figures, a good fitting is achieved with reasonable parameter values. 

It is a promising sign that the proposed suppression factor expression (5.31) may still work 

for other sub-100-nm MOSFETs. Furthermore, once the two process parameters are known, 

we can easily to predict the channel noise level for different biases and geometries using 

(5.31).  

There are limitations in (5.31). Based on the concept of shot noise suppression, the 

suppression factor should have an upper limit of 1, which corresponds to unsuppressed shot 

noise. However, no such limit is suggested mathematically in (5.31), which means the use 

 

Fig. 5.6.  Calculated (lines) and experimental (symbols) values of the channel noise 

suppression factor F versus VGS for n-type MOSFETs in 40-nm technology. The experimental 

data is extracted from [127] and only available for L = 40 nm. For easy comparison and 

prediction, we plot modeled suppression factors for 3 more channel lengths of 40, 60, and 

200 nm, as well as the long-channel limit. (© 2017 IEEE.) 
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of it should be limited to keep the result physical. First, when VGS approaches VT, and the 

channel becomes moderately inverted, the first term in (5.31) would increase dramatically 

and push F out of limit. This is the reason that we explicitly state that it should only be 

used when the MOSFET is in strongly inverted saturation region. Since (5.10) works in all 

bias regions, and the drain current ID can be extended to all regions, further work can be 

done by extending (5.31) to work in more regions of operation.  

Second, if we further decrease the channel length, the second term in (5.31) would 

eventually be big enough to contradict F with the upper limit of 1. In fact, the same problem 

of scaling also challenges (5.10) due to the presence of Lelec. In this situation, (5.31) and 

many existing transistor theories which are based on the assumption of thermal equilibrium 

becomes invalid. Fortunately, we think it is still valid to view the channel noise as 

suppressed shot noise, which is inherently compatible with non-equilibrium. Therefore, 

(5.32) will still be valid, but a new analytical equation for the suppression factor F is 

required. 

5.6 Conclusion 

In this chapter, we considered channel noise of MOSFETs as suppressed shot noise, 

which is not in conflict with traditional thermal-noise based approaches, but has some 

attractive advantages. First, the derived suppression factor is easy to use and accurately 

predicts the channel noise. It only depends on two process parameters - VT and toxe, which 

are easily obtained from DC modeling and experiments. It avoids the use of the CLM model, 

which has a big impact on the channel noise but is complicated to obtain the parameter 
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values. Instead, the proposed suppression factor method leverages the drain current, which 

already takes care of the CLM effect. Second, the concept of suppressed shot noise is better 

equipped when facing the scaling challenges for noise modeling. Unlike traditional thermal 

noise based approaches, which constantly struggle with the “excess noise”, the suppression 

factor concept has roots in mesoscopic physics research and has already been applied to 

noise modeling for various novel transistors. 
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Chapter 6.  

Conclusion and Future Work 

 

High-frequency noise modeling and characterization for nanoscale MSOFETs is an 

essential driving force for highly scaled CMOS technology to be used in RF applications. 

In this thesis, several important issues regarding noise modeling and characterization for 

nanoscale MOSFETs are studied. In this chapter, we conclude the work presented in 

previous chapters and also suggest future work that can be done to further the study on this 

topic. 

6.1 Conclusions 

In Chapter 2, a problem in noise characterization for on-wafer noise measurements is 

solved. The existing noise factor deembedding theories only work with two-port and three-

port networks. We present a noise factor deembedding algorithm to extend existing theories 

to work for an active device surrounded by a four-port parasitic network. It also enables a 

new approach to obtain the intrinsic noise parameters by performing deembedding first and 

optimization last for on-wafer noise measurements. Using the new approach, it is possible 

to remove non-physical intrinsic noise factors before feeding them to optimization, which 

reduces the chance of the final noise parameters being non-physical. Statistical evaluation 
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of the new approach shows that it is more robust and produces less non-physical situations 

than the traditional optimization-first, deembedding-last approach. For the two evaluated 

designs of the 90-nm and 28-nm devices, the proposed approach works more effectively 

for a DUT with low gain and large parasitics in the 90-nm design. 

In Chapter 3, we evaluate the noise performance for future nanoscale MOSFETs using 

the equivalent noise sheet resistance Rnsh, which is a figure-of-merit signifying the noise-

to-signal ratio of the intrinsic device. It captures both the channel noise level and the 

transconductance of the transistor. Through experimental data, it is found that the noise 

performance of modern CMOS technologies degrades as the channel length decreases. 

Channel engineering techniques, for example strain-engineering, can improve the mobility 

of the carriers but do not change the saturation velocity, and thus have a deleterious effect 

on the noise performance. The reduction in power supply voltage is also negatively related 

to the noise performance. Increasing the gate oxide capacitance by reducing the oxide 

thickness or using high-k materials becomes the possible solution for future low noise 

technologies. 

In Chapter 4, a novel Z-parameter-based approach to extract the gate resistance at low 

frequencies is presented. The gate resistance is important not only in DC and AC modeling, 

but also in noise modeling of MOSFETs. Not only does it generate noise by itself, it also 

plays an important role in the extraction of the noise sources of the intrinsic transistor. The 

proposed gate resistance extraction method is demonstrated to be statistically more stable 

and robust than other published methods in the literature. This statistical robustness and 
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stability are particularly important for the future technology nodes with smaller feature size 

and larger process variations. The dependence of the extracted gate resistance on channel 

length and process is analyzed and discussed. The accuracy of the proposed method reduces 

on the devices which have low critical frequencies. This issue ceases to exist for sub-100-

nm devices which have sufficiently large critical frequencies. A method to extract the gate 

contact resistance is presented. The extracted contact resistance represents around half of 

the total gate resistance for the 55-nm n-type FETs.  

In Chapter 5, a new perspective on MOSFET channel noise is proposed and evaluated. 

The channel noise is the most dominant noise source in the intrinsic transistor. Traditional 

modeling efforts are based on thermal noise that assumes the carriers in the channel resides 

in thermal equilibrium. However, this assumption is challenged by the physics of the 

modern-day extremely short-channel transistors. In light of this, we propose to consider 

the channel noise as suppressed shot noise and use the suppression factor F to quantify the 

level of suppression. It is not in conflict with traditional thermal-noise based approaches, 

which still works well with longer transistors, but has some attractive advantages. First, the 

derived suppression factor is easy to use and accurately predicts the channel noise. It only 

depends on two process parameters - VT and toxe, which are easily obtained from DC 

modeling and experiments. It avoids the use of the CLM effect, which has a big impact on 

the channel noise but is complicated to model. Instead, the proposed suppression factor 

method leverages the drain current, which already takes care of the CLM effect. Second, 

the concept of suppressed shot noise is better equipped when facing the scaling challenges 

for noise modeling. Unlike traditional thermal noise based approaches, which constantly 
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struggle with the “excess noise”, the suppression factor concept has roots in mesoscopic 

physics research has already been applied to noise modeling for various novel transistors.  

6.2 Future Work 

Noise characterization and modeling of nanoscale MOSFETs is a relatively big topic. 

Its foundation is already built by contributions from many researchers. The work of this 

thesis only covers several issues in it. As the downscaling continues, the transition from 

drift-diffusion transport to ballistic transport is happening to current and future nanoscale 

transistors. The physics that governs how the transistors work is also shifting from classical 

theories to quantum mechanical theories. This causes a major challenge not only for DC 

and AC modeling, but also for noise modeling of the transistors. In this sense, this work is 

only one step towards that direction. More research efforts are needed to complete and 

unite the theory that can guide the future development of the semiconductor industry.  

For the specific issues tackled in this work, there are also room for improvements and 

follow-up work, which are listed as follows.  

1) For the proposed noise factor deembedding algorithm in Chapter 2, it works for the 

specific case of a two-port active device surrounded by a four-port passive network. 

A generalized theory or framework of noise factor deembedding for multi-port 

networks may be possible following the same spirit.  

2) For the optimization last approach for noise parameter deembedding introduced in 

Chapter 2, it is evaluated and compared to traditional approach using Lane’s 
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optimization algorithm. However, the literature has reported many different 

optimization algorithms and they do have some impact on the final deembedded 

noise parameters. Therefore, it is possible to investigate the impact of those 

optimization algorithms on the two approaches and search for the theoretical proof 

for the statistical improvement of the proposed approach.  

3) For the suppression factor expression derived in Chapter 5, it suggests no upper 

limit when VGS approaches VT and Leff approaches zero. This cannot be true since 

known mechanisms in transistors can only suppress the noise with respect to full 

shot noise, which means F has an upper limit of 1. For the issue of VGS approaching 

VT, work can be done to extend the F expression to full range of operation at any 

bias. At the same time, VDS dependence of F can also be investigated within the 

same theoretical framework. 

4) In another aspect of the suppression factor in Chapter 5, the derivation of the 

analytical expression starts from a thermal noise based approach. However, the 

thermal-noise based approach may not be valid for extremely short transistors or 

alternative transistor technologies. In this case, it may be necessary to start from the 

physics of the suppression mechanisms and explore possible analytical equation for 

F that connects to macroscopic device parameters. 
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