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Abstract

In this thesis, a universal framework that is able to extract image spatial relation-

ship among multiple appearance components is proposed, which can be employed to

extract additional pattern in wide computer vision tasks. In order to demonstrate

its usefulness, three novel algorithms solving different computer vision problems are

presented as three main contributions of this thesis, which exercise this framework to

improve their performances.

Starting with the object tracking task, the framework is utilized to extract ob-

ject’s inner structure. The algorithm makes use of this inner structure to support

a discriminative learning process for mitigating the classic error accumulation effect

raising in numerous trackers. In this way, the tracking task is formulated as a prior

regularized semi-supervised learning problem. To solve this particular problem, a

multi-objective optimization approach is developed. The experiment conducted by

the author demonstrates that this tracking algorithm advances state-of-the-art per-

formance of object tracking.

Next, the background subtraction task is studied. In this algorithm, the back-

ground is represented by a probabilistic topic model to deal with the dynamic back-

ground challenge. This topic model takes advantage of the framework to control topic
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proportions, which is shown a good descriptor for recurring pixel movement in dy-

namic background. In order to make the topic model suitable for this on-line task,

an incremental learning approach is designed. In the experiment, this background

subtraction algorithm outperforms the alternatives in challenging benchmarks.

Finally, the proposed framework is expanded by applying it on a single image pro-

cessing task, airborne ship detection. The algorithm handles this detection problem

by modeling the ocean background and treating the ship pixels as outliers. For simul-

taneously encoding the dynamic nature and the local similarity of ocean background

texture, the framework is used to explore the majority of pixel intensity across the

image plane. An extensive experiment shows robustness and accuracy of the ship

detection algorithm on a large number of tested images.
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Chapter 1

Introduction

Extracting useful information from image and video is a fundamental task in computer

vision. In this thesis, the spatial relationship among different appearance components

on image plane is studied. To discover this relationship, a simple but effective frame-

work based on a grid of image-domain label-distribution is proposed. By cooperating

with various appearance models, an universal improvement is demonstrated for a

number of distinct computer vision tasks.

Traditionally, how to robustly extract the feature and how to build suitable learn-

ing method are the two commonly appearing modules in determining the performance

of a vision system. The proposed framework offers a third module: modelling the dis-

tribution of each appearance component over image plane. The underlying insight

is that a consistency of the label-distributions widely exists spatially or temporally

in computer vision tasks. Particularly, an image region of interest is first discretized

into a grid of observed visual units, whose size vary from a pixel to a patch depend-

ing on different tasks. For modelling the feature of each unit, the framework has no

constraint on the appearance module, which makes it compatible with most of the
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existing learning methods. As target area is divided into multiple components, the

region of interest will be represented by multiple classes. The essential function of

this framework is to estimate the occurrence probability of each class on every grid

position, which provides a certainty for the output of appearance module for further

analysis. Taking advantage of this certainty, a more suitable objective can be formu-

lated compared with those methods only employing appearance information. Having

been applied to three different vision tasks, namely object tracking, background sub-

traction and ship detection, this framework demonstrates its usefulness.

From pattern recognition perspective, most classification and clustering approaches

show weakness on representing the highly nonlinear relationship between feature ele-

ments. In order to deal with restrained tasks, such as face recognition and pedestrian

detection, enlarging the training data by utilizing advanced learning approach would

help. But, for those unrestrained tasks, such as arbitrary object tracking and scene

understanding, researchers tend to pay more attention on feature engineering, for

example, bag-of-words [114] and autoencoder of deep network [48]. Unfortunately,

valuable image-domain spatial information has been abandoned through this process.

The proposed framework is motivated to keep this useful information.

As shown in Figure.1.1, an image region of interest can be defined as an area within

the bounding box, such as a patch extracted from the image or the whole image plane.

For the visual units extracted, any supervised or unsupervised multi-class learning

routine can be followed. The probability of occurrence on each vertex is modeled

by a multinomial distribution, where each element of the parameter corresponds to

one class label. For every multinomial distribution on the grid, its conjugate prior,

Dirichlet distribution, is utilized. Through Bayesian analysis, the parameter update

2
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Figure 1.1: Introduction to the structure of the proposed framework

can be formulated as a counting process. Each element of the parameter vector

denotes the times of the corresponding class appears in this position, while the prior

stands for a pseudo number. In this way, the consistency through time domain, that

the probability of certain label occurring on certain vertex will tend to be stable in

a period, can be maintained by an on-line updating process. For some tasks, the

consistency through image plane, the similarity between adjoining vertexes on the

grid, also needs to be considered. In this condition, multiple spatial distributions

over the two-dimension grid plane can be applied, whose probabilities at each vertex

can be then formulated into the prior parameter vector. For different tasks, this

consistency can be fused into the objective function of corresponding task by different

ways, which will be presented in the following chapters.

To handle a certain computer vision task, the proposed framework usually encoun-

ters two issues. One is determinating the size of a visual unit. Usually, higher level

3
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framework object tracking background subtraction ship detection
grid structure model block image plane
vertex vertex pixel pixel
visual unit patch evidence intensity
label distribution Dirichlet-multinomial distribution topic proportion weight

Table 1.1: The correspondence relationships of terminologies in different algorithms

computer vision task needs a larger patch. For advanced classifiers, such as SVM,

neural network and Random Forest, complex feature tends to be used. For generative

model, which is often applied in the task formulated as clustering problem, shorter

feature is usually used, since there will be a significant computational increase as the

feature’s dimension raise. The second issue is the class/cluster count. Although most

modern classifiers support multi-class, setting down the number of class will still be

a problem.

To demonstrate the usefulness of this framework, three novel algorithms handling

various computer vision tasks, object tracking, background subtraction and ship de-

tection respectively are proposed in this thesis. Each of the following three chapters

will focus on one of them. It is worth to note that, although the proposed framework

is the inner-connection between these algorithms, every method has its own contri-

bution to the corresponding computer vision task. For each task, different theory

formulation will be introduced. In order to keep a coherence for each theory, author

would use different term to present this proposed framework, since it is treated from

different perspectives. Although it will not be difficult for readers to recognize it from

the context, it would be convenient to briefly introduce these tasks and discuss how

the framework plays its role. The correspondence relationships of the terminologies

in different algorithms are shown in Table 1.1.

4



Ph.D. Thesis - Yuanhao Yu McMaster - Electrical Engineering

1.1 Discover Target Structure for Object Tracking

Visual object tracking is a fundamental task in computer vision, which has a large

number of applications, such as visual surveillance, human computer interaction and

video compression. For example, it has been successfully utilized in residential area

surveillance system, W4 system [45]. Actually, in almost any video analysis system,

tracking plays its role.

A complete visual tracking system usually includes five modules: initialization,

appearance modeling, motion estimation, localization and updating. The initializa-

tion phase can be done manually or automatically. Manual way is operated by users

to annotate target’s location parameters, usually a bounding box or an ellipse on the

image plane. The automatic way provides the same information but uses the output

of an object detector. Appearance modeling has been demonstrated as the most im-

portant part of a tracking system. It focuses on two aspects, designing robust target

descriptor and building mathematical model for target recognition. Target descrip-

tors can make use of contour, shape, segmentation, local patch and global region.

The local patch and global region are the two mostly used cues, from which various

features can be extracted. Recognition approaches branch into two groups, genera-

tive and discriminative models. Since there is no commonly agreed technical routine

for this module, a clear description can be expressed as attempting to answer two

questions, what visual representations are appropriate and robust for object tracking

and what types of learning schemes are suitable for visual tracking. Usually, motion

estimation task is formulated as a dynamic state estimation problem in literature,

which can be completed by taking advantage of linear regression [82], Kalman filters

[27] or particle filters [6]. In recent years, researchers tend to spend less effort on

5



Ph.D. Thesis - Yuanhao Yu McMaster - Electrical Engineering

this module. The localization task is often performed by a greedy search or a maxi-

mum posterior estimation process. The goal is to determine the target state, such as

the position on image plane, based on the observation on current frame. Although

some trackers do not operate update, most update in order to handle variation in

appearance. Generally, one of the old samples is replaced by the last seen for update.

Despite a large number of researchers are attracted to this topic, robust tracking

still suffers from various challenges. One is low-quality camera, which consequentially

causes low frame rate, low resolution, low bit-depth and color distortion. Another is

challenging object, such as nonrigid object, small-size object, out-of-plane rotation

and complicated pose. Challenging environment is also commonly seen, including

illumination change, rapid camera motion, full occlusion and noise disturbance. For

real-world setting, researchers also need to consider real-time processing requirement.

The proposed framework is utilized to explore object inner structure. In this task,

the grid is constructed from the input bounding box of object intended to be tracked

and each visual unit is set as a 16×16 patch extracted from the vertex. All the visual

samples are fed into the Random Forest classifier. Different from typical appearance

model, the set of label distributions of the framework can provide additional certainty

for the classification result. Since it shows the probability of a certain appearance class

occurring on certain positions, they essentially represent the structure of object. As

this structure tends to hold consistently in a period, this novel pattern can be applied

to support target tracking. Furthermore, based on this framework, the tracking task

is re-formulated as a semi-supervised learning problem, where the generative structure

is used to guide the discriminative learning. This pattern has also been utilized in

localization and updating phases. To determine target position, a grid of certainties

6
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is used for measurement in a greedy search mechanism. Traditional updating tends

to absorb noisy samples into model, which certainly deteriorates the tracker and even

causes drift. Given this additional probabilistic measure, only credible samples can

be updated.

1.2 Discover Motion Pattern for Background Sub-

traction

Background subtraction is usually applied as the first step of many computer vision

systems to detect moving objects in a video sequence without any prior knowledge.

Its major application is the video surveillance system, where persons, vehicles and

animals are first detected before they operate more complex modules for intrusion

detection, tracking and individual counting.

The core of a background subtraction algorithm is creating its own background

model. In the simplest way, this can be obtained by manually setting a static image

from the sequence, which represents the background and contains no moving object.

Then, the absolute difference between the current frame and the static image can be

computed. However, this is not the best choice. Any change of background scene

would cause foreground segmentation failure. For improvement, the previous frame

rather than a static image can be used, which introduces an important concept, back-

ground maintenance. Alternatively, [57] suggests the initialization and maintenance

phases of the background model by the arithmetic mean of the pixel between suc-

cessive frames. Taking advantage of the same methodology, statistic techniques are
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employed to solve this task. The most well-known method is a parametric proba-

bilistic background model proposed by Stauffer and Grimson [103], and improved by

Hayman and Eklundh [113]. In this algorithm, distributions of each pixel color is rep-

resented by a sum of weighted Gaussian distributions defined in a given colorspace,

the Gaussian mixture mode.

An ideal environment for background subtraction contains three factors, fixed

camera, static background and constant illumination. In practice, however, a num-

ber of challenging situations may appear. 1) noisy image: these sequences usually

come from a poor-quality source; 2) camera jitter: wind may cause the camera move;

3) automatic adjustment: this camera function might automatically adjust the pixel

value representing the same color between different frames; 4) illumination change: it

could be either gradual such as outdoor scene or sudden such as light switch; 5) boot-

strapping: in the training period, there is no static frame available; 6) camouflage:

foreground pixels show similarity with the background, which makes them hard to

distinguish. 7) foreground aperture: the moving object has a uniform colored region,

making the changes inside the region hard to be detected; 8) dynamic background:

although background objects may move, these objects should not be treated as fore-

ground, like trees; 9) sleeping object: foreground object might become motionless

after going into the scene; 10) shadow: though shadow does not belong to the region

of interest for most of applications, they are often detected as foreground.

To handle the background subtraction task, the proposed framework is utilized

to encode the recurring movement of the pixels, which improves system performance

when the first two ideal environmental factors are not met. Each frame of the in-

put sequence is divided into multiple independent equal-size blocks, each of which is

8
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masked by the grid. A visual unit is set as one pixel. The intensities appearing on

the block are modeled by multiple Gaussian distributions, where different Gaussian

components intend to represent different objects. Since some objects of background

might have little movement as mentioned such as tree and fountain, the probability

of each Gaussian component appearing on a certain position of the grid should be

modeled. In the algorithm, the proposed framework is utilized to represent this prob-

ability. The reason of this design for the algorithm is that the recurring movement can

be summarized as a pattern, which makes the probabilities of the label distributions

consistent in the time domain. By fusing this framework with the Gaussian models,

background subtraction task can be represented by a probabilistic topic model.

1.3 Discover Dynamic Background for Ship Detec-

tion

Recently, ship detection has attracted wide interest for maritime security and other

applications, such as traffic control, protection against illegal fisheries, oil discharge

control and pollution monitoring. Cargo monitoring from airborne images covers a

large enough ocean scene, which consequently can achieve a continuous monitoring of

targets’ locations and movements. However, it usually suffers two issues, low-contrast

scene and high computational cost.

The topic of ship detection has been extensively studied for decades. But few

research works directly attempt to handle the scene from the airborne view. Most

related literature shows two tendencies. One is detecting the ships from space, where

the image naturally has a higher resolution than other remote sensing images and

9
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the view of each object is highly restrained as “top-down”. For instance, [22] utilized

neural network to classify small ships and built a complete system for ship detec-

tion. A major weakness of these methods come from the negative influence from

clouds and at night. The other is that methods tend to focus on a particular sensor.

For example, a number of ship detection methods have been proposed based on the

synthetic aperture radar (SAR). Most of them employ a constant false-alarm rate de-

tector with a certain background distribution [32][113][25]. For comprehensive review

of ship detection in SAR images, readers are referred to [138]. Other methods include

detecting long ship tracks in Advanced Very High Resolution Radiometer imagery

[74][124] and in airborne infrared images [28][112][29]. Generally, the literature about

ship detection shows no convergence on a major technical routine.

Taking advantage of proposed framework, a novel ship detection algorithm is

presented, in which the detection task is treated as a salient object extraction problem

by modeling the ocean background. The major difficulty is that the algorithm has

to effectively detect the salient pixels in a significantly low-contrast image. In this

algorithm, the proposed framework plays a key role, that the characteristic of ocean

background is encoded into a statistical model and each ship pixel is considered as

an outlier. The grid is masked on the whole image plane. Similar to the background

subtraction, each visual unit is a pixel, whose value is drawn from a Gaussian mixture

model. Each weight of Gaussian component is also expressed by the multinomial

distribution. Different from the fore-mentioned two algorithms, the input of this

algorithm is a single image rather than a video, which can not accumulate label’s

image-domain distribution. The consistency across the image plane is explored by a

set of spatial distributions over the image plane, whose details will be discussed in the

10



Ph.D. Thesis - Yuanhao Yu McMaster - Electrical Engineering

later chapter. The spatial distribution is fused into proposed framework by treating

it as a hyper-distribution. Particularly, each element of the prior parameter vector

of Dirichlet distribution equals to the probability of the corresponding vertex on the

grid of the spatial distribution. An Experiments on a number of datasets shows the

ocean background is well modeled by this proposed algorithm.
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Chapter 2

Robust Discriminative Tracking via

Structured Prior Regularization

In this chapter, author addresses the problem of tracking an object in a video se-

quence given its location in the first frame and no other information. Many existing

discriminative tracking algorithms usually train a classifier in an on-line manner to

separate the object of interest from the background. Slight inaccuracies in the track-

ing may result in incorrectly labelled training set, which can degrade the tracker.

Although a number of approaches such as semi-supervised learning and multiple in-

stance learning have been developed to address this problem, some critical issues

still remain unsolved. This chapter aims to mitigate the shortcomings by exploiting

a reliable generative model to support the discriminative learning process. A prior

model based on a set of structured Dirichlet-multinomial distributions is proposed

to preserve the target’s structure information. This prior is then formulated as a

regularization term in a training objective function, which casts the tracking task as

a prior regularized semi-supervised learning problem. A multi-objective optimization
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method is developed to search for the solution, taking advantage of a decision maker

inside to control the conflicts between different modules. The experiments show that

this proposed method outperforms standard algorithms on challenging datasets. It is

also demonstrated that the algorithm significantly mitigates the error accumulation

effect.

2.1 Introduction

Object tracking is a fundamental task in computer vision, which can be used in nu-

merous different applications, including surveillance, autonomous vehicles, intelligent

robots, augmented reality, and medical imaging. Although many approaches have

been proposed in the literature, robust tracking still remains a challenging problem

[131]. In real-world settings, objects are typically complex and difficult to track due to

pose, rotation, illumination, blur, occlusion, abrupt motion and background clutter.

Effectively modelling and maintaining target appearance are of prime importance for

the success of a tracking algorithm, which has attracted much attention in recent

years [117] [55] [85] [2] [60] [56] [125] [94] [11].

Typical discriminative tracking algorithms [9] [7] consist of a two-step “estimate-

update” process [40]. First, a predefined appearance model is utilized to evaluate the

likelihood in the current frame and a decision strategy is used to estimate the target’s

image position. Second, once the position is determined, new foreground/background

information is extracted to update the appearance model. A critical drawback of this

mechanism is that the sub-optimal estimation caused by noise will lead to inaccuracies

in the update step, consequently degrading the model. An inaccurate model in turn

may result in even worse estimation results [9]. Although some methods like multiple
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Figure 2.1: Left side: discriminative appearance model; Right side: generative
structure model (image source: [127]).

instance learning [9] [134] and semi-supervised learning [40] [102] have been proposed,

accurate object tracking still remains a challenging issue.

In this chapter, our motivation is to devise a new strategy based on reliable rules

to update the model that minimizes error accumulation. The goal is to improve visual

tracking robustness, especially to avoid drift. The key idea is that the model should

adapt itself over the video sequence rather than explicitly retraining the classifier

based on noisy features as supervised learning. To achieve this, a generative model

consisting of a grid of structured Dirichlet-multinomial distributions is proposed. In

this model the target and the background are represented by grid structures as shown

in Figure 2.1, where patches extracted on these vertices are utilized to generate train-

ing features assigned with multiple labels to feed a Random Forest classifier. A
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Dirichlet-multinomial distribution fixed on each vertex is used to maintain corre-

sponding labels confidence. By formulating the generative model as an additional

regularization term in the objective function, the tracking task is cast into a prior

regularized semi-supervised problem. The algorithm treats current patches as unla-

belled data and learns their labels in a semi-supervised manner with structure prior

and appearance prior, which may have conflicts between them. To address this con-

flict, a multi-objective optimization technique is proposed. The experimental results

show that the proposed model significantly improves the update phase to minimize

drift over time, which consequently yields better tracking results.

The main contributions of this chapter are: 1) Visual tracking task is cast as a prior

regularized semi-supervised problem; 2) A multi-objective optimization algorithm is

proposed to solve this regularized semi-supervised problem; 3) A novel patch-based

grid target representation is designed; and 4) A new adaptive Random Forest is

proposed to speed up the optimization process. The proposed algorithm is called the

structured prior regularization tracker (SPRT).

2.2 Related Work

The related works are grouped into three categories.

2.2.1 Discriminative Appearance

A major challenge in discriminative tracking is how to update the adaptive appearance

model [9]. This is usually done by taking the current tracker location as the positive

feature and sampling the negative ones around [131] [39] [71] [21] [53] [63]. But, the
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process usually causes the model to be updated with noisy and potentially misaligned

features, which often leads to the drift problem. To alleviate this, an on-line semi-

supervised boosting method is proposed in [40], where labelled features come from

the first frame only and subsequent training features are left unlabelled. Similarly,

a multiple instance learning technique is applied in [9] with the key assumption that

a negative bag consists of all negative instances whereas a positive bag contains at

least one positive instance. In [52], a semi-supervised-like approach, in which positive

and negative features are selected via an online classifier with structural constraints

is proposed. Other approaches to address drift include explicitly detecting tracking

failures and occlusions with heuristics [139] and maintaining a pool of trackers [133].

In [120], the authors study each component of the tracking system and identify some

important factors for good performance. Recently, significant advances in applying

convolutional neural networks on the visual tracking problem have been made. A deep

learning tracker using a multi-layer autoencoder network is proposed in [119], where

the network is pre-trained in an unsupervised manner. In [64], a two-layer network

based on binary features is trained by the tracker without requiring a pre-training

procedure.

2.2.2 Tracking Based on Multiple Patches

Patch-based approaches have the added benefit of robustness to occlusion [56] [129]

[8] [10]. Numerous methods have been proposed to exploit this advantage. In [2], a

tracking method using multiple image fragments is presented to handle occlusion and

pose changes, where every fragment votes on the possible position and scales of the
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object. In [85], the constantly changing foreground shape is modelled based on multi-

ple rectangular blocks to track articulated objects with large variation in appearance

and shape, where the blocks’ positions in the tracking window are adaptively esti-

mated. In [51], the target is represented by a set of small patches on a regular grid

and l1−sparsity is applied to search for the final estimate. The patch-based model can

also be utilized along with Random Forest [16] to handle the detection, recognition

and tracking of objects [87]. In [56], a flexible patch-based method is designed to

track the object whose geometric appearance is drastically changing over time. By

employing Basin-Hopping sampling, this method can efficiently find an optimal state.

In [111], a set of patches on a grid structure is tracked by a flock of trackers that is

robust to certain drifts. Recently, the correlation filter based method (KCF)[47] was

proven to efficiently yield robust tracking performance, taking advantage of convolu-

tion theorem to effectively learn the object template. There is another tracker in [66],

also exploiting local context, where the tracked parts are automatically selected by

sampling and a reliable part is defined as being trackable and sticking on the target.

In [88], a method for detecting deformable objects, whose object model is composed

of a regular grid of small parts with their locations depending on the distance from

neighboring parts is proposed. In [109], sets of pixels/patches are used to model and

track the target. A technique based on solving linear decomposition problems with

enforced sparsity is proposed for matching. In these patch based trackers, grid repre-

sentation, star model and tree structure are the three most commonly used structures

for representing targets [136].
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2.2.3 Semi-supervised Random Forest

Semi-supervised learning has received significant interest in the literature. A com-

monly used discriminative method is the “cluster-based” one, which aims to place the

decision boundary in low density regions directly [23]. For example, in the entropy

regularization method [41], an additional term that minimizes the entropy of the la-

bel distribution predicted on unlabelled data is employed to augment the traditional

conditional label likelihood objective function. In [77], a similar expectation regular-

ization method is proposed to achieve semi-supervised learning while incorporating

prior information about the class distribution into discriminative training to improve

performance. Recent references on semi-supervised learning can be found in [18] [50].

Random Forest [16] is an ensemble learning technique, which has been success-

fully applied in many computer vision and machine learning applications. It was

demonstrated to be better or at least comparable to other discriminative modelling

techniques in detection [31], object recognition [87], semantic segmentation [99], real-

time key point recognition [62] and tracking [53]. For a comprehensive introduction

to Random Forest, the reader is referred to [24]. The semi-supervised solutions for

the Random Forest have also been proposed in [24][61]. The first work introduces a

simple and efficient semi-supervised Random Forest via transductive learning while

the latter one employs the deterministic annealing technique to iteratively achieve

semi-supervised learning.

The original Random Forest was proposed in [5], and consists of ensembles of mul-

tiple independent decision trees. A decision tree is a (binary) tree-structured classifier

that makes a prediction by routing a feature x ∈ X in the feature space X through

the root to a leaf, where classification takes place. A label-distribution is stored at
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each leaf y ∈ Y that could be associated to any feature, where Y= (0, 1, ..., k, ..., K)

denotes the label domain. At each internal node, a feature is forwarded to the left

or to the right based on the output of a node-specific split function. The Random

Forest makes a prediction about a feature by combining single response collected from

every tree, and the final confidence is defined as c(k|x) = 1/V
∑V

v=1 cv(k|x) where

cv(k|x) is the estimated confidence of class labels on the leaf of the v-th tree. The

final decision is defined as f(x) = arg maxk c(k|x).

In the training phase, every tree is trained independently [24]. This procedure

is carried out recursively, where an internal node is grown with an associated split

function selected from a randomly generated parameter set to maximize the expected

information gain (2.17) about the label distribution due to the split of the training

data into two sets, left and right ones D= lD ∪ rD. The node’s left and right sub-

trees are recursively grown with their own training data lD and rD, respectively, until

some terminal criterion, e.g., minimum size of data set, maximum depth or entropy

threshold, is met. After this, the confidence of class is estimated on each leaf.

2.3 Algorithm

The proposed algorithm consists of three modules, the appearance model, the struc-

ture model, and the optimization algorithm. The appearance model is responsible for

preserving similarity in appearance by maintaining a built-in semi-supervised Ran-

dom Forest classifier, whose loss function is denoted as La. The structure model is

used to localize the target by identifying the most similar structure pattern, and its

loss function is denoted as Ls. Based on these two models, the tracking task can

be cast into a prior regularized semi-supervised learning problem, whose objective
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Figure 2.2: Representation: Grid, the green fixed-structure lattice masked on the
target or the background with 3 pixels between adjacent points/crosses; Vertex, the
red points/crosses at both foreground and background grids; Patch, the red
rectangle centered on corresponding vertex (image source: [127]).

function is defined as Ls +La. A multi-objective optimization algorithm is proposed

to find the optimal solution for the objective function.

2.3.1 Representation

As shown in Figure 2.2, the object (foreground) and the background are represented

as two fixed-structure grids. On each vertex of a grid, a 16 × 16 local image patch

x is extracted to model the target’s partial appearance and to feed the classifier.

A Dirichlet-multinomial distribution parameterized by α is also associated with the

vertex to maintain the confidence of the classification result for the corresponding

patch.

Two sets of patches are obtained from the foreground and background separately,
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where, for each set, patches are grouped into multiple classes K+ and K− rather than

one. In other words, our foreground (or background) would be represented by more

than one label in order to express the target’s inner-structure, as shown in Figure

2.4(b)–(d).

Given the labels, the foreground grid associated with the set of structured dis-

tributions will be employed to estimate target location z. A dependent relationship

holds such that once the grid settles, the position of each vertex is determined, since

the grid structure is fixed and rigid. Thus, the position of each distribution will not

be explicitly indicated in this chapter, but only be presented by αz illustrating the

corresponding distribution parameter α as the grid localizing at z (see Figure 2.2).

2.3.2 Appearance Model

To preserve continuity in appearance between the current frame and the previous ones,

semi-supervised Random Forest is applied in this model. The goal is to estimate labels

of new patches and a new classifier parametrized by θt+1 constrained by previous data

Dt={xt, yt} and current patches {xt+1}.2 The loss function can be cast into a semi-

supervised learning form as follows:

La =
∑
Dt

l
(
yt, f(xt;θt+1)

)
+
∑
Dt+1

l
(
yt+1, f(xt+1;θt+1)

)
(2.1)

where function l(y, f(x;θ)) is the Random Forest’s loss function, Dt+1 = {xt+1, yt+1}

and f(x;θ) is the deterministic function of trained classifier with parameter θ ∈ Θ,

where Θ is the Random Forest’s parameter domain.

In the Random Forest, a classification margin for a data item pair (x, y) is defined
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Figure 2.3: Tracking framework

as c(y|x)−maxk 6=y c(k|x) in [16], where k ∈ Y. The training process can be seen as

a process that greedily and recursively maximizes this margin [61]. The loss function

can be formulated as the negative margin as follows:

l(y, f(x;θ)) = max
k 6=y

c(k|x)− c(y|x) (2.2)

One can make use of the training process to find the optimization solution for the

appearance loss. Because of the margin’s attribute, the condition that l(y, f(x;θ)) ∈

[−1, 1] holds. In semi-supervised learning, there is no category information about

unlabelled data item at the beginning. Note that label 0 is assigned to the unlabelled

features and the author set l(0, f(x;θ)) = 1.
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2.3.3 Structure Model

The structure model consists of two sets of distributions {p(y|αtz)} localizing on

the two grids parametrized by {αtz}, whose observations are the labels {y}. The

superscript denotes the αtz estimated from frame t. The loss function is formulated

as a negative sum of all the probabilities on the foreground grid, given by

Ls = −
∑
Dt+1
z+

p(yt+1|αtz) (2.3)

where Dt+1
z+

denotes the labels and patches covered by the foreground grid localizing

position z ∈ Z, Z is the image domain, as shown in Figure 2.2, Dt+1
z− indicates the

background ones and Dt+1 = Dt+1
z+
∪Dt+1

z− . Note that, although Dt+1
z+

includes both

labels and patches of the dataset, only the labels are utilized in the structure model.

Since the grid’s structure is invariant, once a candidate position z is fixed, the

observation labels Dt+1
z+

and corresponding parameters {αtz} on this grid are deter-

mined accordingly. In this model, all Dirichlet-multinomial distributions are assumed

independent of each other. A sum rather than multiplication is employed here be-

cause there may be background labels observed in foreground grid with probability

0, which can make the multiplication of probabilities an inappropriate measure to

quantify the match between the model and the observation. The loss is modelled by

this formula because it illustrates the quality of representing target’s structure. For

instance, if the change in observed labels is small in two successive frames, meaning

that the appearance is modelled appropriately, the structure loss should also tend to

be small, which could be expressed by the function.
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The loss function can be used in two steps. First, it is utilized to estimate the tar-

get location z by minimizing Ls via sliding the foreground grid through all candidate

positions, shown by the “Target-Search” black arrow in Figure 2.3 and formulated as

z= arg max
ẑ∈Z

∑
Dt+1
ẑ+

p(yt+1
a |αtẑ) (2.4)

where ·̂ denotes the variable to be estimated. In this step, the observations {yt+1
a } are

known and given by the classification. The symbol yt+1
a indicates that the label on

current frame t+ 1 is estimated from the appearance model. Second, it is utilized to

align each distribution αtz with its observation and provide a probabilistic measure

p(y|αtz), based on the estimated location z from the previous step, shown by the

“Localize α” arrow in Figure 2.3. The difference between these two steps is that

the first one globally focuses on estimating grid location while the second partially

measures the confidence of each label. Besides, if we continue to minimize the loss

function Ls over y, another set of labels from structure side {yt+1
s } can also be

estimated as

{yt+1
s } = arg max

ŷt+1∈Y

∑
Dt+1
z+

p(ŷt+1|αtz) (2.5)

The two label sets {yt+1
a } and {yt+1

s } may not be the same, which explicitly indicates

conflict between appearance and structure.

Dirichlet-Multinomial Distribution

The Dirichlet-Multinomial [86] model is expressed as two terms, the Dirichlet prior

Dir(α0) and the multinomial distribution Mult(φ), where α0 and φ are parameters
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Figure 2.4: Intermediate result:(a) original frame; (b) labels of the whole frame
(classification results); (c) visualization of distributions on foreground grid; (d)
visualization of distribution on background grid; (e) accepted patches and their
corresponding labels; (f) accepted patches (image source: [127]).

for the two distributions, respectively. Then,

φ ∼Dir(α0)

{y}1:t ∼Mult(φ)

(2.6)

Based on the conjugate relationship between Dirichlet and multinomial, given a

sequence of observations {y}1:t on a vertex, one has

p(φ|{y}1:t,α0) = Dir(αt) (2.7)
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where αt = (αt1, α
t
2, α

t
3, ..., α

t
K(+/−)), K

+ is the number of classes for the patches in

the foreground, K=K++K−, and αtk = α0
k +
∑
{y}1:t1l{y = k}. Here, the k-th element

of αt equals to the corresponding element in α0 plus the number of times class k is

observed in {y}1:t. From the result, it can be seen that the Dirichlet parameters α0

can be regarded as “pseudo-counts” of the labels.

In the tracking phase, the goal is to find the probability of a label centered on a

vertex belonging to a particular class k, given a sequence of previous labels of this

vertex. Based on (2.7), one has

p(yt+1=k|{y}1:t,α0)

=

∫
p(yt+1=k|φ)p(φ|{y}1:t,α0)dφ

=
αtk∑K(+/−)

j=1 αtj

(2.8)

The probability in (2.8) is a percentage of the total number of prior “pseudo-counts”

plus observation counts on the class. Thus, only αt needs to be stored in the imple-

mentation. Because of the fixed grid structure, the parameter αt has to be localized

based on the foreground grid location z before being utilized, i.e., the parameter

depends on z. Each generative model is denoted as p(y|αtz) = p(y|{y}1:t,α0). If a

background label is observed in the foreground grid, the probability is set to 0.

2.3.4 Optimization

The complete objective function is obtained by making use of the structure loss func-

tion as a regularization term added to the appearance loss function. This structured
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prior regularized semi-supervised learning problem can be formulated as follows:

(
{yt+1},θt+1, z

)
= arg min

ŷ
t+1∈Y

θ̂
t+1∈Θ

ẑ∈Z

[∑
Dt

l
(
yt, f(xt; θ̂t+1)

)

+
∑
Dt+1

l
(
ŷt+1, f(xt+1; θ̂t+1)

)
−
∑
Dt+1
ẑ+

p
(
ŷt+1|αtẑ

)] (2.9)

where yt+1 denotes the label finally determined on the current frame in contrast

to yt+1
a , which is an intermediate result. This function aims to classify patches by

considering not only the spatial relationship between the current data items and

historical ones in feature space as traditional supervised discriminative model, but

also the structural constraint of the target represented by a generative model.

Multi-Objective Optimization

Since the appearance loss and the structure loss may conflict with each other, a global

multi-objective optimization method shown in Figure 2.3 is proposed. This makes

use of a decision maker (DM) to find the Pareto optimal solution. In this framework,

optimizing appearance La shown as “Random Forest” in Figure 2.3 and structure Ls

shown as “Grid model” are separated into two processes. The DM determines what

kind of estimated label is acceptable by considering results from both sides.

The main iterative steps are the follows: 1) initializing every label in Dt+1 to 0;

2) optimizing Ls and La separately; 3) asking for the acceptance information from

DM; 4) generating of a new Pareto optimal solution according to the acceptance; 5)

terminating if DM stopping criterion is met, otherwise going back to 2). The core
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algorithm is shown in Algorithm 1.

On the appearance side, the optimization at iteration i becomes

(
θt+1

)i
= arg min

θ̂t+1∈Θ

∑
(D)i

l
(
y, f(x; θ̂t+1)

)
(2.10)

where (D)i =Dt+(Dt+1)i, set (Dt+1)i denotes accepted labels {(yt+1)i} and corre-

sponding patches {(xt+1)i}, (θt+1)i are estimated Random Forest parameters in the

i-th iteration. The optimization of the appearance loss function (2.1) is simplified

into a classic training process of the Random Forest based on historical data and

accepted data. Since unaccepted labels remain 0 and l(0, f(x,θ)) = 1, the second

term of (2.1) can be separated into a constant and the term formulated by the sum of

the loss functions based on accepted data, which can be combined with the first term

of (2.1). The process is shown by the “Re-train” arrow in Figure 2.3. As a result, a

new label set of appearance for the next iteration i+ 1 can be obtained by executing

classification on the current frame, shown by “Classification” arrow in Figure 2.3 and

Figure 2.4(b), as (
yt+1
a

)i+1
= f

(
xt+1;

(
θt+1

)i)
(2.11)

On the structure side, a new target location (z)i+1 is estimated based on {(yt+1
a )i+1}.

Equation (2.4) can be rewritten as

(z)i+1 = arg max
ẑ∈Z

∑
(
Dt+1
ẑ+

)i+1

p
((
yt+1
a

)i+1 |αtẑ
)

(2.12)

Once the location is estimated, the foreground grid is determined with its distributions

{p(y|αt
(z)i+1)}. If we continue to minimize the structure loss function over labels as in
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Algorithm 1 Proposed SPRT Algorithm

Input: image patches {xt+1}, historical data Dt, Random Forest parameters θt,
Dirichlet-multinomial parameters {αt};
Output: target position z, current labels {yt+1}, new Random Forest parameters
θt+1, new distribution parameters {αt+1};

1: set i = 1;
2: set (θt+1)1 = θt;
3: while ((2.15) is false) and (i < T ) do
4: classify {(yt+1

a )i+1} based on (θt+1)i (2.11);
5: estimate (z)i+1 (2.12);
6: localize α(z)i+1 and obtain {p(y|αt(z)i+1)}
7: accept {(yt+1)i} based on DM (2.13)(2.14);
8: retain Random Forest (θt+1)i+1 (2.10);
9: i = i+ 1;
10: end while
11: update α (2.16);
12: update Dt;

(2.5), label (yt+1
s )i+1 from the structure side will converge to the one with the highest

probability, which results in a conflict. Thus, an alternative method using a Decision

Maker (DM) is proposed below.

Decision Maker

The labels are accepted using two criteria:

First, the DM only accepts class k ∈ Y whose sum of probabilities decreases

compared with historical data as

∑
(
Dt+1
z(+/−)

)i+1

k

p
((
yt+1
a

)i+1 |αt
(z)i+1

)
<
∑

(Dt)k

p
(
yt|αyt

)
(2.13)
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where (Dt)k={y∈Dt|y=k} and (Dt+1
z(+/−)

)i+1
k denotes the current patches whose la-

bels equal to k and they are covered by the foreground or background grid. The differ-

ence between (Dt+1
z(+/−)

)i+1
k and (Dt+1)i+1

k is that the former denotes the patches clas-

sified into class k and covered by a corresponding grid, like the foreground (Dt+1
z+

)i+1
k ,

while the later one illustrates all patches with label k in frame t + 1 and iteration

i + 1. Here, αyt denotes historical parameter when data item (xt, yt) is determined

to be updated into Dt and p(yt|αyt) is this data item’s probability.

This criterion is based on the assumption that a class of patches should represent

a semantic appearance region of a target as shown in Figure 2.4(c)-(d), which would

enforce the sum of probabilities to be consistent throughout the sequence. Partic-

ularly, the classification boundary of class k will tend to expand during training if

additional new data items are included into this class’ training set. To prevent unlim-

ited expansion of the boundary in the whole iteration, only the classes with smaller

number of data items are chosen. Since the appearance between successive frames

is similar, the decrease of the sum of probabilities indicates that some patches that

should occupy on particular regions disappear from the observation.

Second, in the chosen class k from the first step, a certain percentage (πk)
i+1 of

data items are accepted starting from the highest probability, which is calculated as

follows:

(πk)
i+1=

1−
∑(

Dt+1
z(+/−)

)i+1

k

p
(

(yt+1
a )

i+1|αt
(z)i+1

)
∑

(Dt)k
p(yt|αyt)


∗min

1,

∑(
Dt+1
z(+/−)

)i+1 p
(

(yt+1
a )

i+1|αt
(z)i+1

)
∑

(Dt) p(y
t|αyt)


(2.14)
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The first term of (2.14) denotes the missing percentage of k compared to historical

data (Dt)k. The second term compares the sum of probabilities of two grids with

historical data, providing a weight for the percentage of the first term. For the first

term, the lower the probability of the class, the higher the percentage of acceptance

of the class is. For the second term, if every class is observed less, the weight will be

smaller.

The goal of collaboratively minimizing both appearance and structure losses is to

search for an appropriate classification boundary architecture in feature space that

fits the inner similarity between historical patches with current ones and makes the

classification results match the inner structure of the object simultaneously. Thus,

adding some new and credible observed patches into training set becomes necessary.

The criterion of (2.14) chooses only the data items associated with high probabilities.

The intermediate result of accepted patches are shown in Figure 2.4 (e)–(f).

To terminate the optimization, DM checks if there is any improvement in perfor-

mance as 

∑
(Dt+1

z+ )
i+1

p
((
yt+1
a

)i+1 |αt
(z)i+1

)
<
∑

(Dt+1
z+ )

i

p
((
yt+1
a

)i |αt
(z)i

)
∑

(Dt+1
z− )

i+1

p
((
yt+1
a

)i+1 |αt
(z)i+1

)
<
∑

(Dt+1
z− )

i

p
((
yt+1
a

)i |αt
(z)i

) (2.15)

As discussed in Section 2.3.3, an alternative way to estimate the global performance

is to make use of the sum of probabilities for both foreground and background, since

the classification quality is impossible to measure without true labels. If there is no

increase in the sum in neither foreground nor background, it is considered as unim-

proved and the optimization is terminated. Besides, this optimization is also stopped

if a maximum iteration number T is reached. The performance of this optimization
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process is discussed in Section 2.5.2 and illustrated in Figure 2.9 and 2.8.

2.3.5 Update

In this structured prior regularized semi-supervised learning framework, the label of

each patch yt+1, classifier model θt+1, and target location z can be simultaneously

estimated via optimization. If there are still unaccepted patches after optimization,

they are assigned the labels with the highest probabilities of structure model by (2.5).

The only parameter that still needs to be explicitly updated is the αt+1
k value of the

distribution. If the estimated label of a vertex in optimization is k, the update is

given by (2.16). Here, αt+1 remains the same as αt for the vertex whose patch is not

accepted in the optimization. That is,

αt+1
k = αtk + 1 (2.16)

To update the new data items into historical data, the system stores a fixed size

data item pool for each class. The patches {xt+1}, their labels {yt+1} and the corre-

sponding probabilities generated by the structure model {p(yt+1|αyt+1)} are updated

into these pools. After one frame is tracked, if a new patch accepted in the optimiza-

tion has a probability higher than the ones in the pool, this new data item replaces

the one with the lowest probability. In other words, the pool always keeps the set

of data items with the highest probabilities. Through this mechanism, the proposed

algorithm provides a reliable measure for updating.
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2.4 Implementation Details

To handle the target’s varying size, an inert size update strategy is applied in the

system based on three factors, namely, the classified labels in the final iteration of the

optimization, the final estimated target position, and −Ls in (2.3) which measures

the consistency between appearance and structure. To avoid increasing uncertainty,

the target size will be updated only when the value of −Ls increases compared with

the last frame and 80% foreground vertices are classified as foreground. If the above

condition is satisfied, labels around the four borders of the foreground grid are ex-

amined. If all labels of the vertices on the borders are classified as background, the

foreground grid removes one vertex from each direction. Conversely, if all labels of

background vertices adjoining the borders are classified as foreground, the grid adds

one vertex.

The Random Forest is built by 50 independent decision trees. Its information gain

[24] for training the split function is defined as,

ig(D) = H(D)− |
lD|
|D|

H(lD)− |
rD|
|D|

H(rD) (2.17)

where H(D) is the entropy of the data set reaching the internal node and |D| denotes

the number of those data items inD. In our implementation, two terminal criteria are

used. First, the maximum depth of each tree is set to 20. Second, if only the features

of one class are left in a node, the growing process of this branch is terminated. Two

kinds of split functions [24] are randomly chosen in training, namely decision dump

and two-dimension linear classifier. Every tree is trained with a complete training

set.

33



Ph.D. Thesis - Yuanhao Yu McMaster - Electrical Engineering

2.4.1 Adaptive Extension

The main computational cost of this proposed algorithm comes from the repeated

training of Random Forest. To speed up, an adaptive Random Forest is implemented.

Suppose there is a different data set (D)i+1 compared with the set (D)i in the

last training iteration i. The idea is to make use of the difference between the two

sets to partially re-train each tree. The key is to determine which sub-tree identified

by a node needs to be pruned and re-grown. This procedure for a tree is described

as follows: 1) All nodes whose data sets changed are marked and their information

gains for all non-leaf-nodes and entropy for the leaves are re-calculated. 2) All marked

nodes are assigned weights {ω}, in which the weight of the leaf with maximum depth

is set to 0. 3) A sampling mechanism is developed to choose the node to re-train

its corresponding sub-tree. Each time, only one node is sampled according to the

weights. The identities of the marked nodes belonging to the re-trained sub-tree and

containing the sub-tree are reset. 4) Go back to step 3) until there is no more marked

node.

The weight for a non-leaf-node is defined as

ω = max
[
0, ig

(
(D)i+1

)
−ig

(
(D)i

) ]
(2.18)

The insight underling this definition is that, if previous information gain is larger than

the new one, the condition of this node is getting worse, which should consequently

have a higher chance to be re-trained. Closer to the root node, the influence by new

data set tends to be smaller, which makes it harder for the algorithm to modify upper

internal nodes. The weight for a leaf whose depth does not reach the maximum is
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Figure 2.5: Sample tracking results for sequence gym

defined as

ω = max
[
0, H

(
(D)i+1

)
−H

(
(D)i

) ]
(2.19)

The above equation gives the leaf more chance to continuously grow down.

2.5 Experiments

Our experiment was carried out on more than 60 video sequences that have been

previously used in the literature, including 50 videos of the visual tracking benchmark

in [128] and another 12 video clips from [56][127], whose names are given in Figure

2.10. Besides the benchmark trackers, the author have also conducted experiments

by comparing with three other recently proposed state-of-the-art trackers namely,

least soft-threshold squares tracker (LSST) [117], understanding and diagnosing visual

tracking system (UDT) [120] and KCF [47], to demonstrate the effectiveness of the

proposed approach. Note that only the results of top 10 trackers are shown. On the

extra 12 videos, nine methods were compared, namely, visual tracking decomposition
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Figure 2.6: Sample tracking results for sequences shaking and tiger2

algorithm (VTD) [55], incremental visual tracker (IVT) [94], Semi-supervised tracker

(SemiB) [40], weighted MIL tracker (WMIL) [134], the online AdaBoost method

(OAB) [39], TLD tracker (TLD) [53], distribution field tracker (DFT) [96], l1 tracker

(L1T) [81] and the fast compressive tracker (FCT) [135].

The feature vector of each 16 × 16 patch is composed of two parts, one directly

stretching the patch into a vector of 768 bins and the other extracting one block

of HOG feature with a 2 × 2 block and 8 × 8 cell. The algorithm version without

HOG feature denoted as SPRT(C) is also used for comparation. Foreground patches
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Figure 2.7: Sample tracking results for sequences board and tu-owl

are clustered into 7 classes and background into 10 classes. The distance between

adjacent vertices on the grid is set to 3 pixels. The Dirichlet-multinomial distribution

parameter is uniformly initialized as 1, a 17 × 1 vector. In searching z process, 500

candidate positions are sampled from a normal distribution with covariance [9, 0; 0, 9]

based on the pre-estimated location. The only input is the bounding box in the

first frame. All 17 classes for the foreground and the background are automatically

clustered using the k-means method on the first frame. The maximum iteration T is

set to 20.
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Figure 2.8: Optimization performance

The algorithm was implemented in MATLAB. Experiment runs on an Core (TM)

i7 CPU running at 3.5 GHz with 12 GB memory. Currently, this implementation is

not optimized and the major computational cost comes from optimization. The com-

putational time depends on the number of trees and the iteration times. According

to randomly chosen 50 frames, the proposed algorithm takes 3.1 seconds on average

per iteration. In more than 90% of the frames, the tracking procedure needs 1 to 4

iterations and less than 10% needs 5 to 20 iterations. The proposed adaptive Random

Forest saves 38.5% CPU time for a single tree on average when compared with the

standard version.

2.5.1 Evaluation Methodology

Two metrics are used to evaluate the proposed algorithm. The first one is the

success rate, which is used in the PASCAL VOC [35] challenge and defined as

score= area(ROIT∩ROIG)
area(ROIT∪ROIG)

where ROIT is the tracking bounding box and ROIG is the

ground truth bounding box. For comparison, the author count the number of frames

whose overlap score is larger than the given threshold, i.e., they are deemed successful.

The success plot shows the ratios of successful frames as the threshold varies from 0
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to 1. To rank the trackers in the two datasets, the threshold is fixed at 0.5. The other

one is the center location error, which is defined as the Euclidean distance between

the central location of the tracked objects and the manually labelled ground truth.

The precision plot is adopted to measure the tracking performance in the benchmark.

It shows the percentage of frames whose estimated location is within the given thresh-

old distance from the ground truth. The threshold for ranking is set at 20 pixels. For

the extra dataset, the average center location error over all frames of one sequence

is utilized. All parameters in the proposed algorithm are fixed for all experiments

to demonstrate the robustness and the stability. For the other trackers, the source

or binary codes provided by the authors with corresponding default parameters were

used. All trackers are initialized with the same initial parameters.

Figure 2.9: Evolution of the distributions: on the left side, Frame #0 and Frame
#630; on the right side, frame numbers of tu-owl are #0, #3, #6, #9, #12, #15,
#65, #115, #165, #215, #265, #315, #365, #415, #465, #565, #630; the
complete illustration can be found in Section 2.5.2.
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2.5.2 Model Analysis

Effect of Optimization: Using Figure 2.8, the intuition behind the optimization

process can be illustrated. The green solid curve representing −Ls in (2.3) indicates

how well the foreground grid explains the given classification results. The blue dashed

curve (with blue area) shows the difference in −Ls between the last and the first

iterations of optimization. The optimization is tested in this manner because the

classification performance La is impossible to measure independently without the

true labels, which is also why the algorithm cannot employ traditional gradient-based

method for multi-objective optimization.

It can be observed that the structure model expresses the target well at the be-

ginning and the green solid curve tends to oscillate as the target becomes blurred. If

this value is above 0.1, it means correct tracking as in Frame #005 and Frame #630.

If it is lower than 0.1, it may mean incorrect tracking as in Frame #383. During

oscillation, tracking performance degrades at first and then recovers with values be-

tween 0.4 and 0.7. This is because the classifier adapts to the blurred appearance

after several updates.

As shown in the blue dashed curve, there are 467 positive values and 163 nega-

tive ones. The negative values indicate that the algorithm attempts to optimize the

appearance part while sacrificing the structure model. This happens when a clear

target appears during a blurred period as in Frame #148 to Frame #153 and Frame

#543 to Frame #548. It can also be observed that when the green solid curve is

stable, the blue one displays the same behavior, since there is little room to improve.

The difference caused by exploiting the current frame remains between −0.1 and

0.1. The reason is that the algorithm attempts to optimize two conflicting objectives
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Figure 2.10: Success rate / average center location error

simultaneously.

Evolution of Distributions: Using Figure 2.9, the evolution of the set of struc-

tured Dirichlet-multinomial distributions is examined to demonstrate the capability

to update the positive and negative data items. In the figure, one color represents

one class/label occupying some vertices. The colors in the image are calculated by

multiplying the original RGB values by the probabilities of the corresponding labels.

Higher probability makes the pixel lighter and vice versa.

On the left side, seven labels are illustrated via linear combination. The top one

comes from the first frame and the bottom one from the last frame. On the right

side, the evolutions of the four labels are shown by sampling 17 frames. It shows that

1) although each vertex is independently treated in the structure model, each class

represents its own semantic region well in the absence of any dramatic change in the

whole sequence; 2) although each distribution is initialized as uniform, the algorithm

makes it concentrate on one particular label. Since the set of structured distributions

is utilized to regularize the optimization for acquiring new classification model and

it provides a measure to update features, the system itself maintains consistency in

tracking without being sensitive to noisy estimates.
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Figure 2.11: Plots of center location error for the complete dataset of benchmark
[128]

Figure 2.12: Plots of success rate for the complete dataset of benchmark [128]
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Figure 2.13: Plots of center location error for the challenge deformation of
benchmark [128]

Figure 2.14: Plots of success rate for the challenge deformation of benchmark [128]
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Figure 2.15: Plots of center location error for the challenge scale variation of
benchmark [128]

Figure 2.16: Plots of success rate for the challenge scale variation of benchmark
[128]
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Figure 2.17: Plots of center location error for the challenge background clutters of
benchmark [128]

Figure 2.18: Plots of success rate for the challenge background clutters of benchmark
[128]
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Figure 2.19: Plots of center location error for the challenge illumination variation of
benchmark [128]

Figure 2.20: Plots of success rate for the challenge illumination variation of
benchmark [128]
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Figure 2.21: Plots of center location error for the challenge occlusion of benchmark
[128]

Figure 2.22: Plots of success rate for the challenge occlusion of benchmark [128]

47



Ph.D. Thesis - Yuanhao Yu McMaster - Electrical Engineering

Figure 2.23: Plots of center location error for the challenge fast motion of
benchmark [128]

Figure 2.24: Plots of success rate for the challenge fast motion of benchmark [128]
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Figure 2.25: Plots of center location error for the challenge low resolution of
benchmark [128]

Figure 2.26: Plots of success rate for the challenge low resolution of benchmark [128]
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Figure 2.27: Plots of center location error for the challenge out-of-plane rotation of
benchmark [128]

Figure 2.28: Plots of success rate for the challenge out-of-plane rotation of
benchmark [128]
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Figure 2.29: Plots of center location error for the challenge in-plane rotation of
benchmark [128]

Figure 2.30: Plots of success rate for the challenge in-plane rotation of benchmark
[128]
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Figure 2.31: Plots of center location error for the challenge motion blur of
benchmark [128]

Figure 2.32: Plots of success rate for the challenge motion blur of benchmark [128]
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Figure 2.33: Plots of center location error for the challenge out-of-view of
benchmark [128]

Figure 2.34: Plots of success rate for the challenge out-of-view of benchmark [128]
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2.5.3 Performance Evaluation

Benchmark tracking results are shown in Figure 2.11 to Figure 2.34. In both the

overall precision plot and the overall success plot, the proposed method SPRT ranks

the first. The SPRT(C) also outperforms most methods of the benchmark. Moreover,

12 additional video clips are utilized to evaluate SPRT’s performance. The results

are shown in Figure 2.10. The proposed algorithm achieves the highest success rate

(red) in 8 videos and the lowest average center location error (red) in 3 videos. In

most of video clips where SPRT is not ranked the best, it is the second best (blue).

Some results from the proposed method and those from alternative methods are

shown in Figure 2.5, Figure 2.6 and Figure 2.7. In gym, for example, the pose of

the gymnast varies as she rotates, which results in the target undergoing deforma-

tion as in Frame #357. In the shaking sequence, the scenario suffers from serious

illumination changes. In most frames, the appearance changes gradually due to light-

ing, while in some frames, the target undergoes severe illumination changes as in

Frame #59. In the sequence tiger2, the target is partially occluded. In the video clip

board, the target is moving through a cluttered background. The scenario consists

of rich texture, which makes tracking more challenging. In tu-owl, blur and abrupt

motions occur. Nevertheless, the experiment shows that SPRT handles these situ-

ations well, which demonstrates the effectiveness of the proposed prior-regularized

semi-supervised learning framework. Moreover, our method shows robustness on the

whole tu- series sequences, which are especially designed to demonstrate motion blur.

In benchmark [128], data sets are annotated with attributes, describing challenges

such as deformation, scale variation, background clutters, illumination variation, oc-

clusion, fast motion, low resolution, out-of-plane rotation, in-plane rotation, motion
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blur and out-of-view. To further evaluate the proposed tracker in different situations,

all attributes are reported in Figure 2.13 to Figure 2.34. It shows that SPRT out-

performs other trackers in more than half the attributes. For example, it ranks the

best in both the occlusion success plot and the occlusion precision plot, which is con-

sistent with the results in Figure 2.5, Figure 2.6 and Figure 2.7. SPRT achieves the

best performance in deformation attribute. This is because the structured Dirichlet-

multinomial distributions make the structure model flexible to random movement

of patches and the semi-supervised learning makes the appearance model robust to

object appearance variation, which together handle deformation well.

The proposed tracker is sensitive to two situations, scale variation and low resolu-

tion, which are shown by the benchmark results. Experiments show that the proposed

inert scale update strategy is not effective against ratio change and it tends to keep

the current target size. Because of the limited size of the image patch, low resolu-

tion would highly affect the performance of patch-based trackers. This is because

the patch is the observation unit for the whole system and low resolution reduces the

information that can be extracted from a single patch.

Figure 2.35: Parameter validation: (a) foreground/background class count; (b)
distance between vertices; (c) patch size; (d) tree count of Random Forest
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2.5.4 Parameter Analysis

Like other tracking methods, SPRT has a number of parameters. The author evaluate

the impact of some important parameters, namely, class count or cardinality, density

of the grid, patch size and tree count of Random Forest. For this purpose, a set of

sequences consisting of biker, tu-car2, deer, football1 and couple is used. In Figure

2.35, the average percentage of frames whose overlap scores are larger than 0.5 (green)

and the one with estimated locations within 20 pixels from the ground truth (yellow)

are reported. The default parameters are denoted by subscript “∗”.

The impact of the class count on the performance is depicted in Figure 2.35(a).

While all other parameters are fixed, only the class count is changing. This figure

demonstrates SPRT’s robustness to the variation of class count in the range from

3/6 to 11/14 (foreground/background). Note that the structure model is no longer

functional if the class count goes down to one. Figure 2.35(b) shows the effect of the

grid density. Despite the jitter in the results, a trend is discernible. The tracking

performance starts to deteriorate when the distance between adjunct vertices is larger

than 4 pixels. Considering the compromise between speed and performance, the

distance 3 is chosen as default. Figure 2.35(c) reveals that the size of the patch

significantly affects the algorithm’s performance. The tracking system maintains a

stable performance with patches no smaller than 16×16. Here, for a 8×8 patch, HOG

feature was not extracted. Finally, Figure 2.35(d) demonstrates that the proposed

approach works well based on different tree count of Random Forest varying from 30

to 70.
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2.6 Conclusion

In this chapter, visual tracking was cast into a prior-regularized semi-supervised learn-

ing task. Under the framework, a novel patch-based-grid target representation was

designed taking advantage of discriminative appearance model and generative struc-

ture model. The appearance model attempted to classify the foreground and the

background using not only the historical data but also the current frame data. The

set of structured distributions of structure model was formulated as a regularizer to

constrain the learning process. A heuristic multi-objective optimization method was

proposed to find the solution, which ensures appearance and structure collaboratively

optimized.

The experiments on standard sequences showed that the proposed algorithm out-

performed existing approaches that especially handle the effects caused by pose, ro-

tation, illumination, blur, abrupt motion, occlusion and background clutter. It was

also shown that the use of the current frame could improve tracking performance

and that the tracker could adapt itself rather than explicitly updating positive and

negative features based on noisy estimate.
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Chapter 3

Dynamic Background Subtraction

by a Probabilistic Topic Model

Video analysis often starts with background subtraction, aiming to extract any mov-

ing objects. This task is usually defined as a binary classification problem based on

the assumption that the background dominates major observations while foreground

objects tend to be outliers. However, the potential dynamic nature of the background

weakens this foundational assumption. In this chapter, the background is formulated

as a probabilistic topic model. To make it suitable for application, an innovative

on-line topic model variant and an incremental learning method are designed. Using

this model, a stable potentially appearing topic set and an adaptive topic proportion

are learned in order to represent per-pixel observations, which improves foreground

detection in dynamic scenarios. An extensive experiment confirms that the proposed

algorithm outperforms the alternatives in challenging benchmarks. Experimental re-

sults also demonstrate that the new algorithm is real-time feasible, given limited

computational resources.
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3.1 Introduction

Background subtraction is one of the essential tasks in computer vision, which has

been utilized in a wide range of applications, including object detection, video surveil-

lance, tracking, video compression and traffic monitoring. Regarded as the first step

of most vision systems, background subtraction performance has a heavy impact on

the subsequent steps and the overall results. The original idea of background sub-

traction is simple: a static background frame is available for subtraction from the

current frame to obtain any difference in each pixel. If the difference is greater than

a given threshold, the pixel is classified as foreground. However, the assumption of

the availability of a perfectly static background is almost never found in real-world

applications. What we obtain from a pixel is highly dynamic evidence, which corrodes

performance. Over the past few decades, diverse methods [44] [15] [97] [103] [101] have

been proposed to improve the robustness of background subtraction. Nevertheless,

some challenges still remain.

The major challenge is in the dynamic evidence from a single pixel, which may

be caused by dynamic background, camera jitter, camera automatic adjustment, illu-

mination change and other factors. Dynamic background appears most in real-world

applications, including background objects such as leaves blowing in the wind, a

running escalator or a flowing river. Although moving, these objects should still

be treated as part of the background. Wind may also cause camera jitter. In this

situation, most pixels in the frame are subject to a consistent shaking direction, the

equivalent of injecting a particular kind of global noise. This leads to false foreground

detection without a robust background maintenance mechanism. Similarly, the cam-

era automatic adjustment caused by the intelligent function of modern cameras can
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cause this type of correlated global noise. There are two types of illumination changes,

gradual and rapid. Gradual illumination changes are usually related to an outdoor

environment, while rapid change is usually due to an artificial light’s “on/off” quality

and tends to appear in a repeatable pattern. Furthermore, within observations with

the above dynamic factors, some challenging foreground characteristics have to be

detected as well, such as camouflage, where the foreground looks similar to the back-

ground, and foreground aperture, where the foreground object has a uniform color

region, leading to detection loss in that region.

To address these challenges, a number of approaches to improve background sub-

traction have been considered. One of the most important is the multi-component

strategy exemplified in the Gaussian mixture model (GMM) [103]. This mechanism

makes use of multiple components to represent different evidence from a single pixel.

Nevertheless, there are some specific drawbacks to most multi-component methods.

First, although these methods claim to take advantage of using multiple components

to represent multiple evidence, the correspondence between component and evidence

is inconclusive, since there is no accurate mapping mechanism to clearly identify

relationships. For example, in some conditions, the evidence that is supposed to

be updated into the leaf component would also pollute the air component. A non-

parametric Bayesian technique is applied to ameliorate this problem, however it is

still limited by the hidden density of evidence from the single pixel, which shows a

long-tail effect. If something from the foreground occasionally moves into this pixel,

the component that is supposed to be created might be submerged by other exist-

ing ones, which in turn would cause them to deteriorate. Essentially, traditional

per-pixel multi-component methods do not present the real objects in background,
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but rather approximate the mixed result of their appearing in the single pixel. The

second drawback to multi-component methods is that, as a result of the fuzzy rep-

resentation, setting the component’s variance has been found to be a trade-off. The

variance needs to be set high enough to capture the variation in the dynamic nature

of the background caused by the challenges described above. But, some foreground

components can be detected only when the variance is small: for example, camouflage

looks like it belongs to the background, either deliberately or accidentally. Moreover,

the update process tends to flatten the component.

To this end, a probabilistic topic model method is proposed to estimate a block

of pixel densities. Taking advantage of hierarchical Bayesian analysis, this probabilis-

tic model is widely used to uncover the underlying semantic structure of collected

materials in the data mining field. For example, it analyzes the words of training

documents to infer what the topics are, as well as how the topics are connected to

each other. In the background subtraction context, a “real pixel” anchored with a

background object is modelled as a topic. A collection of pixel observations, expressed

by RGB values, in a certain period is treated as a document. The observed mate-

rials from a block of pixels accumulated in the period are the training set. In this

way, all the objects in the background can be represented by a complete set of topics

and the background’s dynamic nature is simulated by the proportion of each topic

within each pixel/document. For example, a fluttering leaf that emerges with a tree

or obstructs the sky only changes the proportions of different documents accordingly.

Not only can this model estimate each topic with a stable mean and variance, but it

can also rapidly adapt to emerging new dynamic patterns in the background, as only

proportions need to be updated. Furthermore, of great importance for real-world
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application, a new topic can be automatically created when enough new instances of

evidence become apparent. Since different pixels can share the same set of topics,

the proposed algorithm maintains a lower computational cost than most per-pixel

approaches.

However, the classic topic model is impeded by two issues that directly apply to

background modelling. First, the classic learning methods cannot meet the require-

ments of on-line style background subtraction. Neither of the two major methods,

sampling-based or variational-based, are feasible due to their time consuming nature.

Most models are off-line and based on a pre-selected number of topics, a typical design

for data mining applications. To handle these problems, a novel inferring algorithm

is proposed, which is fully on-line and computationally economical. Second, the num-

ber of topics is usually set before the model is learned, which fails in the background

subtraction context. In this scenario, if a new topic appeared, it might disappear into

the foreground or emerge in the background model.

Thus, to make the topic model suitable to background subtraction, a dynamic

topic set mechanism is employed. The challenge is to reveal a new topic as rapidly

and accurately as possible based on temporal information that improves the perfor-

mance for the instance. To this end, each topic is represented by a single Gaussian

distribution with no parameter representing prior, as the prior would decrease the in-

fluence of the individual piece of evidence and cause unnecessary computational cost.

The topic proportion is re-interpreted by “capping-counts” rather than the classic

“pseudo-counts”, so that if the background topic never appears on a pixel it will not

have a larger proportion than a newly emerging foreground topic.

In sum, the contributions of this proposed work are: 1) A probabilistic topic
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Figure 3.2: The dynamic background is represented by proposed probabilistic topic
model

model is first applied to the background subtraction field. A novel background rep-

resentation based on this model is proposed, robustly depicting the dynamic nature

of the background. 2) A novel on-line learning algorithm is proposed, with a lower

computational cost than existing methods. 3) The classic topic model is practically

reformulated to fit the background subtraction application.

3.2 Related Work

Based on the independently operational cell, background subtraction literature can

be summarized into three groups: pixel-based methods, block-based methods, and

methods operating the whole frame. The most relevant approaches within the first

two groups will be discussed below. For a comprehensive review, readers are referred

to the survey papers [89] [34] [14] [15].
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3.2.1 Basic Components

The author begin with a review of the literature related to models for a single com-

ponent. The most famous method is the GMM [103], where each pixel density is

estimated by a weighted Gaussian component. Both the foreground and background

densities are modelled using this method. This kind of methods is based on the idea

that the majority of components should be background and the remainder foreground

[43]. Although these Gaussian type components could handle dynamic scenarios, this

method presents a number of disadvantages. For example, research shows that the

Laplace model is more similar to the pixel density of an indoor scene than a Gaus-

sian component [54]. To mitigate the constraint of a strict Gaussian component, [4]

makes use of a general Gaussian component for background modelling. Student-t

distribution is also applied to this field by some researchers because of its long-tailed

nature [84] [42], which shows robustness to outliers. From the same perspective, a

number of non-parametric approaches use kernel density estimation to formulate the

background, for example, [33]. There are two well known methods in this sub-field,

the Visual Background Extractor [12] and the Pixel-Based Adaptive Segmenter [49].

The first builds components by accumulating single pixel observations, which ensures

an exponentially decaying process by a random selection method. The second also

makes use of the history of recent observations and employs two per-pixel thresh-

olds to fit the dynamic background. Hybrid methods, which fuse the non-parametric

method and the parametric method [30] [72] [73], have also been proposed in recent

years. Usually, the combination of a non-parametric regional model, like kernel den-

sity estimation, and a parametric model, like GMM, is employed to approximate the

background density. In this framework, the algorithm can handle both foreground
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detection and shadow removal simultaneously.

3.2.2 Multiple Components

Most existing methods employ more than one component, no matter the type of

components discussed before they used. In the original GMM [103], the component

count is fixed over time, which is not optimal. An expectation-maximization method

is applied in [106] to make GMM adaptive to diverse complexities of different pixels.

A training process is applied to estimate the optimal number of components in [17].

To solve the problem, an on-line algorithm for the proposed Dirichlet mixture model is

also utilized to estimate the parameters and select the Gaussian count simultaneously

in [46]. Similarly, this problem is also handled by probabilistic regularization in [43]

and by a non-Gaussian process in [36].

Beyond determining the number of components, three issues related to multiple

components arise when a system is designed. The first is the computational cost.

Like on-line configuration of the number of components, many improvements would

increase this cost, preventing real-time implementation. To mitigate this effect, the

GPU technique is used to speed up these algorithms in [43]. To more efficiently update

the component parameters, a recursive filter is applied in [84]. A variational Bayes

framework based on a batch algorithm is adopted in [36]. In general, computational

cost is highly correlated with the number of components maintained on-line for each

pixel.

The second issue is related to component weights, which are initially used to

weight the sum of the probabilities. In the original GMM, the weights are constantly

updated. To improve this model, most researchers focus on adapting or optimizing
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the weights, using diverse methods [44] [83]. Some approaches extend the function-

ality of weights to support classification, so that an additional counter is associated

with each weight to determine whether the component belongs to the background

[69]. In Dirichlet process based methods, the weights are formulated as multinomial

distributions [36]. A classic approach to update this Dirichlet-multinomial param-

eter is to treat it as a pseudo-count; however, from a practical standpoint, this is

unsuitable to background subtraction. In [43], a confidence capping method is used

to improve the update process, where an on-line density estimate to selectively forget

old components is designed to allow new observations to dominate.

Finally, the third issue related to working with multiple components is the learning

rate, which controls the adaptation rate between new evidence and historical data.

This rate is a constant in some methods, which slows down the initialization phase and

has been shown to be sensitive to environment changes. Another approach employs

an adaptive learning rate [126] [140] [49] [59]. For instance, [126] attempts to design a

system that automatically adjusts the learning rate. [58] uses a different learning rate

for different components. Many cues are investigated to support the rate update, such

as spatial information [118], illumination change [91], feedback information [90], and

foreground speed/size [34]. The frequency of observation of each component is the

cue most commonly utilized to make the learning rate adaptive, as in [69]. However,

robustly adjusting the rate on-line still remains a challenge.

3.2.3 Region-based Methods

Exploring inter-pixel relations in a local region shows promising performance on dy-

namic backgrounds. A straightforward approach is to build a coarse-to-fine cascade
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mechanism, with coarse detection on the region level and a fine process at the pixel

level. A number of other techniques are also proposed, such as joint distribution

[97], patch classification [67], and a graph-based model [20]. In [76], a method sep-

arating the foreground by investigating the distinguished patches is proposed. In

[137], subspace learning of video patches is used to address challenging scenarios.

In [68], spatio-temporal representation is explored to better express the background.

The most relevant method is shown in [19], which proposes a sharable mechanism

to execute background subtraction. The evidence in each pixel is matched with all

components within the pixel’s neighborhood; this experiment shows robustness with

respect to dynamic background. However, its components and weights are estimated

independently, without considering either the spatial or the temporal relationship.

Essentially, this method attempts to enhance performance by merging a local area of

the classic GMM model.

3.3 Algorithm

3.3.1 Representation

In the proposed system, a single frame is divided into a set of equal size M = l × l

blocks 3.2 (a), each of which is modelled independently by the proposed probabilistic

topic model. A topic θk = (µk, σk) is formally defined as a Gaussian distribution over

the intensity space [0, 255], as shown in 3.2 (c). Following traditional terminology, a

certain amount of intensities observed on a single pixel in a time period T is defined

as a document xm 3.2 (b), where xmt is the intensity evidence at time t. Thus, there

are M = l× l documents in one block. The model assumes that one document could
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Figure 3.3: The probabilistic graphical representation of the proposed algorithm

exhibit multiple topics. The topic proportion for m-th document (pixel) is πm, where

πmk denotes the topic proportion for the k-th topic, 3.2 (d). In the document m, the

topic assignment for the evidence (intensity) xmt is expressed as zmt ; in our context,

this will also be called the indicator variable.

This generative process is graphically represented in Figure 3.3. In the graph, the

observed variable is every evidence xmt in a document; the hidden random variables

include the topic proportion πm, assignment (indicator variable) zmt , topic θk, and

prior of the proportions α. M denotes the number of documents within the collection

(block) and T denotes the collection size of the evidence in each document. This graph
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Figure 3.4: Sample results of baseline of dataset CD2014

expresses the dependency relationships between variables, which can also be expressed

by the following distributions:

πm|α ∼ Dir(α) (3.2)

zmt |πm ∼Mul(πm) (3.3)

xmt |zmt , {θk}Kk=1 ∼ N (θk) (3.4)

where a evidence xmt is drawn by the Gaussian distribution N (θk) indicated by zmt ,

a topic assignment variable zmt is randomly chosen by the corresponding multinomial

distributionMul(πm) of the m-th document that simulates the topic proportion, and

a topic proportion πm is generated by a Dirichlet distribution Dir(α). The observed

intensities can be treated as arising from this generative process.

From a background subtraction perspective, this statistical model reflects the

underlying insight that the intensity sequence observed from a single pixel (document)

could exhibit multiple Gaussian models (topics). All intensity evidence in a block

share the same set of Gaussian models. Each pixel position exhibits the Gaussian

set in a different proportion. Each intensity from a particular pixel is drawn from

69



Ph.D. Thesis - Yuanhao Yu McMaster - Electrical Engineering

Figure 3.5: On-line learning framework

Figure 3.6: Sample results of challenging weather of dataset CD2014

one Gaussian distribution such that the selected Gaussian component is chosen from

the per-pixel distribution over the Gaussian set (that is, the distribution is anchored

to the pixel). Based on the model, this work attempts to collect a stable complete

set of Gaussian models, where each Gaussian component represents a semantic part

of one and only one real object. For example, the sky pixel has intensities with a

high probability for sky and very low probabilities for other objects. Whether or

not other objects have appeared on the pixel before, the complete set of the model

is stably stored in the system and the pixel could adapt to intensities about other

objects quickly, as only its proportions will be updated.
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3.3.2 Topic Learning

The goal of topic modelling is to automatically discover hidden structures from a col-

lection of documents. Conventionally, the hidden variables are inferred via sampling-

based [92] or variational [108] methods, most of which employ an off-line approach

and cannot meet real-time requirements. In the background subtraction context, an

incremental learning approach is necessary, since the documents change with every

frame and historical data cannot be stored. For each pixel, a stream of evidence ar-

rives, one piece of evidence within each frame. A fixed length document can be seen

as a window through the evidence stream. A low computational cost is also critical.

In accordance with the characteristics of background subtraction, a novel on-line hid-

den structure learning method is proposed in this chapter, as shown in Algorithm 2.

This algorithm takes a block of new frame evidence {xmt }Mm=1 as input and makes use

of them to update topics and topic proportions separately.

To learn the topic parameters, a uniqueness analysis is first applied to the block

of intensities {xmt }Mm=1. In this process, redundancy is removed, which means that

each intensity value can only appear once in the result. Thus, a new evidence set

{xjt}Ju is obtained, where each element xjt is unique j ∈Ju. The underlying insight

is that, since each instance of evidence in the block shares the same set of topics,

the correlations among topics and between topic and proportion can be relaxed. One

topic is motivated by a single objective, representing the Gaussian distribution over

intensity space for that topic only; this leaves only the task of learning weighting

information for every document’s proportion. From this perspective, the count of

evidence with the same intensity provides no information for topic learning.

Before updating the topics, the indicators {zjt }Ju are estimated. This can be done
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Figure 3.7: Sample results of camera jitter of dataset CD2014

by comparing the densities of xjt in each Gaussian distribution, shown in (3.5).

zjt = arg max{k∈Kt−1}
{
N
(
xjt |µk,t−1, σk,t−1

)}
(3.5)

where Kt−1 = [1, K] denotes the topic set at time t−1; this may vary in the on-line

process and will be discussed in the following subsection. Note that Equation (3.5) is

functional in the topic learning module because of the removal of count information.

µk,t = (1−
∑
zjt =k

wjεj)µk,t−1 +
∑
zjt =k

wjεjx
j
t (3.6)

All the instances of evidence whose indicator variables are equal to k are utilized

to update the corresponding Gaussian parameters of the k-th topic. The mean is

updated in (3.6). where wj and εj are the normalized weight and the learning rate of

each evidence j, respectively. The parameter updates a certain ratio for each frame,∑
zjt =k wjεj, a weighted sum of the learning rates of all collected evidence. If there

is only one instance of evidence, (3.6) degenerates to the conventional GMM update
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procedure [103]. The normalized weight wj is calculated as

wj =
N
(
xjt |µk,t−1, σk,t−1

)∑
zj
′

t =k
N
(
xj
′

t |µk,t−1, σk,t−1

) (3.7)

The learning rate εj is computed by

εj = τN
(
xjt |µk,t−1, σk,t−1

)
(3.8)

where τ is a constant parameter controlling the rate. Similarly, Gaussian variance is

updated in (3.9).

σ2
k,t = (1−

∑
zjt =k

wjεj)σ
2
k,t−1 +

∑
zjt =k

wjεj(x
j
t − µk,t)2 (3.9)

where σ2
k,t−1 denotes the variance of the k-th topic.

Based on the update process, the mean of a topic will oscillate around a little

area in the intensity space. The variance tends to shrink starting from the large

initial value σ0 that is assigned as a topic is created. Reducing to a certain value, the

variance then appears stable. In addition, topics evolve independent of each other,

which alleviates the long-tail effect from a global perspective. Topic creation and

deletion will be presented in Section 3.3.4.

3.3.3 Proportion Learning

Assuming a given sequence of estimated indicators zmt−1 =(zm1 , ...z
m
t−1) for document m,

what our first concern is the topic proportion’s conditional posterior p(πm|zmt−1,α).
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Figure 3.8: Sample results of dynamic background of dataset CD2014

Because of the conjugate Dirichlet prior’s property, (3.10) can be derived.

p(πm|zmt−1,α) = Dir(nm1 +α1, ..., n
m
K+αK) (3.10)

where nmk =
∑t−1

t′=1 δ(z
m
t′ − k) denotes the number of times the evidence in the se-

quence are assigned to topic k. Since the posterior is still a Dirichlet distribution, the

parameter αmt−1 = (αm1,t−1, ....α
m
K,t−1) can be considered to be “pseudo-counts” of the

indicator variables.

For the indicator zmt of a new incoming piece of evidence, the probabilistic density

of zmt can be calculated by (3.11).

p (zmt =k|zmt−1,α) (3.11)

=

∫
p(zmt =k|πm)p(πm|zmt−1,α)dπm

=
αmk,t−1∑K
k′=1 α

m
k′,t−1
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Figure 3.9: Sample results of intermittent object motion of dataset CD2014

where the topic proportion πm is integrated out. As a result, the only parameter

needing to be on-line updated is “pseudo-counts” αm.

For the newly provided evidence xmt , the value of the associated indicator zmt is

determined before updating the αmt−1. The details of determining zmt will be presented

in Section 3.3.5. At this point, one has

αmzmt ,t = αmzmt ,t−1+ εzmt (3.12)

where only the zmt -th element of αmt−1 increases, while the other elements remain the

same. To take the confidence into account for updating, the learning rate of this

evidence εzmt (3.8) is utilized rather than the counter 1.

To adapt to long-term application, a capping mechanism is used to tune the

updating by checking each element after the update. If an element k is greater than a

cap C, a multiplier C
αm
k,t

will be applied to every element of αmt . This mechanism works
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Algorithm 2 On-line Learning Algorithm

Input: {xmt }Mm=1, {θk,t−1}Kt−1

k=1 , {αmt−1}Mm=1;
Output: {θk,t}Kt

k=1, {αmt }Mm=1;

1: uniqueness analysis and obtain {xjt}Ju

2: estimate {zjt }Ju (3.5)
3: calculate {εj}Ju

4: calculate {wj}Ju

5: for k ∈Kt−1 do
6: update µk,t
7: update σk,t
8: end for
9: for m ∈ [1,M ] do
10: estimate zmt
11: update αmt
12: end for
13: create and delete topics

by limiting how high of the “pseudo-counts” can go, which prevents any element from

unlimited increase.

3.3.4 Dynamic Topics

The literature has shown that the fixed topic count cannot adapt to the complications

of real-world background subtraction. Thus, a dynamic topic count is applied in the

learning process. Note that pursuing theoretical completeness is not the goal of this

work, as that usually needs to take the Gaussian parameter prior into account, which

tends to be computationally inefficient and create more parameters for tuning. In

this algorithm, a straightforward method is used.

In the on-line learning process, Kt−1=[1, K] is defined as the topic set at time t−1,

which includes both background and foreground topics Kt−1 = K+
t−1 ∪K−t−1. If a new

unique instance of evidence xjt generated from the uniqueness analysis module lies
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Figure 3.10: Sample results of low frame-rate of dataset CD2014

outside of all two-standard-deviation areas of the whole topic set in intensity space, a

new topic will be created with a mean of xjt and an initial variance σ2
0. This creation

criteria means Equation. (3.13) holds for all k.

|xjt − µk,t−1| > ψσk,t−1 (3.13)

where | · | is an absolute operator and ψ = 2 is a constant. A newly created topic is

marked as foreground. A similar mechanism is used in the GMM method.

For each existing topic, a counter is utilized to measure the topic’s status. If there

is a new unique instance of evidence xjt that is estimated to belong to a foreground

topic k, zjt =k, this topic is marked as visited and the corresponding counteris incre-

mented by 1. A different procedure is used for a background topic: the counter is

immediately assigned the maximum counting value Cc. If there is no evidence belong-

ing to the topic, for both background and foreground, it is considered to be unvisited

and the corresponding counter is decremented by 1. If the value is smaller than 0, a

deletion process will be triggered. Based on this method, background topics will have

a tolerance interval to be deleted and foreground topics will oscillate between (0, Cc].
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Figure 3.11: Sample results of night of dataset CD2014

Like most background subtraction methods, the algorithm’s determination of

whether a topic belongs to the background relies on the topic’s existing time. This

measurement is logical because the essential meaning of background is that an ob-

ject stays in one place for a long enough time. For each topic, a time-accumulator

t′k is used, which will increase 1 per frame as long as this topic k exists, and is not

deleted. If the accumulator is greater than a period threshold Pb, the topic is marked

as background.

In this way, another advantage of the proposed topic model is revealed. For each

pixel position, the topic proportion of the topics and the sign of background/foreground

is purely separated, meaning that those background topics that could potentially ap-

pear but rarely do appear can be stably included in the model.
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3.3.5 Pixel Classification

Given an instance of evidence xmt on them-th pixel, the likelihood p(zmt =k, xmt |xt−1, z
m
t−1, {θK1 },α),

that the evidence is generated by the k-th topic can be calculated based on the fore-

learned model (3.14).

p (zmt =k, xmt |xt−1, z
m
t−1, {θk}K1 ,α) (3.14)

= p(zmt =k|zmt−1,α)p(xmt |zmt =k,xt−1, {θk}K1 )

=
αmk,t−1∑K
k′=1 α

m
k′,t−1

N (xmt |µk,t−1, σk,t−1)

where the second term is derived by the Markov property and Bayes’ rule. The

Markov property states that the conditional probability distribution of future states

of the stochastic process depends only upon the present state, not on the sequence

of events that preceded it. For example, in this Bayesian network of Figure. 3.3, the

new observed variable xmt is independent of its non-descendant α given its parents,

which simplifies the latter probability of the second term. The final likelihood result

equals the k-th topic proportion multiplied by the probability of the k-th topic, given

the evidence xmt . The value of zmt is chosen by maximizing the above likelihood (3.15).

zmt = argmax
k′∈Kt

{p(zmt =k′, xmt |xt−1, z
m
t−1, {θk}K1 ,α)} (3.15)

Note that the above Equation (3.15) is utilized in both the pixel topic estimation and

the proportion update & capping modules, shown in Figure 3.5.
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Figure 3.12: Sample results of PTZ of dataset CD2014

Finally, the indicator variable zmt can be determined. One has

p(xmt |xt−1, z
m
t−1, {θk}K1 ,α) (3.16)

=
K∑

zmt =1

p(zmt , x
m
t |xt−1, z

m
t−1, {θk}K1 ,α)

where p(xmt |xt−1, z
m
t−1, {θk}K1 ,α) is the marginal likelihood of xmt , given the learned

model.

The algorithm’s essential goal is to determine whether the evidence xmt belongs to

the foreground. The evidence will be classified as foreground if one of the two cases

shown below is satisfied. Otherwise, it is background. The first case is that this new

evidence is classified as a foreground topic.

zmt ∈K−t (3.17)

The second case is that the marginal likelihood of the evidence is lower than a given

threshold.

p(xmt |xt−1, z
m
t−1, {θk}K1 ,α) < Cth (3.18)
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Figure 3.13: Sample results of shadow of dataset CD2014

which means that a new foreground topic is emerging. Note that the parameter

Cth does not need to be tuned, as it is always kept as a near-zero scalar for all the

scenarios.

3.4 Implementation Details

The core of the proposed algorithm has been presented above, but some implemen-

tation details remain.

Initialization. The proposed model is initialized with the first input frame,

which may contain foreground objects. For each block, the topics are constructed by

making use of the unique pieces of evidence to feed a Gaussian mixture model, based

on the expectation-maximization algorithm.The counter of each topic is assigned as

1. All topics are marked as foreground. At the beginning, all topics represent the

foreground, but may include background objects. As background topics are observed
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Figure 3.14: Sample results of thermal of dataset CD2014

stably in sequence, the time-accumulator of a background topic will eventually exceed

the threshold Pb. As foreground objects move away, the counter of a foreground topic

will eventually drop down to 0 and be deleted. Ultimately, the topic set would tend

to be stable.

Channel Fusion. All of the descriptions of the proposed algorithm so far have

been based on a single channel frame. To handle color frames, the three channels need

to be fused. In this system, if a pixel is detected as foreground in one of the three

channels, the position is considered to belong to the foreground. The underlying logic

is that the stable and complete topic set should be able to consistently represent the

background evidence in every channel. From the foreground perspective, if one of the

RGB values of a pixel exceeds the domain of the corresponding topic set, it should

be considered to be foreground.

Post Process. An alternative phase exists between the pixel classification and

the final binary mask: the post process module. This additional module is provided to

improve the output of the background model from different perspectives. For example,

the foreground decision may be based only on a single pixel or local area information,
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rather than the whole frame. A number of works in the background subtraction

literature include this improvement phase, but it is methodologically independent of

the background modelling. In this chapter, no sophisticated method is applied in

this phase: only a small blob removal operation is utilized. Specifically, a connected

component analysis is first applied to identify all the blobs. Then, the small blobs

constructed by little pixels are ignored, since they are usually caused by noise.

Parameters. This background model includes a Dirichlet prior αm0 on the multi-

nomial parameters for each document, which generally has a smoothing effect on the

multinomial distribution. In this chapter, a symmetric prior is used, that is, the as-

sumption of the model with respect to priors is that all topics have the same chance

of being assigned to a document. For topic parameters, a initial variance σ0 is used as

described above, since no information on priors is applied. A minimum value for the

variance σk,t is also bounded with value 0.5, which ensures that a topic can have at

least dominant 3 intensities in the space. To control the learning rate of each update,

the parameter τ is set as 0.005. The size of blocks is fixed with pixel length of 7.

The capping value for topic counters is set as 50. The threshold for the likelihood

of each new piece of evidence is set a very small scalar, 1.0e−7. To implement the

dynamic topic system, a topic pool with maximum size Kmax= 100 is utilized. All

σ2
0 initial variance of a new topic 25.0
τ parameter controlling learning rate 0.005
l length of block 7
αmk,0 Dirichlet prior 1.0
Cc maximum value of topic counter 50
Cth probability threshold 1.0e−7

Kmax size of the topic pool 100

Table 3.2: Parameters and corresponding values of the background subtraction
system
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the described parameters are summarized in Table 3.2, and are fixed in every tested

benchmark.

3.5 Experiments

The experiments are conducted on three public benchmarks, namely CD2012, CD2014,

and SABS. This extensive experiment enables the proposed algorithm to be compared

with a number of state-of-the-art methods. Unlike traditional datasets, which are ei-

ther too small or not challenging enough for recently published approaches, these

three datasets contain a wide variety of difficult sequences. Furthermore, these se-

quences are separated into different challenging categories, which makes it easier to

analyze the algorithm’s performance. The sequences from CD2012 and CD2014 are

obtained from real-world situations. To remove the effect of the environment, SABS

offers a synthetic evaluation benchmark, consisting of a 3D virtual world. Together,

there are more than 160, 000 annotated frames tested in this experiment.

To quantitatively evaluate the algorithms, three metrics are utilized, namely Recall

Re, Precision Pr, and F-measure Fm. Recall measures the rate of true positives out

of the total in the ground truth.

Re =
Tp

Tp+ Fn
(3.19)

where Tp and Fn are the total number of true positives and false negatives respec-

tively. Precision is defined as

Pr =
Tp

Tp+ Fp
(3.20)
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Method \ Task Baseline Jitter Dynamic Intermittent Shadow Thermal
Shared GMM [19] 0.935 0.817 0.867 0.798 0.813 0.825

FTSG [121] 0.933 0.751 0.879 0.789 0.883 0.777
MBS V0 [95] 0.928 0.836 0.790 0.709 0.778 0.811

AMBER+ [115] 0.881 0.711 0.843 0.721 0.813 0.760
EFIC [3] 0.917 0.713 0.578 0.578 0.820 0.838

AAPSA [93] 0.918 0.721 0.671 0.510 0.795 0.703
SuBSENSE [100] 0.950 0.815 0.818 0.657 0.899 0.817

MD [13] 0.895 0.496 0.526 0.496 0.568 0.706
Proposed Algorithm 0.940 0.710 0.880 0.766 0.891 0.827

Table 3.3: Performances of compared algorithms on Change Detection 2012
(Dynamic: dynamic background, Jitter: camera jitter, Intermittent: intermittent
object motion)

where Fp is the number of false positives. The F-measure is calculated as the har-

monic mean of Recall and Precision,

Fm =
2 ∗Re ∗Re
Re+ Pr

(3.21)

The F-measure is the major measurement utilized to rank the methods under com-

parison.

The algorithm is implemented in C/C++. The experiment runs on a Core i7 CPU

running at 3.5 GHz with 12 GB of memory. Currently, this implementation is not

optimized. For a color frame with resolution 320 × 240, the system can obtain 21.2

frames per second based on a single core.

3.5.1 Change Detection 2012

This dataset can be divided into six challenges, which vary from baseline, dynamic

background, to camera jitter, intermittent object motion and thermal. Pixel-specific

annotations about background and foreground as well as shadows and their bound-

aries can be found in the ground truth. For some video clips, a restricted image
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Figure 3.15: Sample results of turbulence of dataset CD2014

region is utilized only for evaluation. A certain number of frames is provided for

each sequence for the training process, if needed. With the dataset, a complicated

ranking mechanism is utilized to compare alternative algorithms. In this chapter, the

F-measure is used instead, as it is the most commonly utilized metric.

Table 3.3 shows an F-measure comparison for per-category performance with other

8 methods, which are specified in the table. The sampled results of baseline can be

found in Figure 3.4. This result shows that the proposed method outperforms other

methods, in general. The proposed method ranks within the top two in four out of

six cases, which provides a better balance between Precision and Recall. The results

demonstrate that this proposed probabilistic topic model successfully represents the

characteristics of real-world backgrounds, which can be especially supported by the

tested sequences from the dynamic background column. In particular, the assumption

that the pixels in a local block indeed share a common set of topics and the dynamic

nature of background can be reflected by the proportions of the topic set is shown to

be correct. Furthermore, the proposed algorithm contributes to the progress of the

state-of-the-art performance of background subtraction.

Table 3.3 also indicates that the results of this work are slightly worse than the

first-ranked methods in both the intermittent motion and camera jitter categories.
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Method \ Task Challenging Weather Low Frame-Rate Night PTZ Air Turbulence
SuBSENSE [100] 0.859 0.651 0.559 0.348 0.779

FTSG [121] 0.822 0.626 0.513 0.324 0.712
MBS V0 [95] 0.773 0.569 0.516 0.512 0.570

EFIC [3] 0.778 0.663 0.655 0.584 0.671
AMBER+ [115] 0.767 0.469 0.380 0.135 0.755

Proposed Algorithm 0.815 0.658 0.415 0.592 0.785

Table 3.4: Performances on Change Detection 2014

Our thought is that these two challenges need particular process modules from a

background modeling perspective. The first, intermittent object motion, contains two

aspects, injecting and removing objects, both of which require a faster adaptive speed

for labeling a topic as background. However, the speed cannot be too high, because

real foreground topics would then be incorrectly labeled. Clearly, there is a trade-off,

one is hard to improve without modeling the foreground. This category is usually

considered to be the hardest challenge in the literature. For the other category, camera

jitter, our performance will be improved if a jitter detection module is added. In the

table, most of the compared approaches have employed extra sophisticated methods

to handle shadows, resulting in their higher scores.

Another advantage of the proposed model can be seen when it is compared with

the shared GMM method [19] in the dynamic background category, which similarly

makes use of a set of Gaussian components, estimated by the evidence collected from

not only a single pixel but also a local block. Table 3.3 demonstrates that the shared

GMM performs better than most alternative methods. This result validates, from a

different perspective, that modeling the surrounding intensities—potentially moving

into the target pixel—will improve performance. However, the shared GMM method

performs worse than the proposed method, because the shared GMM tends to only

make use of the topic set, ignoring the topic proportions.
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3.5.2 Change Detection 2014

The 2014 dataset is more complex than the original version. More challenges are

included, such as bad weather conditions, low frame-rate sequence, a bad illumination

situation, and pantilt-zoom operations. The details of the challenges can be found in

Table 3.4. Other configurations are kept the same as those in the CD2012. For this

dataset, there are 5 methods compared, using the F-measure metric. The sampled

results can be found in Figure 3.4 and Figure 3.6 to Figure 3.15.

Table 3.4 shows the quantitative performance comparison for the new challenge

categories. From the results, the more challenging character of this new version

dataset is clearly apparent. For all algorithms, the challenging weather category is

the only category showing results comparable to the former dataset. The F-measures

drop significantly in all other new challenges. The PTZ category violates the basic

assumption of background subtraction, that there is no dramatic movement of the

background objects. The night and low frame-rate video sequences can be character-

ized as the most challenging ones. The proposed method tends to be sensitive to the

kinds of noise arising from these challenges, because this noise shows repeatability

in the sequences. According to our analysis, these two challenges can be handled by

a fore-process module. In general, the proposed algorithm remains the first-ranked

approach for the entire dataset as well.

Interestingly, the proposed method shows robustness in the air turbulence cate-

gory, while other algorithms’ performances diminish. This means the probabilistic

topic model is sufficient for this condition. The reason for this finding is that there is

a clear pattern in the air turbulence category, which appears similarly for the whole
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Method\Task Basic Dynamic Bootstrap Darkening Light Night Camouflage No Camouflage H.264
McFarlane [79] 0.614 0.482 0.541 0.496 0.211 0.203 0.738 0.785 0.639

Stuffer [103] 0.800 0.704 0.642 0.404 0.217 0.194 0.802 0.826 0.761
McKenna [80] 0.522 0.415 0.301 0.484 0.306 0.098 0.624 0.656 0.492

Li [65] 0.766 0.641 0.678 0.704 0.316 0.047 0.768 0.803 0.773
Zivkovic [140] 0.768 0.704 0.632 0.620 0.300 0.321 0.820 0.829 0.748

Maddalena [75] 0.766 0.715 0.495 0.663 0.213 0.263 0.793 0.811 0.772
Barnich [12] 0.761 0.711 0.685 0.678 0.268 0.271 0.741 0.741 0.799

Proposed 0.842 0.831 0.644 0.676 0.500 0.310 0.838 0.858 0.805

Table 3.5: Performances on Stuttgart Artificial Background Subtraction

scene. Particularly, some new intensities generated by the combination of the tur-

bulence and real object’s color is correctly captured by the algorithm’s creating new

topic mechanism. Furthermore, turbulence’s movement is appropriately depicted by

the topic proportions.

3.5.3 Stuttgart Artificial Background Subtraction (SABS)

The SABS is a synthetic dataset created specifically for evaluating background sub-

traction algorithms. It consists of a 3D rendering of a road junction, shown in Figure

3.16. The foreground objects include cars and people. The whole dataset can be

categorized into 9 challenges, namely basic, dynamic background, bootstrap, darken-

ing, light switch, noisy night, camouflage, no camouflage, and H.264. The advantage

of making use of a synthetic dataset is its purity, as it can remove the effect of un-

controlled environmental noise. For example, in the dynamic background, researchers

can focus on testing the algorithm’s performance for a swaying tree, since all other

surroundings remain the same as the basic scene. Similarly, in the light switch, re-

seachers’ attention can be focused exclusively on the store switching its light on.

Table 3.5 shows the quantitative performances. The sampled results of our method
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Figure 3.16: Sample results of dataset Stuttgart Artificial Background Subtraction

can be found in Figure 3.16. In general, the proposed method shows results compara-

ble to those of the state-of-the-art algorithms. The three worst categories are darken-

ing, night and bootstrap. For the darkening scene, the sensitive performance is caused

by the stability of our topic set. In most multiple component based approaches, the

mechanism makes the existing components adapt to the different parameters. This

process is controlled by a pre-set learning rate. For the proposed algorithm, the com-

ponents are more stable. The mechanism changes to creating new topics to cover

the situation, which requires more computational time than other methods, and con-

sequently lowers the score. But eventually the background will convert to the new

environment. On the other hand, this method also gains a more stable background

in common situations. Similarly, in bootstrap, the algorithm needs more time to build

a stable set of topics. In night, different kinds of noises are superimposed into the

video, affecting the learning process of the proposed model. In practice, this noise

can be removed by a fore-processor.

The advantages of the proposed algorithm are demonstrated in the dynamic back-

ground, camouflage, and H.264 categories. The very nature of the proposed topic

model for handling a dynamic background has been demonstrated, which is also con-

sistent with the experimental results in Table. 3.3 and Table. 3.4. For the camouflage,

making use of an indicator variable for each item of evidence ensures that one topic
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update process will not affect others, which makes the variance smaller and stabler

than traditional methods. As a result, the proposed algorithm detects the foreground

better in the camouflage situation. Although the content quality of H.264 is de-

graded, the results show that this method still works appropriately. This in turn

shows that a foregoing noise removal process will improve performance in the night

and low frame-rate of CD2014.

3.6 Conclusion

In this chapter, the author proposed a novel background subtraction method based on

a probabilistic topic model. Taking advantage of a newly designed on-line learning

algorithm, the topics and topic proportions of the model were efficiently updated

incrementally. This model kept a set of stable Gaussian topics representing the real

background objects rather than the instant evidence and flexible topic proportions to

reflect the movement of background objects. As a result, the method suitably modeled

the motion of dynamic backgrounds and outperformed state-of-the-art methods on

multiply challenging datasets.

The proposed method relies on the observation that the evidence from a block

of neighbor pixels is sharably generated by a set of real topics. The topic model

infers the hidden topics and the topic proportions anchored to each pixel in an online

manner. The proposed method can be seen as an extension of the classic GMM and

theoretically reveals the connection between the independent per-pixel model and the

block model. On a practical level, the proposed method solves the stubborn problem

of classic multi-component methods, the long-tail nature of per-pixel density.
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Chapter 4

Airborne Ship Detection by

Maritime Background Modelling

Airborne maritime surveillance has attracted a great deal of attention in surveillance

literature. Extracting objects of interest from the ocean is usually considered to

be the first step of the surveillance platform. In this chapter, a novel airborne ocean

background modeling method is presented to solve this task. The input of this system

is a single image captured by an airborne sensor, while the output is a binary mask

indicating extracted objects. To represent the ocean background, each pixel of the

image is modeled by a Gaussian Mixture Model, whose component parameters are

shared across the scene and whose component weights are dominated by a set of

spatial distributions over the image plane. This spatial distribution is designed to

tolerate changes in the ocean’s texture. An online learning method is employed, which

not only estimates the parameters of the distributions but also infers the number of

components. An intensive experiment is conducted on a large number of images to

demonstrate the proposed algorithm’s robustness and accuracy for modeling ocean
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background.

4.1 Introduction

Ocean background modeling from the airborne view is an important technique for

maritime surveillance platforms. As the first phase of this type of surveillance system,

it is a critical element for further analysis, like early understanding and prediction of

abnormal shipping behavior. In this chapter, the input is defined as one single image

captured by a sensor mounted on an aircraft. The output is the binary mask of this

image, denoting whether each pixel belongs to the object foreground or the ocean

background.

Although the proposed method shares the same motivation with traditional back-

ground subtraction approaches [101], that is, extracting objects of interest by mod-

eling the background, the traditional approaches are not applicable to this chapter’s

task. For one, the most important assumption of background subtraction—that the

scene is static and the object is moving—fails. In airborne maritime surveillance, the

aircraft is always moving while the object of interest may not significantly move in

the image. For another, high-frame-rate video may not always be available in the

maritime surveillance application. Different with the background subtraction, mak-

ing use of the majority in time domain, this proposed work explores the majority in

image domain based on the assumption that ocean texture appears similar in a single

image.

Another related technique is salient object segmentation [130] [37] [132] [1]. The

proposed work can be considered a salient object extraction method that models

the ocean background. However, airborne maritime surveillance has its own distinct
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Figure 4.3: Sample input, re-generated ocean background, probabilistic map and
final extraction result of the proposed algorithm

characteristics, as shown in Figure 4.3. First, the scene is commonly low-contrast,

which tends to make traditional saliency detectors fail. In particular, there is no

distinct texture appearing on an object, and objects sometimes fuse into the ocean

background. Second, objects will be extremely small in the long-range scene, which is

out of most saliency detectors’ consideration. Finally, abnormal waves also meet the

definition of a salient object, and thus employing general saliency detection methods

would generate a large number of false alarms for a ship detection application. As

the salient objects on the ocean vary, this work solves the problem by modeling the

ocean background.

In the literature, most ship detection works by focusing on a top-down remote

scene [70] [116] [78] [123] [104], where the size and shape of the ships are highly
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Figure 4.4: Algorithm representation

constrained, which simplifies the task. Many researchers formulate it as a binary

classification problem. In [98], a model based on the HOG feature [26] and AdaBoost

algorithm [110] is proposed to validate the ship candidates in a coarse-to-fine frame-

work. [141] designs a classifier based on convolutional neural networks [105] and

the singular value decompensation algorithm, which can adaptively learn the features

from a spaceborne optical scenario. Some also make use of advanced image processing

techniques. [122] design a novel hierarchical saliency filtering method to effectively

detect ships in SAR images. In [107], the wavelet coefficient cue is used to improve

detection accuracy. However, little of the literature on detecting ships reports work on

the airborne surveillance scene as shown in Figure 4.3, where the object’s appearance

shows more variation and the background tends to be more complex.

In this work, an airborne ocean background modeling method is proposed to

handle the task of extracting objects of interest. For the input image, each pixel is

considered to be drawn from a Gaussian Mixture Model [38]. Rather than assuming

independence between every pixel, this work asumes that all pixels share the same set

of Gaussian components. This design is founded on the dynamic nature of the ocean

background, where the color appearing on one background pixel could potentially
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show up in any other background positions. However, the component weights vary

with different pixel positions, which are controlled by a set of spatial distributions.

The spatial distribution is designed based on the observation of ocean background

from an airborne view, where pixels with similar colors tend to cluster together in

the image plane and the whole background appears to be sutured together by a

number of these clusters, as shown in Figure 4.4. Together, these distributions are

formulated into a hierarchical model. Based on the model, the proposed work not only

expresses the consistency of ocean appearance but also tolerates the color variation

of its texture. To ensure that the model is adaptive to distinct scenes, an online

learning method is designed to infer the parameters and the number of components

simultaneously.

4.2 Algorithm

4.2.1 Representation

In this hierarchical model, the observed variable is pixel intensity xm at position m,

while the hidden variables include the indicator variable of this pixel zm showing that

xm is generated by the k-th component of the Gaussian Mixture Model, component

weight πm, parameter θk of the k-th Gaussian distribution, and parameter φk, spec-

ifying a designed spatial distribution over the image plane to control the component

weight for different image positions. Parameter M denotes the number of pixels in the

image and K denotes the component count of the model. Since each Gaussian com-

ponent corresponds to one spatial distribution, there are also K spatial distributions.

Note that the algorithm’s input is one single-channel image.
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Figure 4.5: The global occupational regions and chosen spatial distributions in
iterations of the algorithm inferring the number of components; the segmentation
result of the dominant regions.

The dependency relationships between variables of this model can be expressed

as follows:

πm|{φk}Kk=1 ∼ Dir(p(m|φ1), ..., p(m|φK)) (4.3)

zm|πm ∼ Mul(πm)

xm|zm, {θk}Kk=1 ∼ N (θk).

The generating process is that evidence xm is drawn by one of the Gaussian dis-

tributions N (θk), indicated by zm. Indicator variable zm is randomly chosen by a
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multinomial distributionMul(πm), which essentially represents the weights of differ-

ent Gaussian components for position m; πm is generated by a Dirichlet distribution

Dir(p(m|φ1), ..., p(m|φK)), where the k-th element of this parameter vector is the

likelihood of position m of the k-th spatial distribution p(m|φk). The formula of this

spatial distribution is presented in Subsection 4.2.3.

4.2.2 Pixel Labeling

Given a learned model, the inference of likelihood that a pixel is generated by this

model p(xm|{θk}Kk=1, {φk}Kk=1) is first presented.

Taking advantage of the conjugate relationship between Dirichlet and multinomial

distributions, the density of indicator variable zm can be calculated by Equation (4.4).

p (zm=k|{φk}Kk=1) (4.4)

=

∫
p(zm=k|πm)p(πm|{φk}Kk=1)dπm

=
p(m|φk)∑K
k′=1 p(m|φk′)

,

where πm is integrated out and the probability of indicator zm being assigned with

component k is equal to the ratio that the probability of the k-th spatial distribution

at position m is divided by the sum of all probabilities. As a result, a one-to-one

correspondence is built between spatial distribution set {φk}Kk=1 and Gaussian distri-

bution set {θk}Kk=1. A higher ratio of spatial distribution denotes a greater chance that

the intensity at this position is drawn from the corresponding Gaussian component.

Given intensity xm, the joint likelihood that it is drawn from the k-th Gaussian
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component can be calculated as

p(zm=k, xm|{θk}Kk=1, {φk}Kk=1) (4.5)

= p(zm=k|{φk}Kk=1)p(xm|zm=k, {θk}Kk=1)

=
p(m|φk)∑K
k′=1 p(m|φk′)

N (xm|µk, σk),

where the second term is derived by the Markov property and Bayes’ rule. The goal

is to calculate the likelihood p(xm|{θk}Kk=1, {δk}Kk=1) that the evidence belongs to this

model, which can be done by summing out the indicator variable zm of Equation

(4.5).

p(xm|{θk}Kk=1, {φk}Kk=1) (4.6)

=
K∑

zmt =1

p(zmt , x
m
t |{θk}Kk=1, {φk}Kk=1).

To identify any outliers, a threshold Pth is applied. If the above likelihood is

higher, the pixel is labeled as ocean; otherwise, it is labeled as foreground objects.

4.2.3 Spatial Distributions

From the airborne view, an ocean background appears to be a mixture of multiple

band-analogue regions of similar colors, as shown in the second block of Figure 4.4,

although the region usually appears to have an irregular shape, caused by waves and

imaging. To represent this spatial characteristic, a set of flexible spatial distributions

are proposed.

Each spatial distribution is structured by a number of weighted one-dimensional
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Gaussian distributions over different image columns. The distribution p(m|φ) can be

expressed as

p(m|φ) =
J∑
j=1

wjδj(m)N (m|λj, ρj), (4.7)

where J is the number of columns in the image plane, wj is the weight for the Gaus-

sian distribution on the j-th column, and indicator function δj(m)=1 if position m is

in column j. The terms λj and ρj are the mean and variance of the Gaussian distri-

bution, respectively, where different symbols are used for distinguishing the Gaussian

component θ=(µ, σ) over intensity space.

Given a set of discrete image-position evidences {m} of intensity x, the three kinds

of parameters of this distribution φ = {wj, λj, ρj}Jj=1 can be estimated. For each

column, these vertical positions are recorded as sj. Here, a smoothing mechanism is

employed, where the positions in nearby columns with distance smaller than ε are also

accumulated into sj. Then, the weight wj is calculated as the ratio of the evidence

count to the total.

wj =
|sj|∑J
j=1 |sj|

, (4.8)

where | · | stands for the number of elements in this set. If number |sj| is greater than

zero, the column is marked as active. The estimator of mean λj is

λj =
1

|sj|
∑
sj

m, (4.9)

where m here is a vertical coordinate in set sj. Similarly, the variance can be calcu-

lated as

ρ2
j =

1

|sj|
∑
sj

(m− λj)2 . (4.10)
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4.2.4 Number of Components

For most unsupervised learning methods, the number of components K has to be

pre-set, which requires previous knowledge of the data. Usually, this pre-setting is

not optimal. In this work, an automatic inference method is present, as shown in

Figure 4.5.

First, two concepts utilized in the method are introduced. A principle intensity

xpk is defined as the intensity that spans a large enough region on the image plane

and is closest to the mean of intensities appearing in this spanned region. For each

principle intensity, a Gaussian component and a spatial distribution are created.

The image in the upper left of Figure 4.5 shows the spatial distribution of principle

intensity xpk=131 and the image in the upper right of Figure 4.4 shows its Gaussian

distribution. As a result, the task of inferring the number of components is converted

to a task of determining a set of principle intensities. Another concept is occupational

region rx={m}, which can be derived from the spatial distribution. For each active

column of the spatial distribution, the positions within two standard deviations are

labeled as the occupational region. The image at the upper left of Figure 4.5 shows

the occupational region rxpk of principle intensity xpk = 131. There is also a global

occupational region r, which is defined as the union set of all occupational regions of

principle intensities.

This algorithm starts from the intensity appearing the most frequently in the

image, which is labeled as the first principle intensity xp1. Making use of its positions,

spatial distribution φ1 can be estimated based on Equation (4.8)-(4.10). As a result,

occupational region rxp1 can be obtained. This region is then updated into the global

occupational region, denoted as r1 =rxp1 , where the superscript indicates the iteration
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count. Then, iterate the following steps: 1) in iteration i, if there is still intensity

without being included in the principle set, search through all; 2) for each x, estimate

its occupational region rx; 3) combine this region with ri−1 to form a candidate current

global occupational region rix; 4) calculate the ranking score for x using the following

equation:

score (x) =
|rix − ri−1|

uniqe (rix − ri−1)
, (4.11)

which represents the number of pixels per unique intensity of the increased global

region rix−ri−1. unique(·) denotes the number of unique elements in a set; 5) label

the intensity with the highest score as the new principle intensity and update the new

global occupational region ri; and 6) check the ratio of ri to the image size. If it is

greater than an occupational threshold Oth, the algorithm terminates; otherwise, go

back to step 1). Figure 4.5 shows the global occupational regions ri and the spatial

distributions of selected principle intensities φk in the sample iterations.

4.2.5 Gaussian Distributions

The algorithm discussed above simultaneously infers the number of components and

each component’s spatial distribution, which leaves the set of Gaussian distributions

to be estimated.

The mean µk of the k-th Gaussian component is set as the corresponding value of

the principle intensity, as

µk = xpk. (4.12)

The reason behind this estimator is that the essential goal is to accurately detect

the outliers in a potential low-contrast scene. A labeled principle intensity in the

102



Ph.D. Thesis - Yuanhao Yu McMaster - Electrical Engineering

aforementioned algorithm ensures that it covers a large enough area with consistent

color. This feature is sufficient for outlier detection. An complicated estimation

process may introduce more noise from the unclean data.

The mission tolerating the variation of the ocean background is left to Gaussian

variance σ2
k. Before presenting the estimator, the dominant region rdk of each com-

ponent k is introduced. The dominant region of component k is a set of positions

where probability p(m|φk) is greater than other spatial distributions. As shown in

the image at the lower right of Figure 4.5, the global occupational region r is exclu-

sively segmented by a set of dominant regions {rdk}. Note that the difference between

dominant region rdk and occupational region rxpk is that occupational regions may

overlap each other, while dominant regions do not. In dominant region rdk, the pixel

intensities appearing in the eight-neighborhood of a principle intensity xpk are denoted

as rd,+k . This pixel set is used to estimate the Gaussian variance parameter of the

corresponding principle intensity.

σ2
k =

1

|rd,+k |

∑
rd,+k

(xm − µk)2 (4.13)

Specifically, on the one hand, the variance would not be too large to cover the out-

lier intensity and, on the other hand, it could tolerate the local change of ocean

background.

4.3 Experiment

After thresholding, the original binary mask might still contain ocean pixels: some

blobs may be caused by an anomaly wave. A blob-size threshold is applied, in which
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Figure 4.6: A blob size threshold is applied to the original mask obtained by
thresholding the probabilistic map.

only a blob larger than this threshold will be treated as an object. In Figure 4.6,

the original mask is shown on the left, while the processed one is on the right. Note

that, in real-application, this threshold does not need to be manually set. It can be

inferred by the parameters of the sensor and the movement status of the aircraft.

In this chapter, the experiments are conducted based on four datasets, namely

small, big, thermal, and web. The first three are ocean surveillance videos captured by

aircraft, as shown in Figure 4.12, Figure 4.13 and Figure 4.14. In this test, every frame

of each video is treated as an individual image without utilizing any prior information

of the corresponding sequence. The last dataset web is a set of images collected from

the Internet, which is used to test various complex scenes. These images are grouped

into four classes, single object scene, multiple objects scene, rescue scene, and accident

scene. Together, there are more than 30, 000 frames tested in this experiment. The

system is implemented in C/C++, which runs on a Core i7 CPU with 3.5 GHz and

12 GB memory computer. For a resolution 320× 240 image, the system needs 0.047

seconds based on single-core implementation.

The proposed algorithm has a few hyper-parameters to set before being applied.

104



Ph.D. Thesis - Yuanhao Yu McMaster - Electrical Engineering

Figure 4.7: The Precision-Recall curves of proposed algorithm on four datasets

The first is the occupation threshold in the algorithm for determining principle in-

tensities, which is set as Oth = 0.95. The overlap width for estimating the Gaussian

parameter of a single column of spatial distributions is set as ε= 9. Finally, for the

probabilistic threshold, the default setting is Pth = 0.01. All three hyper-parameters

are fixed for all tested images.

To quantitatively evaluate the algorithm’s performance, ground truth binary masks

are manually labeled. For the three video datasets, 300 frames are randomly chosen

from each. A total of 200 images are labeled in the web dataset. In this work,

two metrics are employed, recall and precision. Precision measures the rate of true
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Figure 4.8: Sample results for accident scene of web dataset

positives tp out of the total detections, which can be calculated as

precision =
tp

tp+ fp
, (4.14)

where fp indicates the number of false positives. Recall is defined as

recall =
tp

tp+ fn
, (4.15)

where fn is the false negative count.
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Figure 4.9: Sample results for single object scene of web dataset

4.3.1 Performance Analysis

Figure 4.8 to Figure 4.14 show sample results of the proposed algorithm on the four

datasets. Figure 4.7 shows the corresponding precision-recall curves. Note that, in

these curves, the blob-size threshold is not applied for purely testing the algorithm’s

capability of modeling ocean background.

In dataset small, the object size is smaller than 500 pixels and the scene is low con-

trast. Specifically, each object intensity massively occurs in the ocean background. In

addition, there is no obvious texture or gradient around the ship position. Together,

107



Ph.D. Thesis - Yuanhao Yu McMaster - Electrical Engineering

Figure 4.10: Sample results for rescue scene of web dataset

these factors make the classifier-based detector and saliency-based detector inappli-

cable. The background for the big dataset keeps changing throughout the sequence.

As shown in Figure 4.13, the scene appears to be low contrast at the beginning. As

the vessel gets closer, more and more texture is revealed. At the end of the video,

the scene contains a large number of waves. Dataset thermal is employed to test this

proposed method on a thermal sensor. In this scene, the signal-to-noise ratio is low.

Although there is prior knowledge that an object tends to be lighter based on the

principle of thermal imaging, this method does not exploit this information, since it

is designed to handle various scenes, not just a thermal scenario. From the precision-

recall curves and sample results, this algorithm shows accuracy and robustness on all

three datasets.
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Figure 4.11: Sample results for multiple objects scene of web dataset

The web dataset was collected from the Internet, which has better image quality

than the three previously tested scenes. These Internet scenes are more complex, and

can be grouped into four different subsets based on the objects present. For the first

class, single object scene, the proposed algorithm extracts the objects properly. It

can be observed that object size does not affect this method, which works well from

a small object of less than 50 pixels to a large one that occupies almost one-third

of the image. It is also observed that the method can tolerate a sudden change in

the ocean’s color, which can be caused by sunlight or a change in depth. Of the four

classes, our algorithm performs the best on the multiple objects scene, as shown in

Figure 4.11. Even when the sizes of objects in the same image differ significantly,

distinct kinds of objects such as a boat or human appear together, and the angles of

the airborne cameras vary across the image set, the method works well. The third
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Figure 4.12: Sample results for dataset small

group is rescue scene. In this set, the present objects are a human, lifeboat, over-

turned ship, and anomalous objects of interest. Detection of these types of objects

is the most important task of an airborne surveillance platform. They usually show

as irregular shapes and are hard to classify. However, the proposed method reports

good performance on extraction. Detecting accidents is also a critical task for ocean

surveillance. The last set accident scene includes images of actual accidents at sea.
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Figure 4.13: Sample results for dataset big

Usually, there is smoke in the image, along with the object. Surprisingly, this algo-

rithm handles these scenes well. The author note that, for accident detection, the

proposed system performs on better for long-range scenes than for close-range scenes.

The reason is that the smoke occupies a extremely large portion of the close-range

scene, which makes the algorithm treat it as the principle intensity. In general, the

proposed algorithm models the ocean background well in this web dataset, which is

consistent with the precision-recall curve of Figure 4.7.
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Figure 4.14: Sample results for dataset thermal

4.3.2 Module Analysis

To further test the proposed method’s capability of modeling ocean background,

Figure 4.15 shows a set of reconstructed ocean background based on learned models.

Since the proposed model is a generative model, the reconstructed background can

be drawn from it. The figure shows that each ocean background with an object

absent is successfully reconstructed, which also represents the original ocean texture’s

112



Ph.D. Thesis - Yuanhao Yu McMaster - Electrical Engineering

Figure 4.15: Results of background reconstruction

characteristics. For instance, in the first pair, the light red color appearing in the

middle of the image is fully encoded into this new background. But for local details,

two images are shown differently, which is caused by the random sampling. From the

model view, the original background only represents one possible occurrence.

4.4 Conclusion

In this chapter, an ocean background modeling algorithm based on a single image

is proposed. A statistical hierarchical model is utilized to represent the ocean back-

ground, making use of Gaussian Mixture Model and designed spatial distributions,
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which together formulate the objects of interest extraction process as an outlier de-

tection task. To infer the model’s parameters, an online learning method is employed.

This approach is able to learn the number of components and component parameters

simultaneously. An intensive experiment demonstrates the accuracy and robustness

of this algorithm.
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Chapter 5

Conclusion

5.1 Research Summary

In this thesis, a simple but effective framework representing a grid of image-domain

label-distributions is proposed to universally improve the performance of a number of

computer vision problems. Based on the framework, a temporal or spatial consistency

relationship between appearance components can be kept for different vision tasks.

To demonstrate this usefulness, it has been successfully applied to three particular

applications.

For object tracking task, it was cast as a prior regularized semi-supervised learn-

ing problem by combining the framework with the Random Forest classifier. In this

algorithm, a novel patch-based-grid target representation was designed taking advan-

tage of discriminative appearance model and generative structure model. The ap-

pearance model attempted to classify the foreground and background using not only

the historical data but also the current frame data. The grid of label-distributions
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was formulated as a regularizer to constrain the learning process. A heuristic multi-

objective optimization method was proposed to find the solution, which ensured ob-

ject appearance and object structure collaboratively optimized. The experiments on

standard sequences showed that this proposed algorithm outperformed existing ap-

proaches that especially handled the effects caused by pose, rotation, illumination,

blur, abrupt motion, occlusion and background clutter.

For background subtraction task, it was firstly formulated as a probabilistic topic

model by fusing the framework with the Gaussian mixture model. Taking advantage

of a newly designed on-line learning algorithm, the topics and topic proportions of

the topic model were efficiently updated. This model kept a set of stable Gaussian

topics representing the real background objects rather than the instant evidence and

flexible topic proportions to reflect the movement of background objects. As a result,

the method suitably modelled the motion of dynamic backgrounds and outperformed

state-of-the-art methods on multiple challenging datasets.

For ship detection task, a novel airborne ocean background modelling method

based on single input image was proposed by injecting a hyper-distribution dominat-

ing the spatial information into the framework. A statistical hierarchical model was

utilized to represent the ocean background, making use of Gaussian Mixture Model

and the designed spatial distribution, which together formulated the objects of in-

terest extraction process as an outlier detection task. To infer the parameters, an

on-line learning method was employed. This approach was able to learn the number

of appearance components and component parameters simultaneously. An intensive

experiment demonstrated the accuracy and robustness of this algorithm.
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5.2 Future Work

For future research, the proposed framework can be studied to be applied on other

computer vision tasks. Generally speaking, this framework appears to be applica-

ble on most video analysis problems. For example, multi-target tracking task can

make use of it, as the grid presentation provides additional measurement to differing

distinct targets in the scene. The single object tracking task can also be extended

for extracting segmentation result by further exploring the grid presentation. This

framework can also be utilized for some single image processing problem. For instance,

it can be applied to road surface extraction for automatic driving by following the

same methodology of proposed ship detection algorithm. Furthermore, using more

advanced appearance model can potentially improve the ship detection method.
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