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Abstract 

The goal of this thesis is the development of a computationally-efficient coded system 

that enables communication over the non-coherent Multiple-Input Multiple-Output 

(MIMO) fiat-fading wireless channel at high data rates. The proposed signalling 

technique applies the principles of Bit-Interleaved Coded Modulation (BICM) with 

Iter-ative Demapping and Decoding (IDD) to non-coherent MIMO communication 

systems. 

The principle of BICM is applied to a constellation that mimics the non-coherent 

capacity achieving distribution at high signal to noise ratios. The capacity achiev­

ing distribution is in the form of isotropically distributed unitary matrices, and the 

constellation can be represented by points on a Grassmannian manifold. A map­

ping technique that exploits the Grassmannian geometry is proposed. This mapping 

technique is based on the partitioning of the constellation into two subsets. The 

Grassmannian geometry also gives rise to an efficient list-based demapping algorithm 

that substantially reduces the computational complexity of the receiver while incur­

ring some degradation in performance. For example, at a bit error rate (BER) of 

10-4 the signal to noise ratio (SNR) performance degradation with respect to full 

constellation demapping is approximately 1. 75 dB. A technique by which the decoder 

can augment the demapping list is proposed, and it is shown that the performance 

degradation of the efficient algorithm can be rendered insignificant (approximately 

0.2 dB at a BER of 10-4). 
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Finally, the performance of the proposed BICM-IDD using the Grassmannian 

constellation will be compared to that of a corresponding training-based BICM-IDD 

scheme. These simulations show that the proposed scheme can provide better per­

formance at high data rates; e.g., for a data rate of 5/3 bits per channel use, the 

performance gap is almost 1 dB at BER of 10-4 • 
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Chapter 1 

Introduction 

The focus of this thesis is the development of a computationally-efficient coded scheme 

for communicating over non-coherent Multiple-Input Multiple-Output (MIMO) flat­

fading wireless channel at rates close to the high-SNR ergodic capacity. Such schemes 

possess many desirable features for wireless systems that require reliable communica­

tion at high data rates. The proposed scheme is based on applying the principles of 

Bit-Interleaved Coded Modulation (BICM) with Iterative Demapping and Decoding 

(IDD) to non-coherent MIMO communication systems. The performance of the pro­

posed system will then be compared to a corresponding training-based system. In this 

chapter, we will discuss the fundamentals of wireless communications, the principles 

of employing multiple antennas, the desirable properties of the non-coherent MIMO 

framework, and we will present the thesis outline. 

1.1 Wireless Communication 

In many practical af>plications maintaining a wireline communication can be both 

inconvenient and uneconomic [1]. For example, when communication sites are needed 

for a short period of time or when the terrain is too rugged to establish a wireline 
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connection. In some of these applications, wireless systems can offer substantial 

advantages [1]. In particular, they offer the potential of maintaining a communication 

link while both the transmitter and the receiver are mobile. In addition, wireless 

systems are not reliant on wireline infrastructure which can be expensive to construct 

and maintain [1]. 

Although the wireless medium is attractive, there are several factors that have 

to be carefully accounted for in the design of a wireless communication system. In 

a wireless medium, the transmitted signal is scattered off objects in its propagation 

paths resulting in multiple reflected versions of the signal at the receiver. The reflected 

signals travel along different propagation paths, and hence they experience different 

attenuation and time delays. Furthermore, the attenuation and delay on each path 

will usually vary with time, due to the relative motion of the transmitter, receiver and 

reflectors. This time variation is often called fading [2], although that description is 

perhaps most accurate when the time delays of each path are approximately the same. 

In that case, the amplitude of the received signal fluctuates, or"fades", depending on 

whether the components on each path add constructively or destructively. 

Depending on the properties of both the channel and the transmitted signal, fad­

ing can be categorized into different classes. Fading can be categorized as being 

either slow or fast depending on the relation between the symbol duration and the 

coherence time of the channel. The coherence time of a channel is the time duration 

during which the channel remains essentially unchanged. If the coherence time is less 

than the symbol duration, then the signal is said to undergo fast fading. Otherwise, 

the transmitted signal is said to undergo slow fading [2]. Another attribute of fading 

depends on the relation between the bandwidth occupied by the signal and the coher­

ence bandwidth of the channel, and this results in the categories of frequency-flat and 

frequency-selective fading. The coherence bandwidth of a channel is th~ frequency 
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interval over which the channel can be considered essentially constant. If the band­

width occupied by the signal is much less than the coherence bandwidth of the channel 

then the signal is said to undergo frequency-flat fading. Otherwise, the transmitted 

signal undergoes frequency-selective fading [2]. Throughout this thesis, we will focus 

on the subclass of frequency flat slowly fading channels in which the channel remains 

constant for a period less than the coherence time, and then takes on independent 

values. This class of channels is referred to as the class of block-fading channels. This 

class is appropriate for modelling communication systems that employ time-division 

multiple access (TDMA) [3]. In these systems, each user is assigned a specific time 

slot in a signalling frame to transmit a signal. If the time interval spanned by each 

frame is significantly longer than the coherence time, then each block of bits of a 

certain user would experience an almost independent channel realization~ Another 

communication system that can be represented by the block-fading model is one that 

employs frequency hopping. In such systems, the carrier frequency takes on a differ­

ent value that is picked according to a pseudo-random sequence; e.g., Gold or Kasami 

sequences [2]. If the hopping bandwidth is significantly larger than the coherence 

bandwidth, the frequency response of the channel around each carrier frequency is 

approximately independent. 

A technique to mitigate fading in wireless systems is to ensure that multiple 

representations of the same signal are transmitted over weakly correlated channel 

realizations and jointly processed at the receiver [4]. One way to construct such a 

scheme is by employing multiple antennas at the transmitter and/or receiver. In the 

case of weakly correlated channels, when a propagation path experiences deep fading 

in which the components of the signal propagating in different paths add almost 

destructively, the receiver can exploit the other approximately independent paths to 

improve the performance of the detection process. On the other hand, if the paths 

are highly correlated, when deep fading occurs in one path, it is likely that other 
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Figure 1.1: A generic multiple antenna system. 

paths will be affected in a similar way leading to difficulties in the detection process. 

Fortunately, in environments with a high density of scatterers, the propagation paths 

are often highly uncorrelated [1). Ideally, if there are many scatterers then the signal 

can be assumed to undergo independent fading along each propagation path [1]. Such 

a channel is referred as being "richly scattered". This can be the case when both the 

transmitter and receiver are located in an urban area and there is no direct line 

of sight. In order to ensure that the signal propagation paths are approximately 

independent in a richly scattered environment, field measurements show that the 

antennas at each end have to be separated by a distance at least equal to 0.5>., where 

>. is the carrier wavelength [1]; see Figure 1.1. For example, if the carrier frequency 

is 6 GHz, the antennas should be separated by a distance greater than 2.5 em. 

In addition to fading, the received signals are also subject to thermal noise that is 

inherently generated in the electronic devices in the receiver and possibly interference 

from other users operating in the same frequency band [2]. However, the focus of this 

thesis is on single user communication systems. In the next section, we will focus on 

the principles of employing multiple antenna systems. 
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1.2 Multiple Antenna Wireless Systems 

Unlike the single antenna model, in which the transmission is allocated in time slots, 

when communicating over a MIMO communication system the transmission is allo­

cated in space and time slots. This allocation can be viewed as a two dimensional slot 

structure in which the space slot represents the antenna from which the data is trans­

mitted and the time slot represents the time instants during which the transmission 

occurs. 

In order to represent the space-time allocation of the transmitted signal, we will 

describe the basic building blocks of a standard MIMO communication system. A 

block diagram of this system is shown in Figure 1.2. In this standard system, the 

direct space-time encoding block of the generic MIMO system in Figure 1.1 is par­

titioned into a scalar encoder and a space-time mapper, and the direct space-time 

decoder is partitioned into a space-time demapper and a scalar decoder. Although 

this partitioning results in a loss in performance, it substantially simplifies the design 

and implementation of the both the transmitter and the receiver, while still offering 

the potential for reliable communication at high data rates [4-6]. The standard sys­

tem in Figure 1.2 operates in the following way. The information source generates a 

stream of data bits that are passed into an encoder. The encoded bits are then fed to 

a MIMO space-time mapper in which the bits are divided into blocks and each block is 

mapped onto a space-time constellation matrix S. For example, one way to generate 

the space-time matrix S, is by further dividing the block of bits into sub-blocks and 

mapping each sub-block of bits onto a symbol 8 chosen from a standard constellation; 

e.g., Quadrature amplitude modulation (QAM) or phase shift keying (PSK). Then 

each mapped symbol 8 is allocated to a space-time slot to be transmitted on a certain 

antenna at a certain time; generating a space-time matrix S. At the destination, the 

receiver first detects the transmitted signal using a space-time demapper in which 
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Figure 1.2: A standard MIMO communication system. 

the received signal is demapped to produce a stream of bits (or "soft" information 

about these bits). This stream of bits is then passed to the decoder, which attempts 

to reproduce the original stream of data bits. 

As previously mentioned, multiple antennas can be exploited to improve the relia­

bility of the communication system. A simple way in which this can be accomplished 

is by transmitting a signal based on the same message from each antenna. The 

transmitted signals follow different propagation paths resulting in multiple replicas 

of the transmitted signal at the receiver. The receiver will exploit the multiple re­

ceived replicas of the signal to improve the performance of the detection process. 

As an alternative, each antenna can be used to transmit independent data over the 

propagation paths to increase the communication data rate over a channel. In other 

words, the multiple antenna system can be viewed as having multiple spatial chan­

nels over which independent information is propagating to increase the data rate [7]. 

Fortunately, these performance and rate gains are not mutually exclusive, but there 

is a fundamental trade-off between them, known as the diversity-multiplexing trade­

off [7,8]. 
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The maximum achievable data rate at which a system can reliably communicate 

with an arbitrarily small probability of error is known as the channel capacity [9]. 

In order to describe the channel capacity of a MIMO system, the channel model will 

be first defined. The considered model employs M transmit and N receive antennas. 

The complex attenuations of the channels between each pair of transmit and receive 

antennas can be represented by an M x N channel realization matrix H. If the channel 

is constant for blocks ofT channel uses, and if the transmitted signal is represented 

by aT x M matrix S, the received signal is aT x N matrix Y given by, 

Y=SH+V, (1.1) 

where V is a T x N matrix that represents the additive noise. This channel model 

will be described in more detail in Section 2.2. The channel capacity is equal to 

the maximum mutual information I(S; Y) between the inputS and the output Y of 

the channel over the distribution of the input signals [9]. In this thesis, we consider 

block-fading channels in which the channel realization H remains constant for a block 

of channel uses then assumes an independent realization for the next block. Further­

more, we assume that the latency constraints are loose so that the information can 

be coded across many blocks. For such a scenario, the maximum data rate that can 

be reliably communicated is bounded by the ergodic capacity of the channel [10]. 

The value of the ergodic capacity is dependent on the amount of information about 

the state of the channel that the transmitter and receiver possess. In this thesis, 

two models that have received considerable attention are described; the coherent and 

non-coherent models [10, 11]. In both models, the transmitter has no knowledge of 

the channel. 

The coherent communicati?n model assumes that the receiver has perfect knowl­

edge ofthe channel state information (CSI) [10]. In practice, the CSI can be acquired 

by transmitting pilot symbols known to the receiver, from which the receiver can 

7 
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estimate the channel. This strategy is based on the assumption that the length of 

the block over which the channel is assumed to be constant is long enough for the 

time and power used to acquire this CSI to be deemed negligible. Since the receiver 

is assumed to have obtained perfect knowledge of the channel realization H, the co­

herent system model can be viewed as a channel with two outputs the received signal, 

Y, and the channel realization, H. Therefore, the ergodic capacity of the coherent 

model is given by, 

Ccoherent - maxEn{I(S;Y,H)} 
p(S) 

- maxEn{I(S;YIH)}, 
p(S) 

(1.2) 

(1.3) 

where p(S) is the distribution of the input signals, I(S; Y, H) is the mutual informa­

tion between the channel inputS and the channel output pair Y and H, J(S; YIH) 

is the mutual information for a given channel realization H and En{·} denotes the 

expectation over H. The derivation of (1.3) exploits the fact that I(S; H) = 0; i.e., 

the channel input S and the channel realization H are independent, since H is not 

known at the transmitter. 

An alternative communication model that appropriately accounts for the resources 

that have to be expended to acquire the CSI is the non-coherent model. In this model, 

the receiver does not have any CSI. The ergodic capacity of this model can be written 

as, 

Cnon-coherent = max E H {I ( s; Y)} . 
p(S) 

(1.4) 

Explicitly computing the capacity of a non-coherent system remains an open prob­

lem [11]. However, in [12], the non-coherent ergodic capacity of a MIMO system at 

high signal to noise ratios (SNRs) was computed. While this will be described in 

more detail in Section 2.2, it was shown in [12] that channel symbols in the form of 

isotropically distributed unitary matrices achieve the non-coherent ergodic capacity 
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at high SNRs. It was also shown in [12] that the transmitted information is con­

veyed in the subspaces spanned by these unitary matrices rather than the matrices 

themselves, and that each subspace can be represented as constellation point on a 

Grassmann manifold. This communication scheme will be the focus of Chapter 2. 

1.3 Literature Review 

The goal of this thesis is to develop a computationally efficient scheme that is capable 

of communicating reliably at data rates close to the ergodic capacity of a non-coherent 

MIMO system at high SNRs. A common approach to achieving reliable communica­

tion at high rates is by combining a highly structured "outer" code with an "inner" 

signalling scheme that mimics the capacity achieving distribution. Two well-known 

generic forms of that approach are bit-interleaved coded modulation (BICM) [13, 14] 

with iterative demapping and decoding (IDD) [15, 16], and multilevel coded (MLC) 

modulation [17, 18]. In the BICM-IDD scheme, at the transmitter, the input data 

are encoded bits using an "outer" code. The encoded bits are scrambled using a 

pseudo-random interleaver and then consecutively mapped onto a constellation. At 

the receiver, the demapping of encoded bits from the received signal and the decoding 

of these bits are performed separately while iteratively exchanging soft information 

to approximate the optimum joint demapper/decoder [15, 16]. Although BICM-IDD 

is not capacity achieving, it simplifies the implementation of the both the transmitter 

and the receiver, while still offering the potential for reliable communication close to 

the capacity limit [16]. In MLC modulation, the input data is demultiplexed into 

multiple data streams using a serial-to-parallel converter. The data streams are then 

independently encoded at different data rates. The rate of each of these data streams 

is determined via a chain rule decomposition of the mutual information between the 

input data bits and the received signal [18, 19]. The encoded bits of the parallel data 
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streams are consecutively mapped to a signalling constellation of a suitable size and 

then transmitted over the channel. Using the insight generated by the chain rule 

decomposition of the mutual information, the receiver uses a multistage decoder that 

detects the data streams in a successive fashion. In particular, the receiver begins by 

detecting one stream. Assuming that this stream is correctly detected, the receiver 

uses the recovered data to subsequently detect a second stream. The receiver contin­

ues until all data streams have been detected. Although MLC is capacity achieving, 

implementing MLC schemes at high data rates can be computationally expensive due 

to the associated complexity of the multistage decoding technique (19]. 

The focus of this thesis is on applying the principles of BICM-IDD to the non­

coherent MIMO channel. Several systems have been developed in (2D-23] in which 

BICM-IDD was applied to the non-coherent channel using various unitary signalling 

schemes. In order to describe the systems developed in (2D-23), different unitary 

constellation design techniques will first be addressed. 

A key aspect in designing a signalling constellation is to determine an appropriate 

metric that quantifies the distance between the constellation points. Several constel­

lation design techniques using different distance metrics have been proposed for the 

non-coherent MIMO channel. For example, in [24] the asymptotic union bound on the 

pairwise error probability was proposed as a distance metric. However, this bound 

can be loose and this can be reflected in the constellation; i.e., constellations that 

are deemed "good" from this bound's perspective might not perform well in practice. 

Another constellation design technique was proposed in (25] that uses an unstruc­

tured surrogate-based optimization technique to generate the constellation. This 

approach adopted a mathematically convenient metric called the chordal Frobenius 

distance [26]. Although this distance metric is mathematically convenient, it does not 

necessary guarantee good performance [27]. Another approach was proposed in [27] in 

which a metric called the chordal Frobenius norm was used. This norm was shown to 

10 
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quantify the perturbation in the subspace spanned by the transmitted signal induced 

by the noise at the receiver [27]. Using this metric, a practical greedy algorithm to 

design the unitary matrices constellation was also proposed in [27]. 

The BICM-IDD scheme using unitary signalling developed in (20, 22, 23] uses the 

distance metric and constellation design developed in [25, 28] and uses full constel­

lation demapping which can be computationally expensive especially at high data 

rates. In [21], an EXIT chart analysis was performed on the BICM-IDD scheme that 

uses the unitary constellations designed in [28] and full constellation demapping. In 

BICM-IDD schemes, the encoded bits are mapped onto a constellation of unitary ma­

trices. In the BICM-IDD schemes developed in [20-22], a pseudcrrandom mapping 

technique was used to label the constellations of unitary matrices. However, in [23] a 

mapping technique was proposed in which optimization techniques were used to min­

imize a cost function based on the pairwise error probability. The developed mapping 

performs well in the case where the channel variations between two consecutive blocks 

can be considered negligible. However, in the considered block-fading model this opti­

mized mapping does not show any improvement in performance over pseudcrrandom 

mapping [23]. In addition to employing a simple mapping technique that exploits the 

structure of the unitary constellation, the proposed scheme also differs in the choice 

of the distance metric and the constellation design technique [27]. In fact, it has al­

ready been shown in (27] that for an uncoded scheme the chosen unitary constellation 

performs significantly better than the constellations developed in [25, 28]. In addition 

to the differences in the signalling scheme, the proposed receiver is unique at its use of 

an efficient list-based demapping technique that significantly reduces the complexity 

of the detection process. 

In addition to unitary signalling [12, 29], there are other candidate approaches to 

non-coherent communication, such as differential schemes [29-31] and training tech­

niques [3, 32, 33]. Differential schemes are based on the assumption that the channel 
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variations between two consecutive blocks is negligible. However, this assumption 

is not justifiable under the block-fading channel model used in this thesis, because 

the channel takes on independent values for each block. In contrast, training-based 

schemes are appropriate for the block-fading channel model. In the simplest form 

of such schemes, the channel is first estimated using the training sequence and then 

the system communicates coherently using the estimated channel as if it was the true 

channel. More sophisticated schemes involve joint or iterative estimation of the chan­

nel and detection of the data [34, 35], but such schemes have a substantially larger 

computational cost. 

In this thesis, the performance of the proposed non-coherent communication 

scheme will be compared to a corresponding training-based scheme, and it will be 

shown that the proposed scheme provides better performance than the training based 

scheme at high data rates. 

1.4 Contributions 

The focus of this thesis is to construct a scheme that can communicate reliably at data 

rates close to the ergodic capacity of a non-coherent MIMO system at high SNRs. 

The proposed scheme applies the principles of BICM-IDD [15, 16] to the non-coherent 

capacity achieving signalling scheme, which is in the form of isotropically distributed 

unitary matrices [12]. While others have developed BICM-IDD schemes for the non­

coherent MIMO channel using various unitary signalling schemes (e.g., [20-23]), the 

proposed scheme uses a different unitary signalling scheme that more closely mimics 

the distribution that achieves the capacity at high SNRs. In addition to employing a 

simple mapping technique that exploits the structure of the unitary constellation, the 

proposed scheme also employs an efficient list demapping scheme that significantly 

reduces the computational load at the receiver. 
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Before applying the principles of BICM-IDD to a high rate communication scheme, 

one needs to design a constellation of unitary matrices that mimics the capacity 

achieving distribution. The complexity of directly generating such constellation in­

creases exponentially with the data rate. An alternative approach is through apply­

ing a greedy algorithm that generates a well-spaced constellation of unitary matrices 

by recursively adding one constellation matrix at a time [27]. After designing such 

constellation, the transmitter of the BICM-IDD scheme maps consecutive blocks of 

interleaved coded bits onto the designed constellation. 

Since efficient deterministic methods for mapping the bits onto such constellation 

are not yet known, we will use the structure of the Grassmannian constellation to 

guide the construction of a constellation mapper that maps consecutive blocks of bits 

onto the constellation points. 

The receiver of the BICM-IDD scheme iteratively exchanges soft information be­

tween the demapper and decoder to approximate the prohibitively complex jointly 

optimal receiver [14-16]. However, examining all the constellation points in the 

demapper of the BICM-IDD scheme is still computationally expensive. To allevi­

ate such a computational burden, one might choose to examine only a subset of the 

constellation points. In order for the demapper to perform well, the candidate list 

that represents the subset of the constellation points has to be carefully chosen· by ex­

ploiting the structure of the Grassmannian constellation and the received signal. The 

proposed list demapper is based on the recently developed reduced-search detector 

for uncoded Grassmannian constellations [36,37]. A weakness in the initial list-based 

demapper is that membership of the candidate list depends only on the channel out­

put without any input from the decoder of the BICM-IDD scheme. In other words, 

a constellation point· that is deemed by the decoder to have a large likelihood might 

not be a member of the demapper's candidate list. Thus, we propose to incorporate 

the decoder's information in the demapper by allowing the decoder to augment the 
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demapper's candidate list. This augmentation results in a significant improvement in 

performance. 

In summary, the proposed scheme applies BICM-IDD to the distance metric and 

the Grassmannian constellations developed in [27] to generate a coded system that 

communicate reliably at data rates close to the non-coherent ergodic capacity. A 

mapping technique that exploits the Grassmannian geometry is proposed. In addi­

tion, a computationally-efficient list demapping technique that incorporate the de­

coder's information in the candidate list is developed. Finally, the performance of the 

proposed non-coherent BICM-IDD scheme using unitary signalling is compared to a 

corresponding BICM-IDD training-based scheme [3, 12, 32, 33]. It will be shown, via 

simulation, that the proposed scheme can provide better performance at high data 

rates.-

1.5 Thesis Outline 

The core contribution of this thesis is the development of a coded scheme that operates 

reliably at data rates close to the ergodic capacity of the channel, using the principles 

of BICM-IDD [14-16]. In the development of this scheme, we encountered several 

challenges, most of which were consequences of the non-Euclidean geometry of the 

capacity achieving signalling scheme. The background to these challenges is described 

in Chapters 2-4 and in Chapter 5 this scheme is constructed. 

Chapter 2 will begin by describing the principles of non-coherent MIMO commu­

nication and the corresponding channel model. Since the capacity-achieving signals 

at high SNRs can be represented as points on a Grassmann manifold [12], we will 

describe several constellation design techniques that mimic this distribution. Since 

the demapping process is usually the computational bottle neck of high-rate MIMO 

communication systems, we will also describe an efficient reduced-search list-based 
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detector for uncoded signalling over a non-coherent channel that exploits the non­

Euclidean structure of the Grassmannian constellations [36, 37]. Finally, we will dis­

cuss alternative techniques for non-coherent communication. 

Chapter 3 will focus on the principles of the bit-interleaved coded modulation 

(BICM) scheme described in (14]. Applying the BICM scheme to a MIMO communi­

cation system results in a system that consists of both a space-time inner constellation 

and an outer code that introduces a structure between the transmitted blocks (e.g., 

a convolutional or turbo code). Since the optimal joint detection and decoding of a 

BICM scheme is computationally infeasible for large data blocks, we will describe the 

principles of a sub-optimal technique described in [15, 16] that iteratively exchanges 

soft information between the detector and the decoder. Finally, the functionality of 

the BICM scheme with iterative detection and decoding (IDD) will be illustrated for 

a coherent MIMO system. 

Chapter 4 will provide an overview of turbo codes, which will be used as the 

outer code for the proposed non-coherent BICM-IDD scheme. We will focus on the 

commonly used class of turbo codes that is constructed by the parallel interleaved 

concatenation of recursive systematic convolutional codes. Such codes can be simply 

implemented to allow the BICM-IDD scheme to operate at data rates close to the 

capacity limit [38]. We will discuss the functionality of the building blocks of both the 

turbo encoder and its corresponding decoder. Turbo decoding is performed through 

the iterative exchange of soft information between the decoding blocks (using, for 

example, the BCJR algorithm (39]). This decoding technique will also be described 

in detail. 

Chapter 5 presents the main contributions of the thesis. The core contribution 

is to apply the principles of BICM-IDD [14-16] to the non-coherent MIMO chan­

nel. Constructing such scheme can be challenging due to the non-Euclidean geome­

try of the optimal non-coherent space-time signals. In this chapter, we will exploit 
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the Grassmannian structure to develop a constellation mapper for the transmitter 

of the BICM scheme that maps consecutive blocks of bits onto the Grassmannian 

constellation. The constellation points are then transmitted through the described 

block-fading channel. In constructing the receiver it is observed that examining all 

the unitary matrices at the receiver is computationally expensive, and hence insight 

from the geometry of the signalling scheme is used to develop an efficient list-based 

demapping algorithm that substantially reduces the computational complexity of the 

receiver while incurring some degradation in performance (around 1. 75 dB in SNR 

at a bit error rate (BER) of w-4 ). This demapper is based on a recently developed 

reduced-search detector for uncoded Grassmannian constellations [27, 37]. Further­

more, we propose a method by which the decoder can augment the list used by the 

demapper and we demonstrate that this feature renders the performance degradation 

of the efficient demapper negligible (around 0.2 dB in SNR). Finally, the performance 

of the proposed scheme will be compared to that of a corresponding training-based 

BICM-IDD scheme. 

Chapter 6 concludes the thesis and provides few directions that can be pursued 

for future research, with the goal of making further improvements to the performance 

of the non-coherent MIMO BICM-IDD system. 
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Chapter 2 

Non-Coherent MIMO 

Communication 

2.1 Introduction 

As discussed in Chapter 1, the use of multiple antennas at the transmitter and receiver 

of a wireless communication system offers the potential for reliable communication 

at high data rates. In a standard model for such a multiple-input-multiple-output 

(MIMO) communication system, the receiver is assumed to have complete Channel 

State Information ( CSI) a priori and is able to use this information to detect the 

transmitted signals. This model is based on the assumption that the coherence time 

is long enough for the time used to acquire this CSI to be deemed negligible. Such 

model is referred to as being coherent [10]. However, this model does not consider the 

communication resources that would have to be expended in order for the receiver to 

acquire the CSI. An arguably more realistic framework that allows for these resources 

to be appropriately accounted for is one in which neither the transmitter nor the 

receiver has any a priori CSI. Such a communication model is often referred to as 

being non-coherent. Despite the absence of the a priori CSI, MIMO non-coherent 
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communication systems can offer reliable data transmission at high rates [12]. In fact, 

it was shown in [12] that at high SNRs the non-coherent ergodic channel capacity 

approaches the capacity of a corresponding coherent model as the coherence time 

increases. 

Explicitly computing the capacity of a non-coherent system remains an open prob­

lem [11]. However, in [12], the high SNR non-coherent ergodic capacity of a frequency­

flat richly-scattered block-fading MIMO channel was computed. This computation 

revealed several fundapJ.ental relationships "between the variables of the non-coherent 

MIMO system. For example, it was shown that increasing the number of transmit 

antennas beyond the number of receive antennas will not result in any gain in the 

achievable rate [12]. In addition, it was shown that the high-SNR capacity achieving 

input signals are in the form of isotropically distributed unitary matrices [12, 29, 40]. 

In contrast, in the coherent case a vector version of the conventional Gaussian sig­

nalling strategy suffices to achieve the ergodic capacity [10]. This difference reduces 

the extent to which insight can be transferred from the coherent case to the non­

coherent case. However, some insight into the non-coherent case can be obtained 

by observing that when we communicate non-coherently using unitary matrices, the 

information is conveyed by the subspace spanned by the transmitted unitary matri­

ces rather than the matrices themselves, and these subspaces can be represented by 

points on a compact Grassmann manifold [12]. It was shown in [12,25] that the design 

of the isotropically distributed unitary matrices is identified with constellation points 

that are well-spaced on a Grassmann manifold. The concepts of this non-coherent 

MIMO scheme will be described in more detail in the next section. 

Despite the insight that is gained from the Grassmannian geometry, the implemen­

tation of the optimal non-coherent signalling scheme remains challenging. A major 

challenge lies in the design of a constellation that mimics the capacity achieving sig­

nal distribution (which is in the form of isotropically distributed unitary matrices). 
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The complexity associated with directly generating such constellation grows rapidly 

with the constellation size. Thus, an alternative constellation design technique that 

is based on a greedy algorithm was proposed in [27]. Another challenge lies in the 

detection process where the optimal maximum likelihood (ML) detection can be com­

putationally infeasible for large constellations at high data rates. Thus, in order to 

reduce the complexity of the detection, a reduced search non-coherent detector that 

exploits the structure of the Grassmannian manifold and the received signal was in­

troduced in [27, 37]. 

This chapter will present an overview of MIMO non-coherent communication. Sec­

tion 2.2 will introduce the channel model, and then Section 2.3 will address a practical 

constellation design technique. In Section 2.4, the ML detection procedure will be 

discussed and a computationally efficient non-coherent reduced search detector [27] 

will be described. Finally, Section 2.5 will discuss alternative techniques that could 

be used to communicate over a non-coherent channel. 

2.2 System Model 

We consider a system in which information is communicated from M transmit anten­

nas toN receive antennas over a frequency-flat richly-scattered block-fading channel 

of coherence time Tc channel uses. This system model is appropriate for time-division 

multiple access (TDMA) or frequency hopping systems [3], as described in Section 1.1. 

We will denote the signalling interval (in channel uses) by T, and we will choose 

T ::; Tc so that we can model the channel as being constant over the signalling in­

terval. The vector of signals transmitted at each channel use will be denoted by the 

rows of aT x M matrix Qx. The T x N received signal matrix Y can then be written 

as 

Y=QxH+[ffrv, 
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where H is an M x N channel matrix whose entries are drawn independently from the 

standard complex Gaussian distribution C.N(O, 1), Vis the Tx N matrix representing 

the additive noise whose entries are also drawn independently from C.N(O, 1), and p 

is the signal to noise ratio. (The scaling in (2.1) is performed so that pis independent 

of both MandT.) 

For the non-coherent MIMO system, the capacity achieving input signals for high­

SNR operation are isotropically distributed T x M (tall) unitary matrices Qx. These 

tall matrices Qx are unitary in the sense that Q~Qx = IM, where (-)t represents 

the Hermitian transpose of a matrix, and they are isotropically distributed in the 

sense that P(Qx) = P(UQx) for any TxT unitary matrix U, [12,40]. When the 

transmitted T x M matrix Qx is right multiplied by theM x N channel matrix H 

as shown in (2.1), the basis vectors of the M-dimensional subspace are rotated and 

scaled. However, since the receiver has no channel information, this rotation and 

scaling of the basis vectors cannot be detected. However, the subspace spanned by 

Qx remains unchanged [12]. Therefore, information is conveyed in theM-dimensional 

subspace spanned by Qx [12]. This comes in contrast with the coherent scenario 

in which the receiver has perfect knowledge of the channel H, and therefore the 

information-carrying object is the transmitted matrix Qx itself. Since in the non­

coherent scheme only the subspace spanned by Qx is detectable, all unitary matrices 

that span the same M -dimensional subspace are equivalent from the perspective of the 

high-SNR non-coherent MIMO communication system. That is, if a T x M unitary 

matrix Qx spans a certain subspace <P, then all matrices QxP for any M x M unitary 

matrix P will span the same subspace <P and are considered equivalent [12]. The 

subspace spanned by each matrix Qx can be represented by a single "constellation" 

point on a compact q.rassmann manifold GM(CT) [12], where GM(CT) is the set of 

all M-dimensional subspaces that span aT-dimensional Euclidean space. 

Explicitly computing the mutual information between the input Q x and output Y 
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of a non-coherent system remains an open problem [11). However, the non-coherent 

ergodic capacity at high SNRs was computed in [12). This computation used the fact 

that the mutual information I(Qx; Y) = h(Y)- h(YIQx), where h(·) is the entropy 

and it was based on the assumption that the SNR is high so that the entropy of the 

channel output h(Y) ~ h(QxH); meaning that the entropy of the noise is negligible 

when compared to the entropy of QxH; i.e., h(V) << h(QxH). It was shown in [12] 

that for a non-coherent MIMO system with N ~MandT~ M + N, the ergodic 

capacity can be written as 

M 
C(p) = M(1- T) log2 (p) + cM,N + o(1), (2.2) 

where o(1) is the Landau symbol which becomes insignificant as the SNR goes to 

infinity [12]. The constant CM,N is given by 

E{log2 (X~i)}, 

(2.3) 

where X~i is a Chi-square random variable with 2i degrees of freedom, and !GM(<CT)I 

is the volume of the Grassmann manifold GM(<Cr), which is given by 

TIT 21Ti 

IGM(<CT)I = i~~M+~1Tf-15l (2.4) 
i=l (i-1)! 

It was shown in [12], that increasing the number of transmit antennas M beyond the 

number of receive antennas N will not result in any increase in capacity. Furthermore, 

in order to maximize the SNR-dependent term in the non-coherent capacity in (2.2), 

the appropriate number of transmit antennas is 

M = min{LT/2J,N}, (2.5) 

and we will assume that (2.5) is satisfied. 

Since the information in a non-coherent MIMO system t~at operates at high­

SNR is conveyed in the subspaces spanned by the unitary matrices Qx, the task of 
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the detector is to identify the subspace that was transmitted rather than the actual 

matrix that generated the subspace. The received T x N matrix Y, which spans an 

N-dimensional space, can be decomposed using QR decomposition. That is, 

where the columns of Qy constitute a basis of theN-dimensional subspace in which 

the received signal lies, and Ry consists of the scaling and rotating factors within the 

subspace. It was shown in [27], that for isotropically distributed unitary matrices Qx, 

the unitary component of the received signal Qy is independent from the channel H, 

while Ry is independent from the transmitted signal Qx. That is, 

I(Qy;H) - 0, 

I(Ry;Qx) - 0. 

(2.6) 

(2.7) 

The proof of this result is based on the fact that since the noise and the transmitted 

matrices are isotropically distributed, the noise does not couple the information about 

the channel and the transmitted matrices [27]. Based on (2.6) and (2.7), all the 

available information about the subspace of Qx is contained in Qy, while Ry includes 

all the available information about the channel H. Therefore, the role of the detector 

is to exploit the subspace spanned by Qy and the implicit channel information in Ry 

to detect the subspace of the transmitted unitary matrix Qx (see Section 2.4). 

2.3 Constellation Design 

As described in the previous section, an input distribution that is isotropically dis­

tributed on the space of T x M unitary matrices achieves the ergodic capacity of 

the non-coherent MIMO system at high SNRs [12, 29, 40]. The goal of the constel­

lation design is to synthesize a constellation of unitary matrices that mimics this 
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distribution. It was shown in [12, 25] that the design of the isotropically distributed 

unitary matrices is identified with constellation points that are uniformly distributed 

on a Grassmann manifold. Therefore, in order to design such constellation, one could 

attempt to design a constellation of this form by directly maximizing the mutual 

distances between the subspaces that the matrices Qx span; that is, 

arg max min d(Qx-, Qx.), 
{Qx }JCJ l~i,j~jCj • 3 

k k=l i#j 

subject to Qxi E GM(<Cr), ViE {1, 2, 3, ... , [Cj}, 

where d(·, ·)is an appropriate distance metric for a Grassmannian constellation, and 

ICI is the number of constellation matrices. The computational cost of this approach 

increases rapidly with the size of the constellation. Furthermore, there is some debate 

as how one ought to measure the distances between the subspaces (25,27,41]. It was 

shown in [27] that using the chordal Frobenius norm dcp(·, ·) as the distance metric 

accurately accounts for the subspace perturbation due to the noise at the receiver. 

The chordal Frobenius norm is defined as the square root of 

(2.8) 

where the SVD of Qt Qx2 = UQt Q I;Qt Q VQ\ Q . In addition, it was shown 
x 1 X2 . x 1 X2 x

1 
x2 

that constellations designed using this distance metric provide significantly better 

performance than the constellations designed using the chordal Frobenius distance 

in [25,28]. The chordal Frobenius distance is the square root of M -Tr(I;2Qt Q ), [26]. 
x 1 X2 

Therefore, in this thesis we will choose the constellation designed using the greedy 

algorithm proposed in [27] in which the chordal Frobenius norm was chosen as the 

distance metric. 

Starting from an arbitrary unitary matrix Qx the greedy design technique in [27] 

recursively adds one constellation matrix at a time. Each additional matrix spans 

a subspace that maximizes the minimum of the distances to all the subspaces that 
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are spanned by the existing matrices in the constellation; i.e., the approach in [27] 

attempts to iteratively solve 

- arg max min dcp(Q,Qx.), 
{QjQtQ=l} 19::=;i-l 3 

- arg min max Tr(EQtQx ), i = 2,3, ... , jCj. 
{QjQtQ=I} 19::=;i-l i 

(2.9) 

As it stands, (2.9) is still an awkward problem to solve, because the inner maximiza­

tion problem renders the objective of the minimization problem non-differentiable. 

In order to use efficient techniques for smooth optimization on the Grassmann man­

ifold, the technique in (27] uses the sum of negative exponentials of the distances to 

approximate the inner maximization in (2.9). This results in the following smooth 

optimization problem, 

i-1 

Qx. = arg min "'exp(Tr(~QtQx.)?. 
' {QjQtQ=I} ~ 3 

J=l 

(2.10) 

In the case where the signalling interval is twice the number of transmitters, 

T = 2M, the symmetry properties of the underlying Grassmann manifold mean that 

the constellation can be increased by an orthogonal pair of unitary matrices at each 

iteration [27]. This property will be exploited in the BICM-IDD non-coherent system 

in Section 5.2 where binary bits will be mapped to points on the compact Grassmann 

manifold. More detailed description of the smoothed greedy constellation design 

technique and a detailed derivation of the choice of distance metric can be found in 

[27, 36). 

2.4 Non-Coherent Detection 

In any uncoded non-coherent communication system with unitary signalling, the re­

ceiver's role is to detect which one of the "constellation" of subspaces was transmitted. 
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Maximum likelihood (ML) detection of the subspace involves computing the likeli­

hood of the received signal given the transmitted unitary matrix for all constellation 

points. In fact, under the standard assumptions that the entries of the channel and 

noise matrices are drawn independently from the standard complex Gaussian distri­

bution CN(O, 1) and the channel model in (2.1), the likelihood of the received signal 

given the transmitted unitary matrix is [12, 40] 

(2.11) 

where Ir is the T X T identity matrix. The ML detector examines all the constel­

lation points in the constellation set C searching for the constellation point Q x that 

maximizes p(YIQx) in (2.11). This is equivalent to 

(2.12) 

The drawback of ML detection lies in the computational cost of examining all the 

constellation points in the constellation set. The computational complexity of the 

ML detector for each received matrix Y is equal to (T M N + N M) ICI complex mul­

tiplications and [(T- 1)MN + (NM- 1)]ICI complex additions. This number of 

computations is based on only computing the diagonal entries of ytQxQkY that is 

needed to compute the trace. In order to alleviate the computational cost of the de­

tection process, a reduced-search non-coherent list detector was developed in [27,37]. 

This detector selects a particular subset of candidate constellation points to be ex­

amined against the ML metric (2.12). 

2.4.1 Reduced-Search Non-Coherent Detector 

The reduced search detector for U:ncoded Grassmannian constellations developed 

in [27, 37] uses the structure of the Grassmannian constellation and the nature of 
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the received signal Y to determine a list of candidate constellation points. A dis­

tinguishing feature of the list is that its length is implicitly adapted to the channel 

realization, rather than being fixed a priori. This enables the receiver to allocate its 

computational resources to channel realizations for which the detection problem is 

"hard" . The generation of the list of candidate constellation points is based on the 

QR decomposition, Y = Qy Ry, and the observation (36, 37] that all the information 

available about the transmitted signal, Qx, is contained in Qy, while Ry contains 

the available information about the channel, H; c.f., (2.6) and (2.7). To simplify the 

description of the list generation scheme, in this thesis we will focus on systems in 

which the number of transmit antennas is the same as the number of receive antennas; 

i.e., M = N. Extensions to the case in which N > M appear in [36,37]. 

A list of candidate constellation points can be generated as follows: Prior to 

operation, the detector picks a reference constellation point Qref,I and builds a look-up 

table in which the remaining constellation points are sorted according to their distance 

from the reference point. When a signal matrix Y is received , its QR decomposition 

is computed and the distance d(Qy, Qrer,1) is measured. All constellation points which 

are at "about the same distance" from the reference point as Qy are included in the 

candidate list. More specifically, the channel information implicit in Ry is used to 

generate two values, Ay and By, which are used to define the width of a "strap" on 

the Grassmannian manifold that contains Qy; see Figure 2.1 for an illustration. The 

detector's list is defined to be all those constellation points that lie within the strap; 

i.e., 

(2.13) 

In order to operate with shorter lists, the look-up table in the detector can be 

augmented to include distances {rom other reference points Qref,j· The detector will 

augment the look-up table with the distances between all the constellation points and 

each additional reference point Qref,j· The look-up table is computed only once and 
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Figure 2.1: A "strap" on the Grassmann manifold G 1 (JR3 ) that contains Qy. (This 
figure originally appeared in [36] and is used with permission.) 

stored at the receiver. In the case of multiple reference points, only those constellation 

points that lie in the intersection of the "straps" of each reference point are assigned 

to the list; see, e.g., Figure 2.2. That is, the list can be described as 

£' = {Qx[Qx E n£(Y,Qref,j)}. 
j 

(2.14) 

Having established the list, the detector then selects the constellation point in the 

candidate list that maximizes the maximum likelihood metric (2.11). That is, the 

detector chooses 

(2.15) 

The choice of Ay and By in (2.13) involves a trade-off between the length of the 

list and the probability that the transmitted constellation point is not in the list. A 

good choice for Ay and By would be the one that minimizes the width of the "strap" 

[Ay- By[ while ensuring that the probability that the correct codeword is not in the 

detector's list, £' , is less than a small threshold b [36, 37]. This can be written as , 

(Ay By)= arg inf [A- B[. 
' {(A ,B)jP(Qx~C'IQx ,Y)<8} 

(2.16) 

Computing the probability P(Qx tf_ £'[Qx, Y) depends on the choice of the reference 

point and is rather complicated. As an alternative, one can use the Chebychev in­

equality to find a lower bound on the width of the strap [Ay- By[ that is required for 
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Figure 2.2: The intersection of two "straps" on the Grassmannian manifold G1 (IR3 ). 

(This figure originally appeared in [36] and is used with permission.) 

the probability of "missing" the transmitted constellation point to be below 8 [36,37]. 

A drawback of this detector is the memory used to store all the distances from each 

reference point Qref,j in the look-up table. A reasonable solution for such problem is 

to quantize the distances from the reference points to the constellation points [36,37]. 

Such approach can result in a valuable reduction in the memory required by the 

detector. 

2.5 Alternative Techniques for Non-Coherent 

Communication 

There are alternative techniques for communicating over a non-coherent MIMO chan­

nel other than the capacity achieving Grassmannian signalling technique which has 

been, so far , the focus of this chapter. In particular, for systems in which one can 

assume that the channel variations between two consecutive blocks are negligible, 

differential schemes are strong candidates; e.g., [29- 31]. However , this assumption is 

not justifiable under the block-fading channel model used in this thesis, because the 

channel takes on independent values for each block. 
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Another class of non-coherent MIMO communication signalling strategies that 

can be implemented under the block-fading model are the training-based tech­

niques [3, 12, 32, 33]. Training-based techniques split the signalling interval T into 

two intervals. The first interval is a training phase, Tn in which pilot symbols, 

that are known to the receiver are transmitted. Using these pilot symbols, the re­

ceiver generates an estimate ii of the channel matrix. In the second interval, Td, 

the receiver uses the estimated channel matrix ii as the true channel to detect the 

transmitted data coherently [3]. (The training and coherent communication intervals 

need not be contiguous. Furthermore, joint channel estimation and decoding can be 

attempted [35].) There is a trade-off between the time used to train the receiver 

and the time available for data transmission. If the training time, Tn is short, the 

receiver's estimate of the channel ii can be rather inaccurate and if Tr is too long, 

there is little time for data transmission before the channel changes. An appropriate 

value for the training interval Tr will be suggested below. 

We consider a channel model with M transmit and N receive antennas. The 

received N x T matrix Y can be represented in the form of, 1 

(2.17) 

where H is the N x M channel matrix whose entries are drawn independently from 

CN(O, 1), Sis theM x T space-time codeword that represents the transmitted sym­

bols, V is the N x T matrix representing the additive noise whose entries are also 

drawn independently from CN(O, 1), and the signal to noise ratio is given by p. 

Unlike the unitary signalling technique, in which the constellation is a set of 

isotropieally distributed unitary matrices, the transmitted space-time signal S in 

the training-based scheme can be constructed from a (widely) linear combination 

of symbols s from conventional scalar constellations, such as Quadrature amplitude 

1This form is the transpose of the form in (2.1) with appropriate scaling. 
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modulation (QAM) or phase shift keying (PSK); e.g., [42] 

The training scheme uses pilot symbols known to the receiver to estimate the 

channel H. There are different methods to estimate the channel (35]. One simple 

technique is to transmit the pilot symbols Sr and then process the received matrix 

Yr to estimate the channel, using either the ML estimate or the linear minimum 

mean-square error (LMMSE) estimate (3]. These estimates are given by, 

HML = ~(sJ,Sr)-1SrYn (2.18) 

(M (M )-1 

iiLMMSE = y p PIM + stsr stYn (2.19) 

respectively, where IM is theM x M identity matrix. In order to acquire a meaningful 

estimate of the channel H, the number of measurements has to be at least as many 

as the number of unknowns [3]. That is, the number of elements in the received 

signal Yr is at least as many as the number of unknowns in the channel H; i.e., 

NTr ~ N M. Hence, the number of channel uses Tr needed to estimate a sufficiently 

accurate channel matrix is at least as large as the number of transmit antennas M, i.e., 

Tr ~ M. In the second phase of the training scheme, the transmitter and the receiver 

will communicate coherently, with the receiver using the estimated channel, ii, as 

if it was the true channel to detect the transmitted signal. In the next subsection, 

we will provide a simple example of a 2 x 2 communication system in which ML 

detection of the space-time signalS collapses to scalar detection of the elements s in 

the space-time matrix S. 

2.5.1 Example: 2 x 2 MIMO Communication System 

In this example, we will start by describing a signalling scheme for the coherent phase, 

then training will be applied for this scheme. For a MIMO system in which the number 

of transmit and receive antennas M = N = 2, a convenient technique to communicate 
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is the Alamouti scheme (43]. In the Alamouti scheme, the transmitted signal, S, 

possesses an orthogonal structure. This structure allows complex transmitted symbols 

to be efficiently decoupled at the receiver using linear preprocessing without incurring 

any penalty in performance (43]. 

The Alamouti scheme will be described for a 2 x 2 system with coherence time 

T = 2. Let { si} denote the complex data symbols. In this scheme, two symbols 

are transmitted in each block (e.g., s0 and s1 ) which are drawn from a standard 

constellation. In the Alamouti scheme, the M x T space time codeword S for the kth 

block can be written as, 

[so -si] Sk= , 
S1 So 

(2.20) 

where (·)* denotes the complex conjugate. Each row in the S matrix represents 

a transmit antenna and each column represents a specific time slot. The received 

matrix Y can be written as, 

(2.21) 

The received matrix Yin (2.21) can be written in a vectorized form where the columns 

of the matrices are stacked in a tall column, 

Yn hu h12 Vn 

Y21 h21 h22 

[::] + 
V21 

= 1ts +v. (2.22) y= -
Yh hi2 -hi I vi2 

* Y22 h;2 -h21 * V22 

In a coherent channel model, the receiver has access to the channel matrix H. Since 

the columns of the matrix 1t are orthogonal, thus 1tt1t = IIHII 2 I, where (-)t is the 

Hermitian transpose and 11·11 is the Frobenius norm. The preprocessed received signal 
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can be written as, 

[::] = rtly = IIHII' [::] + rttv, (2.23) 

where r0 and r 1 are the linearly preprocessed received symbols. Thus ML detection 

can be simply performed by comparing each received symbol r 0 and r 1 to each symbol 

in the QAM constellation. The detected complex symbols 80 and 81 can be represented 

as, 

so= argrn}n ll
11
.ri

11
2ro- sll, (2.24) 

As shown in (2.24), ML detection reduces to scalar detection through linear pre­

processing of the received signal. In addition, in the Alamouti scheme two versions 

of each symbol are transmitted on a different antenna at different time instants, as 

shown in (2.20). The receiver exploits both replicas of the transmitted signal to ob­

tain the diversity advantage described in Section 1.2. As defined in [7], the diversity 

gain D is the rate at which the ML error probability Pe decays for large SNRs. That 

is, 

lim log Pe(SNR) =-D. 
SNR~oo log(SNR) 

(2.25) 

It was shown in [42], that the Alamouti scheme achieves the maximum diversity gain 

for a 2 x 2 MIMO system; i.e., D = 4. 

Now, lets consider the training-based technique, in which the channel H is not 

known a priori at the receiver. The training-based technique will use pilot symbols 

known at the receiver to estimate the channel if using (2.18) or (2.19)2 • The Alamouti 

scheme can then use the estimated channel as if it is the true channel to communicate 

coherently over the MIMO channel. 

In this thesis, this training-based scheme will be used to communicate over a 

non-coherent MIMO channel. in a bit-interleaved coded modulation with iterative 

demapping and decoding (BICM-IDD) system. The performance of this system will 

2In this thesis, we used the identity matrix as the pilot space-time matrix to estimate the channel. 
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be compared to the proposed BICM-IDD system that uses the capacity achieving 

unitary signalling scheme for non-coherent MIMO communication. The next chapter 

will describe the principles of BICM-IDD. 
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Chapter 3 

Bit-Interleaved Coded Modulation 

3.1 Introduction 

In the previous chapter, we discussed the principles of non-coherent MIMO commu­

nication systems. The focus of this thesis is to develop a scheme that communicates 

reliably at data rates close to the ergodic capacity of the non-coherent MIMO chan­

nel. One way is by enveloping the non-coherent MIMO system in a bit-interleaved 

coded modulation (BICM) scheme. In order to provide a complete exposition, in this 

chapter we will outline the principles of BICM and the advantages it possesses. We 

will then illustrate the principles by applying them to a coherent MIMO system. 

As discussed in Chapter 1, employing multiple antennas at the transmitter and the 

receiver enables one to achieve high data rates on a richly-scattered wireless channel. 

One way to construct a scheme that can communicate reliably at these high data rates 

is by enveloping the multiple antenna system by an "outer" code that introduces a 

structure between the transmitted symbols. This structure can be exploited at the 

receiver to correct errors that may result from noise and fading. In such a scheme, 

the multiple antenna system transmits matrices which are chosen from a space-tim~ 

constellation that are interlinked through the embedded structure that is introduced 
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Figure 3.1: Bit-interleaved coded modulation (BICM) scheme with joint decoding. 

by the outer encoder. This scheme is referred to as bit-interleaved coded modulation 

(BICM) (13, 14). 

In order to recover the transmitted space-time signals and the information bits in 

an optimum fashion,. one must incorporate both the code structure and the space-time 

constellation structure into the decoding process (16). While this joint demapping and 

decoding scheme shown in Figure 3.1 has the potential of providing attractive per­

formance features, performing maximum likelihood sequence decoding in a BICM 

scheme involves the examination of all of the codewords, and hence is prohibitively 

complex [16]. An alternative technique is to perform bit-wise decoding, however this 

also involves a computational burden that renders it infeasible from a practical point 

of view. The source of this burden is the need to compute the a posteriori probabil­

ity APP of each bit given all the received data and the outer code constraints. In 

order to construct a receiver that exploits the structure introduced by the outer code 

and the space-time constellation, one might choose to separate the demapping and 

the decoding process [14]; see Figure 3.2. However, coarsely separating the demap­

ping and the decoding can result in a significant degradation in performance [5]. To 

mitigate this degradation in performance, one might choose to allow the demapper 

and the decoder to iteratively exchange "soft" information in an attempt to approx­

imate the optimal bit-wise decoder while maintaining reasonable complexity (15,44]; 

see Figure 3.3. The demapper and the decoder exchange "soft" information in the 

form of a priori probabilities for several iterations then the final bit values are then 

generated by performing a hard decision of the "soft" output of the decoder. This 
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Figure 3.2: Bit-interleaved coded modulation (BICM) scheme. 

scheme is referred to as bit-interleaved coded modulation with iterative demapping 

and decoding (BICM-IDD), and the generic form of a BICM-IDD scheme for a MIMO 

system is shown in Figure 3.3. In the next section, the principles of the operation of 

a BICM-IDD scheme for this generic MIMO system will be described. The partic­

ular example of a BICM-IDD scheme for a coherent MIMO system with V-BLAST 

signalling developed in [16] will be considered in Section 3.3. 

3.2 Principles of BICM-IDD Scheme 

As illustrated in Figure 3.3, the basic framework of a BICM-IDD scheme consists of 

inner and outer phases. These phases are separated by an interleaver, and are imple­

mented sequentially at the transmitter and iteratively at the receiver [14-16]. The 

outer phase consists of a binary encoder and its corresponding soft-input soft-output 

decoder, while the inner phase consists of a constellation mapper at the transmitter 

that maps blocks of n bits to points on a constellation of size 2n and a demapper 

at the receiver that computes the "soft" information of each bit given the received 

signal [44]. The principles of the transmitter and receiver in the BICM-IDD scheme 

will be described for a MIMO system in the following sections. 
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Figure 3.3: A BICM-IDD scheme for a MIMO communication system. 

3.2.1 Transmitter 

As shown in Figure 3.3, the information bits are passed into an outer encoder (e.g., 

convolutional or turbo encoder) which will introduce a structure that correlates the 

coded bits. The coded bits are then scrambled by a pseudo-random interleaver re­

sulting in an interleaved codeword x. The binary elements of x are then divided into 

B sequences of n bits, where each sequence x(b) will be transmitted in one channel 

use. The interleaver scrambles the bits, so that then bits in each sequence x(b) can 

be considered approximately independent. Each sequence x(b) will then be mapped 

onto a space-time matrix symbol S(b) from a constellation set of size 2n.1 This matrix 

can be written as 

(3.1) 

1 We will concentrate on systems in which the outer code produces codewords of length Bn, for 
some integer B. 
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where M(x(b)) denotes the mapping ofthe n-bit x(b) sequence onto the matrix symbol 

S(b) from the space-time constellation C. 

The space-time symbol S(b) chosen by the block of interleaved coded bits x(b) 

are then transmitted through a multiple antenna channel. We consider a multiple 

antenna system with M transmit antennas and N receive antennas. The received 

N x T matrix Y can be written as 

Y=HS+V, (3.2) 

where H is the N x M channel matrix, S is the M x T transmitted matrix, V is the 

N x T additive noise matrix, and T is the signalling block length which is chosen to 

be no greater than coherence time Tc of the block-fading channel. 

3.2.2 Receiver 

In order to recover the transmitted signal in an optimum fashion, the receiver would 

have to jointly compute the likelihood of each bit given all the received blocks 

[Y(1), y(2), .•. , y(B)] and the outer code constraints [16]. In schemes that operate at 

rates close to the ergodic capacity of the channel, the blocks of data are usually rather 

long, rendering optimal joint demapping/ decoding computationally infeasible. An al­

ternative sub-optimal approach is through the iterative exchange of soft information 

between the demapper and the decoder [16]. 

In the iterative demapping and decoding technique, the demapper and decoder are 

considered as separate entities, with each using soft information from the other as a 

priori information. The principles of the iterative demapping and decoding algorithm 

in Figure 3.4 can be described as follows. The demapper observes the received signal 

Y and the a priori soft information LA1 from the decoder. (The soft information 

will be formally defined below.) The demapper computes the soft information Lv1 

for each coded bit x~) given the channel observation y(b), where the kth bit in x(b) 
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Figure 3.4: The receiver of the BICM-IDD scheme for a MIMO communication sys­
tem. 

is denoted by x~). In order to avoid re-enforcing the existing soft information in the 

iterative exchange of soft information between the demapper and the decoder, only 

the extrinsic information is exchanged. The extrinsic information LE1 is obtained 

by separating the a priori soft information from the demapper's output Ln1 • The 

extrinsic information LE1 is deinterleaved to become the a priori soft input LA2 to 

the decoder. The soft-in/soft-out decoder exploits the structure of the code and 

uses LA
2 

and all the received blocks [Y(I), Y(2), ... , y(B)] to compute the a posteriori 

probability for each bit which will be used to compute the decoder's soft output Ln2 • 

The soft information Ln2 is separated from the a priori information LA2 resulting in 

the extrinsic information LE2 • The extrinsic information LE2 is then interleaved and 

will act as the a priori information LA1 for the demapper; completing an iteration. 

The demapper and decoder can continue to exchange information in an iterative 

fashion improving the performance of the system (16]. 

A convenient representation of the soft information is in the form of log-likelihood 
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ratios (L-values) [44]. The 1-value for a given bit xib) can be written as 

(3.3) 

L-values are convenient for iterative decoding since they only require simple subtrac­

tion to separate the soft information generated by the demapper or decoder L D from 

the a priori information LA resulting in the extrinsic information L E = L v - LA, [ 44]. 

Maximizing the a posteriori probability P(xkb) = +1jY(b)) for each bit in the 

receiver minimizes the chance of having an error in this certain bit. For a received 

channel observation y(b), the a posteriori 1-value for the kth bit in the bth block xib) 

given the received block y(b) is 

L (x(b)l-y(b)) = ln P(xkb) = +1jY(b)) (3.4) 
D k (b) , Vk = 1, 2, ... , n. 

P(xk = -1jY(b)) 

Using Bayes' rule the a posteriori 1-value in equation (3.4) can be written as [16] 

(3.5) 

Define the set Zk,+l to be the set of symbols S(b), where the kth bit in the label x(b) 

of these set of symbols is + 1. That is, 

(3.6) 

where [·]k denotes the kth element of the vector. Using (3.6), the a posteriori soft 

information Lv(x~)ly(b)) can be expressed as 

(3.7) 

where p(Y(b) IS(b)) is the likelihood of the received signal given a transmitted matrix. 

If the interleaver in the BICM-IDD scheme is well designed and the block length of 

the outer code x is long (typical lengths range from 2000 [22] to 10000 [16]), the 
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n bits in a given block x(b) are approximately independent. Thus, P(S(b)) can be 

approximated by 
n 

P(S(b)) ~II P(xk = [M-1(S(b))]k)· (3.8) 
k=l 

In the first iteration of the iterative demapping and decoding scheme, it is as-

sumed that the bits are equiprobable and hence the P(S(b)) = 1/2n; i.e., the a priori 

information L A 1 in the first iteration is set to be the all zero vector. In the subse­

quent iterations, the a priori soft information L A 1 is the interleaved extrinsic soft 

information generated by the outer decoder in the previous iteration; namely L ~. In 

the next section, we will illustrate the principles of BICM-IDD for a coherent MIMO 

system with V-BLAST signalling. 

3.3 Example: BICM-IDD for a Coherent MIMO 

System with V-BLAST Signalling 

In this section, we will describe a simple technique to communicate over a MIMO 

channel, namely V-BLAST (Vertical Bell Laboratories Layered Space-Time Archi­

tecture). V-BLAST systems attempt to exploit the multiple paths inherent in the 

MIMO system in order to operate at high data rates. The V-BLAST system trans­

mits a vector of symbols given by the M x 1 vector s whose entries are chosen from 

an integer constellation C (e.g. PSK, QAM). The V-BLAST system assumes that the 

receiver has access to perfect CSI and that the time dimension of the space-time block 

code is equal to 1. We consider a system with M transmit antennas and N receive 

antennas over a richly-scattered flat fading channel, where N 2: M. The received 

channel symbols N x 1 vector y can be written as 

y=Hs+jifv, (3.9) 
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where H is the N x M channel matrix, v is the N x 1 vector representing the additive 

noise whose entries are drawn independently from the standard complex Gaussian 

distribution CN(O, 1) and pis the signal to noise ratio. 

In the constellation mapper, the n-bit vector x(b) that is to be mapped to a 

space-time symbol is divided into M sequences of .e bits Xlb), where each Xlb) will be 

mapped onto a scalar symbol Blb) from a standard integer constellation. The vector of 

transmitted symbols that corresponds to the bth block of M f. bits in x can be written 

as 

(b) - M( (b)) - [ (b) (b) (b)]T- [M ( (b)) M ( (b)) M ( (b))]T S - X - 81 , 8 2 , ... , SM - 1 X 1 , 2 X 2 , ... , M XM , (3.10) 

where (-)T is the transpose of the vector and Mi(x~b)) denotes the mapping of the 

£-bit x~b) sequence onto a single point on the constellation C. 

There are different techniques to map a sequence of bits onto a constellation. Two 

well known techniques are set partitioning and Gray labeling. Set partitioning was 

introduced in [45] for trellis coded modulation. Set partitioning assigns bits based on 

the successive partitioning of the constellation into subsets with increasing minimum 

Euclidean distance [14]. An example of a 16-QAM set-partitioned constellation is 

shown in Figure 3.5(a). An alternative mapping technique is Gray labeling. Gray 

labeling maps the bits onto the constellation C such that for each constellation point 

which lies at the minimum Euclidean distance from any point on the constellation, 

its label x~b) differs by only one bit from the label of this point. This can be easily 

observed from Figure 3.5(b), which is a Gray labeled 16-QAM constellation. 

The vector of constellation symbols s(b) indexed by the interleaved coded bits in 

the block x(b) are then transmitted through a multiple antenna channel (3.9), which 

transmits M constellation symbols for each channel use. In the BICM scheme, if the 

outer code rate is R then the communication data rate is given by RM f. bits per 

channel use. 
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• • • • • • • • 
1001 1100 1101 1000 1101 1001 1000 1100 

• • • • • • • • 
1110 1011 1010 1111 0101 0001 0000 0100 

• • • • • • • • 0101 0000 0001 0100 0111 0011 0010 0110 

• • • • • • • • 0010 0111 0110 0011 1111 1011 1010 1110 

(a) Set partitioning (b) Gray labeling 

Figure 3.5: 16-QAM constellation (a) Set partitioning and (b) Gray labeling, [14]. 

At the receiver, the iterative demapping and decoding scheme described in Sec­

tion 3.2.2 is applied. Assuming the channel model in (3.9), the a posteriori soft 

information in (3.7) can be expressed as 

" ( (b)l (b))P( (b)) 
(b) (b) - L.Js(b)EZk,=+l p y S S 

Ln(xk IY ) -ln l::s<blEZk,=-1 p(y(b)ls(b))P(s(b))' 
(3.11) 

where the likelihood of the received signal given a transmitted matrix is given by 

( _.f!_ll (b) H (b) 11 2 ) 
( 

(b)l (b))- exp -2M y - s 
p y s - (27rMjp)N ' (3.12) 

and the a priori soft information from the decoder can be approximated by 

M£ 

P(s(b)) ~IT P(xk = [M11(sib)), M21 (s~b)), ... , MA}-(s~)]k)· (3.13) 
k=l 

As can be seen from (3.11), the cost of computing the APP for each bit grows 

exponentially in the number of bits per block. The number of bits per block is 
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the product of the number of symbols per block, M, and the number of bits per 

symbol, .e. This can be a severe computational burden on the demapper and hence 

exact MAP demapping is computationally infeasible, especially for systems with a 

large constellation size [16]. To alleviate the complexity burden that is generated by 

performing an exhaustive search on all the combinations of symbols of a constellation, 

one may choose to perform such computations on only a subset of those symbols. Such 

a technique was suggested in [16], where a list sphere demapper generates a list of 

constellation symbol blocks of predetermined size, N cand, for each transmitted block 

of symbols s(b). There is a tradeoff between the size of the list and the reliability 

of the detection. A larger list results in a more reliable system, but also incurs 

increased computational complexity. It was suggested in [16] that the number of 

candidate symbol blocks Ncand in the list should be as large as possible while having 

acceptable complexity. This list-based technique will provide some of the motivation 

for the development of a list-based demapper for the non-coherent MIMO system in 

Section 5.3.1. 

In this chapter, the iterative demapping and decoding scheme for BICM was 

described and particular attention was given to the MIMO demapper. The next 

chapter will focus on the outer error control code and its soft in/ soft out decoding 

algorithm which will be used to generate the a posteriori soft information Lv2 in the 

BICM-IDD scheme. 
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Chapter 4 

Turbo Codes 

4.1 Introduction 

In the previous chapter, the principles of the BICM-IDD scheme were described. The 

aim of this scheme is to offer reliable communication at data rates close to the ergodic 

capacity of the channel [15, 16]. Within the building blocks of this scheme, there is an 

outer error-control encoder and its corresponding soft decoder that allow the BICM­

IDD scheme to communicate reliably near the capacity limit. These error-control 

codes introduce a structure between the transmitted bits by adding additional redun­

dancy bits to the source bits. The channel encoder constrains the bit sequence so that 

only a strict subset of all possible sequences can be transmitted. This structure can 

then be exploited by the receiver to improve the performance of the communication 

system by mitigating the effects of noise and channel variations. 

A class of highly effective codes can be generated by concatenating simple convo­

lutional codes. Such codes are referred to as turbo codes [38]. The power of turbo 

coding lies in its low-complexity "turbo-like" decoding technique, in which each con­

stituent concatenated code is decoded separately and soft information is exchanged 

iteratively between the respective decoders. The BICM-IDD scheme described in 
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(a) Non-systematic code (b) Recursive systematic code 

Figure 4.1: Rate 1/2 convolutional codes: (a) Non-systematic (b) Recursive system­
atic. 

Section 3.2.2 also uses this "turbo" technique to iteratively exchange soft information 

between the demapper and the decoder. 

The purpose of this chapter is to provide a detailed description of turbo codes 

and their building blocks. Turbo codes can be implemented through the parallel 

concatenation of recursive systematic constituent convolutional encoders and we will 

focus on this case. Section 4.2 will describe recursive systematic convolutional codes. 

Section 4.3 will describe the structure of the turbo encoder, while Section 4.4 will 

discuss the iterative soft-input/soft-output decoding technique for turbo codes. Sec­

tion 4.4.2 will describe the computation of the a posteriori soft information LD2 in 

the BICM-IDD scheme. 

4.2 Convolutional Codes 

A convolutional encoder is a finite memory shift register system in which a continuous 

stream of data bits are input into its shift register and a stream of output coded bits 

is generated. The coded bits cont_ain additional redundancy bits that act as parity 

check bits at the receiver. Convolutional encoders can be categorized as being either 

systematic or non-systematic, a systematic encoder is an encoder in which the input 
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Figure 4.2: State transition diagram of the rate 1/2 recursive systematic encoder 
shown in Figure 4.1(b). The dashed line represents an input bit"O" while the solid 
line represents an input bit "1". 

data bits appear unchanged in the coded output bits; see Figure 4.1. Convolutional 

encoders can also be categorized as being either recursive or non-recursive, a recursive 

encoder is an encoder where at least one feedback loop appears between the blocks 

of the shift register, as shown in Figure 4.1. 

The content of the shift register of a convolutional encoder at a given time is 

called the current state s. Each convolutional code can be represented by a state 

transition diagram that displays all the the transitions between the states based on 

the input of the encoder. The state transition diagram of the rate 1/2 recursive 

systematic convolutional code in Figure 4.1 (b) is shown in Figure 4.2. The state 

transitions are labeled with the (input/output) pairs of the encoder. An alternative 

beneficial representation is the trellis diagram, which represents all the possible state 

progressions as time passes; see Figure 4.3. Each path on the trellis represents a 

unique input sequence [db d2 , ... , dL], where L is the length of the input data block. 

Trellis diagrams usually start from the all zero state and end at the same state. In 

order to terminate the trellis of a non-recursive convolutional code at the all zero 
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Figure 4.3: Trellis diagram of the rate 1/2 recursive systematic encoder shown in 
Figure 4.1 (b). 

state, a block of zeros are inserted into the shift register after the data block. The 

length of this block is equal to the number of memory blocks v in the shift register. 

However, this is not the case with recursive convolutional codes which can be rather 

difficult to terminate at the all zero state. 

4.3 Turbo Encoder 

The first turbo encoder introduced in [38] consisted of two recursive systematic bi­

nary convolutional codes concatenated in parallel, separated by an interleaver that 

scrambles the bits in a pseudo-random fashion. An example of a rate 1/3 recursive 

systematic turbo code is illustrated in Figure 4.4, where the two rate 1/2 constituent 

codes are shown in Figure 4.1(b). In this scheme, the input data bits are passed into 

the first constituent code, which generates a systematic codeword in the form [d, xi], 

where d represents the input data bits, and XI are the parity check bits from the 

first constituent convolutional code. The input data bits are then interleaved and 

passed into the second constituent convolutional code, which generates the second 

48 



M.A.Sc.- Mohamed El-Azizy McMaster - Electrical & Computer Engineering 

d d 

Cl . ~ ........................ --. ---.... -.. . . . . . . . . . . . . 
~----~·~ . 

IJ Interleaver 
Channel 

C2 -------------------···················· . . . .. . . 
n(d) ~ 

Figure 4.4: A rate 1/3 recursive systematic turbo code. 

set of parity check bits, x 2 • Thus the output of the turbo encoder can be written in 

the form of [d, x1, x2]. 

The choice of the interleaver in the turbo encoder has a strong influence on the 

performance of the turbo coded system, particularly when the block length is short, for 

example of length less than 1000, [46]. The commonly used pseudo-random interleaver 

can perform poorly for such short blocks. Several deterministic approaches have been 

proposed in [46-48] that generate interleavers that significantly outperform pseudo­

random interleavers. For longer block lengths, it was shown in [48] that pseudo­

random interleavers provide excellent performance with high probability. In fact, 

it was shown that deterministic approaches in [46-48] perform only as well as the 

average performance of a set of pseudo-random interleavers. In this thesis, a long 

block length of 8000 data bits was considered. Therefore for simplicity, a set of 

10 (different) pseudo-random interleavers were examined via simulations, and the 

interleaver with the best performance was chosen. 
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Since it is usually desirable to increase the data rate of communication systems, 

one way is by increasing the data rate of the turbo encoder. However, increasing 

the data rate of turbo codes decreases the number of parity check bits which will 

often result in a weaker structure between the encoded bits. A common technique 

to increase the rate of the turbo code is through puncturing. Puncturing discards a 

fraction of the parity check bits according to a certain pattern; e.g., the rate 1/3 turbo 

code shown in Figure 4.4 can be punctured by alternately discarding the parity check 

bits generated by one of the constituent codes for each data bit to produce a rate 1/2 

turbo code. In the next section, the turbo decoding technique will be described. 

4.4 Decoding Turbo Codes 

In order to operate at rates close to the capacity limit using turbo codes, the data 

blocks are usually rather long (typical lengths range from 3500 [20] to 65536 [38]). 

Applying joint optimum decoding to turbo codes is prohibitively complex [4]. As an 

alternative, the turbo decoder attempts to approximate the optimum decoder by de­

coding each constituent code separately while iteratively exchanging soft information 

between the decoding blocks; see Figure 4.5. 

As shown in Figure 4.5, the decoder of the first constituent code, DEC1, uses 

the channel observations of the systematic component and the output of the first 

constituent code [yd, y 1] and a priori information from the decoder of the second 

constituent code, DEC2, namely Lp1 , to compute the a posteriori soft information 

about each bit given the received observation Lu1 • Similarly, DEC2 uses the a priori 

soft information from DEC1, namely Lp2 , and the channel observations of the inter­

leaved systematic component and the output of the second constituent code, namely 

[1r(yd), y 2], to compute the a posteriori soft information Lu2 • 
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Figure 4.5: The turbo decoding algorithm. 

Within each decoding block, a soft input/soft output algorithm is needed to de­

code the received signal by exploiting the structure introduced by the corresponding 

component of the encoder. A well known technique that minimizes the bit error prob­

ability of each constituent code is the BCJR algorithm [39]. The BCJR algorithm 

computes the a posteriori probability (APP) for each bit using the structure of the 

constituent code. This soft APP information generated by the BCJR algorithm is 

then iteratively exchanged between the constituent decoding blocks to provide an 

efficient decoding technique for turbo codes. 

4.4.1 The BCJR Algorithm 

The BCJR algorithm was developed by Bahl et al. [39] to provide a decoding tech­

nique for convolutional codes that minimizes the bit error probability by maximizing 

the APP for each bit. A simple way to describe this algorithm is by looking at the 

trellis of the constituent code, which consists of branches that represents the allowable 

state transitions provided by the code as time progress. Let us consider the rate 1/2 
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recursive systematic convolutional code shown in Figure 4.1 (b), and its trellis in Fig­

ure 4.3. The input bits to the constituent encoder are denoted by df = [db d2 , ••• , dL], 

where L is the length of the input block. Each input bit dt is associated with a tran­

sition between the states Bt-l and St, where St is the encoder state at timet. The 

total number of states is 2"', where v represents the code memory. The encoder's out­

put symbol for each input bit dt is denoted by Xt = (x~1), x~2)), where t = 1, 2, ... , L, 

and since the convolution encoder is systematic x~1) = dt. Let us denote the channel 

observation symbol by yf = [Yb Y2, ... , YL], where Yt = (YF), y~2)). 

The APP for each bit can be easily computed if the a posteriori transition prob­

ability for all state transitions in the trellis are known. The a posteriori transition 

probability between states s' and s at timet is given by [39] 

P(s _ 1 S _ I L) _ p(St-1 = s',St = s,yf) 
t-1 - s' t- s Yl - ( L) . 

P Y1 
(4.1) 

Since convolutional codes with i.i.d inputs can be viewed as a discrete-time finite­

state Markov chain [4], if St is known, events occurring after time t do not depend 

on Yi [39]. The numerator in (4.1) can therefore be written as, 

(Jt( s', s) p(St-1 = s',y~-1 )p(St = s,ytJBt-1 = s')p(yf+llSt = s) 

- Clt-I(s')rt(s', s)f3t(s), (4.2) 

where at(s) = p(St = s, yi), f3t(s) = p(yf+llSt = s) and 'Yt(s', s) = p(St = s, Yt!Bt-1 = 

s'). As shown in equation (4.2), the BCJR algorithm decomposes the a posteriori 

probability into three factors: at_1(s') which depends on the past observations; f3t(s) 

which depends on the future observations; and 'Yt(s', s) which depends on the present 

observation; see Figure 4.6. 
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Figure 4.6: BCJR algorithm examines the trellis transitions between states at time t. 

The probability ett(s) can be computed recursively as shown in [39], 
2v-1 

ett(s) = L p(St-1 = s', St = s, yi) 
s'=O 
2v-1 

- LP(Bt-1 = s',yi-1)p(St = s,yt!St-1 = s') 
s1=0 
2v-1 

- L Ctt-1(s'ht(s',s). 
s'=O 

Similarly, the probability f3t(s) can also be computed in a recursive fashion, 

2v-1 

f3t(s) = L p(St+l = s',yf+1 1Bt = s), 
s1=0 
2v-1 

L p(St+l = s',Yt+IISt = s)p(yf+2 1Bt+l = s') 
s1=0 
2v-1 

- L f3t+1 ( s'ht+I ( s, s'). 
s'=O 
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The recursive fashion in which the probabilities at( 8) and f3t( 8) are generated can 

be described by a two-way propagation through the trellis, a forward propagation to 

compute at(8) and a backward propagation to compute f3t(8). Since convolutional 

codes start from the all zero state and usually terminate at the all zero state, in this 

case the boundary conditions for the generation of at ( 8) and f3t ( 8) can be represented 

by [39] 

ao(O) = 1, 

f3L+v(0) = 1, 

a0(8) = 0, 't/8 = 1, ... , 2v -1, 

f3L+v(8) = 1, Vs = 1, ... ,2v -1, 

(4.5) 

(4.6) 

Unlike non-recursive convolutional codes, for which padding v zeros is sufficient to 

put the encoder in the all zero state, it can be rather difficult to put the encoder of a 

recursive code to the all zero state at a given time. An alternative initialization of the 

backward boundary condition of "unterminated" recursive convolutional codes was 

suggested in [38]. This boundary condition is based on the fact that the trellis can 

terminate in any state with equal probability since the data input bits are independent 

and equally probably. Therefore, the backward boundary condition can be given 

by [38], 
1 

f3 L ( s) = L ' v 8 = 0' ... ' 21/ - 1. (4.7) 

Each branch in the trellis is associated with a certain probability It ( s', s) that 

describes the the transition probability between states 8
1 and 8 at a given time t. 

This can be written as 

!t(s',s) = P(YtiSt-1 = s',St = s)P(St = siBt-1 = s'). (4.8) 

The probability P(YtiBt-l = 81
, St = 8) is the transition probability associated with 

the channel. Assuming that the transition between 8
1 and s exists, the probability 

P(St = siBt-l = s') describes the probability of the encoder input bits. Generally, 

the input bits of the encoder are equally likely, i.e., P(dt = 0) = P(dt = 1) = 1/2. 
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However, in turbo decoding, where a priori information is exchanged between the 

BCJR decoding blocks, it will be shown in Section 4.4.2 that P(St = s!Bt-l = s') 

represents the a priori information from the other constituent BCJR decoder. 

In order to minimize the bit error probability, the decoder has to find the most 

likely coded bit x~i) given the received sequence yf. Using (4.1) and (4.2), the APP 

of each bit is given by [39], 

P(x~i) = Ojyf) -
L( 1 )EQ(i) CYt(s', s) 

S ,s t,O 

p(yf) 
(4.9) 

L( 1 )EQ(il O!t-I(s'ht(s', s)f3t(s) 
8 ,s t,O 

p(yf) 
(4.10) 

where Qn is the set of transitions between Bt-l = s' and St = s such that the ith , 

encoder output bit x~i) that labels any transition in the set is equal to 0. 

In order to complete the decoding operation of a convolutional code, a hard deci­

sion would be performed on the APP probability. That is, if P(x~i) = Ojyf) is greater 

that 0.5 then x~i) = 0, otherwise x~i) = 1. However, as mentioned in Section 4.4, in 

order to decode turbo codes, the constituent decoders exchange soft information in 

an iterative fashion to approximate the optimal joint decoder. Therefore, this hard 

decision is performed only after a number of iterations between the constituent de­

coders. In the next section, we will describe the turbo decoding process using the 

BCJR algorithm. 

4.4.2 Turbo Decoding using the BCJR algorithm 

In order to perform turbo decoding, soft information is iteratively exchanged between 

the constituent decoding blocks, as shown in Figure 4.5. Thus, as discussed in Sec­

tion 3.2.2, it is convenient to express this soft information in the form of log likelihood 

ratios (L-values) [44]. Using (4.9), the 1-value representing the APP for each coded 
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bit generated by one constituent BCJR algorithm can be written as [38], 

L ( 
(i)l L) P(xii) = 1lyf) c Xt y 1 = ln -''--":-.:-----''---=-..;.. 

P(x~~) = Olyf) 

- ln E(s',s)E~~~ O't(s', s) 

E(s',s)E~~b O't(s', s) 

E(s' )EQ(i) Ctt-1 (s')tt( s', s )f3t( s) 
- In ,s t,l . 

E(s',s)E~~b C'tt-1 (s')tt( s', S )f3t(S) 

(4.11) 

(4.12) 

(4.13) 

In order to compute equation (4.11), the BCJR uses the channel observations and 

the a priori information from the other constituent decoder to compute the branch 

transition probability !t(s', s) in (4.11). In the first iteration, the bits are assumed 

to be equally likely; i.e., the a priori soft information LA is set to equal the all zero 

vector. Due to the structure of the turbo encoder in Figure 4.4, only a subset of 

the APP soft information in Lc is beneficial to the other decoder; namely the APP 

soft information for the information bits in the code. Since the information bits of 

a systematic code appear unchanged in the sequence of output coded bits, the APP 

soft information of the systematic bits consists of the entries in Lc that corresponds 

to those bits. 

The iterative exchange of soft information shown in Figure 4.5 can be described 

as follows. After Decoderl (DEC1) computes the APP for the coded bits Lei using 

the BCJR algorithm as shown in (4.11), DEC1 selects the entries that corresponds 

to the systematic bits Lui. The a priori soft information Lpi is subtracted from the 

systematic APP soft information Lui, generating the extrinsic soft information Lxi. 

The extrinsic information Lxi is interleaved generating the a priori soft information 

Lp2 for Decoder2 (DEC2). Similarly, DEC2 generates the extrinsic soft informa­

tion for the systematic bits Lx2 , which is deinterleaved to become the a priori soft 

information Lpi for DEC1; completing an iteration. The ex.trinsic uncoded soft in­

formation is then exchanged iteratively between the constituent decoders to improve 
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the performance of the decoding process. After a certain number of iterations, a hard 

decision is performed on the deinterleaved 1-value representing the uncoded APP soft 

information of DEC2, namely 7r-I(Lu2 ), to obtain the decoded output df as shown 

in Figure 4.5. 

However, in the BICM-IDD scheme described in Chapter 3 and shown in Fig­

ure 3.3, soft information is also exchanged between the demapper and the decoder 

to improve the performance of the detection process. The iterations between the 

demapper and the decoder can be viewed as the outer iteration while the iterations 

between the constituent decoders in turbo decoding can be viewed as the inner iter­

ations. That is, during each demapper to decoder iteration, the constituent decoders 

exchange soft information for several iterations. Unlike turbo decoding in which only 

the systematic APP soft information is ext:hanged between the decoding blocks, the 

exchange of soft information between the demapper and the decoder in the BICM­

IDD scheme requires the APP soft information of the parity bits as well. In other 

words, the APP soft information 7r-I(Lu2 ) which represents the systematic bits are 

combined with entries from the APP soft information Lc1 and Lc2 that corresponds 

to the coded bits XI and x 2 respectively to obtain the APP soft information Ln2 for 

all bits. That is, Ln2 is of the form Of [7r-I(Lu2 ), Lc1,i, Lc2,k], where j and k represent 

the indices of the entries in Lc1 and Lc2 that corresponds to the bit positions of the 

coded bits XI and x 2 , respectively. The decoder's APP soft information Ln2 is then 

exchanged iteratively with the demapper's APP soft information Ln1 as described in 

Section 3.2.2; see Figure 3.3. 

This chapter provided an overview of turbo codes and their BCJR soft iterative 

decoding technique, which can be used as the outer phase of the BICM-IDD scheme. 

In the next chapter, we will use the principles of BICM-IDD and non-coherent MIMO 

systems to build a high performance non-coherent MIMO communication scheme. 
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Chapter 5 

BICM Scheme for Non-Coherent 

MIMO Communication Systems 

5.1 Introduction 

The focus of this thesis is to develop a computationally-efficient communication 

scheme that, at high SNRs, provides low error rates at data rates close to the er­

godic capacity of the non-coherent MIMO channel. One way to construct such a 

scheme is by applying the principles of BICM with iterative demapping and decoding 

(IDD) to the non-coherent multiple antenna channel. In the previous chapters, the 

building blocks of such a system were addressed. Chapter 2 discussed the properties 

of non-coherent multiple antenna channels. Chapter 3 described the principles of the 

BICM-IDD scheme, while Chapter 4 described turbo coding and the corresponding it­

erative soft decoder that can be used as the outer error-control code in the BICM-IDD 

scheme. 

In this chapter, these principles will be combined to construct a BICM-IDD scheme 

for the non-coherent MIMO channel. A block diagram of the proposed scheme is 

shown in Figure 5.1. We will discuss the challenges that were encountered in the 
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Figure 5.1: The BICM-IDD scheme for the non-coherent MIMO channel. 

construction of this scheme and we will describe the methods by which they were 

overcome. The main contributions of this work lie in the non-coherent constellation 

mapper and the corresponding non-coherent MIMO demapper. The next section, 

will describe the unitary constellation mapper. Section 5.3 will describe the iterative 

demapping and decoding technique for the non-coherent BICM-IDD scheme, which 

will give rise to a computationally efficient list-based demapper. In addition, a tech­

nique to incorporate the decoder's information into the demapper's list construction 

technique will be proposed, and its significant improvement in performance will be 

demonstrated. In Section 5.4, several parameters that affect the performance of the 

BICM-IDD scheme will be addressed. Finally, in Section 5.5 the proposed scheme 

will be compared to an alternative training-based scheme for the non-coherent MIMO 

channel. 
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5.2 Non-coherent MIMO Mapper 

The non-coherent MIMO mapper maps consecutive blocks of n bits from the block of 

interleaved coded bits x onto a space-time constellation point. As described in Sec­

tion 2.1, at high SNRs the non-coherent capacity achieving channel symbols are in the 

form of isotopically distributed unitary matrices Qx. The information is conveyed 

in the subspace spanned by each matrix Qx and each subspace can be represented 

as a "constellation" point on a compact Grassmann manifold [12). Before being able 

to map the interleaved coded bits x onto constellation points, the first challenge is 

to design a constellation that mimics the capacity achieving distribution. As dis­

cussed in Section 2.3, a constellation of isotropically distributed unitary matrices Qx 

can be directly generated by maximizing the mutual distances between the subspaces 

spanned by all the matrices Qx in the constellation. Unfortunately, the complexity of 

this direct approach increases rapidly as the size of the constellation grows. An alter­

native greedy technique was developed [27). This greedy algorithm recursively adds 

one constellation matrix Q x that essentially maximizes the minimum of the distances 

to all the subspaces spanned by the matrices that are already in the constellation. 

After generating a constellation of size 2n using the greedy algorithm, the second 

challenge lies in finding a technique to map consecutive blocks of n (interleaved) coded 

bits to points in the Grassmannian constellation. If we let Xb denote the bth length-n 

block ofx in Figure 5.1, the mapping will be denoted by Q~ = M(xb), where Q~ is 

the bth transmitted unitary matrix and M ( ·) is the mapping function for a length-n 

vector of bits onto a unitary matrix in the constellation. 

In the case of coherent MIMO communication systems, in which a standard con­

st~llation is usually used, several numerically optimized mappings have recently been 

proposed [23, 49, 50]. However, due to the Grassmannian geometry of the proposed 

non-coherent MIMO scheme, and the imperfections in the constellation generated by 
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the greedy algorithm, there is no conventional technique to label the points in the 

Grassmannian constellation. In (23] a labelling technique was proposed in which a cost 

function based on the Chernoff bound of the pairwise error probability is minimized. 

The numerically optimized mapping performs well in the case of differential schemes, 

in which the channel variations between two consecutive blocks can be considered 

negligible. However, in the considered block-fading model this optimized mapping 

does not show any improvement in performance over pseudo-random mapping [23]. 

In this thesis, a simple. mapping technique that incorporates the structure of the 

Grassmannian constellation is proposed. It was shown in Section 2.3 that for the case 

where the coherence time is equal to twice the number of transmitters (i.e., T =2M), 

the Grassmannian constellation consists of pairs of maximally separated points; i.e. 

the maximum distance is between the subspace spanned by each Qx and its orthog­

onal complement Q~. Therefore, the proposed mapping technique will partition the 

constellation so that constellation pairs that are separated by the maximum chordal 

Frobenius distance have the minimum Hamming distance in their label; i.e., their 

labels have Hamming distance 1. We partition the 2n point constellation into two 

subsets of size 2n-I with one element of each maximally separated pair in each sub­

set. The first n- 1 bits in xb are mapped pseudo-randomly to the 2n-I maximally 

seperated constellation pairs and then the remaining bit in Xb is used to select one 

element of the chosen pair (a certain subset). In this thesis, a set of 10 (different) 

pseudo-random mappings were examined via simulations, and the mapping with the 

best performance was chosen. The geometry of the imperfect Grassmannian lattices 

generated by the greedy constellation design technique in Section 2.3 has restricted 

the sophistication of the proposed mapping technique, but the simulation results in 

Section 5.5 suggest ~hat in spite of its simplicity, the proposed mapper provides good 

performance. 
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5.3 Iterative Demapping and Decoding for Non­

Coherent Systems 

As discussed in Section 3.2.2, the iterative demapping and decoding process in a 

BICM-IDD scheme is a sequential process in which the "extrinsic" soft information 

from the previous decoder iteration is used by the demapper to extract soft infor­

mation from each channel use. The "extrinsic" component of this information is 

subsequently passed to the decoder for its next iteration. If we let xib) denote the kth 

element of xb, the bth length-n block of x in Figure 5.1, then the demapper's role is 

to compute the a posteriori 1-value of xib) conditioned on the received matrix y(b) 

fork= 1, 2, ... , n. That is, the demapper computes 

P( (b) - +1IY(b)) 
Ln (x(b) IY(b)) =In xk - . (5.1) 

1 k P(xib) = -1jY(b)) 

The computation of the 1-value in (5.1) can be simplified by using Bayes rule, 

L ( (b)ly(b)) = 1 EQxEX,.,+Ip(Y(b)IQx)P(Qx) (5.2) 
D1 xk n EQxEX,.,-1 p(Y(b) IQx )P( Qx)' 

where Xk,±l is the set of all matrices Qx in the constellation having xk = ±1. That 

is, 

(5.3) 

where [·]k denotes the kth element of the vector. The likelihood of the received signal 

given the transmitted unitary matrix is [12, 40] 

exp ( -~Tr(Yt(Ir- 1+~/pTQxQk)Y)) 
p(YIQx) = (7rMjpT)TN(1 + pTjM)MN . (5.4) 

If the interleaver in Figure 5.1 is well designed, then bits that label Qx are approxi­

mately independent and hence we can approximate P( Qx) by 
n 

P(Qx) ~IT P(xib) = [M-1(Qx)]k)· (5.5) 
k=l 
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In the first iteration, we assume that the bits are equi-probable and hence 

P(Qx) = l/2n. In subsequent iterations, the components on the right hand side 

of (5.5) are computed from the interleaved decoder output from the previous itera­

tion; namely LA1 (xk) =In;~:::~~~· The final step in the demapping process is to 

extract the extrinsic information LE1 by subtracting the a priori information LA1 

from the demapper output Lv1 ; see Figure 5.1. This extrinsic information is then 

deinterleaved to act as the a priori input LA2 for the soft-input/soft-output outer 

decoder. As shown in Section 4.4, the turbo decoder uses the BCJR algorithm [39] 

to calculate the a posteriori L-values for the coded bits for each constituent code. 

The a posteriori 1-values of the constituent codes are then concatenated as described 

in Section 4.4.2, generating Lv2 • The a priori information LA2 is subtracted from 

Lv2 resulting in the extrinsic soft information LE2 • This extrinsic information LE2 is 

then interleaved to act as the a priori information LA1 for the next iteration of the 

demapper; completing an iteration. 

5.3.1 List-Based Demapper 

For most implementations of the BICM scheme shown in Figure 5.1, the computa­

tional bottleneck will be the computation of the a posteriori 1-value (5.2) in the 

demapper. In the case of coherent MIMO communication systems, it was shown 

in [16, 51] that the impact of this bottleneck can be mitigated without a significant 

loss in performance by approximating Lv1 (xkb)ly(b)) in (5.2) by computing the sum­

mation on the right hand side of (5.2) over a list of candidate constellation points 

rather than over the whole constellation. In order to apply the principles of that 

approach in the non-coherent case, the Grassmannian geometry of the constellation 

and the information in the received signal y(b) has to be properly exploited to identify 

a list .Cb of candidate constellation points. The a posteriori 1-value in (5.2) can be 
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approximated by 

(5.6) 

where Xk~l is the set of matrices in the list for which xk = ±1; i.e., 

(5.7) 

The proposed demapping list .Cb will be based on the list generated by the reduced­

search non-coherent detector for the uncoded Grassmannian constellations developed 

in [27, 36, 37]. As described in Section 2.4.1, in this list generation technique, the 

channel output is exploited to generate the list of candidate points. A desirable 

feature of this list demapper it that the length of this list is adapted to the channel 

realization, allowing the receiver to allocate its computational resources to channel 

realizations in which the detection process is hard. In the next section, we will present 

a simple technique by which the decoder's soft information can be used to augment 

the demapper's list, and obtain significant performance gain. 

5.3.2 List Augmentation for the List-based Demapper 

In the direct application of the reduced-search non-coherent MIMO detector in Sec­

tion 2.4.1 to list-based demapping, membership of the list is determined entirely by 

the channel output. A weakness in applying this strategy in a BICM-IDD scheme with 

long (outer) codewords is that a constellation point whose binary index is deemed by 

the decoder to have a large likelihood might not be a member of the demapper's list. 

If t~at were to occur, the system would not benefit from the flow of soft information 

between the demapper and the decoder. 

To mitigate this effect, we propose to incorporate the decoder's soft information in 

the list construction algorithm. A computationally efficient way to do this is to simply 

64 



M.A.Sc. - Mohamed El-Azizy McMaster - Electrical & Computer Engineering 

augment the demapper's list at each iteration with the constellation point whose 

binary index is deemed by the decoder to have the largest likelihood. To describe the 

augmentation process, we let L~1 denote the vector of a priori information used by the 

demapper in the ith demapping-decoding iteration; i.e., L~1 is the interleaved version 

of L~~l], the extrinsic information from the decoder at the end of the (i-l)th iteration; 

see Figure 5.1. Before performing the list-based demapping at the ith iteration, the 

demapper makes an (auxiliary) hard decision on the bth length-n block of L~1 and 

checks whether the constellation point that corresponds to that hard decision is on the 

demapper's current list of candidate points. If it is not on the list, this constellation 

point is added to the list. 

For a received matrix y(b), the augmented list of candidate constellations for the 

ith iteration can be written as 

(5.8) 

and hence, at the ith iteration the 1-value of the kth coded bit in the bth block is 

approximated using 

(5.9) 

where xt~11 is the set of matrices Qx in the augmented candidate list for xk = ±1, 

vR[iJ {Q _c[i]l (b) [M-l(Q )] } 
""k,±l = X E b Xk = X k = ±1 . (5.10) 

As illustrated in Figure 5.2, allowing the decoder to augment the demapper's list 

in this way offers the potential for significant performance improvements. Further­

more, since we add at most one constellation point to the demapper's list at each 

iteration, the increase in demapper complexity is negligible when compared to the 

computational cost that would be incurred if all the constellation points were con­

sidered, as in (5.2). There are other ways in which the decoder could augment the 
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Figure 5.2: Bit error rate performance of the proposed BICM-IDD scheme using full 
demapping (as in (5.2), dash-dot), and using list-based demapping with (solid) and 
without (dashed) list augmentation. The transmission scheme has the rate 1/2 turbo 
outer code and the constellation of 256 unitary matrices described in Section 5.5. 

demapper's list, such as by examining the unreliable entries in L~1 and adding the 

constellation pairs that correspond to those entries. However, in the example shown 

in Figure 5.2 the proposed low-complexity augmentation scheme appears to extract 

much of the potential gain. 

5.4 BICM-IDD Parameter Selection 

There are several factors that can affect the performance of a BICM-IDD scheme. As 

described in Section 3.2, the proposed BICM-IDD scheme consists of an outer and 

inner phase. The outer phase consists of the outer encoder and its corresponding soft­

input soft-output decoder. In the presented simulations, a standard turbo encoder 

and decoder pair was used. The decoder iteratively employs the BCJR algorithm 

to update the a posteriori probability for each bit. The considered turbo encoder 
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d 

Figure 5.3: A rate 1/2 punctured recursive systematic turbo code. 

consisted of two memory-4 recursive systematic convolutional codes concatenated in 

parallel. This choice was motivated by the choice made in [52]. A block diagram of 

the encoder is shown in Figure 5.3. As discussed in Section 4.4, the turbo decoder iter­

atively exchanges soft information between its constituent BCJR decoders for several 

iterations, which presents a trade-off between the complexity and the performance of 

the decoding process. In [16], it was observed that increasing the number of turbo 

iterations beyond 8 results in an increase in the decoding complexity without signif­

icantly improving the performance. Motivated by that observation, in the proposed 

scheme the number of turbo iterations was fixed a priori to 8. 

The inner phase of the BICM-IDD scheme consists of the unitary constellation 

mapper and the proposed list-based demapper. The mapper maps consecutive blocks 

of bits onto unitary constellations of size 256 or 1024. The constellations were gener­

ated using the greedy algorithm in [27] that was described in Section 2.3. The chosen 

constellation points are then transmitted from 2 transmit antennas to 2 receive an­

tennas over a frequency-flat richly-scattered block-fading channel with a signalling 

interval T = 4. At the receiver, the list-based demapper depends on several factors, 

namely, the number of reference points and the width of the strap associated with 
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each reference point. Such parameters result in a trade-off between the performance 

and complexity of the list-based demapper and will be addressed in Section 5.4.2. In 

addition, the use of the list-based demapper rather than full constellation demapping 

may result in bit positions in which all the bit sequences in the candidate list have the 

same binary value. This indicates that the 1-values associated with those bits will 

be oo or -oo since the denominator or the numerator of the 1-value will be zero, re­

spectively; c.f., (5.6). Therefore, a positive and negative clipping value ±Lc1ip will be 

assigned [53]. Section 5.4.3 will address the choice of.the clipping value. In the BICM­

IDD receiver, the list-based demapper and the turbo decoder iteratively exchange soft 

information to approximate the prohibitively complex bit-wise MAP decoder. The 

choice of the number of demapper to decoder iterations will be considered in the next 

section. 

5.4.1 Choice of Number of Iterations Between Demapper 

and Decoder 

The number of iterations of soft information exchange between the demapper and 

the decoder presents a trade-off between the performance and computational cost of 

the detection process in the BICM-IDD scheme. In Figure 5.4, the performance of 

non-coherent MIMO BICM-IDD schemes that use two, four, and eight demapper to 

decoder iterations are presented. As shown in Figure 5.4, the performance of the 

system improves significantly as the number of iterations is increased from two to 

four, while the performance improvement of having eight iterations rather than four 

is rather small when balanced against the complexity associated with doubling the 

number of iterations. Thus, in the simulations provided in this thesis, the number of 

demapper to decoder iterations is set tq four. 
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Figure 5.4: Bit error rate performance of the proposed BICM-IDD scheme using 2 
demapper to decoder iterations (dash-dot), 4 demapper to decoder iterations (dashed) 
and 8 demapper to decoder iterations (solid). 

5.4.2 Choice of List Demapper Parameters 

In the list-based demapper, the number of reference points is chosen by considering the 

tradeoff between the performance and the complexity of the demapper. As described 

in Section 2.4.1, increasing the number of reference points result is shorter lists since 

the list candidate points are only the constellation points that lie in the intersection 

of the straps. However, the reduction in the search space increases the probability 

that the transmitted constellation point is not in the list. Therefore, it was proposed 

in [36, 37] to increase the width of the strap associated with each reference point as 

the number of reference points increases. It was also shown in (36, 37], that if the 

width of the strap is appropriately adjusted, increasing the number of reference points 
~· 

improves the performance of the list demapper while reducing the number of likelihood 

computations. However, the drawback of increasing the number of reference points 

is the memory requirement of the receiver in order to store all the distances between 
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Figure 5.5: Bit error rate performance of the proposed BICM-IDD scheme in which 
the list demapper using 4 reference points (dashed), 10 reference points (solid) and 
16 reference points (dash-dot). 

all the constellation points and each reference point and the overhead complexity 

associated with computing all the distances. 

In Figure 5.5, the bit error performance of the non-coherent BICM-IDD scheme 

is presented for a system using 4, 10, and 16 demapper reference points. As shown, 

increasing the number of reference points improves the performance of the BICM­

IDD system. On the other hand in Figure 5.6, the average number of likelihood 

computations are shown. This figure shows that the number of candidate points 

in the list-based demapper is not significantly reduced as the number of reference 

points increases. Since the performance and complexity gap between using 10 and 16 

reference points is rather small, both 10 and 16 reference points would be reasonable 

choices for the simulations. However, in order to reduce the memory required by 

the receiver and the overhead complexity, we chose to use 10 reference points in the 

presented simulations. 
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Figure 5.6: The average number of likelihood computations for the list demapper 
using 4 reference points (dashed), 10 reference points (solid) and 16 reference points 
(dash-dot). 

In order to significantly reduce the number of likelihood computations of the list 

demapper, one might choose to reduce the strap width associated with each reference 

point. Alternatively, one might choose to increase the strap width to improve the 

performance of the non-coherent BICM-IDD system. In Figure 5.7, the associated 

complexity of the likelihood computations for the list demapper is illustrated, where 

the strap width is increased and decreased by 20 percent overthat recommended 

in [36, 37]. Figure 5.8 presents the performance of a BICM-IDD scheme using the 

increased and decreased strap width. As shown, reducing the strap width results in 

a considerably shorter list but significantly degrades the performance of the system. 

On the contrary, increasing the strap width results in a significantly longer list while 

only providing a slight improvement in performance. 
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Figure 5.8: Bit error rate performance of the proposed BICM-IDD scheme in which 
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of strap width (dashed) and full constellation demapping ( o). 
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Figure 5.9: Bit error rate performance of the proposed BICM-IDD scheme using 
different clipping values. 

5.4.3 Choice of Clipping Value 

It was shown in [53] that the clipping value Lclip can affect the error performance 

of the iterative receiver. A clipping value that is much higher than the optimum 

value forces the decoder to assume that the clipped values from the demapper have 

the correct sign leading the decoder to ignore soft information associated with other 

bits [53}. On the other hand, a much lower clipping value results in a significant loss 

in the demapper's soft information, which causes the demapper to have no sufficient 

influence on the decoder [53}. In Figure 5.9, the performance of the BICM scheme 

for different clipping values Lclip· As shown a fixed clipping value Lclip = ±10 yielded 

consistently good results. 
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5.5 Performance Simulations of Unitary Signalling 

Versus Training-based Technique 

In this section, the performance of the proposed BICM-IDD unitary signalling scheme 

will be compared to that of a corresponding BICM-IDD training scheme. 

As discussed in Section 2.5, an alternative to the unitary signalling approach to 

non-coherent MIMO communication is a training-based approach [3, 32, 33]. The 

training-based approach splits the signalling interval T into two subintervals. The 

first subinterval is a training phase in which pilot symbols known to the receiver are 

transmitted and an estimate ii of the channel matrix is determined by the receiver. 

In the second subinterval, the receiver uses the estimated channel matrix ii to detect 

the transmitted data coherently. 

We consider a system with data rates of 1, 5/4 and 5/3 bits per channel use 

(bpcu). In the unitary signalling case, the data rate is given by Rio~ ICI where R is 

the rate of the outer encoder, ICI is the size of the unitary constellation, and T is 

the signalling interval in channel uses. The data rate of 1 bpcu scheme consists of a 

constellation of 256 unitary matrices and an outer code of rate 1/2, and the rate 5/4 

and 5/3 bpcu schemes consist of a constellation of 1024 unitary matrices and outer 

codes of rates 1/2 and 2/3 respectively. In all these cases, the data signalling interval 

T = 4. A block diagram of the rate 1/2 encoder is shown in Figure 5.3 and the 

rate 2/3 encoder is that shown in [54]. The constellations of unitary matrices were 

designed using the greedy algorithm in [27]. 

In the training case described in Section 2.5, two channel uses were used for the 

training, i.e., T7 = 2, and the Alamouti scheme [43] used two channel uses for the 

data communication phase; i.e., Td = 2. The data rate is given by Rzi:!~dCsl, where 

Z is the number of scalar symbols per space-time codeword and ICsl is the size of 

the standard scalar constellation. For the Alamouti scheme, Z = 2. The data rate 
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of 1 bpcu was achieved using the Gray-labelled 16-QAM constellation along with the 

rate 1/2 outer code, and the rate 5/4 and 5/3 bpcu schemes consisted of the Gray­

labelled 32-cross-QAM constellation along with the outer codes of rates 1/2 and 2/3, 

respectively. In the training scheme the formula for the data rate is slightly different 

from that of the unitary scheme due to the fact that in the unitary scheme a unitary 

matrix of size 4 x 2 is transmitted in each 4 channel uses while in the training scheme 

a pilot matrix of size 2 x 2 and a data matrix of size 2 x 2 are transmitted in each 4 

channel uses. 

As discussed in Section 5.4 and as is apparent from Figure 5.3, the outer codes 

are systematic parallel concatenated turbo codes [52] with recursive convolutional 

codes of memory length 4 as the constituent codes. To employ these codes in a 

blockwise fashion, the data to be transmitted was partitioned into blocks of length 

8000. Based on the simulation results in Section 5.4, at the receiver, four demapping­

decoding iterations were performed for each block, with eight ''turbo" iterations being 

performed within the outer decoder for each demapping-decoding iteration. The 

demapper used 10 reference points to compute the candidate list, and in both the 

demapper and decoder the 1-values were clipped at ±10. 

As shown in Figure 5.10, in this example the training-based BICM-IDD scheme 

performs better than the proposed unitary-signalling-based BICM-IDD scheme at 

low data rates. At a data rate of 1 bpcu, training performs better than the proposed 

scheme by 1.8 dB at a bit error rate (BER) of 10-5 • If the data rate is increased to 

5/4 bpcu, the performance gap is decreased to 0.2 dB at a BER of 10-5
. However, at 

higher data rates the unitary signalling scheme outperforms the training scheme. At a 

data rate of 5/3 bpcu the SNR gain of the unitary scheme at a BER of 10-5 is close to 

1 dB. The proposed s~heme performs better than the training-based scheme at higher 

data rates because the channel symbols of the proposed scheme mimic the distribution 

that achieves capacity at high SNRs. In particular, the training scheme only achieves 
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Figure 5.10: Bit error rate performance of the proposed BICM-ID scheme (solid) and 
a training-based BICM-ID scheme (dashed) for data rates of 1 (no symbol), 5/4 (o) 
and 5/3 (*) bits per channel use. 

the SNR-dependent term in the high SNR non-coherent ergodic capacity in (2.2), 

whereas the unitary signalling scheme achieves (2.2) including the SNR-independent 

constant cM,N· This constant can be substantial, especially in the case where the 

number of receive antennas exceeds the number of transmit antennas [36]. The results 

in Figure 5.10 show that even when the number of antennas at each end of the link is 

equal (to 2), employing a signalling scheme that exploits the SNR-independent term 

can lead to significant gains at high data rates. 
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Chapter 6 

Conclusions and Future Work 

6.1 Conclusions 

In this thesis, we proposed a BICM-IDD scheme for non-coherent MIMO systems 

that provides reliable communication at high data rates. This scheme was developed 

using the observation that the channel symbols that achieve the non-coherent er­

godic capacity at high SNRs can be represented as constellation points on a compact 

Grassmann manifold. The transmission scheme was based on an existing constella­

tion design that mimics the capacity achieving distribution. In order to incorporate 

the BICM-IDD scheme a mapping technique that exploits some of the properties of 

that constellation was developed. In addition, in order to alleviate the computa­

tional burden of examining all the constellation points, a list-based demapper was 

developed. 

The complexity of directly generating a constellation that mimics the capacity 

achieving distribution of the non-coherent MIMO channel grows rapidly with the size 

of the constellation. Thus, a greedy algorithm with a smoothed objective was used 

to generate a well-spaced constellation. In the non-coherent BICM-IDD scheme, a 

labelling strategy is required in order to map consecutive blocks of bits onto the 
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Grassmannian constellation. Hence, a constellation mapper that exploits the Grass­

mannian structure of the signal was developed based on incomplete set partitioning. 

In common with BICM schemes for the coherent MIMO channel, the computa­

tional burden of the receiver usually lies in the demapper, in which complete enumer­

ation over all the constellation points is performed to generate the a posteriori soft 

information. An efficient list-based demapper that approximates the a posteriori soft 

information by performing the enumeration over a subset of constellation points was 

proposed. The list-based demapper utilizes certain properties of _the Grassmannian 

geometry as well as the nature of the received signal to generate a list of candidate 

points. 

A weakness in this list-based demapper was that the list of candidate constellation 

points is entirely determined by the channel output without any input from the de­

coder of the BICM-IDD scheme. In other words, a constellation point that is deemed 

by the decoder to have a large likelihood might not be a member of the demapper's 

candidate list. Thus, it was proposed to incorporate the decoder's information in 

the demapper by allowing the decoder to augment the demapper's candidate list in 

each detection iteration. We demonstrated that the proposed augmentation scheme 

resulted in a significant improvement in the performance with negligible added com­

plexity. 

Finally, the performance of the proposed BICM-IDD unitary signalling scheme 

was compared to a corresponding training based scheme. We demonstrated that at 

high data rates the proposed BICM scheme outperforms the training-based scheme. 

6.2 Future Work 

There are several credible approaches for improving the already promising perfor­

mance of the proposed BICM-IDD non-coherent scheme. In particular, the proposed 
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constellation mapping was based on a simple incomplete set partitioning that par­

titions the constellations to two subsets. It is expected that better insight into the 

geometry of (imperfect) Grassmannian lattices will lead to mappings with improved 

performance. 

In the detection of the proposed scheme, the number of iterations between the 

demapper and the decoder in which extrinsic soft information is exchanged was set 

a priori. Adaptively controlling the number of iterations between the demapper and 

the decoder offers the potential to improve the trade-off between performance and 

complexity of the receiver. 

The decoder of the constituent codes that was used to construct the outer code was 

a standard BCJR algorithm. The complexity of this algorithm can be significantly 

reduced by discarding certain branches in the trellis based on the input soft informa­

tion from the demapper. Since the proposed scheme is using a list-based demapper, 

it might occur that for a certain bit position all the bit sequences that corresponds to 

the constellation points in the candidate list have the same binary value. This fact 

can be exploited in the decoder by only considering the trellis branches associated 

with this binary value and discarding the others. Further reduction in complexity can 

be achieved by examining the soft information from the demapper and discarding all 

the branches associated with small probabilities. 

In the proposed BICM scheme, the decoder augments the demapper's candidate 

list by at most one constellation point in each iteration. Combinations of more so­

phisticated list augmentation strategies and possible list reduction strategies might 

(uniformly) improve the trade-off between performance and computational cost pro­

vided by the current demapper. 
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