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Abstract 

Wireless metropolitan area networking based on IEEE 802.16 is expected to be widely used 

for creating wide-area wireless backhaul networks, where each subscriber station (SS) is 

responsible for forwarding traffic for a number of connections. Quality of Service (QoS) 

provisioning is an important aspect in such networks. The IEEE 802.16 standard specifies 

that the bandwidth requests sent by the SS are for individual connections and pass only the 

number of bytes requested from each connection. This is inefficient for backhaul networks 

where each SS may be responsible for forwarding packets for a relatively large number of 

connections and the bandwidth request messages consume much bandwidth unnecessarily. 

Furthermore, the standard does not include latency information, which makes it difficult 

for the base station (BS) to schedule real-time traffic. 

In this thesis we study real-time voice traffic support in IEEE 802.16-based backhaul net­

works. We propose a simple enhancement to the bandwidth request mechanism in 802.16 

for supporting packet voice traffic. First, the SS combines the bandwidth requests of multi­

ple voice connections, which are associated to it and have the same traffic parameters, and 

aggregates the bandwidth requests to the BS. This makes the bandwidth request process 

more efficient by saving transmission time of both the BS and the SSs. Second, in order to 

facilitate the BS to make resource allocation decisions, the aggregate bandwidth requests 

include information about the latency requirements of buffered real-time packets at the 

SSs. We propose three different bandwidth request and packet scheduling schemes, each 
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of which requires a different amount of information in the bandwidth requests. Our results 

show that the proposed bandwidth request and scheduling schemes achieve significantly 

lower packet loss probability than standard 802.16 bandwidth requests and weighted round 

robin. The results further show that there is an optimum point about how much delay in­

formation the SS should report to the BS in order to best utilize the uplink resources while 

providing satisfactory real-time performance for the voice traffic. 
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Chapter 1 

Introduction 

1.1 Overview 

Wireless metropolitan area networks (MANs) based on IEEE 802.16, also known as WiMax 1, 

are expected to have wide deployment in the near future. Beyond just providing a single 

last hop access to wireline backbone networks, such as the Internet, the IEEE 802.16-based 

technology can be used for creating wide-area wireless backhaul networks, such as back­

haul for connecting radio network controllers with base stations in cellular networks and 

for connecting Wi-Fi-based routers, for coverage extension with rapid and low-cost deploy­

ment. The IEEE 802.16 standard is designed for point-to-multipoint configurations, where 

several subscriber stations (SSs) are associated with a central base station (BS). Optional 

mesh deployment is also available, where SSs can communicate with each other. When 

used for backhaul transmissions in either a point-to-multipoint or mesh mode, each SS is 

usually responsible for forwarding traffic for more than one connection. Quality of service 

(QoS) provisioning, such as packet transmission scheduling, is one of the important topics 

for supporting multimedia services in such networks. 

1 WiMax Forum, a nonprofit organization, was established in 200 l with an aim to support wireless 
metropolitan area networking products on IEEE 802.16 basis. 
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There are mainly two types of packet scheduling schemes. The first type is based on the 

general process sharing (GPS), such as weighted fair queueing (WFQ) or weighted round 

robin (WRR), and aims at achieving fair throughput for best effort traffic. Since no latency 

information is involved in making scheduling decisions, they generally result in poor delay 

(or packet loss due to intolerable delay) performance. The other type of scheduling is for 

real-time traffic and scheduling decisions are made based on latency requirements of pack­

ets. Among all the real-time scheduling schemes earliest deadline first (EDF) scheduling 

scheme [5] is known to provide the optimal delay performance in the deterministic envi­

ronment. It is also shown [6] [8] that the advantages of EDF over GPS-based scheduling 

are carried over to the statistical setting. One of the features of uplink traffic scheduling in 

all wireless networks is that stations distributed in different places of the network should 

send bandwidth requests to the central station, which otherwise does not have information 

of the current backlogged packets. Extensive work has been done in this area. In most 

of the scheduling schemes, the bandwidth requests pass only the number of packets (or 

bytes) requested from a particular connection. The priority of packet scheduling, such as 

the ones in [9] [ 1 0], is based on QoS requirements of each connection, instead of individual 

packets. Statistical delay performance, e.g., mean packet transmission delay and probabil­

ity of packet losses due to longer transmission delay then tolerable, can be achieved if the 

long-term statistical properties of the packet arrival process of the real-time connections 

are known at the BS. However, this information is difficult to obtain in a backhaul net­

work, where packets may traverse other networks, e.g., IEEE 802.11-based wireless local 

area network (WLAN), via one or more hops and experience random and variable delay 

before arriving at the buffer of an SS in an 802.16 network. The tolerable delay for packets 

from different connections may be significantly different after they arrive at the 802.16 SSs, 

even if they may have exactly the same end-to-end performance requirement. To make the 

problem even more challenging, packets from the same connection may experience com­

pletely different latency before arriving at the 802.16 SS and have different delay budgets 



CHAPTER 1. INTRODUCTION 3 

in their transmissions to the 802.16 BS. Therefore, the bandwidth request messages in an 

802.16-based backhaul network should include information of latency requirement of the 

backlogged packets. The IEEE 802.16 standard leaves details of scheduling and reservation 

management for the vendors to differentiate their equipment. 

1.2 Motivation and Overview of the Proposed Work 

In the IEEE 802.16 standard each bandwidth request message from an SS is for a single 

connection and specifies the ID number of the connection and the number of bytes that the 

connection is requesting to transmit. With only the number of bytes requested from each 

connection, information provided in the bandwidth request messages is insufficient for the 

BS to make accurate scheduling decisions for real-time services. When there are multiple 

connections associated to an SS, the SS should send a different bandwidth request message 

to the BS for each individual connection. This bandwidth request mechanism is neither 

efficient nor effective, especially when there are multiple connections associated to one 

SS. In this thesis, we propose a more efficient bandwidth request mechanism which aggre­

gates the bandwidth requests of multiple connections with the same traffic parameters. In 

order to effectively support real-time traffic, the bandwidth request messages incorporate 

a certain amount of latency-related information about the buffered real-time packets. The 

802.16 standard specifies that the bandwidth grant from the BS is aggregate to the SS but 

not explicitly to individual connections. In the case when the SS is granted a less amount of 

resources than requested, the SS decides how the available resources are allocated among 

its associated connections. 

Besides the mismatch between individual bandwidth requests and aggregate bandwidth 

grants, the 802.16-based networks also have some unique features that should be taken into 

consideration when designing a QoS provisioning scheme. First, the uplink operation in 
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802.16 is TDMA-based, and resource allocation decisions for the uplink transmissions are 

done before every uplink subframe. Therefore, the frequency at which resource alloca­

tions are updated in an 802.16-based network is limited by the MAC frame duration, and 

a longer MAC frame results in slower resource allocation updates, which may negatively 

affect the QoS provisioning, especially for real-time traffic. Second, each SS can only be 

granted with one transmission burst in every uplink subframe. Since the BS cannot switch 

back and forth between different SSs during an uplink subframe, every time when an SS 

is permitted to transmit, it should transmit as many packets as it is allowed for the whole 

MAC frame. 

In this thesis, we propose a simple enhancement to the bandwidth request mechanism in 

the 802.16 and design resource allocation and scheduling schemes for supporting real-time 

traffic. Both the bandwidth requests and grants are aggregate for multiple connections asso­

ciated to the same SS. The bandwidth request process is a simple extension to the real-time 

polling service (rtPS) or extended real-time polling service (ertPS) defined in the IEEE 

802.16 protocol. Each bandwidth request message includes a certain amount of informa­

tion regarding the number of buffered real-time packets and their latency information. A 

scheduling scheme is performed at the BS based on the information received from the SSs 

to coordinate the resource allocations among different SSs. Three schemes are proposed 

for the SSs to make bandwidth requests and for the BS to make scheduling decisions, each 

requiring a different amount of information in the bandwidth request messages. In the 

scheme with full delay budget information (FDBI), each SS passes the delay budgets of all 

real-time packets in its buffer; in the scheme with delay budget information of the head­

of-line packet (HDBI), the SS passes the least delay budget of all its buffered packets; and 

in the scheme with partial delay budget information (PDBI), the SS informs the BS of the 

number of packets with their delay budget falling in certain intervals. 
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1.3 Thesis Organization 

The remainder of this thesis is organized as follows. The IEEE 802.16 protocol is in­

troduced in Chapter 2, where QoS provisioning, scheduling, and bandwidth requests in 

supporting real-time services in 802.16 are briefly described. Chapter 3 presents the en­

hanced bandwidth request messages and three uplink scheduling schemes. An analytical 

model is developed in Chapter 4 for analyzing the packet loss rate performance of the PDBI 

scheme. Simulation results are demonstrated in Chapter 5, where we compare the perfor­

mance of the three real-time scheduling schemes and compare the PDBI scheme with the 

WRR scheme in supporting real-time voice traffic. Chapter 6 concludes the thesis. 



Chapter 2 

Introduction to the IEEE 802.16 

Standard 

This chapter begins with a brief overview of the IEEE 802.16 protocol, followed by a 

description of the 802.16 MAC frame structure. The QoS provisioning and scheduling 

services in the 802.16 standard are introduced, followed by a description ofthe bandwidth 

request and grant mechanism in 802.16. Finally some research work related to scheduling 

and resource management for supporting real-time voice application in 802.16 networks is 

presented. 

2.1 Overview of the Standard 

With the increasing demand for fixed broadband wireless access (FBWA) systems, the 

IEEE 802.16 Working Group was formed in 1998 and the first version of the IEEE 802.16 

standard was completed in October 2001. Driven by the need for non-line-of-sight (NLOS) 

operation, the IEEE 802.16a, an amendment of the first version, extends the air interface 

support to 2-ll G Hz band, including both licensed and license-exempt spectra. Approved 
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in 2004, the IEEE 802.16d incorporates 802.16a with a target to provide last mile broad­

band access alternatives to DSL and cable modems, thereby it is also known as the fixed 

WiMax standard [1]. In order to add mobility features based on IEEE 802.16d and offer 

an option to complement existing mobile networks, the 802.16e standard was approved in 

Dec. 2005 by IEEE as the mobile WiMax standard [2]. 

The IEEE 802.16 physical layer (PHY) operates either at 10-66 GHz or 2-11 GHz band. It 

adopts multiple modulations and coding schemes to enhance the data transmission perfor­

mance. In the 10-66 GHz band, line-of-sight (LOS) propagation and single carrier modu­

lation is used, and the air interface is referred as WirelessMAN-SC. In the 2-11 GHz band, 

three different air interfaces for non-line-of-sight (NLOS) communication are defined: (i) 

WirelessMAN-SCa for single-carrier modulation, (ii) Wire1essMAN-OFDM for OFDM­

based transmission with time-division multiple access (TDMA), which uses OFDM with 

256 carriers, and (iii) WirelessMAN-OFDMA for orthogonal frequency-division multiple 

access (OFDMA), which uses OF[)MA with 2048 and 4096 carriers. Multiple modulations 

such as QPSK, 16-QAM and 64-QAM can be selected based on specific channel conditions. 

The IEEE 802.16 MAC is a connection-oriented protocol that defines a variety of mecha­

nisms for the SSs to exchange data from the central BS. All SSs synchronize with the BS 

clock. The IEEE 802.16 MAC is mainly designed for point-to-multipoint (PMP) configu­

rations, where several SSs are associated with a BS. In the PMP topology all SSs commu­

nicate only with the BS. The BS occupies the full downlink channel and broadcasts to all 

associated SSs. Optional mesh deployment is also available, where SSs can communicate 

between each other, and thus extend the coverage range. 
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In the backhaul network, each SS is associated with multiple connections. Resource al­

location, admission, and scheduling are controlled by the BS. Queue states and QoS re­

quirements for the uplink traffic are obtained through the bandwidth requests process. 

2.2 MAC Layer Frame Structure 

The 802.16 MAC supports both Time Division Duplexing (TDD) and Frequency Division 

Duplexing (FDD) configurations. In the TDD case, the MAC uses one single radio carrier, 

which is shared by both the uplink and downlink. There is guard time between the uplink 

and downlink subframes. Each MAC frame includes a downlink subframe followed by an 

uplink sub frame. The BS determines the lengths of the downlink and uplink sub frames on 

a per frame basis, and broadcasts the frame structure and other management information to 

the SSs through downlink and uplink map messages (UL-MAP and DL-MAP) at the be­

ginning of each frame. The downlink transmission is based on time-division multiplexing 

(TDM). Each downlink sub frame may consist of multiple downlink bursts. Each downlink 

burst is a sequence of data that use identical physical mode (such as modulation and encod­

ing schemes) and are destined to one or multiple SSs. The first downlink burst contains the 

channel descriptors and UL-MAP and DL-MAP messages. The channel descriptor is used 

to provide characteristics of the physical channel, and UL-MAP and DL-MAP to specify 

bandwidth allocations in the uplink and downlink, respectively, such as timeline allocations 

of the bursts, burst~to-connection mapping list, and burst-based physical modes. Each indi­

vidual SS receives all the downlink stream from the BS but is only able to extract the data 

addressed to itself. The uplink transmission is based upon time division multiple access 

(TDMA) mechanism. Each uplink subframe consists of one or multiple uplink bursts for 

carrying uplink user data. Each uplink burst corresponds to one individual SS and is de­

signed to carry variable-length MAC protocol data units (PDUs). The uplink subframe also 

includes contention periods for bandwidth requests and initial ranging. All SSs follow the 
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instructions of the management messages from the BS and make the appropriate actions. 

Each transmission burst is separated from the others by a preamble field and contains sev­

eral MAC PDUs. The synchronization between the SS and BS is done by using predefined 

time slot. 

In the FDD case, the 802.16 MAC uses a fixed duration frame in both the uplink and 

downlink transmissions, and both full-duplex and half-duplex are supported. The MAC 

can transmit simultaneously in both the uplink and downlink directions over separate car­

riers at different frequencies, whereas the uplink subframe should be slightly delayed with 

respect to the downlink subframe so that the SSs can receive necessary information about 

the uplink channel access from the downlink. In an FDD frame structure, the downlink and 

uplink subframes are allocated in a different frequency band without necessity of guard 

time. 

2.3 802.16 QoS Provisioning and Uplink Scheduling 

A robust QoS strategy is crucial for accomplishing real-time services in a wireless network. 

The IEEE 802.16 standard defines a wide variety of mechanisms in both the PHY and MAC 

layers in order to provide end-to-end QoS provisioning. 

The PHY adopts adaptive burst profiling mechanism and can dynamically assign burst 

profiles to each uplink or downlink burst in both the TDD and FDD configurations depend­

ing on link conditions. Multiple modulation and coding schemes are employed to adjust 

various transmission parameters for each individual SS on a per frame basis. 

The 802.16 MAC is connection-oriented. All services are mapped to connections and the 

BS assigns each connection with a unique connection ID (CID), and this is true even for 
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inherently connectionless services. Each transport connection is associated with one par­

ticular QoS level, which corresponds to a set of QoS parameters such as latency, jitter, 

and throughput assurances. Through this the MAC realizes the transmission scheduling on 

the air interface, thus providing end-to-end QoS to manage the performance of the whole 

transmission. The MAC defines a service flow by mapping it to a MAC connection (one 

connection per service flow). Service flows provide a mechanism for uplink and downlink 

QoS management, which applies to all processes including making bandwidth requests, 

associating QoS parameters, and delivering data. 

To complement the QoS implementation, the MAC defines five scheduling services for 

the uplink operations: unsolicited grant service (UGS), real-time polling service (rtPS), 

extended real-time polling service (ertPS), non-real-time polling service (nrtPS), and best 

effort (BE) service. The first three scheduling services are designed for real-time traffic, 

and the rest two are for traffic without strict delay performance requirements. 

UGS 

The UGS scheduling service is designed to support real-time service flows that generate 

fixed size data packets periodically and expected to suit real-time traffic with the most 

stringent delay requirement, such as TilE I and Voice over IP without silence suppression. 

In this service the BS offers a fixed size burst in time slots to an SS periodically, and 

it is not necessary for the SS to make any explicit bandwidth requests. The bandwidth 

grant is negotiated in the initialization process of the communication session. Thus, this 

scheduling service can minimize MAC overhead and uplink access delay caused by the 

bandwidth request process of the SSs and achieve the best delay performance. However, 

the BS must provide fixed size data grants at periodic intervals to the UGS flows, and the 

reserved bandwidth may be wasted when a corresponding UGS flow is inactive. Assigning 

fixed size bandwidth grants to a voice connection can waste the uplink resources when the 
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connection is in silent periods. 

rtPS 

The rtPS scheduling is designed for real-time uplink service with variable packet generation 

rates such as MPEG video and offers real-time, periodic, and unicast request opportunities. 

In this service, the rtPS flows are polled by the BS regardless of the network load. The 

polling rate should meet the QoS requirements, such as delay and packet loss rate, of the 

flows. The BS allows the subordinate SSs to make bandwidth requests at specified uplink 

time slots designated by the BS via the polling process. In receipt of the requests, the 

BS makes decisions on bandwidth allocations and broadcasts the bandwidth grants to the 

subordinate SSs. For voice applications, the BS assigns uplink time periods that are suffi­

cient for unicast bandwidth requests to the voice connections. These periods are negotiated 

in the initialization process of the voice sessions. The rtPS service can optimize the data 

transport efficiency due to its capability of supporting variable grant sizes, however, it has 

larger MAC overhead and longer access delay than the UGS service. 

ertPS 

The ertPS is a new addition in IEEE 802.16e. The ertPS scheduling service is designed to 

support real-time service flows that generate variable rate data packets on a periodic basis, 

such as VoiP services with silence suppression. It is intended to combine the low latency 

performance of the UGS service and flexibility of the rtPS service for supporting real-time 

services. The BS keeps offering the same amount of bandwidth to the SS and does not 

have to poll the SS unless explicitly requested by the SS. If the SS generates packets at a 

constant rate, the ertPS service works in the same way as the UGS service and thus saves 

the latency of making bandwidth requests. On the other hand, when the packet generation 

rate from the source is changed, the SS can update the bandwidth request change, like in 

the rtPS service, and therefore prevent uplink resource waste as in the UGS algorithm. 
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nrtPS 

The nrtPS service is designed to support time-insensitive data streams with variable rate 

data packets. This service has certain guaranteed minimum throughput by means of the 

Minimum Reserved Traffic Rate parameter, suitable for Internet applications such as FTP 

and HTTP. The BS determines how to perform the non-real-time polling for different con­

nections, and what mechanism is used to serve delay-tolerable traffic. 

BE 

The BE service is designed to support the best effort uplink traffic without any QoS guaran­

tees on delay or throughput, such as emails. The bandwidth allocation to BE applications 

is subject to the bandwidth distribution policy for the other scheduling service classes. In 

particular, the BE traffic receives the residual bandwidth after bandwidth assignment to the 

other service classes. 

2.4 Bandwidth Request Mechanisms 

Bandwidth request and grants process is founded on the concept of connections. An SS 

sends bandwidth request messages via the header of its uplink burst to the BS on a per 

connection basis. After receiving the bandwidth request messages, the BS then makes de­

cisions and broadcasts the bandwidth grant information to the SSs via UL-MAP transmitted 

in the beginning of each downlink subframe. The SS then transmits user data in the speci­

fied time slots. The bandwidth assignment decision is based on the resource availability at 

the BS and bandwidth request information from all SSs. Only in UGS service flows, the SS 

does not need to send bandwidth requests because the grant is unsolicited. Each SS has a 

Basic CID, and each bandwidth grant is addressed to the SS's Basic CID, not to individual 

CIDs. That means, the BS allocates bandwidth to an SS as an aggregate in response to 
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per-connection request from each SS. Since it is non-deterministic which request is being 

honored, the BS may grant an amount of bandwidth less than the total required from the 

SS, and the SS may redistribute bandwidth among the associated connections and maintain 

the QoS policy at local site. 

The 802.16 MAC supports several bandwidth requests. In the uplink direction, there are 

two modes of bandwidth requests: contention mode and contention-free (polling) mode. In 

the contention mode, the SSs send bandwidth request messages during the contention pe­

riod, and contentions are resolved using back-off resolution. In the contention-free mode, 

the BS polls each SS by offering an amount of bandwidth that is sufficient for the SS to 

send a bandwidth request message. This polling information is indicated in the UL-MAP 

field through the downlink transmission. The SS responds to the polling by sending a 

bandwidth request message in the specified uplink time slots as stand-alone packets or pig­

gybacked with other packets. The BS may poll the SS individually or in a group. There are 

three types of polling: unicast polling, multicast and broadcast polling, and station initiated 

polling. Unicast polls are used to check for inactive stations. Multicast and broadcast polls 

are used to poll a group or all SSs if required. Station initiated polls are used at request 

from the SS. 

In the five scheduling services, except UGS, all other four scheduling services need to 

make bandwidth requests, and have the queues to collect packets waiting for transmission. 

The rtPS may use the real-time polling mechanism, which is flexible and time delay guar­

anteed but requires some overhead to offer periodic dedicated request opportunities. The 

ertPS service uses the same bandwidth request mechanism as the rtPS when the SS needs 

to update the bandwidth requests. Both nrtPS and BE typically employ contention-based 

mechanisms to make bandwidth requests in response to broadcast/multicast polls adver­

tised by the BS. 
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2.5 Related Work on Resource Allocations in 802.16 Net­

works 

Resource management is a key part for supporting multimedia applications, but details of 

resource allocations are not specified in the 802.16 standard. There have been some efforts 

to investigate, evaluate, and revise the IEEE 802.16 MAC protocols in order to support 

multimedia applications especially real-time services. 

In [31 ], the authors present three polling methods, i.e., the SSs are polled at the end of 

every uplink sub frame, or polled at the start of the uplink sub frame, or piggybacked polls. 

Meanwhile analytic models are also developed to evaluate the delay performance in ac­

commodating multimedia traffic, where the impact of various system parameters like the 

MAC subframe lengths is also considered. In [32] the authors compared two bandwidth 

request mechanisms specified in the standard, contention based random access vs. polling, 

under both error-free and error-prone channel conditions, and investigated the influence of 

channel noise on the bandwidth request mechanisms. The performance of a polling-based 

bandwidth request mechanism is evaluated in [ 13 ], where an analytical model is proposed 

to investigate the resource utilization and multicast and broadcast polling mechanisms are 

considered. 

A queue-aware bandwidth allocation and rate control mechanism is proposed in [ 19] for 

polling services. In [21] QoS support in 802.16 MAC is studied, and an admission control 

scheme, which uses bandwidth cross-allocation between different QoS levels, is proposed 

based on the scheduling services defined in the 802.16 specifications. Instead of focusing 

on central resource management in the BS, in [34] the authors investigate the reservation 

scheme in the mesh mode and propose an analytical model for a distributed scheduling 

algorithm. In [35] a bandwidth allocation and admission control algorithm is presented 
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for an WiMAX network with special consideration on tele-medicine traffic. In the QoS 

performance study of [4], the authors propose a scheduling scheme to support multime­

dia applications in 802.16 PMP networks, where ORR is used as the downlink scheduler 

and WRR as the uplink scheduler. Since this scheme uses piggybacked bandwidth request 

mechanism to request uplink bandwidth for real time traffic, the overall transmission per­

formance of real-time traffic is highly dependent on the delay introduced by the bandwidth 

request mechanism. A distributed scheduling scheme is proposed in [14], where schedulers 

are implemented at both the BS side and the SS side, and two-level queues are defined to 

differentiate the traffic priority. The higher priority queue is designed to accommodate 

the time-delay-critical traffic by adopting the UGS service and the First-in-first-out (FIFO) 

discipline, and the lower priority queue is designed to dispatch less-time-sensitive traffic 

with a guarantee of the minimum reserved bandwidth for each service flow. A scheduling 

scheme based on fair queueing (FQ) is introduced in [ 17] for both IEEE 802.16 and DOC­

SIS scenarios. 

Real-time traffic is going to occupy a bigger portion of the total load of the existing packet 

radio networks, and hence providing services with satisfactory QoS requirements becomes 

a critical task to researchers and developers. Some research work on real-time scheduling 

in 802.16-based networks has been done in the literature. In [27] a scheduling scheme 

is proposed for voice over IP (VoiP) connections with alternate ON and OFF activities, 

and one reserved bit is used in the MAC header for the SS to inform the BS of the sta­

tus transitions of its voice connection. In the quality of service performance study of [ 4 ], 

deficit round robin and weighted round robin, respectively, are used for downlink and up­

link scheduling. The minimum reserved rate of a VoiP connection is computed as the sum 

of the VoiP sources peak rates. Reference [28] proposes a hybrid real-time polling service 

(hrtPS) for packet voice traffic with alternative active and silent periods in IEEE 802.16-

based backhaul networks. Ref [20] develops a bandwidth report algorithm with a model 



CHAPTER 2. INTRODUCTION TO THE IEEE 802.16 STANDARD 16 

to pre-estimate the packets arrivals for supporting rtPS service. In [15] a hybrid schedul­

ing scheme is proposed to support real time traffic and non-real-time traffic using earliest 

due date (EDD) and WFQ algorithm, respectively. The unsolicited grant service (UGS) is 

employed to support real-time packet voice and the packet-based end-to-end delay perfor­

mance is evaluated. Several scheduling schemes based on FIFO EDD, Preemptive EDD 

and Round Robin are compared in [18] for the 802.16 networks. The performance ofEDF 

is compared with WFQ in [ ll] when used for IEEE 802.16-based networks. A bandwidth 

allocation and admission control scheme is proposed in [12] for real-time and non-real­

time polling services in 802.16 based networks, where the amount ofbandwidth offered to 

a new connection is determined by the Nash equilibrium and game theory techniques are 

applied. 

Currently, the available real-time scheduling schemes do not consider efficient resource 

utilization and strict latency guarantee. In the next chapter, we propose an enhancement to 

the 802.16 bandwidth request message, and based on which design three packet scheduling 

schemes for support real-time voice traffic in 802.16-based backhaul networks. 



Chapter 3 

Proposed Real-Time Scheduling 

Schemes 

In this chapter, we propose and study three uplink scheduling schemes for supporting real­

time voice in an 802.16-based backhaul network. We first describe the system that this work 

is based on, and then propose an enhanced bandwidth request format to support real-time 

voice connections. Thereafter follow the uplink scheduling schemes. 

3.1 System Description 

We consider an IEEE 802.16-based backhaul network as shown in Figure 3 .1, where there 

is one BS associated with S SSs, denoted as i = 1, 2, ... , S. Each SS in the backhaul 

network may be connected to a WLAN access point or a cellular radio network controller, 

and be responsible for forwarding packets for a number of connections. We emphasize 

voice traffic in this work. The system may also have other types of traffic, such as real-time 

video traffic and best effort traffic. Having real-time video traffic in the same network af­

fects the amount of available resources for voice traffic. However, we assume that a certain 

amount of the uplink resources is reserved for the voice traffic. Having best effort traffic 

17 
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Figure 3.1: IEEE 802.16-based backhaul network 

in the network should not affect the voice traffic perfonnance, since voice traffic is usually 

given a higher priority than best effort traffic. Denote Ni the number of voice connections 

associated to SS i. For each voice connection of the SS, we refer to the basic two-state 

model, i.e. each voice connection has alternative active and silent periods. We consider 

that both the active and silent periods follow an exponential distribution with mean TON 

and ToFF, respectively. During the silent periods, there is no packet generated. During the 

active periods, there is a constant packet generation rate, Rvoice· We use the parameter /3 = 

1/ToFF to represent the rate of transition out the silent state, and a= l/ToN to denote the 

rate of transition out of the active state. Denote PaN as the probability that the ON-OFF 

voice connection is ON, then we have PaN = ToN /(ToN+ ToFF ). Each SS keeps a data 

buffer for temporarily storing the incoming packets from the voice connections for uplink 

transmissions. All voice packets have the same length, which is known by the BS when the 

connections are set up. The bit sequence from an active voice source in every Tvoice seconds 

is packed into a voice packet. Therefore, the transmission time required for each packet is 

Tp = Rvaice xT R.:ce+Lnead, where Rb is the physical layer transmission throughput in bps, and 

Lhead is the total header size at the physical, MAC and higher layers. Let Di,k represent the 
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maximum tolerable delay for the kth packet in the buffer of SS i, and di,k the remaining 

delay budget of the same packet, where i = 1, 2 .... , S, k = 1, 2, ... , Ki, and Ki is the 

buffer occupancy of SS i. That is, (Di,k - di,k) is the amount of delay that the kth packet 

in the buffer of SS i has experienced when arriving at the SS. In order to guarantee that 

packets with less delay budget to be transmitted earlier, packets with a smaller di,k value 

is placed closer to the head of the buffer. That is, di,k ~ di.k+I> where i = 1, 2, ... , Sand 

k = 1, 2, ... , Ki - 1. We consider that connection admission control is performed at the 

BS before each new connection is accepted in the system, so that the BS has the knowledge 

of the number of connections currently in the system. 

We consider to use the bandwidth request mechanism in the rtPS and ertPS services de­

fined in the 802.16 standard, since they are much more efficient than the UGS service 

when serving packet voice traffic. For the rtPS service, the BS periodically polls an SS in 

every downlink subframe and specifies the time slots when the SS can make a bandwidth 

request. Upon receiving the polling information, a bandwidth request message is sent by 

an SS through the next uplink subframe. The BS, after receiving the bandwidth requests 

and delay information ofbuffered packets from all the associated SSs, makes a scheduling 

decision about how many packets each of the SSs can transmit in the next uplink subframe. 

The decision is then broadcast in the following downlink subframe, as shown in Figure 3.2. 

Broadcast 
UL timeslot 
allocation 

DL subframe UL subframe 

BW request 

UL data bursts Broadcast BW request 
UL timeslot 
allocation 

Figure 3.2: Bandwidth requests and grants 

I 
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In the ertPS service, the SS keeps using its current transmission rate until the aggregate 

packet generation rate that it requires changes. When this occurs, the SS updates its band­

width request. According to the standard, the SS can use allocated bandwidth, piggyback 

its new bandwidth request, or use contention-based transmission opportunities if the current 

available transmission rate is zero. As discussed in the previous chapter, since contention­

based transmission does not guarantee a strict delay requirement, and piggyback request 

is optional for the SS and only for incremental requests, we consider to use the bandwidth 

request mechanism that the SS sends a standalone bandwidth request message in the spec­

ified uplink time slots to update its bandwidth request. 

Each bandwidth request message aggregates the requests of multiple connections and re­

ports information of delay budgets and number of buffered packets to the BS. With an equal 

packet size for all packets, the BS can find the number of required bytes from each SS. For 

connections with different traffic parameters, separated bandwidth requests should be used 

either following the standard IEEE 802.16 bandwidth request format or the one proposed in 

this thesis, and this is beyond the scope ofthis work, which focuses on the effect of aggre­

gating bandwidth requests of multiple voice connections with the same traffic parameters 

and passing a certain amount of delay budget information to the BS. 

3.2 Enhanced Bandwidth Requests 

Fig. 3.3 shows the format of the enhanced bandwidth request, where the number between 

each pair of the brackets represents the number of bits for the corresponding field. Com­

pared to the original bandwidth request message in the 802.16 standard, there are several 

differences. First, the CID field of individual connections is replaced with the CID of the 

SS in order to aggregate the bandwidth requests of multiple connections associated to the 
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same SS. Second, the bandwidth request (BR) field, which originally uses II bits for spec­

ifying the number of requested bytes from each connection, is now used to represent the 

_..-.., -- -'-' - Type (3) 0 BR (II) II II ObOOI E-< u 
:I: UJ 

Extended BR ( 16*k) 

Other Header Content (8) CID ofSS (8) 

CID ofSS (8) HCS (8) 

Figure 3.3: Bandwidth request message format 

length of the bandwidth request message and the total number of bytes to be transmitted. 

In addition, the extended BR field is used for passing information about the number of 

buffered packets and their latency information. The size of the extended BR field is a mul­

tiple of 16 bits and depends on specific schemes used. 

We propose three bandwidth request and scheduling schemes. In each of the schemes, the 

SS passes a different amount of information to the BS. Because ofthis, a different amount 

of resources is required for the bandwidth requests, and the resultant real-time performance 

is different. In the scheduling with Full Delay Budget Information (FDBI), the SS passes 

to the BS the delay budgets of all packets in its buffer. In the second scheme, instead of 

transmitting the delay budget values of all buffered packets, the SS only transmits the delay 

budget value of the head-of-line packet to the BS. This is referred to as scheduling with the 

Head-of-line Delay Budget Information, or HDBI. In this case, the SS reports the di,l to the 

BS together with the total number of packets waiting for transmission in its buffer. Both 

the FDBI and HDBI require periodical bandwidth requests in every uplink sub frame. In the 
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scheduling with Partial Delay Budget Information (PDBI), the maximum tolerable delay, 

Dmax• is divided into L consecutive intervals, where Dmax = max1 <i<S 1 <k<K Di k· The 
-- • - - t ' 

lth interval is [(l- 1)T, lTj for l = 11 21 ••• , L- 1, and [(l- 1)T, Dmax] for l = L. That is, 

L = r Dmaxl T l· Instead of reporting the delay budget of every packet in its buffer, the ss 
now reports the number of packets with delay budgets falling in each of the intervals. Let 

ui,l, i = 1 1 21 ... 1 S and l = 1 1 21 ... 1 L, represent the number of packets in the buffer of SS 

i and with their delay budgets falling in the lth interval. The values of ui.l, l = 11 21 ... 1 L, 

will be reported by SS i to the BS when making a bandwidth request, and used by the BS 

to make scheduling decisions for the next uplink subframe. 

With a different amount of information included in the bandwidth request messages, the 

number of bits required for the extended BR field and the time for making a bandwidth 

request is different for the three schemes. Let Taw _req,i represent the time for transmitting 

a bandwidth request, and Law .req,i the number of bits used for the extended BR field. Then, 

48+ ~LBw.req,il X 16 T _ 16 
aw .req,i - ~ • (3.1) 

where Rb is the physical layer transmission throughput in bps. Since the resource for band­

width requests is preallocated when the BS polls an SS, Law .req,i should be calculated 

conservatively based on the maximum number of bits that are possibly required. 

For the FDBI scheme, Law.req,i can be found as 

r l ~TMAcl Law .req,i = 1log2 Dmax X --.-
Tvmce 

X Nmax1 (3.2) 

where flog2 Dmax l is the number of bits required for reporting the delay budget of each 
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buffered packet, T.u AC is the duration of one MAC frame, r ~~:c: l is the maximum num­

ber of packets that can possibly be generated during one MAC frame from each voice 

connection, and Nmax is the maximum number of voice connections that each SS can asso­

ciate with and its value can be known from the admission control performed at the BS. 

Using the HDBI scheme, the BR field passes the value of total number of buffer pack­

ets, and the extended BR field passes the delay budget of the head-of-line packet. Since 

only one delay budget value between 0 and Dmax. should be transmitted, we have 

(3.3) 

Using the PDBI scheme, an expression for LBw_req,i can be found as 

(3.4) 

where r ~ l is the maximum number of intervals of length T' and r Tv:ice l X N max is the 

maximum number of packets that can possibly be generated by connections associated to 

one SS during an interval of length T. 

For the uplink transmission capacity, the maximum number of packets that the BS can 

receive in one uplink frame can be found as 

~1.· -lTMACBP- Toverhead- Ef=l TBW_req,iJ 
lV. capa- T, ' 

p 

(3.5) 

where TMAC.l!P is the duration of one uplink subframe, and Toverhead is the time for 

contention-based transmission requests and ranging in the uplink subframe. 
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3.3 Packet Transmission Scheduling 

We propose the corresponding scheduling schemes based on information provided in the 

aggregate bandwidth request messages. 

3.3.1 Scheduling with FDBI 

With the delay budget information of all buffered packets available at the BS, the packet 

scheduling can strictly follow the EDF rule. If the total number of packets requested for 

transmission from all the SSs is less than lYicapa• then all packets can be transmitted, and 

the SSs are granted the bandwidth that they requested. Otherwise, the first lYfcapa packets 

with the smallest delay budgets are scheduled to transmit. 

The following calculations are used by the BS to decide how many packets each SS can 

transmit in the next uplink subframe. Define a set Xi,k as 

Xi,k = { (i', k')ldi',k' ::; di,k, i' = 1, ... , S, k' = 1, ... , Ki' }, (3.6) 

fori = 1, 2, ... , Sand k = 1, 2, ... , Ki. That is, Xi,k is a set of the packets with their 

delay budgets smaller than the kth packet from SS i's buffer. Define 

(3.7) 

for i = 1, 2, ... , S, where I · I denotes the number of elements in a set. Then Yi is a set of 

packets that can be transmitted from the SS i's buffer in the next uplink subframe. 
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3.3.2 Scheduling with HDBI 

The BS finds the SS with the minimum value of di.l and transmits as many packets from the 

SS as possible. Scheduling decisions are made at the BS following Algorithm 1, where Y 

represents the total number of packets that can be scheduled to transmit in the next uplink 

subframe, and Yi the number of packets that can be scheduled to transmit in the next uplink 

subframe from SS i's buffer. 

Algorithm 1: Scheduling with HDBI 

1: Let Y; = 0 fori= 1, 2, ... , S, Y = 0, and S ={iii= 1, 2, ... , S}. 

2: while y < lvfcapa and s i= 0 do 

3: j = arg miniES di,l 

4: }j = min{Mcapa- Y, Kj}, Y = Y + }j, and S = S- {j}. 

5: end while 

3.3.3 Scheduling with PDBI 

When making scheduling decisions, the BS first satisfies the bandwidth requirement of the 

buffered packets with their delay budgets falling into earlier delay budget intervals. The 

algorithm performed at the BS for making resource allocation decisions is as follows. 

Algorithm 2: Scheduling with PDBI 

1: Letl = 0, Y = 0, and Yi = 0 fori= 1, 2, ... , S. 

2: while l :::; L do 

3: if Y + I:f=l Ui,l :S !Mcapa then 

4: Yi = Y; + ui,t for i = 1, 2, ... , S 

5: y = y + I:f=l Ui,t 

6: Ui,l = 0 



CHAPTER 3. PROPOSED REAL-TIME SCHEDULING SCHEMES 26 

7: else 

8: LetS= {1, 2, ... , S} 

9: while S =!= 0 do 

10: Find j = arg maxiES ui,l 

II: if Y + Uj,l ~ lvlcapa then 

12: YJ = YJ + Uj,l 

13: y = y + Uj,l 

14: Uj,l = 0 

15: s = s- {j} 

16: else 

17: }j = rj + (lvlcapa- Y) 

18: Y = lvfcapa 

19: Uj,l = Uj,l- (lvfcapa- Y) 

20: B=0 

21: l = L 

22: end if 

23: end while 

24: end if 

25: l=l+l 

26: end while 

Starting from the first delay budget interval, i.e., l = 1, the BS first checks if its available 

capacity is sufficient for transmitting all the packets with delay budgets falling in the inter­

val. If there is sufficient resource available, the number of packets that each SS is allowed 

to transmit in the next uplink subframe is increased by ui,l (line 4), and the BS keeps check­

ing the next delay budget interval; otherwise, the BS decides how many packets in the lth 

interval can be transmitted. It does so by first selecting the SS with the largest number 

of buffered packets (line I 0) and transmitting as many packets from the SS as possible. 
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lf there is still bandwidth available after serving all packets in that interval from the SS, 

packets from the SS with the next largest number of buffered packets are transmitted until 

all the BS resource is used up. The performance of this scheduling scheme depends on 

the values of rand L. When r is smaller, L is larger, then the BS can get more accurate 

delay budget information about the buffered packets. On the other hand, a smaller value of 

r (a larger value of L) requires more information to be transmitted from the SSs to the BS, 

and may consume more resources for bandwidth requests and leave less resources for data 

packet transmissions. 

When performing the above algorithm, the BS updates values of ui,t 's as shown in lines 

6, 14 and 19. If L:~=l L:f=l ui,t 2: 2Nfcapa before the algorithm starts, then the updated 

value E~=l Ef=l Ui,l after performing the algorithm is larger than Nfcapa· That is, the SSs 

do not need to request bandwidth again in the following MAC frame. The SSs are informed 

of this status in the downlink bandwidth grant messages. In the PDBI scheme, the SSs do 

not make an explicit bandwidth request until it is notified that E~=l Et,1 ui,t S Nfcapa· 

This type of bandwidth request process is similar to that specified in ertPS, and can save 

more bandwidth for data packet transmissions. 



Chapter 4 

Analysis of Packet Loss Performance of 

PDBI 

We formulate an analytical model to investigate the packet loss performance for the PDBI 

scheme. Analyzing the exact performance of the proposed scheduling schemes is diffi­

cult. The PDBI service system does not fit into any classical queueing model, but a G/G/1 

model. Although formulae for loose delay bounds in a G/G/1 queue are available, they 

require the second moments of the arrival and service processes, and the latter is very diffi­

cult to obtain in the PDBI service system. In this thesis, we choose to borrow some results 

from the concept of effective bandwidth. The effective bandwidth approach can be used 

to find the packet loss probability when a number of ON-OFF sources are multiplexed and 

share a first-in first-out (FIFO) buffer. The basic definition of the effective bandwidth is 

the constant service rate required to serve a certain source in order to guarantee a small 

performance violation probability, where the performance can be that the maximum packet 

transmission delay is below a certain bound. The effective capacity is the dual of the effec­

tive bandwidth and defined as the maximum constant arrival rate that can result in a certain 

small performance violation probability for a given service process. Both deal with rela­

tionship among the arrival process, service process, and perfonnance violation probability, 

28 
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from which the packet loss probability can be found. 

We develop an analytical model for deriving the packet loss performance of the PDBI 

scheme and examine the effect of r on the packet loss performance. For simplicity and 

mathematical tractability, we consider that all SSs have the same number of voice connec­

tions associated, i.e., Ki = K for all i, and all packets have the same maximum tolerable 

delay, i.e, Di,k = Dmax for all i and k values. We first assume that all packets are served 

according to their delay budgets, the packet with a smaller delay budget served first. This is 

equivalent to first-come-first-serve (FCFS) with the above assumption on Di,k 's, as shown 

in Figure 4.4. 

1 
~--s ... s.r.· , 

1111~-----1 -N·r l 

Figure 4.4: Illustration of packet buffers 

We then analyze the performance of this service system using the fluid flow model, where 

we assume the number of packets generated during active state is so large that it appears 
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like a continuous data flow. The buffer occupancy thus becomes a continuous random vari­

able. Due to the slotted delay budget reports, not all packets are served according to their 

arrival times in the PDBI scheme. Consider a reference packet, k*, which is associated to 

a reference SS i*. Let l* represent the delay budget interval that packet i* falls in. Accord­

ing to the PDBI scheme, a packet k associated to SS i, i =!= i*, will cause extra delay to 

the transmission of packet k* if packet k (i) has its delay budget falling in the same delay 

budget interval[*, (ii) arrives later than packet k*, and (iii) the number of packets falling in 

delay budget interval l* in the buffer of SS i is larger than that in the buffer of SS i*, i.e., 

ui,l• > Ui·L·· Let Text = nTPacket represent the total extra delay caused by slotted delay 

budget reports. Then the overall packet loss probability of PDBI can be expressed by 

K(S-1) 

PpnBI = L Pr{Ne = n}PFcFS (Dmax- nT?a.cket), (4.8) 
n=O 

where K ( S - 1) is the total number of voice connections which is also the maximum 

number of packets that can cause extra delay to the reference packet, Ne is a random vari­

able representing the number of packets that can cause extra delay to the reference packet, 

PFcFs (d) is the packet loss probability with FCFS and maximum delay budget of d for all 

packets. In the remaining part of this section, we will derive Pr{ Ne = n} and PFcFs (d). 

First, we consider that all packets are served in an FCFS manner. The peak traffic arrival 

rate from each ON-OFF voice connection is Rp = ~ packets/second, and the service 
vmce 

rate is C = &11fcapa packets/second, where Mcapa is given in 3.5. It is shown in [36] that the 
MAC 

packet loss probability can be approximately found as 

R (d) _ eardC/Rp 
FCFS - , (4.9) 
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where 

(I - p)(I + dja) 
r= c 

KSRp- l 
(4.10) 

and p = KSPoNRp/C. 

It is indicated in [36] that (4.9) tends to overestimate the packet loss probability due to 

that the derivation does not take into consideration of the effect of statistical multiplexing 

for multiple connections to share the buffer space. 

We then consider the effect of slotted delay budget reports on the packet transmission de­

lay. We consider a small time interval of length r, which is much less than Tvoice· Then 

the probability that there is one voice packet generated in an interval of length r can be 

approximately found as 

T 
p=PoN~· 

.l voice 
( 4.11) 

For a given SS i, the probability that there are Ui = u packets arriving in an interval of 

length r is given by 

(4.12) 

for u = 0, 1, ... , K. Let Ne, i represent the number of packets that are in the buffer of SS i 

and cause extra delay to the reference packet. Then we have 
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K-1 K 

Pr{Ne,i = n} = L L Pr{Ui. = u}Pr{Ui = v}Qn.v• (4.13) 
u=l v=max{u-<-l,n} 

where 

(4.14) 

is the probability that there are n packets in SS i causing extra delay to the reference packet 

(that is generated at timet of an interval oflength T), and 

r-t 
q(t) = PoN~ 

.l VOICe 

(4.15) 

is the probability that there is one packet generated from a voice connection in the interval 

of length T after t. Similar to ( 4.11 ), ( 4.15) is more accurate for small values ofT. Let P Ne,i 

be an 1 x (K + 1) vector whose (n + 1)st element is Pr{Ne.i = n}, where i = 1, 2, ... , S 

and PNe be an 1 x [(S- 1)K + 1] vector whose (n + 1)st element is Pr{ Ne = n }. Then 

pNe = pNe.l ® pNe,2@ · · · ® pNe,i•-l ®PNe,i*+l@ '· ·@ pNe,S' (4.16) 

where ® represents a convoluting operation. 



Chapter 5 

Numerical Results 

This chapter presents the simulation results and performance analysis of the proposed 

schemes. The discussion begins with a description of the simulation model and the pa­

rameters setting for the simulation, and then the simulation results of the three proposed 

scheduling schemes are presented. After that, we compare the performance of the proposed 

schemes with the WRR scheme. Analytical results based on the model in Chapter 4 will be 

shown and compared with the simulation results. 

5.1 Simulation Model and Parameters Setting 

We consider an IEEE 802.16 backhaul network where 6 SSs are connected to the BS. Both 

the uplink and downlink share the same frequency channel. In each MAC frame, the uplink 

and downlink subframes are of equal size. We examine the voice packet transmission per­

formance using the proposed schemes in terms of voice packet loss rate, mean transmission 

delay and delay jitter, and compare their performance. An equal number of voice connec­

tions are associated to each SS. Each voice connection has exponentially distributed active 

and silent periods with means ToN and Topp, respectively. A connection generates a con­

stant rate bit sequence at Ruoice bps when the source is in the active states. The bit sequence 

33 
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Table 5.1: Default Simulation Parameters 
Parameter I Value 

MAC frame duration T MAc 10 ms 
Initial ranging period duration Taverhead 312J..LS 

Uplink burst preamble T pre ll.llJ..LS 
Physical transmission throughput Rb 6.91Mbps 

Voice mean ON time ToN 240ms 
Voice mean OFF time ToFF 400ms 

Voice packet generation rate Rvaice 64 kbps 
Voice packetization time Tvaice 20ms 

Max. number of voice connections per SS N max 18 
Voice packet header size Lhead 40 bytes 

from an active voice source in every Tvoice seconds is packed into a voice packet. There­

fore, the transmission time required for each voice packet is Tp = ( RvoiceT voice+ Lhead) / Rt,, 

where Lhead is the total header size at the physical, MAC and higher layers. Except for the 

initial ranging period, the remaining time in the uplink subframe can be used for voice traf­

fic, including both bandwidth requests and packet transmissions. Default parameters are 

listed in Table 5 .1. In our simulation, we consider two different cases: (i) All voice packets 

have the same latency requirement, i.e., Di,k = Dmax = 60ms; and (ii) Di,k is uniformly dis­

tributed between 30ms and 60ms. In order to isolate the effect of the scheduling services 

on transmission latency performance, we assume that all transmissions are error-free. 

5.2 Performance ofPDBI, HDBI, and FDBI 

We assume that all voice packets have the same latency requirement, i.e., Di,k = Dmax for 

all i and k. Figs. 5.5-5.7 compare the performance of the proposed schemes, in terms of 

average packet loss rate, delay and delay jitter, respectively. Fig. 5.5 shows that HDBI has 

the worst packet loss performance among all the three proposed schemes. This is due to 

the fact that the BS has the least amount of delay budget information available for making 

scheduling decisions. When T = Dmax• the PDBI scheme reports the same amount of delay 
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Figure 5.6: Comparison of average transmission delay 
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budget information to the BS as the HDBI does, but achieves lower packet loss probabil­

ity, since in PDBI the SS saves resources in updating bandwidth. Comparing the PDBI 

and FDBI we can find that using PDBI achieves better packet loss performance than using 

FDBI when T is relatively small, e.g., T < 20ms in the simulated system. As a special 

6.5r;:::=;::~=::::===;-r----r--.--...,----.----.-----,---, 
-.- PDBI with t=1 ms 
-+- PDBI with t=5ms 
-+- PDBI with t=20ms 
-'r PDBI with t=60ms 

6 
~ HDBI 
-e- FDBI 

T"""' = 10ms 
N

8 
= 6 

Dmax = 60ms 

Number of voice connections per SS 

Figure 5.7: Comparison of average delay jitter 

case, the PDBI with T = 1 reports the same amount of delay budget information to the BS 

as the FDBI does, but achieves lower packet loss performance due to that the PDBI does 

not update bandwidth requests in every uplink subframe, which allows more bandwidth for 

data packet transmissions. 

Fig. 5.6 shows that HDBI has the highest packet transmission delay among all three schemes 

at a low or moderate traffic load, and the FDBI achieves the lowest packet transmission de­

lay at a low traffic load. The reason is that among the three schemes the FDBI reports 

the most complete delay budget information to the BS for bandwidth grant decisions while 
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HDBI reports the least. It is also observed that all the three schemes achieve the required 

latency performance, since we set the delay upper-bound as Dmax=60ms in our simulation 

system. In Fig. 5.7 we can see that FDBI achieves the best jitter performance, which is 

below 4.5ms. The packet delay jitter performance in FDBI benefits from the full delay 

budget information. HDBI results in the worst delay jitter performance among the three 

schemes due to lack of delay budget information in the BS. The delay jitter performance 

using PDBI is in between, and dependent on the value of r. 

Figs. 5.8-5.10 show the performance results when Di,k is uniformly distributed between 

30ms and 60ms. Fig. 5.8 shows that the PDBI scheme has the best packet loss performance 

and the HDBI is the worst one among all the three proposed schemes. Fig. 5.9 shows that 

the HDBI has the highest transmission delay among all three schemes at a low or moderate 

traffic load, and PDBI with small values of r has very close average delay performance as 
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Figure 5. 9: Comparison of average transmission delay 

FDBI. These observations are consistent with those in Fig. 5.5 and Fig. 5.6 respectively. 

Fig. 5.10 shows that FDBI does not necessarily achieve the best delay jitter performance, 

unlike in the Fig. 5.7. All schemes achieve similar delay jitter performance. 

In summary, we can have the following conclusions. Without sufficient delay budget in­

formation available, the HDBI is unable to give a higher priority to packets with smaller 

delay budget. Therefore, although HDBI is easy to implement, its performance is the worst 

among all three schemes. On the other hand, the FDBI scheme does not always achieve the 

best performance, since it consumes more resources for bandwidth updates than the PDBI, 

and leaves less resources for packet transmissions. The PDBI can tradeoff between the 

resources for bandwidth requests and for data transmissions by selecting different values 

of r. The effect of selecting values ofT in PDBI on the packet transmission performance 

is studied next. 
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5.3 Optimal Point ofT 
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The value of r plays an important role in PDBI and can affect the performance greatly. 

Figs. 5.11 and 5.12 show the performance of the PDBI scheme vs. values of r. As r in­

creases, less detailed delay budget information is available at the BS, while a less amount 

of resource is required for the SSs to report the delay budget information to the BS. There­

fore, overall there is an optimum value of r when the packet loss rate is minimized. It 

is shown in Fig. 5.11 that the optimum value of r is around 5ms in the simulated system 

when TMAc=lOms, and Fig. 5.12 shows that the optimal value ofr is around 7ms when 

TMAc=5ms. Figs. 5.13 and 5.14 show the effect of different values of ron the packet 

loss probability based on the PDBI model developed in Section 4, where the range of r is 

from 2 to 20ms. Although the packet loss probability is in general higher than that shown 
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in Fig. 5.11 as (4.9) tends to overestimate the loss probability, the curves in Fig. 5.13 in­

dicate that there is an optimum value of T to minimize the packet loss probability, and 

the optimum value is around 5ms. This observation is consistent with that in Fig. 5.11. 

Meanwhile, Fig. 5.14 shows that the optimum value ofT is around 7ms, which leads to 

the minimum packet loss probability when T MAc=5ms, slightly larger than the value when 

TMAc= 1 Oms. This is due to that the scheduling decisions can be more frequently updated 

with a shorter MAC frame, which reduces the pressure on accurate delay budget reports 

in order to achieve the same scheduling performance. This optimum value of T shown in 

Fig. 5.14 is also very close to that in Fig. 5.12. When Di,k varies between 30 and 60ms, 

Fig. 5.15 show that the optimal value ofT is around 5ms. 

Figs. 5.16-5.18 also indicate that the MAC frame duration affects the packet transmission 

performance. This will be demonstrated in the next section. 
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Figure 5.16: PDBI: average packet loss rate vs. number of voice connections 

5.4 Impact of MAC Frame Size 

We look at the performance of the PDBI for different MAC frame sizes, where r = 5ms 

and Di,k = Dmax = 60ms. Fig. 5.16 shows that when TMAC = 10ms, the PDBI scheme 

achieves the best packet loss performance, compared with the case when T MAC = 20ms 

and 5ms. This indicates that selecting the MAC frame size can affect the voice transmis­

sion performance. The reason for this is that, when the MAC frame is short, the percentage 

of MAC layer overhead together with the time for bandwidth requests is relatively higher, 

leaving less resources available for voice packet transmissions; On the other hand, if the 

MAC frame is too long, bandwidth cannot be updated promptly, and packet transmission 

performance will be degraded. 

Fig. 5.17 shows that at a low traffic load, choosing TMAC = lOms achieves almost as good 

delay performance as TM AC = 5ms and much lower delay than T MAC = 20ms; at a high 
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Figure 5.17: PDBI: average packet transmission delay vs. number of voice connections 

6r----r----r---~----~--~====~==~ 

a; 5.5 . 
~ 
<: 
0 
'iii 

"' .E 5 
"' <: 
g 

I ., 4.5 
a. 
Ql 
Cl 
I!! 

~ 

12 

--e-- T mac =20ms 

-+-- Tmac=10ms 

----<r- T mac =5ms 

13 14 15 16 17 18 
Number of voice connections per SS 

Figure 5.18: PDBI: average packet delay jitter vs. number of voice connections 



CHAPTER 5. NUMERICAL RESULTS 45 

traffic load, choosing T MAC = l Oms achieves the better delay performance than T MAC = 

5ms and 20ms. Fig. 5.18 also shows that choosing TuAc =!Oms achieves similar delay 

jitter performance as T,uA.c = 5ms and much better delay jitter performance than TuAc = 

20ms. 

In Figs. 5.19-5.21 we compare the performance of the PDBI at different MAC frame 

Number af voice connections per SS 

Figure 5.19: PDBI: average packet loss rate vs. number of voice connections 

sizes, where T = 5ms, and Di,k is uniformly distributed between 30 and 60ms. We find that 

the loss rate ofT mac = 20ms is affected significantly by this new simulation condition, and 

choosing TMAC = lOms and TMAC = 5ms achieves almost same loss rate, both are much 

better than Tmac = 20ms. We also find that the delay and delay jitter performance ofT mac 

= 20ms is the worst among the three MAC sizes. This is due to the same reason that the 

bandwidth request cannot be updated timely in the case of a long MAC frame. 
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In this section we compare the packet loss performance of the proposed PDBI scheme to 

the weighted round robin (WRR) algorithm with the bandwidth message defined in the 

802.16 standard. The original bandwidth request messages in 802.16 do not include de­

lay budget information. Therefore, the BS cannot use any real-time scheduling scheme 

to make resource allocation decisions. WRR is a typical scheduling scheme that the BS 

can use in this situation. When performing the weighted round robin scheduling, the BS 

receives the number of buffered bytes from each active connection. That is, at the begin­

ning of each uplink subframe, the SS sends a standard 802.16 bandwidth request for each 

active connection. Since the BS allocates resources on a per SS basis, the weights in the 

WRR are for individual SSs, not connections. The weight for an SS is equal to the number 

of voice connections. In each uplink subframe, all packets allowed to transmit from the 
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same SS are grouped into a burst so that the BS only needs to switch to the SS once in 

each uplink subframe. Fig. 5.22 shows the packet loss performance of WRR compared to 

PDBI, where using WRR results in much higher packet loss rate. Fig. 5.23 and Fig. 5.24 

show that PDBI achieves much better results than WRR does with regard to the delay and 

delay jitter, respectively. The reason is that standard bandwidth request message in WRR 

scheme does not include any latency information. Without any latency related information 

available at the BS, the BS using WRR cannot efficiently allocate the bandwidth resource, 

thus resulting in higher loss rate, longer delay and larger delay jitter. Figs. 5.25-5.27 show 

1 a• r;=:::::;:::;;:=r:=;::=:;::-::-:r::-~::-:-::::-:r::::::::-::::::-:-:::::::::::-:::::~::-:-:-:::-:~ 
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Figure 5.25: Comparison of packet loss performance between PDBI and WRR 

the performance ofWRR in comparison with PDBI when Di,k is uniformly distributed be­

tween 30ms and 60ms. The performance results are similar to Figs. 5.22-5.24. Without 

latency information in WRR bandwidth request messages, the WRR scheme has overall 

worse performance than the PDBI, in all terms ofloss rate, delay and delay jitter. 
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Figure 5.26: Comparison of transmission delay performance between PDBI and WRR 

14 

13 

12 

l 11 

.§ 
!!! 10 
i c: 
g 

9 

t 8 
CD 

~ 
~ 

-+- POBI with t=5ms 
-+- POBI with t=20ms 
-"l- POBI with t=60ms . 
-e- MWRR 

T =·11lms· mae . 
N = 6 • 0 = 30-60ms ·max· - ...... . 

Number of voice connections per SS 

Figure 5.27: Comparison of delay jitter performance between PDBI and WRR 



CHAPTER 5. NUMERICAL RESULTS 

Number of voice connections per SS 

Figure 5.28: Comparison of packet loss performance Dmax=60rv 120ms 

10°Fr===~~~=;~~:::~~~~~~~~~~~~~~~~~ 
: ...,_ PDBI with t=Sms : : : 
· ..sr- MWRR 

-e- HDBI 
. -e- FDBI 

Number of voice connections per SS 

Figure 5.29: Comparison of packet loss performance Dmax=60rv240ms 

51 



CHAPTER 5. NUMERICAL RESULTS 52 

Figs. 5.28-5.29 further show that the PDBI scheme has overall better loss rate performance 

than all other schemes, namely the FDBI, PDBI, and WRR schemes. 

5.6 Summary 

From the numerical results we can find that: 

• Having latency information in the bandwidth request messages helps the BS make 

better scheduling decisions for real-time voice traffic; 

• Aggregate bandwidth requests of multiple connections associated with the same SS 

can save network resources; 

• There is a tradeoff between the amount of latency information transmitted in the 

bandwidth request messages and the resultant packet transmission performance; 

• With a properly chosen r, PDBI achieves significantly better performance than other 

schemes; and 

• The MAC frame size can affect the real-time packet transmission performance. 
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Conclusions and Future Work 

In this thesis we have proposed an enhancement to the bandwidth request mechanism in 

IEEE 802.16 and designed scheduling schemes for supporting real-time voice traffic in 

802.16 backhaul networks. Our results show that by passing an appropriate amount of 

latency-related information in the bandwidth requests and aggregating the bandwidth re­

quests of multiple connections from the same SS to the BS, the PDBI scheme can achieve 

significantly better real-time packet transmission performance and higher resource utiliza­

tion efficiency. 

By comparing different scheduling schemes, we have found that the original 802.16 band­

width request format can be improved by incorporating latency information in order to 

better support real-time traffic in backhaul networks, and there is an optimum amount of 

latency information that the SS should report to the BS in order to achieve the best real-time 

transmission performance and maximizing the system capacity. 

Quality of service provisioning and radio resource management have been important is­

sues in IEEE 802.16-based networks. Due to the high transmission rate and wide coverage 

areas, the IEEE 802.16-based networks are expected to support various services, such as 

53 
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variable rate video traffic and data traffic. Packet transmission scheduling and resource 

management for supporting heterogeneous traffic will be studied in the future. 

Furthermore, wireless channel propagation can negatively impact the packet transmission 

performance. Resource allocation and quality of service provisioning by incorporating the 

physical channel fading and co-channel interference is another future research topic. 

In addition, we are planning to study the scheduling issue in a mesh topology based on 

the IEEE 802.16 MAC protocol. 
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