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'Would you tell me, please, which way I ought to go from here?'

'That depends a good deal on where you want to get to,' said the Cat.

'I don't much care where—' said Alice.

'Then it doesn't matter which way you go,' said the Cat.

'—so long as I get SOMEWHERE,' Alice added as an explanation.

'Oh, you're sure to do that,' said the Cat, 'if you only walk long enough.'

— Lewis Carroll, Alice’s Adventures in Wonderland.
Abstract

Cooperative teleoperation combines two traditional areas of robotics, i.e. teleoperation and collaborative manipulation. Cooperative telerobotic systems consist of multiple pairs of master/slave robotic manipulators operating in a shared environment. Due to dynamic interaction among slave manipulators as well as communication latency, control of such systems is particularly challenging and the application of standard teleoperation controller may result in instability.

In this thesis a multilateral control framework is proposed for cooperative teleoperation systems that allows for transmission of position and force information between all master and slave robots rather than merely between corresponding units. Two different control approaches are introduced that establish kinematic correspondence among masters and slaves. The operators are presented with a virtual intervening tool in order to collaboratively interact with the environment. Models of operators, master and slave robots, tool, and environment are incorporated in the design.

A multilateral adaptive nonlinear control architecture is proposed. Performance and stability of cooperative teleoperation systems are addressed under dynamic interactions between slave robots in the presence of model uncertainty. The robustness of the controller with respect to communication latency is also analyzed.
Simulation and experimental studies demonstrate that the proposed approach is highly effective in all phases of a teleoperation task, i.e. in free motion and in contact with both flexible and rigid environments.

The second approach involves finite-dimensional state-space models that incorporate the delay for free motion/soft contact as well as rigid contact modes of operation. Local dynamic linearization control laws are employed to linearize robotic manipulators’ dynamics. Model-based discrete-time Linear Quadratic Gaussian (LQG) controllers are proposed that can deliver a stable transparent response for each phase of operation. The robustness of these controllers with respect to parameter uncertainty is examined via the Nyquist analysis. Simulation results demonstrate the effectiveness of the proposed approach.
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Chapter 1

Introduction and Problem Statement

1.1 Motivation

The word *robot* was coined by the Czech playwright Karel Capek in his play Rossum's Universal Robots in 1920's. The word *robota* means forced labor or worker. According to the definition offered by Robot Institute of America in 1979, robot is a reprogrammable, multifunctional manipulator designed to move material, parts, tools, or specialized devices through various programmed motions for the performance of a variety of tasks [1].

In many applications a special task should be executed repeatedly with high accuracy in an environment that does not change drastically. Robots are good replacements for human operators in such applications. Employing robots in automatic assembly lines is a successful example. There are applications in which the task environment is inaccessible to human such as space operations and underwater exploration, or it is hazardous, i.e. toxic, chemical and nuclear material handling. Such tasks can be more effectively carried out by robots than human. In
micro and nano worlds, where human is unable to directly interact with the environment, employing of robots is indispensable. Also, there are applications in which the human’s power should be scaled up. In most of these cases, the environment is unstructured and the tasks are not repetitive and sometimes are even unpredictable. Therefore, the design and control of fully autonomous robotic systems with the required degree of intelligence would be costly if not impossible [2]. Combining human intelligence with accuracy and manipulability of robots via teleoperation systems is an attractive solution to this problem.

The applications of teleoperation technology have been steadily growing over the past two decades in areas such as space operations, underwater exploration, and hazardous material handling. Such systems allow human operators to remotely interact with environments and to execute tasks via robots. They could also extend human handling capability at different scales both in macro and micro worlds. Recently teleoperation systems have been employed in medical sciences and entertainment industries successfully [2–5]. New applications are yet to be found.

People can carry out some tasks more effectively through collaboration rather than individual operation or by using their both hands instead of one hand. Similarly when compared with single-robot manipulation, cooperative manipulation has advantages such as increased dexterity, improved handling capability, increased loading capacity, and enhanced robustness due to redundancy. Cooperative teleoperation combines two traditional areas of robotics, i.e. teleoperation and collaborative manipulation.
Conventional single-master/single-slave (SMSS) teleoperation has been extensively studied before but cooperative teleoperation involves challenges that have not been considered in the design of conventional teleoperation systems. In cooperative teleoperation, multiple slave robots dynamically interact directly or through an intervening tool dynamics. Designs based on SMSS architectures fail to address the performance and stability requirements of cooperative teleoperation as they often neglect these interactions. The issues of performance and stability for such systems must be addressed under these constraints. Also the critical assumption of the passivity of the environment that the slave is in contact with, can be violated in cooperative environments. This implies that the use of controllers designed for conventional teleoperation, which ignore such interactions can potentially lead to instability in cooperative applications.

The goal of this research is to design, implement and evaluate control schemes for cooperative multi-master/multi-slave (MMMS) teleoperation systems. The controllers should achieve position and force tracking in free motion, and contact with flexible/rigid environments. Issues such as dynamic interactions between the slave robots and the task environment, unknown operator and environment dynamics as well as uncertainties in master and slave robots' models must be addressed in the controller design. The proposed research will also investigate the design of stable controllers in the presence of communication latency.
1.2 Problem Statement and Proposed Methodology

Cooperative teleoperation systems enable collaboration among several operators in performing a task via multiple pairs of master/slave robotic manipulators. Figure 1.1 displays a schematic cooperative teleoperation case in which \( m \) operators cooperatively work on environment through \( m \) slave manipulators and a tool. Proper performance criteria should be defined to address the cooperative issues. Controllers with centralized and decentralized structures will be proposed to achieve stability and satisfy the performance criteria. In the proposed architecture it is assumed that:

(i) Multiple operators control multiple slave manipulators in a coordinated manner to grasp a tool. Then the slave robots are rigidly in contact with the tool.
and form a closed mechanical chain. The operators can move the tool in free motion, interact with a flexible environment, and bring the tool in contact with a rigid environment.

(ii) Position and force information is transmitted between all master and slave robots rather than merely between corresponding units.

(iii) In a centralized design, position and force data from all masters and slaves are sent to a central control unit and control commands based on the received information are sent to master and slave manipulators. The centralized controller could be located at either master or slave side.

(iv) In a decentralized scheme each master and slave will have a local controller that uses local information. Local controllers are responsible for robustness of the system against unknown operator and environment dynamics as well as model uncertainties. Coordination between masters and slaves is achieved by coordinating teleoperation controllers.

1.2.1 Advantages

The proposed architecture has several advantages:

(i) The extra communication links can be utilized to facilitate coordination among operators. For example, the controller can assist the operators in simultaneous grasping of an object through imposing virtual constraints on positions of the slaves and masters such that the slaves always keep the same distance from the object.

(ii) It is possible to impose a virtual intervening tool dynamics between the operators and the environment that they are working on. Therefore, the performance
of the operators will not be affected by a heavy tool.

(iii) In applications where communication delays are different throughout various channels, local information links can be utilized to reduce instability due to links with large delays. For instance, local exchange of force and position data between the masters and the slaves in teleoperation over long distances can facilitate task execution and reduce the risk of instability.

1.2.2 Challenges

There are several challenges that must be addressed in the design of a cooperative teleoperation system:

(i) Stability in the presence of dynamic interactions between slave manipulators and the task environment.

(ii) Stability in the presence of communication time delay.

(iii) Robustness against unknown operator and environment dynamics as well as master and slave model uncertainties.

1.3 Organization of the Thesis

The thesis is organized as follows. Telerobotic literature has been reviewed in Chapter 2, covering both conventional and cooperative teleoperation systems. An adaptive nonlinear controller is presented in Chapter 3 to address the presence of parametric uncertainty in the dynamics. Then Chapter 4 addresses the delay problem employing discrete-time Linear Quadratic Gaussian (LQG) controller. Chapter 5 contains simulation and experimental results in various scenarios. Finally, the
thesis is concluded in Chapter 6.

1.4 Related Publications


Chapter 2

Literature Review

The following review contains representative examples of different approaches to teleoperation control.

2.1 Conventional Teleoperation

Five distinct elements constitute a conventional teleoperation system as shown in Figure 2.1. These are the human operator, master robot, controller and communication channel, slave robot, and the environment [4, 5]. The human operator uses the master device to manipulate the environment through the slave robot. This operation is coordinated through the controller and communication block, which includes local and teleoperation controllers as well as the data communication channel. Based on the direction of information flow, the teleoperation may be unilateral or bilateral. In unilateral teleoperation, communication channel is utilized to send position and force data from master to slave and feedback visual information from slave to master. But in bilateral teleoperation, position and force data are also sent
from slave to master in addition to the visual information. The communication channel introduces a round trip delay of $2T$ seconds in the control loop. When the operator sends a control command through the master manipulator, the slave receives the command after $T$ seconds. Also, it takes another $T$ seconds until the master receives information from the slave. Considering the response delay of the slave, it takes more than $2T$ seconds until the operator knows the result of his/her previous command.

The reported teleoperation control architectures in the literature, can be classified according to the type of information that is transferred between master and slave sides. These include position-position [6], position-force [7,8], force-force [9] and the four-channel bilateral teleoperation [10-12]. In the four-channel architecture, master and slave receive position/velocity and force data from the opposite side. Time delay in the communication channel can cause instability in teleoperation systems [13, 14]. The wave-variables transformation and passivity-based controllers have been widely used in the literature to deal with the time delay problem. A comparative review of the proposed controllers for teleoperation systems in the presence of communication delay can be found in [15].

The goal of a teleoperation system is to provide the operators with the perception that they are directly executing the remote task. This measure of performance
is called transparency. Different transparency criteria have been defined in the literature such as master/slave position and force tracking or the equality of the environment mechanical impedance and the impedance felt by the operator [10]. Transparency and stability of the teleoperation system are two conflicting design requirements. The design of the teleoperation controllers involves a trade-off between robust stability and transparency [10]. Modelling and control techniques have been reported in the literature based on the linear circuit theory, linear robust control, feedback linearization, linear and nonlinear adaptive control, as well as the passivity-based control.

2.1.1 Methods Using Linear Circuit Theory

Using the well-known hybrid two-port models from circuit theory, Reference [7] proposed a bilateral impedance control architecture for teleoperation systems. In this framework, master and slave local controllers render approximations of the mechanical impedance that is seen at the opposite side. A thorough review of the application of the circuit theory to modelling and control of teleoperation systems has been presented in [12]. Also, the impedance model-based controllers were extended to four-channel bilateral teleoperation systems with admittance models. Following the approach of [16] a stability and performance robustness analysis based on the Llewellyn's absolute stability has been presented to account for the communication delay and operator as well as the environment dynamic uncertainties.
2.1.2 Methods Using Linear Robust Control Theory

An impedance shaping control scheme has been proposed in [17]. In this framework, a virtual environment is introduced that simulates the task iteratively to deal with different impedances and geometric scales. The robustness of the controller was analyzed using the structured singular value $\mu$. In [9], $H_\infty$-optimal control theory and model reduction techniques were used to control a force-force teleoperation system. A design procedure based on $H_\infty$-optimal control and $\mu$-synthesis was proposed in [8] that guarantees stability for a pre-specified upper bound on the communication time delay. In this approach, operator and environment impedances were assumed to be known. In [18] the $H_\infty$ theory was employed to achieve a compromise between the optimization of performance criteria and robustness of bilateral teleoperation using first-order Padé approximation of the time delay. These approaches usually result in high dimensional matrices with high computational burden. The fixed-point implementation of $H_\infty$ controllers has advantages from processing speed and memory space perspectives. References [19] and [20] studied the finite word length effects associated with this kind of implementation of $H_\infty$ controllers for teleoperation systems.

2.1.3 Methods Using Feedback Linearization

Feedback linearization was utilized in first approaches to nonlinear control of teleoperation systems. In [21], nominal nonlinear models of master and slave robots were linearized. Then the boundedness of position and force tracking errors was proved via Lyapunov stability criterion by restricting the deviation of the model
from true system. In [22], a design procedure was presented to achieve robustness with respect to parameter uncertainty, external disturbance and measurement noise for the linearized dynamic models.

2.1.4 Methods Using Adaptive Control

Adaptive methods have been employed to deal with unknown operator and environment dynamics as well as uncertain master and slave models. Using linear time-invariant models for robots, an adaptive impedance reflecting control scheme based on the Slotine-Li algorithm [23] was proposed in [24]. The controller requires position, velocity and acceleration measurements. An adaptive controller for a single axis position-force teleoperation architecture was presented in [25].

While the first attempts used linear dynamic models of one degree-of-freedom (1 DOF) systems, recently adaptive algorithms have been applied to more complex nonlinear robot dynamics. In [26] a nonlinear adaptive control structure was proposed that employs full nonlinear dynamics of master and slave robots to guarantee stability and transparency. Models of human operator and flexible/rigid environment dynamics were integrated into the master and slave robot dynamics, respectively. Local adaptive controllers based on the Slotine-Li algorithm [23] were designed for master and slave to deal with unknown operator and environment dynamics as well as possible uncertainties in master and slave parameters within pre-specified bounds. Teleoperation controllers were designed to achieve position and force tracking both in free motion and contact with flexible and rigid
environments. Also, the stability in the presence of communication delay was analyzed. In [27] an adaptive approach that only estimates the master and slave dynamic parameters, was used to achieve similar closed-loop dynamics for master and slave manipulators. The algorithm does not estimate the human and environment parameters. In addition to local adaptive controllers of master and slave robots, a virtual master robot was introduced in [28]. This approach guarantees convergence of the position tracking error but the force tracking error depends on the acceleration of the designed virtual master.

2.1.5 Methods Using Passivity-Based Control

Since the feedback interconnection of passive subsystems is stable [29,30], many authors have employed the passivity theory to design controllers for teleoperation systems with guaranteed stability. Master and slave robots are passive mechanical systems. Assuming passive operator and environment, the stability of the teleoperation system is guaranteed if the communication channel/controller remains passive.

The proposed controllers in [13] and [31] attempt to achieve a communication channel that resembles a lossless transmission line and therefore passive independent of the time delay. In [14], an adaptive tracking controller was proposed, which uses wave/scattering variables in a passivity-based framework. A survey on wave-variables and wave-based teleoperation could be found in [32]. In [33], Teleoperation system was considered as the interconnection of two port-controlled Hamiltonian systems through a transmission line with constant time delay and the adaptation of port-Hamiltonian systems with dissipation to the transmission line
was studied. In [34] online automatic tuning of the wave impedance parameter was proposed to improve performance under varying task configurations, i.e. free motion and contact with environment.

Although the passivity-based controllers guarantee the stability of the teleoperation system, they are often conservative and degrade the performance. Also, they do not guarantee position and force tracking in general. A modified version of these controllers was proposed in [35], which kinematically locks the master and slave robots by a coordination controller. The proposed controller achieves bounded force tracking error. It should be noted that the methods proposed in the above references are energy-based and deal with constant time delays in the communication channel. Recently a time-domain passivity-based controller, has been proposed for teleoperation without delay under a wide variety of environments and operating speeds [36]. In [37] practical limitations of wave-based controllers in non-ideal situations, which cause loss of passivity were investigated and a method for restoring the passivity was proposed.

2.1.6 Teleoperation over Digital Communication Channels

The growing use of the Internet as the communication medium in teleoperation systems, has introduced new challenges for researchers. It introduces variable time delays and causes loss of passivity. Approaches such as introducing energy-monitoring methods [38], inserting time-varying gain in the transmission path [39], and using fictitious energy storage [40] have been proposed in the literature. The discretization of a passive system via sample and hold, could yield a non-passive
system [41]. References [42] and [43] have proposed methods for preserving passivity of the interconnection of continuous and discrete time systems. Recently teleoperation control techniques that are directly applicable in the presence of digital communication channels have attracted attention of researchers.

In [44] and [45] the sampled-data nature of the controller has been taken into account. Also, methods for energy dissipation have been proposed to preserve passivity in the presence of variable time delay, packet loss, and quantization errors introduced by position encoders. In [46] and [47] a buffering and interpolation-based method has been proposed to preserve passivity in a teleoperation system that uses packet-switched networks for communication.

In [48], the concept of telemonitoring force feedback for teleoperation under short time delays is introduced. Other techniques such as predictive displays rely on accurate models of the task environment to provide the operator with a realistic delay-free simulated response of the remote manipulator and environment [49,50]. Predictive control methods such as the Smith Predictor have also been developed for teleoperation [15, 51]. In [51], the wave-based teleoperation controller is combined with a Smith Predictor, a Kalman Filter, and an energy regulator to improve the performance.

Teleoperation problem has been formulated in discrete-time domain in [52]. This approach allows for a finite dimension state-space model that explicitly includes the time delay. Discrete-time Linear Quadratic Gaussian (LQG) controllers that deliver a transparent stable response in the presence of constant delay have been proposed in this method. Unknown variable delays are estimated and can be made constant through synchronization and buffering [53]. The LQG controller
yields delay-free position and force tracking between master and slave both in free motion and in contact, although in transitions the tracking is achieved after $d$ sampling periods.

### 2.2 Cooperative Teleoperation

Despite the extensive amount of research in teleoperation and coordinated control of robots, MMMS teleoperation has received little attention in the past. This includes the work in [54–56], which proposes the use of heuristic methods such as predictive graphic displays to address the time delay in the communication channels in cooperative telerobotic environments. Development of a software for Internet-based distributed multiple-telerobot system that enables operators to use remote robots in order to perform cooperative tasks has been reported in [57].

An event-based control approach using Petri-Net modelling and analysis tools was proposed in [58] for MMMS systems in free motion. The goal of the controller is to telecoordinate slave robots via the Internet according to a pre-specified quantitative coordination index. Telecoordination is achieved by making robots event-transparent and event-synchronous. In cases that the next command does not arrive before the next event reference increment, slaves will wait and the system behaves similar to a move and wait system.

A semi-autonomous control architecture was proposed in [59] for single-master/multi-slave (SMMS) teleoperation systems. In this framework, a local controller provides a stable grasp at the slave side and locks the slave robots and the grasped object together as an abstract single slave. Then this abstract slave is controlled
from the master side through a conventional bilateral teleoperation controller. Wave variables were utilized to guarantee stability of the closed loop system in the presence of communication delay. The proposed controller was evaluated through simulation in [60].

It should be noted that all of the above approaches either ignore the dynamic interactions between slave robots or just achieve coordination in free motion. A multi-lateral control architecture for MMMS teleoperation has been presented in [61]. The proposed framework incorporates flow of position and force information between all master and slave robots. Within this architecture, cooperative performance measures are defined to enhance coordination among the operators and the robots for achieving task objectives. A $\mu$-synthesis-based methodology for cooperative teleoperation control was introduced. This approach guarantees robust stability of cooperative teleoperation in the presence of dynamic interaction between slave robots as well as unknown passive operators and environment dynamics. It also improves task coordination by minimizing relevant performance objectives. Effectiveness of the proposed approach was demonstrated by simulation and experimental studies on a two master/two-slave one-axis system both in free motion and in contact with flexible or rigid environments.
Chapter 3

Adaptive Nonlinear Control for Cooperative Teleoperation

3.1 Introduction

This chapter proposes an adaptive nonlinear controller for cooperative teleoperation systems to accommodate nonlinearities and parametric uncertainties. The control laws are inspired by those given in [26] for conventional single-master/single-slave (SMSS) teleoperation. The major contribution is extending such control approach to cooperative teleoperation applications where multiple masters and slaves are involved.

The proposed multilateral teleoperation controller establishes position-position kinematic correspondence between the masters and slaves. It also synthesizes an adjustable intervening tool impedance between the operators and the environment. The stability of the closed-loop system in free motion, in contact with flexible environments, and in contact with rigid environments is demonstrated via
Lyapunov analysis. The novelty of the proposed cooperative controller is due to:
(i) explicitly addressing the issues of performance and stability in the presence of
dynamic interaction between the slaves as well as in the presence of parametric un­
certainty in the models of operators and the environment. This is in contrast with
the few reported work in cooperative teleoperation which either do not consider
such dynamic interactions or only study the problem of free motion coordination.
(ii) its data communication architecture which allows for all possible information
routs.

3.2 Nonlinear System Dynamics in Cooperative Tele-
operation

In the cooperative teleoperation system of Figure 1.1, the slaves/tool interaction
can be as simple as the slaves grasping a rigid tool or as complex as the slaves
handling a multi-body system. Only rigid linear tool dynamics are examined here
but the formulation can be extended to other cases such as multi-body rigid and
deformable tool dynamics [62].

The i’th master’s rigid body dynamics are governed by the following second­
order nonlinear differential equation:

\[ \ddot{x}^i_m + C^i_m(x^i_m, \dot{x}^i_m)\dot{x}^i_m + G^i_m(x^i_m) = f^i_m + f^i_h \]  (3.1)

where \( x^i_m \in R^6 \) is the generalized position of a frame attached to the i’th master’s
handle w.r.t. its base frame. \( f^i_m \) is the equivalent control action at the handle and
$f_h^i$ is the i’th operator’s force exerted on the master both expressed in the base frame. It should be noted that the $f_m^i = J_m^i T \tau_m^i$ where $J_m^i$ is a Jacobian matrix relating the joint velocities to work-space velocities and $\tau_m^i$ is the vector of actuators force/torque expressed in the joint-space. For reasons that will become obvious later, these dynamics are transformed to a new coordinate frame representing the position of a virtual tool through the mapping $\Phi^i(.)$.

$$\tilde{M}_m^i (\Phi^i(x_m^i)) \ddot{\Phi}^i(x_m^i) + \tilde{C}_m^i (\Phi^i(x_m^i), \dot{\Phi}^i(x_m^i)) \dot{\Phi}^i(x_m^i) + \tilde{G}_m^i (\Phi^i(x_m^i)) = \tilde{f}_m^i + \tilde{f}_h^i \quad (3.2)$$

where $\tilde{f}_m^i$ and $\tilde{f}_h^i$ are the transformed control action and hand force, respectively. In (3.2), $\tilde{M}_m^i$ is the mass matrix, $\tilde{C}_m^i$ models coriolis and centripetal effects, and $\tilde{G}_m^i$ represents the effect of gravity. These matrices have some special properties that will be used throughout this chapter for stability analysis [63].

The operators’ arm dynamics are approximated by a second-order linear time-invariant differential equation.

$$M_h^i \ddot{x}_h^i + B_h^i \dot{x}_h^i + K_h^i x_h^i = \tilde{f}_h^i - \tilde{f}_h^i \quad (3.3)$$

where $M_h^i > 0, B_h^i > 0, \text{ and } K_h^i > 0$ are mass, damping and stiffness matrices of the operator’s arm, respectively. $\Phi^i(x_h^i)$ is the generalized hand position transformed to the virtual tool frame. $\tilde{f}_h^i$ is the operator’s intentional force and is assumed to be bounded, i.e. $|\tilde{f}_h^i| < f_{max}^i$ where $f_{max}^i$ is an upper bound on the intentional hand force of the i’th operator.

**Remark 3.1:** The dynamics of the arm are in general nonlinear, time-dependent,
and posture-dependent. However, previous researchers have successfully employed linear models in their work [26, 64]. The arm parameters are assumed constant but otherwise unknown.

When the operator holds the master handle, i.e. \( x_{m}^i = x_{h}^i \), the dynamics of master and operator in (3.2) and (3.3) can be integrated as follows

\[
M_{mh}^i \ddot{x}^i_{m} + C_{mh}^i (\dot{x}^i_{m}) \dot{x}^i_{m} + G_{mh}^i (x_{m}^i) = \dot{y}^i_{mh} = J_{n}^i + J_{hi}^i \quad (3.4)
\]

with \( M_{mh}^i = M^i_m + M^i_h \), \( C_{mh}^i = C^i_m + B^i_h \), and \( G_{mh}^i = G^i_m + K^i_h \). In (3.4), \( \dot{y}^i_{mh} = \theta_{mh}^i \) is the linear-in-parameter representation of the dynamics with \( \theta_{mh}^i \) being the vector of unknown parameters of the operator and possibly the master arm [63].

The dynamics of the slave robots are similar to those of the master robots. For the \( i \)'th slave one may write

\[
M_{s}^i (\dot{x}_{s}^i) \ddot{x}_{s}^i + C_{s}^i (\dot{x}_{s}^i, \dot{x}_{s}^i) \dot{x}_{s}^i + G_{s}^i (x_{s}^i) = f_{s}^i - f_{t}^i \quad (3.5)
\]

where \( x_{s}^i \) is the generalized position of a frame attached to the contact point of the \( i \)'th slave and tool represented in the slaves’ base frame. \( f_{s}^i \) is the equivalent control action in the end-effector frame, and \( f_{t}^i \) is the reaction force from the tool both expressed in the base frame. It is assumed that the slave manipulators and the tool form a closed kinematic chain which imposes the following constraint on the positions of the slaves and the tool.

\[
x_t = \Psi^1(x_{s}^1) = \Psi^2(x_{s}^2) = \cdots = \Psi^m(x_{s}^m) \quad (3.6)
\]
with $x_t$ being the generalized position of a frame attached to the tool at its potential contact point with the environment with respect to the base frame. \(\Psi\)'s are appropriate nonlinear coordinate transformations. The tool and end-effector velocities are related through the tool Jacobian matrices defined below:

$$
\dot{x}_t = \frac{\partial \Psi^1}{\partial x^1_t} \dot{x}_t^1 = \frac{\partial \Psi^2}{\partial x^2_t} \dot{x}_t^2 = \cdots = \frac{\partial \Psi^m}{\partial x^m_t} \dot{x}_t^m
$$

(3.7)

The dynamics of the tool can be written as

$$
M_t \ddot{x}_t + B_t \dot{x}_t + K_t x_t = \sum_{i=1}^{m} J^{iT}_t f^{i}_t - f_e
$$

(3.8)

where $M_t > 0$, $B_t > 0$, and $K_t > 0$ are constant but otherwise unknown mass, damping and stiffness of the tool, respectively. $J^{i}_t = \left(\frac{\partial \Psi^{i}}{\partial x^i_t}\right)^{-1}$ and $f_e$ is a generalized force exerted on the environment by the tool at its contact point.

Dynamics of the slave robots and the tool can be combined using (3.5)-(3.8) to obtain

$$
M_{st}(x_t) \ddot{x}_t + C_{st}(x_t, \dot{x}_t) \dot{x}_t + G_{st}(x_t) = \sum_{i=1}^{m} J^{iT}_t f^{i}_s - f_e
$$

(3.9)

and

$$
M_{st} = M_t + \sum_{i=1}^{m} J^{iT}_t M^i_t J_t
$$

$$
C_{st} = B_t + \sum_{i=1}^{m} (J^{iT}_t M^i_s \dot{J}^{i}_t + J^{iT}_t G^i_s J^{i}_t)
$$

$$
G_{st} = K_t + \sum_{i=1}^{m} J^{iT}_t G^i_s
$$

(3.10)

Environment reaction force $f_e$ is modelled assuming that the tool-environment
contacts are rigid along some \textit{a priori known directions} and are flexible along the rest. To simplify the analysis and without loss of generality, it is further assumed the slaves' base frame has been selected such that rigid and flexible coordinates are decoupled in generalized tool position vector $x_t$ in (3.9).

\textbf{Remark 3.2:} It should be pointed out that depending on the geometry and configuration of the environment, the flexible and rigid directions may or may not be orthogonal. The slaves' base frame and the nonlinear transformations in (3.6) can be chosen accordingly to satisfy the decoupling requirement.

Note that $x_t$ in (3.9) can be written as

$$x_t = \Delta_r x^r_t + (I - \Delta_r) x_t$$

and $\Delta_r$ is a $6 \times 6$ diagonal matrix such that

$$\Delta_r^{ii} = \begin{cases} 
\delta_r^i & \text{contact is rigid} \\
0 & \text{contact is flexible} 
\end{cases}$$

and

$$\delta_r^i = \begin{cases} 
1 & \text{contact in } i'\text{th direction} \\
0 & \text{free motion} 
\end{cases}$$

$x^r_t$ in (3.11) is a vector of constant contact positions along the rigid directions.
Therefore,

\[ \Delta_r \ddot{x}_t = 0 \]
\[ \Delta_r \dot{x}_t = 0 \]

The environment reaction force \( f_e \) can be written in terms of its flexible and rigid components as follows

\[ f_e = \Delta_r f_e + \Delta_f (M_e \ddot{x}_t + B_e \dot{x}_t + K_e x_t) \]

(3.15)

where \( \Delta_r f_e = f_r \) is a vector of environment reaction forces along the rigid coordinates. \( M_e \geq 0, B_e \geq 0, K_e \geq 0 \) are constant matrices that model the dynamics of the flexible part of the environment. It should be pointed out that the rows and columns associated with rigid coordinates are zero and therefore these matrices are only positive-semi definite. \( \Delta_f \) for flexible contact is defined similar to \( \Delta_r \) for rigid contact, i.e.

\[ \Delta_f^i = \begin{cases} 
\delta_f^i & \text{contact is flexible} \\
0 & \text{contact is rigid} 
\end{cases} \]

(3.16)

and,

\[ \delta_f^i = \begin{cases} 
1 & \text{contact in } i\text{'th direction} \\
0 & \text{free motion} 
\end{cases} \]

(3.17)

Using (3.9), (3.11), and (3.15), the combined dynamics of the slaves, tool, and the
The vector \( \theta_{ste} \) includes unknown parameters of the flexible environment and possibly the slave robots and the tool. This completes the derivation of the dynamics of the cooperative teleoperation system.

### 3.3 Adaptive Nonlinear Control for Masters and Slaves

The first step in deriving the cooperative teleoperation controllers is to design adaptive nonlinear control laws for master and slave robots. These controllers are similar to those in [26] with two exceptions: First, there are multiple slave manipulators and a tool here which form a kinematic chain and therefore their dynamics are coupled. In [26] only one slave is considered. Second, Reference [26] divides the contact space into two rigid and flexible subspaces. The modelling here is slightly different as it permits several flexible and rigid contact coordinates. In other words, all flexible or rigid contacts do not necessarily occur simultaneously. Figure 3.1 depicts the structure of the controller.
Figure 3.1: The structure of the adaptive nonlinear controller for cooperative teleoperation.

3.3.1 Control Laws

The control laws for the slave robots are given by

\[ F_s = J_s^i u_s + F_s^{int} \]

\[ F_s = \begin{bmatrix} f_s^1 & \ldots & f_s^m \end{bmatrix}^T \quad (3.20) \]
where

\[
\begin{align*}
    u_s &= Y_{ste} (v_t^e, v_t^d, \dot{x}_t, x_t) \dot{\theta}_{ste} + K_s \rho_t + A_s^{-1} \Delta_r (C^{-1} \dot{v}_t^d + v_t^d) \\
    v_t^e &= v_t^d - A_s \bar{f}_e \\
    \rho_t &= v_t^e - v_t
\end{align*}
\]  

(3.21)

and \( K_s, C, A_s > 0 \) are diagonal matrices. \( v_t^d \) is tool velocity command. \( \bar{f}_e \) is a filtered environment reaction force that will be introduced in the next section. The slaves' control action \( F_s \in R^{mn} \) while \( x_t \in R^n \). \( F^\text{int}_s \) is an internal force component that does not affect the motion of the tool, i.e. \( J_t F^\text{int}_s = 0 \). To resolve the redundancy in slaves' actuation, one may choose

\[
J_t^i = Q^{-1} J_t^T \left[ J_t Q^{-1} J_t^T \right]^{-1}
\]

(3.22)

\[
F^\text{int}_s = 0
\]

(3.23)

where \( J_t = \begin{bmatrix} J_1^T & \ldots & J_m^T \end{bmatrix} \). This will minimize the scaled norm of control action vector \( \|Q^{\frac{1}{2}} F_s\| \) [65,66]. Alternatively, \( F^\text{int}_s \) can be any vector in the null space of \( J_t^T \), i.e.

\[
F^\text{int}_s = \left( I - J_t^i J_t \right) f
\]

(3.24)

and \( f \in R^{mn} \) is arbitrary. One possible form for \( F^\text{int}_s \) in the case that \( m \) is an even number is given by

\[
F^\text{int}_s = \begin{bmatrix} J_1^{-1} & -J_2^{-1} & J_3^{-1} & \ldots & -J_m^{-1} \end{bmatrix}^T f^d_{\text{int}}
\]

(3.25)
The internal force $F_{int}$ can help maintain the contact between the slave manipulators and the tool if the end-effectors are not equipped with grippers.

The slave/environment parameter adaptation is driven by

$$\hat{\theta}_{ste} = \Gamma_s Y_{ste}^T (\dot{\nu}_s^i, \nu_s^i, \dot{x}_s^i, x_s^i) \rho_s = \Gamma_s y_\theta$$

(3.26)

where $\Gamma_s$ is a diagonal matrix with elements

$$\gamma_{ji}^i = \begin{cases} 
0 & \hat{\theta}_s^i \leq \theta_{min}^i, y_\theta^i \leq 0 \\
0 & \hat{\theta}_s^i \geq \theta_{max}^i, y_\theta^i \geq 0 \\
\gamma_{ji}^i & \text{otherwise}
\end{cases}$$

(3.27)

$\gamma_{ji}^i$'s are positive and $\theta_{min}^i$ and $\theta_{max}^i$ are known lower and upper bounds on the parameters.

The Control command for the $i$'th master is computed using

$$f_{m}^i = Y_{m}^{i} \left( \dot{v}_m^i, v_m^i, \dot{v}_m^i, x_m^i, \dot{x}_m^i \right) \hat{v}_m^i + K_p^i \hat{x}_m^i + f_{max}^i \operatorname{sgn}(\rho_m^i)$$

$$v_m^i = v_m^{di} + K_p^{-1} A_m f_{h}$$

$$\rho_m^i = v_m^i - \dot{x}_m^i$$

(3.28)

$K_m^i, K_p, A_m > 0$ are diagonal. $f_h$ is a filtered hand force. The $i$'th master/operator parameter adaptations are given by

$$\dot{\hat{\theta}}_{m}^i = \Gamma_m Y_{m}^{i} \left( \dot{v}_m^i, v_m^i, \dot{v}_m^i, x_m^i, \dot{x}_m^i \right) \rho_m = \Gamma_m x_\theta^i$$

(3.29)
where $\Gamma^i_m$ is a diagonal matrix with elements

$$\gamma^{ij} = \begin{cases} 0 & \hat{\theta}^{ij}_{mh} \leq \hat{\theta}^{\text{min}}_{mh}, z_{\theta}^{ij} \leq 0 \\ 0 & \hat{\theta}^{ij}_{mh} \geq \hat{\theta}^{\text{max}}_{mh}, z_{\theta}^{ij} \geq 0 \\ \gamma^{ij}_{mh} & \text{otherwise} \end{cases}$$ (3.30)

$\gamma^{ij}$'s are positive and $\hat{\theta}^{\text{min}}_{mh}$ and $\hat{\theta}^{\text{max}}_{mh}$ are known lower and upper bounds on the master/arm parameters.

### 3.3.2 Stability Analysis

The following closed-loop error dynamics are obtained for the slaves/tool/environment subsystem by substituting the slaves' control law in (3.21) into (3.18) and after some manipulation

$$[M_{ste} + \Delta r C^{-1} A_s^{-1}] \dot{\theta}_t + [C_{ste} + \Delta r A_s^{-1} + K_s] \rho_t - Y_{ste} \hat{\theta}_{ste} = 0$$ (3.31)

with $\hat{\theta}_{ste} = \theta_{ste} - \hat{\theta}_{ste}$. The following is a Lyapunov function for the error dynamics in (3.31)

$$V_s = \frac{1}{2} \rho_t^T [M_{ste} + \Delta r C^{-1} A_s^{-1}] \rho_t + \frac{1}{2} \hat{\theta}_{ste}^T \Gamma_s^{-1} \hat{\theta}_{ste}$$ (3.32)

Differentiating (3.32) with respect to time and recalling that $\hat{\theta}_{ste} = -\hat{\theta}_{ste}$, yields

$$\dot{V}_s = \rho_t^T [M_{ste} + \Delta r C^{-1} A_s^{-1}] \rho_t - \hat{\theta}_{ste}^T \Gamma_s^{-1} \hat{\theta}_{ste} = 0$$ (3.33)
Solving (3.31) for $\dot{\rho}_t$ and substituting in (3.33) gives

$$
\dot{V}_s = -\rho_t^T [C_{ste} + \Delta_r A_s^{-1} + K_s] \rho_t + \rho_t^T Y_{ste} \dot{\theta}_{ste} - \dot{\theta}_{ste}^T \Gamma_s^{-1} \dot{\theta}_{ste} \tag{3.34}
$$

Using (3.26), it is not difficult to show that

$$
\dot{V}_s \leq -\rho_t^T [\Delta_r A_s^{-1} + K_s] \rho_t \tag{3.35}
$$

Similarly, the $i$'th master/operator closed-loop dynamics are governed by

$$
M_{mh}^i(\Phi^i(x_m^i)) \dot{\rho}_m^i + C_{mh}^i(\Phi^i(x_m^i), \dot{\Phi}^i(x_m^i)) \dot{\rho}_m^i + K_m^i \rho_m^i + \rho_m^i \rho_m^i + \rho_m^i \Gamma_m^{-1} \dot{\theta}_m^i = 0 \tag{3.36}
$$

with $\dot{\theta}_m^i = \theta_m^i - \dot{\theta}_m^i$. A Lyapunov function for these error dynamics is given by

$$
V_m^i = \frac{1}{2} \rho_m^i T M_{mh}^i \rho_m^i + \frac{1}{2} \dot{\theta}_m^i T \Gamma_m^{-1} \dot{\theta}_m^i \tag{3.37}
$$

Again, differentiating (3.37) with respect to time and recalling that $\dot{\theta}_m^i = -\dot{\theta}_m^i$, yields

$$
\dot{V}_m^i = \rho_m^i T M_{mh}^i \dot{\rho}_m^i - \dot{\theta}_m^i T \Gamma_m^{-1} \dot{\theta}_m^i \tag{3.38}
$$

Solving (3.36) for $\dot{\rho}_m^i$ and substituting in (3.38) gives

$$
\dot{V}_m^i = -\rho_m^i T [C_{mh}^i + K_m^i] \rho_m^i - \rho_m^i T [f_{mh}^i + f_{max}^i \text{sgn}(\rho_m^i)]
$$

$$
+ \rho_m^i T Y_{mh}^i \dot{\theta}_m^i - \dot{\theta}_m^i T \Gamma_m^{-1} \dot{\theta}_m^i \tag{3.39}
$$
Using (3.29), it can be demonstrated that

\[ \dot{V}_m^i \leq -\rho_m^i T K_m \rho_m^i \tag{3.40} \]

The results in (3.32)-(3.40) yield

\[ \rho_m^i = v_m^d - \dot{\phi}(x_m^i) + A_m^i \bar{f}_h \in L_2 \cap L_\infty, \quad i = 1, \ldots, m \]

\[ \rho_t = v_t^d - v_t - A_s \bar{f}_e \in L_2 \cap L_\infty \tag{3.41} \]

**Remark 3.3:** The stability results have been derived assuming constant \( \Delta_r \) and \( \Delta_f \). Further investigation is required for the incorporation of contact transition phases into the controller design and stability analysis.

**Remark 3.4:** The switching terms in the masters' control law (3.28) eliminate the error due to unknown bounded external force \( f_h^{*i} \). However, high frequency switching activities are undesirable because they can excite system's high frequency modes and cause instability. They can also negatively impact the life of the actuators. In practice, this can be resolved by replacing the \( \text{sgn}() \) with a smooth function. Alternatively, \( f_h^{*} \) may be included in \( \theta_m \) and estimated on-line. Such approach is effective if the rate of change in \( f_h^{*} \) is slow with respect to the time constant of parameter adaption. The latter approach is adopted in this work.

### 3.4 Teleoperation Coordinating Controllers

Local adaptive nonlinear controllers in (3.20) and (3.28) guarantee the stability of \( \rho_m^i \) and \( \rho_t \). The operation of masters and slaves are coordinated through the design
of desired velocity commands $v^d_m$ in (3.28) and $v^d_i$ in (3.21) as follows:

$$v^d_m = \frac{K_p}{2m} \sum_{k=1}^{m} \dot{\Phi}^k(x^k_m) + \frac{K_p}{2m-\Lambda} \sum_{k=1}^{m} \left[ \dot{\Phi}^k(x^k_m) - K_p \Phi^i(x^i_m) \right]$$

$$+ \frac{1}{2m-2} \sum_{k=1, \neq i}^{m} \dot{\Phi}^k(x^k_m) + \frac{\Lambda}{2m-2} \sum_{k=1, \neq i}^{m} \left[ \dot{\Phi}^k(x^k_m) - \Phi^i(x^i_m) \right]$$

$$+ K_p^{-1} \sum_{k=1, \neq i}^{m} A^k_m \tilde{f}_h^k - K_p^{-1} A_s \tilde{f}_e$$ (3.42)

$$v^d_i = \frac{K_p}{m} \sum_{k=1}^{m} \dot{\Phi}^k(x^k_m) + K_p \Lambda \left[ \frac{1}{m} \sum_{k=1}^{m} \dot{\Phi}^k(x^k_m) - K_p^{-1} x_i \right] + \sum_{k=1}^{m} A^k_m \tilde{f}_h^k$$ (3.43)

In the above formulation

$$\dot{\Phi}^k(x^k_m) + C \dot{\Phi}^k(x^k_m) = C \Phi^k(x^k_m)$$

$$\dot{\Psi}^k(x^k_m) + C \dot{\Psi}^k(x^k_m) = C \Psi^k(x^k_m)$$

$$\tilde{f}_h^k + C \tilde{f}_h^k = C \tilde{f}_h\tilde{f}_e = C \tilde{f}_e$$ (3.44)

Using (3.20),(3.28),(3.42), and (3.43), it can be shown

$$\rho^i_m - \rho^i_m = \frac{1}{2m-2} \left[ \dot{\Phi}^i(x^i_m) - \dot{\Phi}^i(x^i_m) \right] + \Lambda \left( \Phi^i(x^i_m) - \Phi(x^i_m) \right) + \Phi^i(x^i_m) - \Phi^i(x^i_m)$$

$$+ \Lambda \left( \Phi^i(x^i_m) - \Phi(x^i_m) \right) (3.45)$$
Equation (3.45) can be written as

$$\rho_m^i - \rho_m^i = \frac{1}{2m-2} \tilde{\Omega} + \Omega$$

(3.46)

with

$$\Omega = \dot{\Phi}^j(x_m^i) - \dot{\Phi}^i(x_m^i) + \Lambda (\Phi^j(x_m^i) - \Phi^i(x_m^i))$$

(3.47)

and

$$\dot{\tilde{\Omega}} + C\tilde{\Omega} = C\Omega$$

(3.48)

Using (3.46), (3.48) and the fact that $\rho_m^i - \rho_m^i \in L_2 \cap L_\infty$,

$$\Omega \in L_2 \cap L_\infty$$

(3.49)

which yields the following results

$$\Phi^j(x_m^i) - \Phi^i(x_m^i) \in L_2 \cap L_\infty$$

(3.50)

$$\dot{\Phi}^j(x_m^i) - \dot{\Phi}^i(x_m^i) \in L_2 \cap L_\infty$$

(3.51)
and therefore the position tracking error between the $i$'th and $j$'th master devices is stable. Furthermore,

$$\rho_t - \frac{K_p}{m} \sum_{k=1}^{m} \rho_m^k \rho_m^i = \frac{1}{2m} \sum_{k=1}^{m} \left[ K_p \dot{\Phi}^k(x_m^i) - \dot{\Psi}^k(x_a^i) \right] +$$

$$+ \frac{1}{2m} \Lambda \sum_{k=1}^{m} \left[ K_p \Phi^k(x_m^i) - \Psi^k(x_a^i) \right] +$$

$$\left[ \frac{K_p}{m} \sum_{k=1}^{m} \Phi^k(x_m^i) - v_t \right] + \Lambda \left[ \frac{K_p}{m} \sum_{k=1}^{m} \Phi^k(x_m^i) - x_t \right] \quad (3.52)$$

Again given that $\rho_t - \frac{K_p}{m} \sum_{k=1}^{m} \rho_m^k \in L_2 \cap L_{\infty}$ and following similar steps to (3.46)-(3.48), it can be shown that

$$\frac{K_p}{m} \sum_{k=1}^{m} \Phi^k(x_m^i) - x_t \in L_2 \cap L_{\infty} \quad (3.53)$$

$$\frac{K_p}{m} \sum_{k=1}^{m} \dot{\Phi}^k(x_m^i) - v_t \in L_2 \cap L_{\infty} \quad (3.54)$$

Therefore, the stability of tracking errors between scaled masters' and slaves' positions is guaranteed. Next, the force tracking behavior of the proposed cooperative teleoperation controller is studied.
\[
\rho_t + \frac{K_p}{m} \sum_{k=1}^{m} \rho^k_m = \frac{K_p}{m} \sum_{k=1}^{m} \left[ \hat{\Phi}^k(x^k_m) \eta^k_m - \Phi^k(x^k_m) \right] \\
+ \frac{1}{m} \sum_{k=1}^{m} \hat{\Psi}^k(x^k_s) - \psi_t \\
+ \frac{K_p}{m} \Lambda \sum_{k=1}^{m} \left[ \hat{\Phi}^k(x^k_m) - \Phi^k(x^k_m) \right] \\
+ \frac{1}{2m} \sum_{k=1}^{m} \left[ K_p \hat{\Phi}^k(x^k_m) - \hat{\Psi}^k(x^k_s) \right] \\
+ \frac{1}{2m} \sum_{k=1}^{m} \left[ K_p \hat{\Phi}^k(x^k_m) - \hat{\Psi}^k(x^k_s) \right] + 2 \sum_{k=1}^{m} A_k \hat{f}_h - 2 A_s \hat{f}_e \quad (3.55)
\]

It should be noted that

\[
\begin{align*}
\hat{\Phi}^k(x^k_m) - \Phi^k(x^k_m) &= -C^{-1} \hat{\Phi}^k(x^k_m) \\
\hat{\Psi}^k(x^k_s) - x_t &= -C^{-1} \hat{\Psi}^k(x^k_s) \\
\hat{\Phi}^k(x^k_m) - \Phi^k(x^k_m) &= -C^{-1} \hat{\Phi}^k(x^k_m) \\
\hat{\Psi}^k(x^k_s) - v_t &= -C^{-1} \hat{\Psi}^k(x^k_s)
\end{align*} \quad (3.56)
\]

and also from (3.52),

\[
\begin{align*}
\frac{1}{2m} \sum_{k=1}^{m} \left[ K_p \hat{\Phi}^k(x^k_m) - \hat{\Psi}^k(x^k_s) \right] &\in L_2 \cap L_\infty \\
\frac{1}{2m} \Lambda \sum_{k=1}^{m} \left[ K_p \hat{\Phi}^k(x^k_m) - \hat{\Psi}^k(x^k_s) \right] &\in L_2 \cap L_\infty \quad (3.57)
\end{align*}
\]
Using (3.55)-(3.57) results in

\[ 2 \sum_{k=1}^{m} A_m \ddot{x}_h^k - 2 A_s \ddot{x}_e - \frac{K_p C^{-1}}{m} \sum_{k=1}^{m} \ddot{\Phi}^k (x_m^k) \]
\[ - \frac{C^{-1}}{m} \sum_{k=1}^{m} \dot{\Psi}^k (x_s^k) - \frac{K_p C^{-1} \Delta}{m} \sum_{k=1}^{m} \dot{\Phi}^k (x_m^k) \]
\[ - \frac{C^{-1} \Delta}{m} \sum_{k=1}^{m} \dot{\Phi}^k (x_m^k) \in L_2 \bigcap L_\infty \quad (3.58) \]

Note that

\[ A_s \ddot{x}_e = A_s \Delta_r \ddot{x}_e + A_s \Delta_f \ddot{x}_e \quad (3.59) \]

and from (3.20) and (3.43)

\[ A_s \Delta_r \ddot{x}_e = \Delta_r \dot{v}_t^d - \Delta_r \rho_t = \]
\[ \frac{K_p}{m} \Delta_r \sum_{k=1}^{m} \dot{\Phi}^k (x_m^k) + \frac{K_p \Delta}{m} \Delta_r \sum_{k=1}^{m} \dot{\Phi}^k (x_m^k) - \Delta x_t \]
\[ + \Delta_r \sum_{k=1}^{m} A_m \ddot{x}_h^k - \Delta_r \rho_t \quad (3.60) \]

and using (3.15)

\[ A_s \Delta_f \ddot{x}_e = A_s \left( M \ddot{x}_t + B_e \dot{x}_e + K_e \bar{x}_e \right) \quad (3.61) \]

Also

\[ \ddot{x}_h^k = \ddot{x}^* - M_h \ddot{\Phi}^k (x_m^k) - B_h \dot{\Phi}^k (x_m^k) - K_h \ddot{\Phi}^k (x_m^k) \quad (3.62) \]
with

\[ \dot{f}_h^* + C \ddot{f}_h^* = C \dddot{f}_h^* \]  \hspace{1cm} (3.63)

Following conclusions are drawn by substituting (3.59)-(3.62) into (3.58),

\[ \Phi^k(x_m^k), \dot{\Phi}^k(x_m^k) \in L_\infty \]  \hspace{1cm} (3.64)

\[ \Phi^k(x_s^k), \dot{\Phi}^k(x_s^k) \in L_\infty \]  \hspace{1cm} (3.65)

\[ \Phi^k(x_m^k), \dot{\Phi}^k(x_m^k) \in L_\infty \]  \hspace{1cm} (3.66)

\[ \Phi^k(x_s^k), \dot{\Phi}^k(x_s^k) \in L_\infty \]  \hspace{1cm} (3.67)

This completes the proof of stability for the closed-loop system. Using a rigorous analysis similar to that in [26], it is possible to show that \( \rho_m \)'s and \( \rho_t \) converge to zero. The convergence of position tracking errors to zero can then be concluded.

Now by letting \( A_m = K_f A \), \( A_s = A \), and assuming that the frequency of operation is below the bandwidth of the first-order filter \( C/2\pi \), (3.61) can be approximated by

\[ \Sigma_{k=1}^m \dddot{f}_h - K_f^{-1} f_e \approx K_f^{-1} K_p A^{-1} C^{-1} \left[ \dddot{\Phi}(x_m) + \Lambda \dot{\Phi}(x_m) \right] \]  \hspace{1cm} (3.68)

This can be interpreted as a virtual intervening tool dynamics with a mass of \( K_f^{-1} K_p A^{-1} C^{-1} \) and damping of \( K_f^{-1} K_p A^{-1} C^{-1} \Lambda \) acting between the scaled environment force \( K_f^{-1} \) and the operators' net force \( \Sigma_{k=1}^m \dddot{f}_h \). The mass and stiffness of virtual tool are adjustable by the control parameters \( A, C, K_p, K_f \), and \( \Lambda \). Figure 3.2 illustrates the concept of the virtual intervening tool between the operators and the
Remark 3.5: The controller implementation requires the knowledge of $\Delta_v$. In practice this can be determined from force and position measurements as the forces are nonzero while the contact velocities are zero along the rigid contact directions.

Remark 3.6: Time delay in the communication channels has not been considered in the cooperative teleoperation controller. Inclusion of such delays are critical for teleoperation over long distances.

### 3.5 The Effect of Communication Delay

In this section, the stability of the proposed controller in the presence of time delay in communication channels is analyzed. It is assumed that the time delay in the local communication links between the masters as well as between the slaves is negligible compared to the one-way time delay, $T$, between the master and slave sites. This time delay is assumed to be constant. Due to the presence of the delay,
(3.42) and (3.43) are modified as follows

\[ v_m = \frac{1}{2m-2} \sum_{k=1,\neq i}^m \Phi_k(x_m^k) + \frac{\Lambda}{2m-2} \sum_{k=1,\neq i}^m \left[ \Phi_k(x_m^k) - \Phi_i(x_m^i) \right] + \frac{K_p}{2m} \sum_{k=1}^m \left[ e^{-sT} \Phi_k(x_m^k) - K_p \Phi_i(x_m^i) \right] + e^{-sT} K_p^{-1} \sum_{k=1}^m \tilde{\psi}_k(x_m^k) + K_p^{-1} \sum_{k=1,\neq i}^m A_m^k \tilde{f}_h - e^{-sT} K_p^{-1} A_s f_e \]  

(3.69)

\[ v_t = e^{-sT} K_p \frac{1}{m} \sum_{k=1}^m \Phi_k(x_m^k) + K_p \Lambda \left[ \frac{1}{m} e^{-sT} \sum_{k=1}^m \Phi_k(x_m^k) - K_p^{-1} x_t \right] + e^{-sT} \sum_{k=1}^m A_m^k \tilde{f}_h \]  

(3.70)

By substituting (3.69) and (3.70) into (3.41) and considering \( \tilde{f}_h = \tilde{f}_h^k - Z_h^k \tilde{\psi}_k(x_m^k), \)

\( Z_h^k = Z_k, A_m^k = A_m, \) and \( f_e = Z_e v_t, \) it can be shown that

\[ H_{1a}(s) \tilde{P}_s = H_{2a}(s) e^{-sT} \tilde{P}_m - \tilde{\rho}_s \]  

(3.71)

\[ H_{1m}(s) \tilde{P}_m = H_{2m}(s) e^{-sT} \tilde{P}_s - \tilde{\rho}_m \]  

(3.72)

where \( \tilde{P}_s = \tilde{x}_t, \tilde{P}_m = \sum \tilde{\Phi}_k(x_m^k), \) and

\[ \tilde{\rho}_s = \rho_t - e^{-sT} A_m \sum_{k=1}^m \tilde{f}_h^k \]

\[ \tilde{\rho}_m = \sum_{k=1}^m \tilde{f}_h^k - m K_p^{-1} A_m \sum_{k=1}^m \tilde{f}_h^k \]  

(3.73)
\[ H_{2s}(s) = \frac{K_p}{m} (sI + \Lambda) - A_m Z_h \]

\[ H_{1s}(s) = (s + \Lambda)(C^{-1}s + I) + A_s Z_e s \]

\[ H_{2m}(s) = \frac{mK_p^{-1}}{2} [sI + \Lambda - 2A_s Z_e s] \]

\[ H_{1m}(s) = (sI + \Lambda)(sC^{-1} + \frac{1}{2} I) + mK_p^{-1} A_m Z_h s \quad (3.74) \]

Using (3.71) and (3.72),

\[ \dot{\rho}_s = H_{1s}^{-1}(s)H_{2s}(s)H_{1m}^{-1}(s)H_{2m}(s)e^{-2sT} \left( \rho_s - \rho_s^* \right) \quad (3.75) \]

\[ \dot{\rho}_m = H_{1m}^{-1}(s)H_{2m}(s)H_{1s}^{-1}(s)H_{2s}(s)e^{-2sT} \left( \rho_m - \rho_m^* \right) \quad (3.76) \]

\[ \rho_s^* = H_{1s}^{-1}\tilde{\rho}_s + H_{1s}^{-1}(s)H_{2s}(s)H_{1m}^{-1}(s)e^{-sT}\tilde{\rho}_m \quad (3.77) \]

\[ \rho_m^* = H_{1m}^{-1}\tilde{\rho}_m + H_{1m}^{-1}(s)H_{2m}(s)H_{1s}^{-1}(s)e^{-sT}\tilde{\rho}_s \quad (3.78) \]

Since \( \rho_s \) and \( \rho_m \) are bounded according to (3.41), the system remains stable for any time delay if:

\[ \left\| H_{1s}(j\omega)H_{2s}(j\omega)H_{1m}(j\omega)H_{2m}(j\omega) \right\|_\infty < 1 \quad (3.79) \]

\[ \left\| H_{1m}(j\omega)H_{2m}(j\omega)H_{1s}(j\omega)H_{2s}(j\omega) \right\|_\infty < 1 \quad (3.80) \]

The controller parameters can be obtained through formulating a min-max optimization problem characterized by (3.79) and (3.80). The maximization and minimization are performed over \( \omega \) and controller parameters, respectively. Additional constraints can be imposed on the mass and damping of the virtual tool in (3.68) to achieve a desired performance. The equivalent mass and damper of the virtual
tool in (3.68) contribute to transparency error. In order to reduce the transparency error, large $A$ and $C$ are required. However, it was shown in [26] that $\|AC\|$ should be limited for maintaining stability. Therefore, the choice of $A$ and $C$ specifies the tradeoff between stability and transparency.
Chapter 4

Discrete-Time LQG Control for Cooperative Teleoperation

4.1 Introduction

This chapter introduces a discrete-time Linear Quadratic Gaussian (LQG) controller for cooperative teleoperation systems. The treatment of the problem in the discrete-time domain is motivated by the fact that time delay can be modelled by finite dimension states in the discrete time. The proposed control framework utilizes a fully connected communication network between all master and slave units. Therefore each master and slave robot can receive position and force information from all master and slave units. In our approach, the latency is assumed to be a priori known constant. Unknown variable delays can be estimated and made constant through synchronization and buffering [53].

The environment dynamics can vary widely in a teleoperation task and hence
introduce significant uncertainty into the system model. To mitigate this problem, multiple controllers along with proper switching rules are employed instead of a single controller for the entire range of the operation. Such an adaptive approach is less conservative and can yield superior performance over single-mode controllers [67]. In the proposed controller, delayed measurement and control signals are first incorporated into the system’s state-space model. The discrete-time LQG algorithm is then used to synthesize model-based output-feedback controllers that are optimized for transparency. The performance indices used include non-delayed position tracking, force tracking, and virtual tool impedance shaping.

4.2 Linearized System Dynamics in Cooperative Teleoperation

This chapter addresses the problem of cooperative teleoperation depicted in Figure 1.1, where the slaves rigidly hold a tool in order to manipulate the environment. In Figure 1.1, the tool frame $O_t^c$ expresses the position of the tool with respect to the slaves’ base frame $O_b^b$. The closed kinematic chain formed by the slave robots and the tool imposes the following constraint on the motion of the slaves:

$$V_s = J_t^T v_t$$

(4.1)

where $v_t$ is the generalized velocity of the tool frame w.r.t. the base frame and $V_s = \begin{bmatrix} v_s^1 & \ldots & v_s^m \end{bmatrix}^T$ is a vector of slaves’ end-effector velocities w.r.t. the same frame. $J_t = \begin{bmatrix} J_s^1 & \ldots & J_s^m \end{bmatrix}$ and $J_s^kT$ is a Jacobian matrix relating the $k$’th slave’s
end-effector velocity to the tool velocity. The slave/tool interaction forces in the slaves’ end-effector frames produce a net force acting on the tool frame, i.e.

\[ f_c = \begin{bmatrix} J_1^s & \cdots & J_m^s \end{bmatrix} F_s = J_t F_s \]  \hspace{1cm} (4.2)

with \( F_s = \begin{bmatrix} f_1^s & \cdots & f_m^s \end{bmatrix}^T \), \( f_s^i \) is the force that the i’th slave robot exerts on the tool.

In general the dynamics of robotic manipulators are nonlinear and position-dependent. However, such dynamics can be rendered linear through the application of local dynamic linearization control laws [63]. The dynamics of the i’th slave manipulators after application of the nonlinear controllers are

\[ J_s^{-1} z_s J_s^{-T} v_s = J_s^{-1} f_{cs} - f_s^i \]  \hspace{1cm} (4.3)

where \( f_{cs}^i \) is the i’th slave equivalent control vector acting at \( O_s^t \) expressed in \( O_b^s \) and \( z_s^i \) is the linearized impedance observed from \( O_s^t \). Using (4.1) and (4.3), the i’th slave dynamics in the tool frame can be written as

\[ m_s^i \ddot{x}_t + b_s^i \dot{x}_t + k_s^i x_t = f_{cs}^i - J_s^i f_s^i \]  \hspace{1cm} (4.4)

with \( m_s, b_s, \) and \( k_s \) being transformed dynamic parameters. Considering linear second order dynamics for the tool and compliant environments in the tool frame, the slaves, tool and the environment dynamics can be combined to obtain:

\[ (m_{st} + \sigma_f m_e) \ddot{x}_t + (b_{st} + \sigma_f b_e) \dot{x}_t + (k_{st} + \sigma_f k_e) x_t = \sum_{i=1}^{m} f_{cs}^i - \sigma_f f_c^* \]  \hspace{1cm} (4.5)
where $m_{st}$, $b_{st}$, and $k_{st}$ are the combined mass, damping, and stiffness of tool and slave robots, respectively. $m_e$, $b_e$, and $k_e$ are environment dynamic parameters, and $f_e^*$ is the exogenous environment force. Also, $\sigma_f = 1$ when the tool is in contact with a flexible environment and otherwise is zero.

During a rigid contact, the slaves' acceleration and velocity are zero and the environment force is equal to the slaves' control actions. Therefore, contact with a rigid environment can be modelled as

$$m_{st}(1 - \sigma_r)\ddot{x}_t + b_{st}(1 - \sigma_r)\dot{x}_t + k_{st}(1 - \sigma_r)x_t = \sum_{i=1}^{m} f^i_{cs} - \sigma_r f_e$$

(4.6)

where $f_e$ was defined in (4.2), and $\sigma_r = 1$ when the tool is in contact with a rigid environment and otherwise is zero.

The nonlinear dynamics of the master manipulators can be linearized similarly. When the $i$'th operator holds the corresponding master handle, i.e. $x^i_m = x^i_h$, the linearized dynamics of master and operator can be integrated as follows:

$$m_{m_i}^i \dddot{x}^i_m + b_{m_i}^i \dddot{x}^i_m + k_{m_i}^i \dot{x}^i_m = f^i_{cm} + f^*_{h_i}$$

(4.7)

where $m_{m_i}^i$, $b_{m_i}^i$, and $k_{m_i}^i$ are the combined mass, damping, and stiffness, respectively, $x^i_m$ is the $i$'th master/hand position, $f^i_{cm}$ is the control signal, and $f^*_{h_i}$ is the operator's intentional force modelled as an exogenous input to the system. The vectors are all related to corresponding master virtual tool frame $O_m^i$ and are expressed in the $i$'th master base frame $O_m^b$.

Throughout the rest of this chapter, it is assumed that the linearized dynamics are decoupled in different axes of motion. It should be noted that during contact,
a coupling among the axes may exist due to the presence of a tangential friction force that is proportional to the normal force. However if the contact along the normal axis is stable, the normal force and hence the tangential friction force are bounded and can be treated as disturbance to the motion in the tangential axis. Such disturbances can be handled by the controller that will be introduced in this paper. Considering the above assumptions, a single-axis problem is considered here though the proposed control approach can be extended to the full six-axis case [68–71].

### 4.3 LQG Teleoperation Control

The performance of conventional single-master/single-slave telerobotic systems is measured by their transparency. In an ideally transparent telerobotic system, the operator should feel that he/she is directly interacting with the environment. This notion of transparency, can be described in terms of position and force tracking between the master and slave robots [5, 11].

\[
\begin{align*}
    f_h &= \alpha_f f_e \quad (4.8) \\
    x_m &= \alpha_p x_s \quad (4.9)
\end{align*}
\]

where \( \alpha_f \) and \( \alpha_p \) scale the force and position tracking between the master and slave. Acceleration measurement or equivalently force measurement, and the exact knowledge of the master and slave dynamics are required for achieving the ideal transparency.

Unfortunately in a perfectly transparent system, modelling errors can cause
instability because of the complete cancellation of the master and slave dynamics (e.g. a negative mass can be produced) [11]. A modified version of transparency defines a virtual intervening tool between the operator and the environment [5,11].

\[
f_h = m_{vt}\ddot{x}_{vt} + b_{vt}\dot{x}_{vt} + k_{vt}x_{vt} + \alpha_f f_e \tag{4.10}
\]

\[
x_m = \alpha_p x_s \tag{4.11}
\]

where \( m_{vt}, b_{vt}, \) and \( k_{vt} \) are mass, damping, and stiffness of the virtual tool. While in a transparent system according to (4.8)-(4.9), the operator interacts with the task environment through a rigid tool without dynamics, the modified transparency measures introduce an intervening virtual tool with desired mass-spring-damper dynamics. The tool parameters should be selected such that sufficient stability margins are gained without compromising the operator’s perception of the environment through a dominant tool dynamics.

It should be noted that in rigid contact, the modified transparency requirements in (4.10)-(4.11) reduce to original force and position tracking measures in (4.8)-(4.9), if \( k_{vt} = 0 \).

These transparency criteria can be extended to the cooperative teleoperation case as

\[
\sum_{i=1}^{m} f^i_h - \alpha_f f_e = m_{vt}\ddot{x}_{vt} + b_{vt}\dot{x}_{vt} + k_{vt}x_{vt} \tag{4.12}
\]

\[
\frac{1}{m} \sum_{i=1}^{m} x^i_m = \alpha_p x_t \tag{4.13}
\]

\[
x^i_m = x^j_m \tag{4.14}
\]

where \( m_{vt}, b_{vt}, \) and \( k_{vt} \) are the desired virtual tool parameters (Figure 3.2). The
system dynamics in (4.7)-(4.6) and the performance indices in (4.12)-(4.14) are all expressed in the continuous-time domain. In practice, the system outputs are sampled and the control actions are applied at a fixed rate. The control signal is constant between the sampling instants. The transformation of the dynamics and the performance measures into the discrete-time domain allows for direct discrete control synthesis. The application of a zero-order-hold continuous to discrete transformation [72] results in the following dynamics for the i'th operator/master subsystem:

\[
X_{mh}^i[n + 1] = A_{mh}^i X_{mh}^i[n] + B_{mh}^i f_{cm}^i[n] + G_{mh}^i w_{mh}^i[n]
\] (4.15)

where \( X_{mh}^i[n] = [x_{mh}^i[n] \ v_{mh}^i[n]]^T \) is the state vector. The disturbance signal is \( w_{mh}^i[n] = [f_{h}^i[n] \ f_{cm}^i[n]]^T \) where \( f_{cm}^i[n] \) is the disturbance in the control signal \( f_{cm}^i[n] \).

Similarly, the slaves/tool/environment dynamics can be written as

\[
X_{ste}^{mode}[n + 1] = A_{ste}^{mode} X_{ste}^{mode}[n] + B_{ste}^{mode} f_{cs}^{mode}[n] + G_{ste}^{mode} w_{ste}[n]
\] (4.16)

where the superscript \( mode \) shows the mode of operation; free motion, contact with a flexible environment, and contact with a rigid environment. For free motion/contact with flexible environment \( X_{ste}[n] = [x_{ste}[n] \ v_{ste}[n]]^T \) while for contact with rigid environment \( X_{ste}[n] = [x_{ste}[n] \ f_{ste}[n]]^T \). The control signal is \( f_{cs}[n] = \sum_{i=1}^{m} f_{cs}^i \) and the disturbance vector is \( w_{ste}[n] = [f_{ste}[n] \ f_{cs}[n]]^T \). The state transition matrices are function of the operation \( mode \). Note that in rigid contact the
slave robot's state vector includes the environment force \( f_e[n] \). In practice, the controller implementation introduces one sample delay and hence \( f_e[n] = f_{e}[n-1] \).

The derivation of elements of \( A_{mh}^i, B_{mh}^i, C_{mh}^i, A_{ste}^{mode}, B_{ste}^{mode}, \) and \( G_{ste}^{mode} \) is straightforward and will not be presented here. The desired virtual tool dynamics in (4.12) can also be converted to the discrete-time domain

\[
X_{vt}[n+1] = A_{vt}X_{vt}[n] + B_{vt}u_{vt}[n]
\]

where \( X_{vt}[n] = [x_{vt}[n] \ v_{vt}[n]]^T \) and \( u_{vt}[n] = [f_1^m[n] \ \cdots \ f_h^m[n] \ f_e[n]]^T \).

Teleoperation controllers are often distributed between the master and slave sites due to the distribution of system dynamics. In this thesis it is assumed that the time delay in the local communication links between the masters as well as between the slaves is negligible compared to the one-way time delay, between the master and slave sites. According to this assumption, the master controllers receive non-delayed position/force information from other masters and delayed position/force information from the slaves. On the other hand, the slave controllers use non-delayed data from other slaves and delayed information from the masters. Nevertheless, the LQG control is a centralized design approach which utilizes all measurements in generating the control signals. Therefore, controller must be placed either at the master end or at the slave end. Throughout this chapter, it is assumed that the controller resides at the operators' end as displayed in Figure 4.1. Similarly the controller could be placed at the slaves' end.

The structural change in the slave/environment dynamics due to rigid contact and parameter variations due to flexible contact can be handled with a multi-model control approach [73,74]. Model-based controllers are designed for different
phases of the operation. Switching between these controllers occurs according to the estimated contact state. In this strategy, a controller is designed for free motion, another controller handles flexible contacts while a third controller is employed for interacting with rigid environments. Alternatively, it is possible to design a single controller that can function for both free motion and flexible contact, although such an approach would be more conservative. The schematic of the LQG cooperative teleoperation controller is displayed in Figure 4.2.

### 4.3.1 Free Motion/Soft Contact

The states of the system for the cases of free motion/soft contact are defined as follows

\[
X[n] = \begin{bmatrix}
X^1_m[n]^T & \cdots & X^m_m[n]^T & X_{ste}[n]^T & X_{ve}[n]^T
\end{bmatrix}^T
\]  

(4.18)
where $X_{vt}[n]$ has been introduced in (4.17), and $X_m[n]$ and $X_s[n]$ are defined as follows in order to coordinate the behavior of the masters, slaves and virtual tool [75].

$$X_m^i[n] = \sum_{k=1, k \neq i}^{m} [h_{mk}^i (X_{mh}^i[n] - X_{mh}^k[n])] + h_{mk}^i (X_{mh}^i[n] - \alpha_p X_{ste}[n]) + h_{utm}^i (X_{mh}^i[n] - X_{vt}[n])$$

(4.19)

$$X_s[n] = \sum_{k=1}^{m} [h_{sk} (X_{ste}[n] - \frac{1}{\alpha_p} X_{mh}^k[n])] + h_{uts} (X_{ste}[n] - \frac{1}{\alpha_p} X_{vt}[n])$$

(4.20)

$h_{mk}^i$, $h_{ar}^i$, $h_{utm}^i$, $h_{sk}$, and $h_{uts}$ are weighting factors and $\alpha_p$ is position scale factor between masters and slaves. The above choice of states facilitates the application of the LQG method by explicitly including the tracking errors of interest into the
The state vector. The states evolution is governed by

\[
X[n + 1] = AX[n] + Bu[n] + Gw[n] \tag{4.21}
\]

\[
u[n] = \begin{bmatrix} f_{cn}[n]^T \\ f_{cs}[n] \end{bmatrix}^T \tag{4.22}
\]

\[
w[n] = \begin{bmatrix} f_c^*[n]^T \\ f_s^*[n] \\ \tilde{f}_{cn}^T \\ \tilde{f}_{cs} [n] \end{bmatrix}^T \tag{4.23}
\]

where

\[
f_{cn}[n] = \begin{bmatrix} f_{c1}[n] \\ \vdots \\ f_{cn}[n] \end{bmatrix}^T \tag{4.24}
\]

\[
f_h^*[n] = \begin{bmatrix} f_{h1}^*[n] \\ \vdots \\ f_{h[n]}^*[n] \end{bmatrix}^T \tag{4.25}
\]

\[
\tilde{f}_{cn}[n] = \begin{bmatrix} \tilde{f}_{c1}[n] \\ \vdots \\ \tilde{f}_{cn}[n] \end{bmatrix}^T \tag{4.26}
\]

It is straightforward to obtain the system matrices, \( A, B, G \) from \( A_{ih}, B_{ih}, C_{ih}, D_{im}, G_{im}, H_{im}, A_{ste}, B_{ste}, C_{ste}, D_{ste}, G_{ste}, H_{ste}, A_{ve}, \) and \( B_{ve} \), and this will not be presented here. The measurement vector is

\[
y[n] = \begin{bmatrix} y_1[n] \\ y_2[n - d] \end{bmatrix}^T \tag{4.27}
\]

\[
y_1[n] = \begin{bmatrix} x_{1}[n] \\ f_h[n] \\ \vdots \\ x_{m}[n] \\ f_{h[n]} \end{bmatrix}^T \tag{4.28}
\]
where \( d \) is the communication latency in number of sample times and \( f^i_s \) is the reaction force from the tool. These observations are generated based on the actual sensors' readings \( x^m_t[n] \), \( f^i_t[n] \), \( x_t[n] \), and \( f^i_s[n] \) (see Figure 4.2). The measurement vector in (4.27) is particularly suited for the LQG design as it contains the delayed tracking errors. The delayed measurements will eventually be incorporated into the system states as will be seen shortly. Note that the slave measurements are delayed by \( d \) samples. The rationale is obvious in the case of the slave measurements as the controller is implemented at the master side and it would take \( d \) samples before that the slave information arrive at the master end. The virtual tool observations \( x_{vt}[n-d] \), and \( v_{vt}[n-d] \) which are produced by the control algorithm are also delayed since they depend on the environment force \( f_e[n-d] \).

Part of the observation vector in (4.27), i.e. \( y^2[n-d] \) can not be directly written in terms of the system's states and inputs in (4.18) and (4.22) due to the existence of the delay. Nonetheless, the treatment of the problem in the discrete-time domain allows for the incorporation of time delay via a finite number of states into the system's model. The delayed measurement vector is produced by passing the original non-delayed signals through \( d \) unit delay blocks. The outputs of the unit delay blocks are added to the system’s states. The non-delayed observation vectors \( y^1[n] \) and \( y^2[n] \) can be written in terms of the states and the control actions in
\begin{align}
\tag{4.30}
y^1[n] &= C^1 X[n] + D^1 u[n] + H^1 w[n] + v^1[n] \\
\tag{4.31}
\end{align}

where \( v^1[n] \) and \( v^2[n] \) are measurement noise; \( X[n], u[n], \) and \( w[n] \) have been introduced before. The new augmented state vector is given by

\[ X_n[n] = \begin{bmatrix} X[n]^T & y^2[n-1]^T & \cdots & y^2[n-d]^T \end{bmatrix}^T \]  

\( (4.32) \)

and the corresponding system matrices are

\[ A_n = \begin{bmatrix} A & 0 & 0 & \cdots & 0 \\ C^2 & 0 & 0 & \cdots & 0 \\ 0 & I & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & \cdots & I & 0 \end{bmatrix}, \quad B_n = \begin{bmatrix} B \\ D^2 \\ 0 \\ \vdots \\ 0 \end{bmatrix} \]  

\( (4.33) \)

\[ C_n = \begin{bmatrix} C^1 & 0 & \cdots & 0 \\ 0 & \cdots & 0 & I \end{bmatrix}, \quad D_n = \begin{bmatrix} D^1 \\ 0 \end{bmatrix} \]  

\( (4.34) \)

\[ G_n = \begin{bmatrix} G & 0 \\ H^2 & I \\ 0 & 0 \\ \vdots & \vdots \\ 0 & 0 \end{bmatrix}, \quad H_n = \begin{bmatrix} H^1 & 0 \\ 0 & 0 \end{bmatrix} \]  

\( (4.35) \)
Also, the new process and measurement noise vectors are \( w_n[n] = \begin{bmatrix} w[n]^T & v^2[n]^T \end{bmatrix}^T \)

and \( v_n[n] = \begin{bmatrix} v^1[n]^T & 0 \end{bmatrix}^T \). The input and output remain unchanged, i.e. \( u[n] \), and \( y[n] \). The master and slave control actions are subject to time delay as well. The delays for the master and slave control signals are one and \( d \) samples, respectively.

\[
  u[n] = \begin{bmatrix} f_{cm}[n]^T & f_{cs}[n] \end{bmatrix}^T = \begin{bmatrix} u^1[n - 1]^T & u^2[n - d] \end{bmatrix}^T \tag{4.36}
\]

The delay in control signals can be included in the model by augmenting the states as follows

\[
  \tilde{X}[n] = \begin{bmatrix} X_n[n]^T & u^1[n - 1]^T & u^2[n - d] & u^2[n - d + 1] & \cdots & u^2[n - 1] \end{bmatrix}^T \tag{4.37}
\]
The new system matrices are

\[
\tilde{A} = \begin{bmatrix}
A_n & B_n & B_n & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\end{bmatrix}, \quad \tilde{B} = \begin{bmatrix}
0 \\
1 \\
0 \\
0 \\
0 \\
0 \\
0 \\
\end{bmatrix}
\]

(4.38)

\[
\tilde{C} = \begin{bmatrix}
C_n & D_n & D_n & 0 & \cdots & 0 \\
\end{bmatrix}, \quad \tilde{D} = 0
\]

(4.39)

\[
\tilde{G} = \begin{bmatrix}
G_n \\
0 \\
\vdots \\
0 \\
\end{bmatrix}, \quad \tilde{H} = H_n
\]

(4.40)

The new input vector is

\[
\tilde{u}[n] = \begin{bmatrix}
\bar{u}[n]^T & \bar{u}^2[n]^T
\end{bmatrix}^T
\]

(4.41)

and output, process noise, and measurement noise are not changed.

The operator’s exogenous force \(f_{\text{ex}}[n]\) is part of the disturbance vector \(w_n[n]\). This signal can be modelled by a stochastic process and added to the system’s states. This approach would enable the real-time estimation of the force based on the sensory observations. A first-order model is used for the operator’s exogenous
force:

\[ f_{h}^{*}[n + 1] + \alpha_{j_{h}}^{i}f_{h}^{*}[n] = n_{f}^{i}[n] \]  \hspace{1cm} (4.42)

where \( \alpha_{j_{h}}^{i} \) is a constant and \( n_{f}^{i}[n] \) is a white Gaussian sequence. The final discrete-time state-space representation of the system after the augmentation of \( f_{h}^{*} \) into the state vector is given by

\[
X_{f}[n + 1] = A_{f}X_{f}[n] + B_{f}u_{f}[n] + G_{f}w_{f}[n] \]

\[
y_{f}[n] = C_{f}X_{f}[n] + D_{f}u_{f}[n] + H_{f}w_{f}[n] + v_{f}[n] \]  \hspace{1cm} (4.44)

where

\[
X_{f}[n] = \begin{bmatrix} X[n]^{T} & f_{h}^{*}[n]^{T} \end{bmatrix}^{T} \]  \hspace{1cm} (4.45)

\[
y_{f}[n] = y[n] = \begin{bmatrix} y^{1}[n]^{T} & y^{2}[n - d]^{T} \end{bmatrix}^{T} \]  \hspace{1cm} (4.46)

\[
u_{f}[n] = \bar{u}[n] = \begin{bmatrix} u^{1}[n]^{T} & u^{2}[n] \end{bmatrix} \]  \hspace{1cm} (4.47)

\[
w_{f}[n] = \begin{bmatrix} n_{f}[n]^{T} & f_{e}^{*}[n]^{T} & \bar{f}_{em}[n]^{T} & \bar{f}_{e}[n]^{T} & v^{2}[n]^{T} \end{bmatrix}^{T} \]  \hspace{1cm} (4.48)

\[
v_{f}[n] = v[n] = \begin{bmatrix} v^{1}[n]^{T} & 0 \end{bmatrix}^{T} \]  \hspace{1cm} (4.49)

\[
n_{f}[n] = \begin{bmatrix} n_{f}^{1}[n] & \cdots & n_{f}^{T}[n] \end{bmatrix}^{T} \]  \hspace{1cm} (4.50)
The system matrices are

\[ A_f = \begin{bmatrix} \bar{A} & G(:,1:m) \\ 0 & -\alpha_{fh} \end{bmatrix}, \quad B_f = \begin{bmatrix} \bar{B} \\ 0 \end{bmatrix} \]  

(4.51)

\[ C_f = \begin{bmatrix} \bar{C} & \bar{H}(:,1:m) \end{bmatrix}, \quad D_f = \bar{D} \]  

(4.52)

\[ G_f = \begin{bmatrix} 0 & \bar{G}_{1m+1} & \cdots & \bar{G}_{12m+4} \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \bar{G}_{4m+5d+4} m+1 & \cdots & \bar{G}_{4m+5d+4} 2m+6 \\ I & 0 & \cdots & 0 \end{bmatrix} \]  

(4.53)

\[ H_f = \begin{bmatrix} 0 & \bar{H}_{1m+1} & \cdots & \bar{H}_{12m+6} \\ \vdots & \ddots & \vdots \\ 0 & \bar{H}_{2m+2} m+1 & \cdots & \bar{H}_{2m+6} 2m+6 \end{bmatrix} \]  

(4.54)

where \( G(:,1:m) \) and \( \bar{H}(:,1:m) \) denote the first \( m \) columns of \( \bar{G} \) and \( \bar{H} \) matrices, respectively and \( \alpha_{fh} \) is a diagonal matrix with diagonal elements of \( \alpha_{fh}' \).

### 4.3.2 Rigid Contact

When the tool is in rigid contact, the continuous-time dynamics of the slave side are governed by (4.6) with their discrete-time equivalent given in (4.16). Note that the slaves/tool position in rigid contact is modelled by

\[ x_t[n+1] = \beta x_t[n] + w_{xs}[n] \]  

(4.55)
with $\beta \rightarrow 1^-$ and $w_{zs}[n]$ is a white Gaussian sequence. In this case, the vector of discrete states including the master and slave subsystems is chosen as

$$X[n] = \left[ X_m^1[n]^T \cdots X_m^n[n]^T \ X_s[n]^T \right]^T$$  \hfill (4.56)

where

$$X_m^i[n] = \left[ \sum_{k=1, k \neq i}^m h^i_m (x^i_m[n] - x^k_m[n]) + h^i_s (x^i_m[n] - \alpha_p x_t[n]) \right] + v_m^i[n]$$ \hfill (4.57)

and the measurement vector is

$$y[n] = \left[ y^1[n]^T \ y^2[n-d]^T \right]^T$$ \hfill (4.59)

$$y^1[n] = \left[ x_m^1[n] \ f_h^1[n] \cdots x_m^n[n] \ f_h^m[n] \right]^T$$ \hfill (4.60)

$$y^2[n-d] = \left[ \frac{1}{m} \sum_{i=1}^m x_m^i[n-d] - \alpha_p x_t[n-d] \right] \sum_{i=1}^m f_h^i[n-d] - \alpha_f x_e[n-d]$$ \hfill (4.61)

where $\alpha_f$ is force scale factor. This leads to a discrete-time difference equation similar to the one in (4.21). The steps to incorporate the delay in the measurements and the control signals as well as the operator’s exogenous force $f_h^i[n]$ into the system’s states are similar to those in the previous case and will not be repeated here. The dynamics of the augmented system in the discrete-time domain can be
expressed by the following difference equations

\[ X_r[n+1] = A_r X_r[n] + B_r u_r[n] + G_r w_r[n] \]  
\[ y_r[n] = C_r X_r[n] + D_r u_r[n] + H_r w_r[n] + v_r[n] \]

with

\[ X_r[n] = [X[n]^T \ y^2[n-1]^T \ \cdots \ y^2[n-d]^T \ u^1[n-1]^T \]
\[ u^2[n-d] \ \cdots \ u^2[n-2] \ f^*_m[n] T^T \]
\[ y_r[n] = y[n] \]
\[ w_r[n] = \begin{bmatrix} n_f[n]^T & \bar{f}_{cm}[n]^T & \bar{f}_{cs}[n] & w_{x_m}[n] & v^2[n]^T \end{bmatrix}^T \]
\[ v_r[n] = \begin{bmatrix} v^1[n]^T & 0 \end{bmatrix}^T \]

It should be noted that the one sample delay in the slave control action has already been added to \( X_r[n] \) in (4.56).

### 4.3.3 LQG Control Design

The system dynamics and measurement equations in (4.43)-(4.44) for free motion/soft contact and in (4.62)-(4.63) for rigid contact are in the standard form for the application of the LQG control synthesis. The deterministic inputs to the system are the master and slave control signals; \( u_f[n], u_r[n] \). The system is also perturbed by the stochastic inputs \( w_f[n], w_r[n] \) which are assumed zero mean white Gaussian sequences. The measurement noise vectors \( v_f[n], v_r[n] \) are also zero mean white Gaussian signals. The LQG controller attempts to minimize the effect of the
stochastic disturbance inputs on the states through minimizing the following loss function for $N \to \infty$ [72]

$$J(u) = \frac{1}{N} E\left\{ \sum_{n=1}^{N} X[n]^T Q X[n] + u[n]^T R u[n] + 2 X[n]^T \Gamma u[n] \right\}$$  \hspace{1cm} (4.69)$$

where $E\{.\}$ denotes the expected value, and $Q \geq 0$, $R > 0$, and $Q - \Gamma R^{-1} \Gamma^T \geq 0$ but here we assume $\Gamma = 0$. The optimal controller is a combination of a constant state feedback gain obtained from solving the corresponding deterministic optimal Linear Quadratic (LQ) control and an optimal Kalman filter state estimator, i.e.

$$u[n] = -K \hat{X}[n|n-1]$$  \hspace{1cm} (4.70)$$

where the feedback gain $K$ is given by

$$K = (B^T S B + R)^{-1} (B^T S A + \Gamma^T)$$  \hspace{1cm} (4.71)$$

and $S$ is the solution to the following Discrete-time Algebraic Riccati Equation (DARE)

$$A^T S A - S - (A^T S B + \Gamma)(B^T S B + R)^{-1}(B^T S A + \Gamma^T) + Q = 0$$  \hspace{1cm} (4.72)$$

The state estimate $\hat{X}[n|n-1]$ is the output of a Kalman filter with the following dynamics

$$\hat{X}[n+1|n] = A \hat{X}[n|n-1] + B u[n] + L(y[n] - C \hat{X}[n|n-1] - D u[n])$$  \hspace{1cm} (4.73)$$
The Kalman filter gain $L$ is computed as follows

$$L = APC^T (\Pi + CPC^T)^{-1}$$

(4.74)

where $P$ is the solution to the following DARE

$$APA^T - P - APC^T (\Pi + CPC^T)^{-1} CPA^T + W$$

(4.75)

and $W = E \{Gw[n]w[n]^T G^T\}$ and $\Pi = E \{v[n]v[n]^T\}$ are the covariances of the process and measurement noise, respectively. Certain conditions must be satisfied for the existence of a solution to the LQG problem. These include the stabilizability of pair $(A, B)$ and detectability of pair $(C, A)$ among others. It can be shown that the teleoperation system satisfies all necessary requirements.

The special form of the system states for free motion/soft contact and the rigid contact facilitates the LQG design for achieving the teleoperation performance objectives. The sensor measurements are the master and slave positions as well as the hand and environment forces. Delayed hand and environment force signals are used to generate delayed virtual tool position and velocity. These synthesized observations along with the actual transformed/delayed observations enter the mode-based LQG controller blocks at the master site which in turn produce the master and slave mode-based control signals using the algorithms described above. The switching logic located at the slave side, uses the sensory information to identify the mode of operation and sends the result back to the controller at the master side. This information is utilized to select the pair of control signals to be transmitted to the master and slave actuators (see Figure 4.2).
It should be noted that there is redundancy in the slaves’ control signals as the output of the LQG synthesis is $\sum_{i=1}^{m} f_{cs}^{i}[n]$. In general,

$$F_{cm}[n] = \left[ f_{cs}^{1}[n] \ldots f_{cs}^{m}[n] \right]^T = J_f^\dagger(\sum_{i=1}^{m} f_{cs}^{i}[n]) + F_{int} \quad (4.76)$$

where $J_f = \begin{bmatrix} 1 & \ldots & 1 \end{bmatrix}$, $\dagger$ denotes the pseudo-inverse and $F_{int}$ is an internal force component that does not contribute to the combined motion of the slaves and tool. The internal force $F_{int}$ can help maintain the contact between the slave manipulators and the tool if the end-effectors are not equipped with grippers.

Remark 4.1: The quadratic terms in $X_f[n]^TQ_fX_f[n]$ and $X_r[n]^TQ_rX_r[n]$ involve position and force tracking errors at concurrent sample times. Therefore despite the presence of 2d samples round trip delay, the controller attempts to produce non-delayed position and force tracking. Intuitively, this is achieved through the prediction of master and slave motions by model-based Kalman filters. Also, the matrices $Q_f$ and $Q_r$ are positive semi-definite as opposed to positive definite. Therefore, only the tracking errors are penalized in (4.69) and the gains corresponding to the rest of the states in $Q$’s are set to zero. This is critical for the design of the teleoperation controller since the master/slave system must be allowed to move freely in response to operator’s input force.

Remark 4.2: The disturbance terms in the model, in particular $f_{h}^{i}[n]$ and $f_{e}^{i}[n]$, can introduce tracking errors and hence degrade the performance. The effect of these disturbances can be attenuated by tightening the feedback loops through increasing $Q$ and/or decreasing $R$ in (4.69). However, large feedback gains can amplify...
the noise and reduce the system’s stability margins. The inclusion of \( f_h^* [n] \), and similarly \( f_e^* [n] \) if needed, in the state vector through the first-order model \((4.42)\) can enhance the performance as it allows for the real-time estimation of \( f_h^* [n] \). Nevertheless, such model may not accurately predict the operator’s exogenous force for a long prediction horizon. More complex force generation models can be employed to further increase the prediction horizon of the controller.

**Remark 4.3**: Models of operator, master robot, slave robot, and environment dynamics are used by controller. While the master and slave parameters are often known and constant, the operator and environment dynamics are usually unknown and time-varying. The controllers are designed based on the nominal values of the operator and environment parameters. Variation in these parameters can degrade the performance and may even cause instability. Nevertheless, the results of simulations and analysis presented later demonstrate that a careful selection of the LQG design parameters can render the system sufficiently robust w.r.t. operator and environment parameter changes.

**Remark 4.4**: Multi-model estimation techniques [74, 76, 77] can be employed to identify the mode of operation based on sensory observations. Special care should be taken to attain a smooth transition between the mode-based controllers. To this end a simple switching strategy will be introduced later. It is generally difficult to analytically prove the stability of such switching control systems although different approaches have been proposed in the literature [78, 79]. This will remain a subject of future research.

**Remark 4.5**: The order of controller is equal to the system’s order, i.e. \( 4m + 5d + 4 \) for
free motion/flexible contact and $3m + 3d + 2$ for rigid contact. The number of sample delays $d$ depends on the control frequency and the communication latency and can become large in some applications. However, it turns out that the controller possesses a sparse structure that can be exploited for its efficient implementation, if needed. It is also possible to adopt a multi-rate control strategy where the teleoperation controller runs at a slower rate than that of the local feedback linearizing controllers.

Remark 4.6: The proposed control approach can be employed in case of time-varying delay by introducing buffers that store measurement and control signals at the master and slave ends. Time-delay is rendered constant by adding artificial delay to these signals if and when necessary. Nevertheless, such an approach would be conservative since the control is designed for the maximum delay.
Chapter 5

Simulation and Experimental Results

The proposed control algorithms for cooperative teleoperation are evaluated through simulation and experiment in this chapter.

5.1 Case Study

This section presents a numerical design example to demonstrate the effectiveness of the proposed control algorithms. A single-axis linear two-master/two-slave system is considered as illustrated in Figure 5.1. This example is based on the experimental setup that will be introduced later. The dynamics of human operators, master robots, slave robots, and the tool are modelled by linear mass-spring-damper systems with impedances of the form $ms + b + k/s$. The single-axis tool frame is located at the contact point between tool and environment. The parameters used in the simulations reflect those of the actual experimental setup.
Figure 5.1: The schematic of the linear one-axis two-master/two-slave teleoperation system.

System parameters:

\[
\begin{align*}
    m^1_m &= m^2_m = 0.5\, \text{kg} & b^1_m &= b^2_m = 0.5\, \text{N.s/m} & k^1_m &= k^2_m = 0.1\, \text{N/m} \\
    m^1_s &= m^2_s = 3.5\, \text{kg} & b^1_s &= b^2_s = 6\, \text{N.s/m} & k^1_s &= k^2_s = 0.1\, \text{N/m} \\
    m_t &= 0.82\, \text{kg} & b_t &= 2\, \text{N.s/m} & k_t &= 0.01\, \text{N/m} \\
    m^1_h &= m^2_h = 0.35\, \text{kg} & b^1_h &= b^2_h = 0.1\, \text{N.s/m} & k^1_h &= k^2_h = 0.02\, \text{N/m}
\end{align*}
\]

All values are expressed in the metric units.

5.2 Simulation Results

5.2.1 Discrete-Time LQG Controller

The proposed LQG control scheme of Chapter 3 is applied to the single-axis two-master/two-slave system of the previous section. The controller is implemented at the master side. The operators manipulate the slave robots in free motion and in contact with a rigid environment. Two different controllers are designed. The first controller is intended for free motion operation and the second controller handles
rigid contact.

**Controller Switching:**

The switching logic used in the simulations is simple. While in free motion, the controller enters the rigid mode if the magnitude of the environment force surpasses a predefined threshold. However, this force is not available directly. A disturbance observer is employed to estimate it based on measurements of contact forces between the slaves and the tool. The force observer will be explained later. To return to the free motion mode, the average slave velocity over a short window of time and the operator’s measured force in the direction away from the contact must be below and above small predefined thresholds. Such logic will eliminate the possibility of erroneous switching due to the bouncing against the rigid environment during the transition period. Also, the number of free-to-rigid bounces may be reduced simply by adding extra damping to the slave controller during the transition period.

The controller performance and its robustness w.r.t. parameter variations are examined through various simulation scenarios. These include teleoperation under different communication delays with matched and mismatched parameters. Delay is introduced in the slave position and force information as well as the slave control signal since the controller is implemented at the master end.

The system and controller parameters used in the simulations are given below.
System parameters:

\[ m_{vt} = 3kg \quad b_{vt} = 2N.s/m \quad k_{vt} = 0.01N/m \]
\[ m_e = 0.01kg \quad b_e = 1N.s/m \quad k_e = 0.1N/m \]
\[ \alpha_f = 1kg \quad \alpha_p = 1 \quad \alpha_{fh} = \beta = 0.999 \]

LQG parameters:

\[ R = diag(0.05, 0.05, 0.05) \]
\[ E\{ww^T\} = diag(0.25, 0.25, 0.01, 0.01, 0.01, 10^{-8}, 10^{-8}) \]
\[ E\{vv^T\} = diag(10^{-8}, 10^{-4}, 10^{-8}, 10^{-4}, 0, 0) \]

\[
q_{1i}^f = \begin{cases} 
10^3 & i = d \\
0 & \text{otherwise}
\end{cases} \quad q_{2i}^f = \begin{cases} 
10^2 & i = d \\
0 & \text{otherwise}
\end{cases}
\]

\[
q_{1i}^r = \begin{cases} 
10^4 & i = d \\
0 & \text{otherwise}
\end{cases} \quad q_{2i}^r = \begin{cases} 
1 & i = d \\
0 & \text{otherwise}
\end{cases}
\]

The sampling frequency is 128Hz for the LQG controller and 1024Hz for local controllers. According to sampling theorem, for fully reconstruction of a band-limited signal, the sampling frequency must be at least twice as large as the highest frequency component of the original signal \([80, 81]\). In control loops the sampling rate should be about twenty times larger than the highest frequency component. There will be abrupt changes in force signals when a transition happens from free
motion to rigid contact and such sharp changes contain high frequency components. Therefore, for stability reasons the sampling rate should be high when we have force feedback. Since the state vector contains delayed control and measurement signals, the dimension of the state vector will increase with increasing the sampling frequency. Thus the sampling frequency of the LQG controller was chosen to be smaller than that of the local controllers.

Simulation with Matched Parameters

In this case, the system parameters used in the LQG design are the same as those employed to simulate master, slave, and environment dynamics. Three different levels of round trip time delay are examined, i.e. 125ms, 250ms, and 500ms. Figure 5.2 shows the position and force tracking results. The LQG controller demonstrates excellent position tracking and impedance shaping in free motion. Note that the positions of masters and slaves closely follow that of the virtual tool without delay. The controller uses the model information to compensate for the delay through prediction. The tracking error slightly increases as latency becomes larger. This demonstrates the effect of uncertainties such as the operator's exogenous force and measurement noise on the system's performance.

The controller exhibits stable contact transition from free motion to rigid contact and vice versa. There is a delay in force tracking during the rigid contact. This is due to the fact that first-order model for operator's exogenous force \( f_h^* \) in (4.42) can not accurately predict its behavior. The operators perceive a rigid contact despite a small discrepancy between masters and slaves positions. This is evident from the master position profiles which show constant master positions despite
the variations in the applied hand forces. The force oscillation in the rigid contact is due to the operators' deliberate force and is intended to display the force tracking capability of the controller.

Simulation with Mismatched Parameters

The simulations were repeated, this time with mismatched parameters. The master and slave parameters can be estimated with high accuracy. The design example
Figure 5.3: LQG Position and force tracking for mismatched model parameters: (a) 125ms delay (b) 250ms delay (c) 500ms delay.

requires no environment parameter as it considers free motion and rigid contact. However, the arm parameters are unknown and can vary from one operator to another. Figure 5.3 displays the results for the case in which \( m_h(\text{real}) = 1.0 \text{kg} \) and \( m_h(\text{model}) = 0.35 \text{kg} \). Figure 5.4 displays the results for the case in which \( m_h(\text{real}) = 0.05 \text{kg} \) and \( m_h(\text{model}) = 0.35 \text{kg} \). The LQG controller still demonstrates accurate force and position tracking with stable contact behavior for all three levels of time delay despite the large parameter mismatch as is evident in this figure.
Figure 5.4: LQG Position and force tracking for mismatched model parameters: (a) 125ms delay (b) 250ms delay (c) 500ms delay.

Robust Stability Analysis

The proposed multiple-model LQG controller is a model-based approach that requires the parameters of master, slave, operator, and the environment (in soft contact). The robustness of the controller was demonstrated through a few numerical simulation scenarios in the previous section. It is also possible to investigate this robustness via classical linear analysis tools such as the Nyquist theorem. To avoid complications of a multi-variable analysis, we study the robustness with respect to
changes in individual parameters separately. In each case, the controller/observer and all system parameters are fixed except one parameter of interest. The Nyquist analysis is then employed to obtain the value of parameter for which the system becomes marginally stable [82,83]. The system structure for Nyquist stability analysis is shown in Figure 5.5, where the closed loop system can be considered as a single-input/single-output (SISO) system. In the following the robustness analysis is applied to the single-axis linear two-master/two-slave bilateral teleoperation system of Figure 5.1.

**Robustness against mismatch in environment stiffness**

The environment stiffness in the design of the free motion controller was assumed 0.1N/m. The free motion controller could also be used to interact with soft environments. Obviously, this will introduce uncertainty in the form of environment stiffness in the system's dynamics. In Figure 5.6(a), the maximum allowable environment stiffness for the controller with the above parameters is plotted as a
function of the time delay. The maximum stiffness decreases by the amount of time delay from over 11000N/m for delays around 15ms to about 400N/m for a delay of 250ms. It should be noted that the same controller has been used to produce the results for different delays. The controller parameters can always be adjusted to balance the performance and robust stability based on the value of the delay and the application requirements. Alternatively by designing separate controllers for free motion and soft contact, system’s performance and stability can be both enhanced in the expense of having a more complex controller.

Robustness against mismatch in arm mass and environment stiffness

The sensitivity of the free motion controller with respect to simultaneous variations in the operator’s arm mass and the environment stiffness was also analyzed for a time delay of 125 ms. The results are given in Figure 5.6(b) where the maximum allowable environment stiffness is plotted for different values of actual arm mass. According to this figure, the maximum stiffness for the free motion controller decreases as the actual arm mass increases.

Robustness against mismatch in arm mass for rigid contact controller

The arm mass is the critical parameter in the design of the rigid contact controller. The robust stability of the controller w.r.t. variations in this parameter is demonstrated in Figure 5.6(c) where that maximum allowable arm mass is plotted as a function of communication delay. Again, the arm mass value used in the design is $m_h = 0.35$kg.

In summary, it can be concluded that the designed controller is fairly robust with respect to the uncertainties considered in the analysis. Obviously, it is difficult to specify objective targets for the controller robustness margins. The designer
Figure 5.6: (a) Robustness of free motion LQG controller w.r.t. mismatch in environment stiffness ($k_e = 0.1$ in design). (b) Robustness of free motion LQG controller w.r.t. mismatch in arm mass and environment stiffness ($m_h = 0.35$ and $k_e = 0.1$ in design). (c) Robustness of rigid contact LQG controller w.r.t. mismatch in arm mass ($m_h = 0.35$ in design).

should set the performance and robustness goals based on the application requirements and then tune the controller design parameters to achieve those objectives, if possible.
5.2.2 Adaptive Nonlinear Controller

The proposed adaptive nonlinear control scheme of Chapter 3 is applied to the single-axis two-master/two-slave system. In this case

\[ \Psi(x_s^1) = x_s^1 \quad \Psi(x_s^2) = x_s^2 \]

and hence \[ J_t = \begin{bmatrix} 1 & 1 \end{bmatrix}. \] Similarly for the masters

\[ \Phi(x_m^1) = x_m^1 \quad \Phi(x_m^2) = x_m^2 \]

Controller parameters are: \( C = 24\pi, \Lambda = 20, A = 0.0025, K_s = 100, K_m^i = 100 \) for \( i = 1, 2 \). All values are expressed in the metric system of units. The sampling frequency is 1024Hz, and the force and position scaling factors are \( K_f = 4 \) and \( K_p = 1 \), respectively. This generates a virtual mass of 1.33kg and damping of 26.5Ns/m.

The redundancy in slaves' has been used to control the internal force exerted on the tool according to (3.25) with \( f_{int}^d = 20N \). This assists in keeping the contact with the tool during the operation as slaves are not equipped with a gripper mechanism. Force measurement noise and encoder quantization errors are included in the simulation.

The proposed controller requires the measurement of environment force \( f_e \). However, this is not available in our experimental setup. Instead, the contact forces between the slaves and the tool are measured through two sensors. In stable rigid contact, the environment force can be directly computed from the force sensors'
readings as the tool velocity and acceleration are zero. Nevertheless, the environment reaction force must be estimated for flexible contact. A disturbance observer has been designed and implemented to estimate this force [84]. The observer dynamics are governed by

\[
\begin{aligned}
\dot{x}_o^1 &= x_o^2 + \frac{k_{wa}}{m_t} (x_t - x_o^1) \\
\dot{x}_o^2 &= \frac{1}{m_t} \left[ -b_t \dot{x}_t - k_t x_t + k_{po} (x_t - x_o^1) + f_t^1 + f_t^2 \right]
\end{aligned}
\]  

(5.1)

where \(x_o^1\) and \(x_o^2\) are the observer states, and \(k_{po}\) and \(k_{vo}\) are the observer gains. \(f_t^1\) and \(f_t^2\) are the force sensors' measurements. Using the above dynamics and the dynamics of the tool,

\[
m_t \ddot{x}_t + b_t \dot{x}_t + k_t x_t = f_t^1 + f_t^2 + f_e
\]  

(5.2)

it can be easily shown that

\[
m_t \ddot{x}_t + k_{vo} \dot{x}_t + k_{po} \ddot{x}_t = f_e
\]  

(5.3)

where \(\ddot{x}_t = x_t - x_o^1\) is the observer error. The environment force for the frequencies below the bandwidth of the error dynamics can be approximated by

\[
f_e \approx k_{po} \ddot{x}_t
\]  

(5.4)

Note that the observer is even useful for rigid contact operation as it can signal a transition from free motion to contact and vise versa. This triggers the rigid contact controller.
The switching terms in masters’s control actions have been eliminated by augmenting the master/operator parameters’ vector with the operators’ intentional forces, $f_h^{1*}$ and $f_h^{2*}$ as explained in Remark 4.4. Simulations were conducted for two different scenarios; first with a flexible environment and then a rigid environment. The results are presented below.

**Flexible Environment**

The total simulation time is 30 seconds during which the operators cooperatively move the tool from its initial position and make contact with a flexible environment with stiffness of $k_e = 500$. Then, they withdraw the tool and move it in free motion. Finally, the operators make another contact with the flexible environment while applying a sinusoidal force to the master devices. Figure 5.7(a) shows an excellent position tracking between the masters and slaves both in free motion and in contact with the environment.

The sum of the operators’ hand forces reflected to the slave side along with the force exerted by the tool on the environment and its estimate by the observer are plotted in Figure 5.7(b). Note that how the environment force tracks the operators’ net force when the tool is in contact with the environment. The operators’ net force drive the intervening tool dynamics in free motion. The synthesized tool dynamics cause the force discrepancy seen in Figure 5.7(b) when the tool is moved during the contact. The estimated stiffness at the slave side, $k_s^1 + k_s^2 + k_t + \sigma f k_e$, is depicted in Figure 5.7(c). The controller accurately tracks variations in the environment stiffness as can be observed in the figure.
Figure 5.7: Adaptive nonlinear controller simulation results for flexible environment: (a) position tracking (b) force tracking (c) environment's stiffness estimate.

Rigid Environment

A similar scenario was considered to evaluate the performance of the controller for the case of contact with a rigid environment during a simulation period of 16 seconds. In this case, the value of $\sigma_r$ is determined based on the environment force estimates. Figure 5.8 depicts accurate position and force tracking in free motion and in contact with the rigid environment. The contact behavior is stable and well damped. There is an improvement in the rigid contact force tracking results compared with those of the flexible environment. This is due to lack of motion in rigid contact which eliminates the effect of the synthesized tool dynamics.
Figure 5.8: Adaptive nonlinear controller simulation results for rigid environment: (a) position tracking, (b) force tracking.

5.3 Experimental Setup

This section presents the results of experimental studies conducted for further evaluation of the proposed adaptive nonlinear cooperative teleoperation scheme. The experimental setup is displayed in Figure 5.9. The two-master/two-slave system is composed of:

(i) A linear track with three moving carts: The two side carts which are the slaves in the experiments, are motorized, and their positions along the track are measured by incremental rotary encoders installed on the motor shafts. The encoders produce 4,096 counts per revolution which approximately yield a 0.01 mm linear position measurement resolution. Special care has been taken to reduce backlash in the carts’ movements. The Coulomb and viscous friction of the carts are compensated by active control. Two Mini40 force sensors from ATI Industrial Automation have been installed on the carts which measure the interaction force.
between the slaves and the tool. The tool is the middle cart in Figure 5.9 and it has been designed such that it can freely move on the track. The motion of the tool is blocked in one direction by a rigid or flexible stop inserted in the middle of the track. This stop cannot be seen in Figure 5.9 as it is hidden under the tool cart.

(ii) Two planar twin pantograph haptic interfaces from Quanser Consulting are employed as master robots as shown in Figure 5.9. Each device provides three active degrees of motion, i.e. two translations and one rotation using four electric motors. The motor shaft angles are measured by optical encoders that produce 20,000 counts per revolution. In the experiments, only one axis of motion is required. Therefore, one of the translational and the rotational degrees of freedom are locked using a work-space proportional-derivative controller. The redundancy in actuation of the pantographs is exploited to minimize the norm of required motor torque vector for generating a given work-space force. The control system renders the device into a one-axis haptic interface that is suited for the experiments.
The rigid dynamics of the twin pantograph haptic parallel mechanism are rather complex. Instead, the device is modelled as a position-dependent mass along its axis of motion. The variation in the mass can be handled by the master/operator adaptation law (3.29). No force sensor is installed on master device in order to simplify the mechanical design and also to reduce the mass of the interface. Instead, disturbance observers similar to the one discussed earlier have been designed and implemented to estimate the operators' hand forces [84].

The control algorithm has been implemented using Matlab Realtime Workshop Toolbox and Tornado 2.2/VxWorks 5.4 RTOS by WindRiver. The control rate is set to 1024Hz. Q8 multifunction I/O boards by Quanser Consulting collect sensory information and output the control commands.

Two sets of experiments were conducted, one with flexible contact and another with rigid contact. In the experiments, two operators cooperatively moved the tool in free motion and made contact with the environment several times. Experiments were repeated with different operators and similar behavior was observed.

5.4 Experimental Results

5.4.1 Adaptive Nonlinear Controller

The redundancy in slaves' has been used to control the internal force exerted on the tool according to (3.25) with \( f_{\text{int}}^d = 20\text{N} \). This assists in keeping the contact with the tool during the operation as slaves are not equipped with a gripper mechanism.
Flexible Environment

Experimental results for flexible contact are shown in Figure 5.10. The system demonstrates accurate position tracking both in free motion and in contact with the environment. In contact situation, the force exerted on the environment by the tool, tracks the operators' net force after the velocity of the tool approaches zero. This is expected behavior due to the intervening tool dynamics. Also, the adaptive controller is able to estimate the environment stiffness effectively as shown in Figure 5.10(c). The small non-zero stiffness estimates in free motion are most likely due to environment force observation errors.

Rigid Environment

Experimental results for the rigid contact are presented in Figure 5.11. The rigid contact behavior is stable and well damped. The position tracking is accurate both in free motion and in contact phases. The system also demonstrates excellent force tracking between the operators' net force and the environment force when the tool is pushed against the rigid environment.

Experiments have also been conducted using two decoupled four-channel teleoperation systems for performing the same task. The system demonstrated poor contact stability. The operators were mostly unsuccessful in grasping the tool because of contact instability. Even in cases in which the force gains were reduced to improve stability, the contact between the tool and slaves were frequently lost due to poor coordination between the operators. In summary, the cooperative controller provides a superior transparent response in contact with the rigid environment and greatly facilitate the coordination between the operators when compared
Figure 5.10: Adaptive nonlinear controller experimental results for flexible environment: (a) position tracking (b) force tracking (c) environment's stiffness estimate.

with decoupled single-slave/single-master controllers.
Figure 5.11: Adaptive nonlinear controller experimental results for rigid environment: (a) position tracking (b) force tracking.
Chapter 6

Conclusions and Future Work

This thesis studied the problem of coordinated control of multi-master/multi-slave (MMMS) teleoperation systems. The vast majority of reported work in the literature are concerned with single-master/single-slave (SMSS) teleoperation applications. The few previous reports in cooperative teleoperation either ignore the dynamic interaction of the slaves through the tool or limit their scope to free motion coordination. They also sacrifice transparency objectives in order to gain robust stability in the presence of time delay.

6.1 Contributions of Thesis

Cooperative Teleoperation

A general architecture for cooperative teleoperation control was introduced.
• The proposed framework employs a fully connected communication architecture, which allows for transmission of position and force information between all master and slave robots.

• The dynamics of master and slave manipulators, operators, tool, and environment were incorporated in the model.

• Relevant performance measures were defined to enhance cooperative operation.

Linear and adaptive nonlinear controllers were designed to achieve desired performance as well as to address communication time delay and parametric uncertainty issues.

**Adaptive Nonlinear Controller**

• The nonlinear dynamics of master and slave manipulators, operators, tool, and environment were incorporated into an adaptive nonlinear control architecture.

• The stability of the closed-loop system in the presence of parametric uncertainty and in contact with flexible and rigid environments was proven through Lyapunov analysis.

• The controller establishes a desired position-position correspondence between masters and slaves. It also provides the operators with a controllable virtual intervening tool impedance.
Discrete-Time LQG Controller

- State space models were developed for various phases of teleoperation that include errors corresponding to non-delayed virtual tool impedance shaping, position tracking, and force tracking.

- Delays in control and measurement signals were also incorporated into these models.

- Model-based output-feedback LQG controllers were designed for free motion/soft contact and contact with rigid environments with switching between the controllers occurring according to the identified mode of operation.

- The Nyquist technique was utilized to analyze the robustness of the controllers with respect to variations in the system’s parameters.

Simulation and experimental results demonstrated that the proposed approaches are highly effective in coordinating the operation in a two-master/two-slave single-axis teleoperation setting.

6.2 Directions for Future Research

Functional Differential Equations

As a future work, the nonlinear cooperative teleoperation system can be modelled by functional differential equations [85] instead of ordinary differential equations in order to incorporate the communication time delay explicitly. There is
a relatively rich literature about the control of systems with state delays that are modelled by functional differential equations but without input or output delays [86–88]. Control of a teleoperation system with input and output delays is a much more difficult and challenging problem. Different extensions of control Lyapunov functions to time delay systems have been proposed in the literature such as control Lyapunov-Razumikhin functions (CLRF) and control Lyapunov-Krasovskiy functionals (CLKF) [89–91]. Adaptive control laws that guarantee stability could be obtained by these approaches.

Experimental Evaluation of the LQG Controller

The proposed LQG controller should be evaluated experimentally.

Adaptive LQG Controller

Adaptive local nonlinear controllers can be employed to cope with uncertainties and achieve linear dynamic models for master and slave robots [92, 93]. The obtained linear dynamic models can be controlled by the LQG controller.

Decentralized LQG Controller

The proposed LQG controller has a centralized structure and located at the master side in order to obtain better estimates of operators’ intentional force. A drawback of the centralized approach is that the slaves’ position and force information are not used locally. Extra time delay is introduced in using the slaves’ position and force data due to sending the information to the controller at the master side.
Therefore, a decentralized version of this controller has advantage over the centralized one especially in the multi-robot case that operators are at distant positions. Decentralization of the LQG controller, based on the techniques of [94] and [95] and newer methods that consider the time delay issue [96–98], is recommended as a future work.
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