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Abstract 

Recently, there has been a strong trend in medicine to use implanted electronic devices 

for diagnostic and/or therapeutic purposes. These devices usually involve a one- or two

way communication link, allowing communication with the implant. One revolutionary 

implanted system that was recently launched into the healthcare market is the wireless 

imaging capsule for monitoring the gastrointestinal tract. Among the application-specific 

design challenges of such a wireless system are the severe constraints on low power and 

on small physical size. Besides, the allowed power levels of signals due to in-body 

radiating devices are restricted to very low values due to human safety concerns. To meet 

the requirements of such a wireless system, highly efficient, small-size, low-power 

transmitting radio frequency (RF) blocks are needed. 

This thesis focuses on the design, implementation and measurements of the last 

two blocks in the transmitter, namely the antenna and the power amplifier (PA). Three PA 

circuits have been designed and measured, all of class AB topology. The first two PAs 

operate at 2.4 GHz, while the third is designed for 405-MHz operation. All designs are 

fully integrated and realized in a standard mixed-signal 0.18 ~m complementary metal

oxide-semiconductor (CMOS) process. Measurement results show that at a supply 

voltage of 1.4 V, the circuits have a maximum drain efficiency of 32% and 40.7% for the 

2.4-GHz and the 405-MHz designs, respectively, while providing an output power of 7.2 

and 8 dBm to the load. These results greatly outperform similar designs in the literature, 

proving that class AB PAs, if properly designed, are well-suited for low-power 

biotelemetry application. 

A simple layout design approach was developed to minimize the parasitic effects 

of on-silicon interconnections that cause significant degradation in the performance of RF 

integrated circuits (RF ICs ). This approach was used to design the layouts of the three PA 

circuits presented in this work, and the approach was tested on a low-noise amplifier 

(LNA) operating at 5 GHz, since at such a high frequency the parasitics become more 

pronounced. Measurements on the LNA circuit show good agreement with simulations. 
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Thus, next to allowing for optimized circuit performance, this approach can shorten the 

design time of RF ICs by providing very good predictions of performance characteristics. 

The last part of this thesis deals with the analysis and design of efficient in-body 

antennas. A study of the use of loop antennas in medical implants was conducted. 

Simulations and measurements have been used to characterize the radiation performance 

of loop antennas in terms of their radiation resistance, transmitting bandwidth and 

biocompatibility. At 405 MHz, the antenna has proven to be efficient in the dissipative 

biological tissues, to have a wide transmitting bandwidth, and a specific absorption rate 

(SAR) distribution that is well below the safety limits. To further verify its suitability for 

in-body operation, a miniature loop antenna was fabricated and measured at 405 MHz 

and 2.4 GHz. For measurement purposes, two body simulating chemical solutions were 

prepared in-house to provide the necessary radiation environment. Measurements show 

that small loop antennas are well matched in the medium and are thus good in-body 

radiators. 
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To the glory of His holy name, my Lord and my Shepherd, Jesus Christ. 
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CHAPTER 1 
Introduction: Biotelemetry Implants 

Biomedical implantable electronics, fluidic and mechanical systems (micro

electromechanical systems- MEMS) are becoming increasingly important in monitoring 

and treatment of specific ailments. One example of such an electronic system is the 

pacemaker used to provide electrical pulses to regularize heart beats. Another example is 

the MEMS-based system that is used to monitor the blood sugar level in diabetic patients 

and to deliver insulin as needed. In this work, we propose to develop components that go 

into an opto-electronic, wireless implantable system to screen for medical problems 

associated with the gastrointestinal tract, primarily because it is one of the most difficult 

areas to diagnose accurately in a non-invasive manner. More specifically, we concentrate 

on developing efficient, low-power, compact power amplifiers and antennas targeted for 

the transmitter subsystem of this biotelemetry implant for monitoring the gastrointestinal 

tract. 

1.1 IMPLANTABLE ELECTRONIC BIOMEDICAL SYSTEMS 

Health care is one of the many areas on which the evolution of the electronic and micro

electromechanical technologies has had a great impact. Biomedical engineering scientists 

not only used these technologies to provide hospitals with high technology equipment, 

but they also began to explore the possibility of applying these technologies in body

embedded electronic devices. Biomedical implanted devices have found wide application 

in the medical field, including regulating body functions, stimulating nerves and treating 

various diseases. Figure 1.1 shows the different locations of the human body where 

biomedical implants can find applications [1]. 
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Fig. I . I. Various body locations where implantable electronic devices can find applications [I]. 

The healthcare community has even recently benefited from the newly developed 

biomedical implantable systems that involve a one or two-way wireless communication 

link, allowing communication with the implant. The success of these biotelemetry 

systems is a result of the remarkable advancement in· the emerging submicron 

complementary metal-oxide-semiconductor (CMOS) processes and the development of 

new radio frequency (RF) circuit topologies. These two trends allowed for efficient, 

miniature, low-power RF transcefvers that are compatible with the stringent requirements 

of these biomedical applications. Examples of biomedical implants that involve a 

telemetry system are: cardiac pacemakers, hearing aids, defibrillators, as well as pressure, 

pH, temperature or blood glucose sensors. These implanted devices present a true 

breakthrough in medical therapy and diagnosis and have found an obvious appeal to 

patients and physicians, since they present a cost-effective and a patient-friendly 

alternative to the more painful, uncomfortable, time consuming and expensive methods 

for diagnosis or treatment. 

Biomedical implantable devices with wireless capabilities were previously limited 

to locations close to the patient's skin; but they are now placed deeper inside the human 

body reaching even internal organs. The deeper the point inside the body from which the 

implant radiates, the more pronounced become the challenges faced in the design of its 

RF subsystem. One recent revolutionary medical implant with RF capabilities is the 
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wireless capsule endoscopy (WCE) system intended for the diagnosis of the small

intestinal disorders. In this system, the implant operates deep from the inside of the 

human abdomen. The full system will be presented in the next section, highlighting its 

main components, intended functionality and the available commercial products. 

1.2 DIAGNOSTIC GASTROINTESTINAL WIRELESS CAPSULE ENDOSCOPE 

1.2.1 Medical Background 

The medical information given in this section is based on references [2-5]. 

It is generally agreed by medical practitioners that disorders in the small intestine 

are among the most difficult to diagnose gastrointestinal disorders. The small intestine is 

about five meters long and has many complex loops; hence it is anatomically very 

difficult to access and to monitor. Crohn's disease (gut/mucosa inflammation), benign 

and malignant small intestine tumors and bleeding abnormalities arising from obscure 

sources in the small intestine (obscure gastrointestinal bleeding) are the most common, 

but hard to diagnose small intestine disorders. 

Push enteroscopy, which uses a camera attached to a flexible endoscope, small

bowel follow through (SBFf), endoscopic ultrasound, radiological imaging (X-rays) or 

even surgeries are used for examining the small intestinal tract for identifying its 

disorders. However, these conventional diagnostic techniques have many complications 

and limitations. Push enteroscopy and SBFf are painful to patients and can only reach 

the upper third of the small intestine. X-rays and ultrasound have the limitation of 

exposing the patient to large radiation doses. To the patients, all the above methods are 

uncomfortable, expensive and require hospitalization. To the physicians, they provide 

limited diagnostic results and have low diagnostic yield. Thus, they usually have to 

follow a large number of gastrointestinal examination procedures before they can make a 

conclusive diagnosis. So, there was an urgent clinical need for an alternative technology 

before the WCE was introduced to the healthcare market. 

The WCE technology relies on an encapsulated miniature video camera that is 

swallowed by the patient after an eight-hour period of fasting. Along the capsule's 

journey, it takes pictures of the human's digestive tract (Fig. 1.2). It continuously 

transmits these images through an RF link to a receiver close to the patient's skin. These 
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images are then observed by a gastroenterologi t and further medical actions are taken 

according to the case. The capsule is carried by the natural peristalsis (contraction and 

relaxation) of the small intestine through the gastrointestinal tract. It is disposable and the 

passage time is 8-73 hours. 

Fig. I. 2. Monitoring the gastrointestinal tract using the WCE technology (modified from [6]). 

Compared to the traditional diagnostic methods, the WCE is easy to us~. monitors 

the entire small intestine, is painless and comfortable to patients, and it features a high 

diagnostic yield. But, as any medical technique, the WCE has its own medical risks and 

complications. The main complications associated with the WCE system are: imaging or 

transmission failure due to defective components, delayed or failed natural excretion due 

to narrowing or blockage in the small intestine, poor visualization, discontinuity of the 

operation before the pill completes its journey due to limited supply power and 

interference with other implanted RF devices like cardiac pacemakers. 

1.2.2 System Components, Functionality and Market Overview 

The WCE system consists of three key subsystems: an imaging capsule, a wireless data 

recorder and a computer workstation. The fundamental system requirements are: high 

image quality, reliable data transmission, cost effectiveness and minimal medical 

complications. The WCE system is currently manufactured by very few companies. The 

two leading ones are: the Israeli Given Imaging Ltd. and the Japanese RF System Lab. 
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The complete system is shown in Fig. 1.3, as implemented by (a) RF System Lab [7] and 

(b) Given Imaging Ltd. [4] . 

------------··· 4 --------------------------~ (b) 3 : 

1. PC System Unit 3 
2. Endoscopic Capsule 
3. Coil Vest 
4. Joystick Controller 

2 

~-------------------~----········-~ : 1. PC System Unit (RAPID) 1 
: 2. Endoscopic Capsule --~ 
: 3. Recording Belt ...--• 
: 4. Data Recorder : ;:::::::: I 
: 5. Sensor An•y ~ 

·-------------·----------------------------

I 

! 
I 
i 
I 
: • 
I 
: 

I 

Fig. I. 3. Main components of the WCE system, as implemented by (a) RF System Lab 7] and (b) Given 
Imaging Ltd. [4]. 

The main, revolutionary subsystem of the WCE system is the swallowable camera 

capsule with its RF and imaging capabilities. The intended system functionalities are: 

• remote imaging, 

• wireless data transmission, 

• data processing, 

• tracking capability (localization), 

• locomotion facility (stopping or steering), 

• therapeutic capabilities (locaHzed medication delivery, laser radiation), 

• and biopsy (tissue sampling). 

The whole subsystem is to be encapsulated in a pill-size case made of a biocompatible 

material that resists the digestive acids. The main subcomponents of the system are: 

• the image capturing components: image sensors or microchip camera, 

light emitting diodes (LEOs) and camera lens, 

• an energy source- miniature batteries or an inductive coil in the case of 

inductive power coupling, 

• and the RF components: RF transceiver and antenna. 
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Table 1.1 and Fig. 1.4 show the main characteristics of Given Imaging's PillCam 

(previously known as M2A) and RF System Lab's Norika3 [7]. 

As can be seen from the comparison given in Table 1.1, the main differences 

between the two pills are the power supply mechanism and the implemented imaging 

technology. Power is supplied to PillCam using two silver-oxide batteries, while Norika3 

is powered by external power coupling. Using power coupling for providing the power to 

the pill, Norika3's designers were able to save the battery space to implement added 

functionality. Their pill has two tanks that can be used for drug delivery, laser radiation 

or tissue sampling. In addition, it provides the locomotion facility to the physician, who 

can stop or steer the pill inside the human body. With regard to the imaging technology, 

PillCam uses the CMOS technology, while Norika3 uses the charge-coupled device 

(CCD) technology. The CCD technology allows for saving space, since the step of image 

processing can be done separately from that of image capturing and hence, can be 

implemented in one of the other subsystems outside the body (recorder or computer 

workstation). On the other hand, the CMOS imaging technology is known to provide 

lower power consumption, is less expensive and allows for implementations in a smaller 

area. However, the main advantage of using a CMOS image sensor is the full integration 

of the sensor, the RF transceiver and the processor on a single chip. This reduces the area 

and cost significantly. 

Table I. 1. System characteristics ofPillCam and Norika3 [7]. 

Characteristic 
PillCam (M2A) by Given Norika3 by RF System 

Imaging Ltd. Lab 

Power Supply 2 silver-oxide batteries external power coupling 

Image Transmission Rate 2 images/sec 30 images/sec 

Size 11 mmx27mm 9mmx23mm 

Image Sensor Technology CMOS CCD 

Camera Flash white LEDs 4 colored LEDs 

Capsule Enclosure plastic case resin case 
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Fig. I. 4. (a) Norika3 and (b) Pillcam imaging pills [7] . 

The second subsystem of the WCE system is the wireless data recorder. It has the 

main functionality of receiving the captured images and storing them. It mainly consists 

of an antenna (or antenna array) and a highly sensitive RF receiver. For additional control 

capabilities, a two-way RF communication link can be provided. The data recorder is 

implemented in Norika3's system in the form of a vest that is worn by the patient and is 

equipped with an additional power coupling coil for supplying power to the pill. 

Pill Cam's recorder is contained in a handheld device that is mounted on a belt that is 

wound around the patient's waist (refer to Fig. 1.3). 

The last subsystem of the WCE system is the computer workstation or the base 

station. It presents the end-user interface and provides post-processing to the captured 

images. The software should allow the physician to browse the individual images or 

watch a constructed streaming video. RF System Lab provides a computer workstation 

with a joystick controller for focusing, light and posture control. 
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1.3 MOTIVATION 

The research described in this thesis was conducted as part of a larger project on the 

design, implementation and testing of a prototype transceiver system for the imaging 

capsule. The work in this thesis focuses mainly on the design, implementation and testing 

of the last two elements of the embedded transmitter, namely the power amplifier (PA) 

and the antenna. 

As will be discussed in Chapter 2, there are two candidate frequency bands for 

operating biotelemetry systems, the 402-405 MHz and the 2.4-GHz bands. Since it is still 

debatable which frequency band is more suitable, this work attempts to answer this 

question and has three main goals: 

• designing and testing low-power highly-efficient PAs operating at both 

frequencies, 

• choosing an antenna type that is suitable for the application and 

analytically and experimentally determining its suitability for this 

application, 

• and based on the performance of the PA circuits and the antenna at both 

frequencies, a fmal goal of this work is to recommend a frequency for the 

transmitter system operation. 

Among all the transceiver blocks, the PA is known to dominate the power 

consumption budget. Thus, its efficiency impacts directly on the efficiency of the whole 

transmitter. According to the system requirements discussed in following chapter, the PA 

should satisfy the following specifications: 

• It should be fully integrated in a standard CMOS process with all its 

passive components on the same chip. 

• It should be highly efficient. 

• It must operate at low supply voltages. 

• The output power level it delivers to the antenna should be in the range of 

few milliwatts. The use of a class AB PAis investigated in this work. 

As for the antenna, it should have the following specifications. 
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• The radiation leaving the antenna should be safe for the human body by 

complying with the safety limits stated in the standards. 

• It should be of compact size. 

• It should have high radiation efficiency. 

Unlike in free-space, research studies have shown that small loop antennas are 

very efficient when radiating in a lossy medium [76]. Thus, in this work, the use of loop 

antennas for biomedical implants will be investigated through analytical design and 

experimental set-up. 

In silicon-based circuits, layout parasitics at RF present a serious issue and if not 

properly taken into account in the layout design stage, they may degrade the performance 

of the circuits significantly. Hence, out of the need for a layout design approach that 

ensures good performance of CMOS RF integrated circuits (ICs), one other goal of this 

work was to develop a systematic layout design approach that helps reducing and 

predicting layout-related losses in CMOS RF ICs. 

1.4 THESIS ORGANIZATION 

This thesis is divided into nine chapters and is organized as follows. Chapter 2 presents a 

brief preview of the challenges met and the decisions involved in designing transceivers 

for biomedical implanted systems. In Chapter 3, the modern submicron CMOS process is 

explored as the implementation technology for RF ICs. 

In Chapter 4, a parasitics-aware layout design technique is proposed for the layout 

of CMOS RF ICs. This technique was used in the layout design stage of the PA circuits 

presented in this work. For illustration purpose, this layout design methodology has been 

applied to a 5-GHz low-noise amplifier (LNA), since at 5 GHz, the layout parasitics 

become more pronounced. 

Chapter 5 presents a concise overview of the P A basics, their performance 

characteristics and their classes of operation. Chapter 6 presents the designed and 

implemented prototype PA circuits. Two PAs operating at 2.4 GHz have been 

implemented and tested, with the second being just a modified version of the first. It is 

implemented using a thicker top metal layer, hence suffers from less layout parasitics and 

exhibits better performance. A third PA circuit is designed for 405-MHz operation to 
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cover the second alternative frequency band and is compared to the thick top-metal 2.4-

GHz P A. The layouts of the three PA circuits have been designed using the layout design 

technique presented in Chapter 4. This layout methodology allowed for obtaining high 

performance PAs and excellent match between measurements and simulations. 

Chapter 7 presents a compact collection of topics related to the in-body radiation 

problem. The chapter involves characterizing the human body as the medium for RF 

wave propagation. It also introduces the reader to the regulatory systems concerned with 

radiation safety, the most popular safety standards and the regulations related to in-body 

radiation from biomedical implants. A discussion of the assessment of the in-body 

radiation problem using both numerical simulations and experiments is also presented 

(electromagnetic or EM dosimetry). The chapter also briefly discusses the concept of 

modeling the human body for EM dosimetry. 

Chapter 8 presents the analytical and numerical investigation of the use of small 

wire loop antennas for biomedical implants. The loop is characterized at 405 MHz, in 

terms of its radiation resistance, its safety compliance and its radiation bandwidth. The 

chapter also presents measurements of the return loss of a small fabricated loop antenna 

at 2.4 GHz and 405 MHz. These measurements are used to calculate the loop radiation 

resistance to prove the suitability of loop antennas for biotelemetry implants. 

Finally, Chapter 9 lists the important conclusions and recommendations resulting 

from the work presented in this thesis. The chapter presents and discusses possible further 

research in power amplifiers and antennas for biotelemetry implanted systems. 
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C.HAPTER2 

Transceivers for Biotelemetry Implants 

One of the major challenges in building the WCE system is the design of the in-body RF 

transceiver of the imaging pill. In the design of any transceiver system, the first step is 

defining the application-related specifications and constraints - linearity, available 

bandwidth, data rate, power budget, size, cost, allowable transmit power, etc. The design 

then involves choosing the proper frequency of operation, the implementation 

technology, the modulation scheme and the transmitter/receiver architectures. The goal of 

this chapter is to introduce the reader to the specifications and design challenges of 

implanted RF transceivers. 

For wireless communications systems used in biomedical implants, the required 

range of operation is only few tens of centimeters depending on the patient's body size 

and structure. Due to safety issues and spectral compliance concerns, the allowable power 

level transmitted from the implant is in the order of milliwatts, -2 to 10 dBm. With the 

above characteristics, biomedical telemetry implants are classified as ultra low-power, 

short-range devices. These devices operate at relatively low data rates, have low duty 

cycles, relaxed bandwidth and linearity requirements, and they require simple network 

protocols. The deeper the implant, the more challenging is the transceiver design and the 

more sophisticated is the system design and test. Transceivers for biomedical implants 

must be small, of ultra low-power consumption and their radiation amounts should be 

safe for the human body. 

Section 2.1 presents the design challenges met in designing these transceiver 

systems and Sections 2.2 to 2.4 discuss possible choices of their frequency of operation, 

implementation technology and architecture. 
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2.1 DESIGN CHALLENGES 

2.1.1 Size and Power Constraints 

The RF transceiver, like all the remaining subsystems of the WCE system, is powered 

from a very limited source and should be of miniature size. To realize an ultra-small, 

ultra low-power RF transceiver system, the following has to be considered: 

• Simple transceiver architecture. 

• RF blocks that are fully integrated in a standard CMOS process. 

• A simple constant-envelope modulation scheme with relaxed linearity 

performance and hence more efficient transmitting amplifiers. 

• Modified circuit topologies with ultra low-power consumption and a 

reduced number of lossy large-area on-chip passive elements. 

• Applying power management techniques in the RF transmitter. 

• Designing high-performance, power-efficient RF components with ultra 

low-power consumption that can operate at low supply voltages. 

• Small, low-loss and highly-efficient antennas. 

2.1.2 Human body as a Medium for RF Wave Propagation 

This communication system differs from other communication systems mainly in the 

complex nature of its radiation environment, which imposes additional challenges. 

A challenge that is of utmost importance is characterizing the human body as a 

medium for EM wave propagation. The body is known to have more than 32 tissue types 

with a very complicated tissue structure. Thus, it presents an extremely complex radiation 

environment, which is difficult to model accurately. This can be seen in Fig. 2.1 for a 

cross-section of the human abdomen [8]. Consequently, the antenna should be designed 

to operate in this complex, lossy environment and its radiation characteristics should be 

developed numerically and experimentally in a human-like situation. 

A precise calculation of the link power budget and the allowable power levels is 

another important challenge. The biological tissues are known to be highly dissipative at 

radio frequencies, so high-power signals should be transmitted to have a detectable signal 

outside the body. However, from safety considerations, the amount of radiation that 
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human tissues can be exposed to is regulated by international committees 1• Consequently, 

there is a major design tradeoff in the link characterization and power calculation 

problem of this application: the signal power should be chosen not too high, so that it 

does not raise safety concerns, and not too low, so that the signal is strong enough to be 

detected by the receiver outside the body. 

Fig. 2. I. Cross-section of the human abdomen showing the complexity of its ti ssue structure [8] . 

2.2 FREQUENCY OF OPERATION 

There are several possible frequency bands at which tbis system can be operated. A 

practical choice would be one of the license-free bands allocated for short-range personal 

communications networks. These are the 902-928 MHz industrial, medical and scientific 

(ISM) band in North America, the 433 MHz and the 868 MHz ISM bands in Europe, and 

the 426, 449 and 469 MHz bands in Japan. The 2.4-GHz ISM band used for Bluetooth 

applications has also proven to be suitable for short-range wireless communications and 

is thus another good alternative. On the other hand, with the continually widening range 

of applications of biomedical implants, international frequency allocating organizations 

have recently considered allocating a specially-dedicated frequency band for biomedical 

implants communications, which is the 402-405 MHz frequency band. This choice 

resulted from studies on the possible RF effects on humans and EM interference issues. 

This same band has been allocated by the Federal Communication Commission 

(FCC) in North America and is caJied the medical implants communication services 

(MICS) band; and by the European Radio-Communication Commission (ERC) in Europe 

1 Committees that are in charge of developing the human EM safety criteria. 
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and is called the ultra low-power active medical implants (ULP AMI) frequency band. 

Regulations set by the ERC for ULP AMI communications are given in Annex 12 of the 

ERCIREC 70-03 [9], while regulations set by the FCC can be found for the MICS band 

in [ 1 0]. The technical regulations and the operational rules set by the two organizations 

are very similar and are summarized in Table 2.1 according to the FCC document [ 11]. 

The regulating bodies have set a limit on the effective isotropic radiated power2 

(EIRP) level. The maximum permissible EIRP from biomedical implants operating in the 

MICS band is 25 11 W in free space. This limit is set to prevent the interference of signals 

radiated by the implanted devices with signals of other services in the same frequency 

band. In the USA, the services that use the same frequency band are meteorological aids, 

meteorological satellite, and earth exploration satellite services [12]. The implanted 

device should not interfere with other stations, whereas it has to receive interference 

signals from stations dedicated to one of the previously mentioned services. 

An important consequence of choosing the MICS band for the WCE system is 

that only a one-way communications link would be possible from the implant to the outer 

receiver. Body losses through the human abdomen are estimated to be in the range of 15-

18 dB [13]. If the implant is to radiate few milliwatts, the signal power level at the outer 

receiver will be in the range of microwatts and will hence comply with the regulations. 

However, due to the high body losses, a signal with an EIRP limited to 25 11 W targeting 

the deep implant will not possibly reach it; it will be dissipated within a few millimeters 

from the surface of the body. Thus, the communications from the outside to the implant 

will have to be realized utilizing a different frequency band. So, if only an RF transmitter 

is sufficient, then the MICS band can be used. Nevertheless, if two-way communications 

is desirable, then either a 2.4-GHz or a multi-band RF transceiver should be used. 

PillCam uses the 402-405 MHz MICS frequency band for RF transmission of the 

2 Effective isotropic radiated power (EIRP) is the equivalent power of a transmitted signal in terms of an 

isotropic (omnidirectional) radiator. Normally the effective isotropic radiated power equals the product of 

the transmitter power and the antenna gain. It is expressed as 

EIRP = G * P = w<gtto> * P [W], 

where G is the antenna gain, g the antenna gain in dBi, and P is the power in W. 
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captured images, while Norika3's transceiver is designed to operate in the 2.4-GHz ISM 

band. 

Table 2. 1. Regulations for the biomedical MICS band as given by the FCC [ 11 ]. 

MICS transmitters may not operate with an effective EIRP 
greater than 25 Jl W 

MICS transmitter emissions are limited to an authorized 
bandwidth of 300 kHz. 

MICS transmitters may transmit any emission type appropriate 
for communications in this service, but may not be used for 

voice communications. 
MICS transmitters must be tested for emissions and EIRP limit 
compliance while enclosed in a medium that simulates human 

body tissue in accordance with FCC-specified procedures. 

2.3 MODULATION TECHNIQUE AND THE TRANSCEIVER ARCHITECTURE 

The choice of the modulation scheme and the transceiver architecture depend on the 

specifications. Given the previously mentioned specifications of biomedical implanted 

transceiver systems, the most suitable modulation scheme is the constant-envelope 

frequency shift keying (FSK) modulation technique. At the expense of lower data rates 

and lower bandwidth, this modulation scheme allows for using low-complexity 

transceivers and for relaxed linearity requirements. These two characteristics, in turn, 

greatly reduce the power consumption of the system. 

With regard to the choice of the in-body transceiver architecture, the low 

intermediate frequency (IF) or the direct-conversion (zero-IF) architectures present a 

more attractive choice than the complex superheterodyne architecture, since they are area 

and power-efficient. Thus, for ULP short-range biomedical implanted communications 

systems, the zero- or low-IF architecture combined with an FSK modulation scheme 

present the most suitable choice. The complexity, size and power are deferred to the outer 

transceiver, which has no strict size and power constraints. This combination has been the 

choice for short-range personal communications devices operating in the 2.4-GHz and the 
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433-MHz ISM bands [15-18]. However, the zero-IF architecture comes with many 

drawbacks such as the DC offset problem caused by the local oscillator (LO) and the high 

flicker noise level and hence, the low-IF architecture is preferable [14]. 

A simplified block diagram of an RF transceiver is shown in Fig.2.2. The system 

consists of a transmitter and a receiver. The main blocks of the transmitter are: an 

upconverting mixer, a voltage-controlled oscillator (VCO) and a power amplifier (PA). 

The receiver chain is built from a low-noise amplifier (LNA) and a downconverting 

mixer. An antenna is used for signal transmission and signal reception, which is 

controlled by a transmit/receive switch. 

Fig. 2. 2. Simplified block diagram of an RF transceiver. 

The work in this thesis is mainly concerned with the design of efficient RF blocks 

for the transmitter part of embedded transceiver systems. Some efforts have been made to 

reduce the number of transmitter blocks aiming for reduced area consumption [19], but 

still, the most widely used transmitter architecture for short-range device communications 

is the Cartesian or 1/Q (In-phase/Quadrature) upconversion transmitter [14]. Figure2.3 

shows the block diagram of a typical 1/Q transmitter. It consists of two digital-to-analog 

converters (DACs), two upconversion mixers driven by quadrature phases of the LO, a 

PA and an antenna. As mentioned, this work deals with the design, implementation and 

measurements of efficient PAs and antennas for implanted biomedical transmitters. 
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Mixer 

Filter 

Fig. 2. 3. Cartesian (I/Q) transmitter. 

2.4 IMPLEMENTATION TECHNOLOGY 

A variety of technologies can be used to implement the transceiver system in implanted 

devices. However, for miniaturization and power saving purposes, a standard CMOS 

technology would be preferable. Designing the transceiver in a standard submicron 

CMOS technology will allow the RF circuitry to be on the same chip with the digital and 

image capturing circuitry; hence reducing size, power consumption and fabrication cost. 

Nevertheless, the CMOS process has its own limitations, which are: the insufficiently 

accurate models of active and passive devices at high frequencies, and the low-resisitivity 

substrate. The increased substrate losses at RF result in low quality on-chip passives and 

introduce many layout parasitic effects, while the model inaccuracy results in an 

increased design time of CMOS RF ICs. Despite its limitations, the great advantages of 

the CMOS technology over the other alternative technologies still make it the preferable 

technology for implementing implanted transceivers. 

2.5SUMMARY 

In this chapter, the main specifications and design challenges of in-body transceiver 

systems have been discussed. The various possible frequency choices have been 

presented, emphasizing that the MICS band and the 2.4-GHz ISM band are the most 

suitable candidates. According to the system specifications, a simple FSK modulation 

technique and a simple low-IF architecture are suitable for the application. Regarding the 

implementation technology, the CMOS technology is the preferable technology. 
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CMOS Technology for RF ICs 

Among the various semiconductor technologies that are available for IC device 

fabrication, silicon technologies - CMOS and bipolar CMOS (BiCMOS) - are by far the 

most popular. These technologies have experienced a lot of attention since the very first 

generations of ICs, and the digital ICs are almost exclusively in silicon technologies. The 

main reason is the increasing number of transistors - currently in the order of 106 
- that 

can be implemented on a single chip, thus allowing for very dense and highly integrated 

electronic circuits and systems. This increase has ever since followed Moore's law, which 

predicts that the number of devices per chip grows exponentially with time. 

Silicon, however, was not the preferred technology for realizing RF ICs until 

recently. This is due to: (1) the high losses of the low-resistivity silicon substrates, which 

at high frequencies result in significant performance degradation of silicon devices; and 

(2) the lower cutoff frequencies lfr) of silicon transistors compared to other technologies. 

As can be seen in Fig. 3.1, up until the late 1990's, the cutoff frequencies of devices 

implemented in gallium arsenide (GaAs) or silicon germanium (SiGe) technologies were 

significantly higher than those of CMOS and BiCMOS devices. Furthermore, between 

the BiCMOS and the CMOS technologies, BiCMOS was preferred for RF circuit 

integration, since the BiCMOS technology provides a higher resistivity substrate and 

bipolar transistors were known to have higher cutoff frequencies than N-channel MOS 

(NMOS) and P-channel MOS (PMOS) transistors [20]. Thus, before the last decade, the 

RF front-end was usually realized in an RF SiGe, BiCMOS, SiGe BiCMOS or in one of 

the group III-V semiconductor technologies, such as GaAs. Nevertheless, the vast CMOS 

technology scaling allowed for transistors with high frequency operation capabilities. 

Thus, due to its well-known advantages, CMOS has become a preferred technology of 
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choice for implementing RF ICs. This chapter presents a review on CMOS technology 

for RF ICs. Section 3.1 presents the CMOS technology scaling, Section 3.2 outlines the 

technology limitations for RF ICs and Section 3.3 presents the most popular modeling 

techniques of CMOS devices at RF. Section 3.4 gives a summary of the chapter. 

1992 1996 2000 2004 2008 2012 

Year 

Fig. 3. 1. The evolution of the transistor's cutoff frequency lfr) for various technologies [20]. 

3.1 CMOS TECHNOLOGY SCALING 

The continual consumer market demand for high-speed, low-cost and small-size digital 

devices has guided the CMOS technology scaling for almost two decades up to this date. 

Ever since the early days of its invention in 1960 [21], the N-channel metal-oxide

semiconductor field-effect transistor (MOSFET) has had the same structure shown in Fig 

3.2, but with rapidly shrinking dimensions to accommodate the digital electronics market 

requirements. The minimum feature size (channel length) of the technology has moved 

from the micrometer range to the nanometer (submicron) range. Table 3.1 lists the 

geometrical and process parameters of aMOS transistor, illustrating how these are varied 

with the scaling factor a> 1. 
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Polysilicon Gate contact 

p-type substrate 

Fig. 3. 2. The structure of anN-channel MOSFET. 

The operation of the transistor is characterized by the following parameters: the 

cutoff frequency fr, the maximum oscillation frequency !max• the transconductance g111 , the 

threshold voltage V,11 , the nominal supply voltage V00, the breakdown voltage V80 and 

the minimum noise figure NFm;11 • Table 3.2 shows how these parameters are expected to 

vary with the reduction of the feature dimension for an NMOSFET, as projected by the 

2003 International Technology Road map for Semiconductors (ITRS) [22]. Devices 

suitable for high frequency operation - with reduced NF, power and area consumption -

are now widely available. 

The CMOS technology scaling comes, however, with its own limitations and 

drawbacks. For example, with the increase in the substrate doping concentration (NA), the 

resistivity of the silicon substrate decreases, thus resulting in high losses. In addition, 

with the reduction of lox• the breakdown voltage of the transistor is lowered, making such 

devices suitable only for low-voltage, and hence low-power operation. Another reason 

why these devices are more suitable for low-voltage operation is the reduced nominal 

supply. Two additional important shortcomings of the CMOS scaling are: the sub

threshold leakage caused by the reduction of V,11 , and the gate leakage caused by the 

reduction of lox· 

In summary, the CMOS technology scaling not only contributed intensively to 

VLSI in the digital technology, but also allowed for the introduction of the revolutionary 

RF CMOS technology. Compared to the standard digital CMOS, the RF CMOS 

technology provides a thicker top metal layer, a higher resistivity substrate and allows for 

fabricating metal-insulator-metal (MIM) capacitors and varactor diodes. 
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Table 3. 1. The variation of different process parameters with constant electric field scaling. 

Parameter Scaled Parameter 

Device dimensions (L, W) Ua, Wla 

Oxide thickness (tox) toxla 

Voltage (V) VIa 

Substrate doping (NA) aNA 

On-current (I) a! 

Electric field (E) E 

Power (P) Pial. 

Table 3. 2. The variation of the NMOS transistor characteristics with the technology scaling as expected by 

the 2003 ITRS [22]. 

2003 2004 2005 2006 2007 2008 2009 

Lmin [nm] 130 90 90 90 65 65 65 
Vvv [V] 1.5 1.3 1.3 1.3 1.2 1.2 1.1 

Ids [f.lA!flm] 26 23 21 16 12 10 9 
Peakfr [GHz] 110 120 140 170 200 240 280 

Peakfmax [GHz] 120 140 160 190 220 260 310 
NFmm [dB] 0.8 0.7 0.6 0.6 0.5 0.4 0.4 

Yth [V] 0.5-0.3 0.5-0.2 0.4-0.2 0.4-0.2 0.4-0.2 0.3-0.2 0.3-0.2 

3.2 LIMITATIONS OF SUBMICRON CMOS FOR RF ICS 

Although the submicron CMOS technology has become a good candidate for RF circuit 

implementations, it still has its own high frequency limitations. The first limitation is the 

increased substrate conductivity, which causes active and passive devices operating at 

high frequencies to suffer to a great extent from the capacitive and resistive coupling to 

the substrate. One way to reduce these substrate losses is to use the feature of the deep N

well provided in the modem submicron CMOS. The deep N-well acts as a guard ring that 

isolates the on-chip devices from the lossy substrate. 
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A second limitation of the CMOS technology for RF ICs is the high loss in the 

fmite conductivity metal wires at high frequencies. The high-frequency skin and 

proximity effects result in a reduction in the effective area for current flow. Thus, the 

ohmic losses increase in form of heat dissipation, resulting in a reduced AC current. This 

has been overcome in newer CMOS technologies by using a higher conductivity metal 

for the interconnection and by increasing the thickness of the upper-most metal layer, 

which is most commonly used to realize circuit wiring. This limitation, together with the 

first one, impact strongly on the quality of the transmission line structures realized in 

CMOS technology - inductors, transformers, and metal interconnections. 

Furthermore, short-channel MOSFETs with wide polysilicon gates have relatively 

high gate resistance, which results in RF performance degradation. To minimize the gate 

resistance, the technology providers have introduced the silicided polysilicon gates, and 

the RF designer can further reduce this parasitic resistance by using the multi-finger 

transistor structure shown in Fig 3.3. 

A fmal important limitation of RF CMOS is the lack of highly accurate RF 

models. The aforementioned high frequency effects make the modeling of the active and 

passive devices a difficult task at RF, and there is currently immense on-going research 

on the accuracy and scalability issues when modeling these high-frequency effects. The 

insufficiently accurate models that are currently available for simulating circuits at RF 

result in measurement results being significantly different from the performance 

predicted by the simulations. This makes the design period of these circuits longer and 

more challenging compared to designing analog or digital circuits. 
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Source/Drain .,...-....., 
Diffussion 

Drain Contact 

Gate Contact 

Source Contact 

Fig. 3. 3. MOSFET layout suitable for RF operation with reduced gate resistance (some contacts including 
the body contact are not shown for simplicity). 

3.3 RF CMOS DEVICE MODELS 

As mentioned above, the availability of good reliable RF models for active and passive 

devices is key to accurate schematic and layout circuit simulations and hence to a reduced 

time-to-market for RF ICs. With the continuous CMOS technology scaling, extensive 

research efforts are directed to developing physics-based models that include both, the 

reduced-dimension effects as well as the high frequency effects. Subrnicron MOSFET 

modeling for RF operation is presented in Subsection 3.3 .1. Subsections 3.3 .2 and 3.3 .3 

present the RF models of CMOS square spiral inductors, resistors and MIM capacitors. 

3.3.1 RF MOSFET Modeling 

At present, the most-widely used model for subrnicron MOS transistors is the BSIM3v3 

model developed at the University of California in Berkley [23] . The BSIM3v3 model 

accounts for many important physical phenomena occurring in a short-channel MOSFET. 

They include the short-channel and narrow-width effects, channel length modulation, 
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gate-induced drain leakage, velocity saturation, mobility degradation due to the vertical 

electric field, impact ionization, non-uniform doping effects, drain-induced barrier 

lowering, bulk charge effect, substrate current induced body effect and the subthreshold 

conduction [23]. 

Mainly developed for the lower frequency digital circuits, the BSIM3v3 model 

does not account for some important high frequency effects. At high frequencies, the 

MOSFET behaves like a distributed device, and the major high frequency effects that 

need to be accounted for in models of RF MOSFETs are: the distributed losses in the 

gate, source and drain, the distributed channel non-quasi-static (NQS) effect and the 

distributed losses in the substrate. This distributed behavior of the device at high 

frequencies can be accurately modeled using discrete lumped element components for 

frequencies below 10 GHz [24]. 

Various ways have been presented in the literature to model the MOSFET at RF 

[24-27]. Most of the RF MOSFET models include an intrinsic small-signal model (e.g. 

BSIM3v3) as the core and additional external discrete components to model the high 

frequency parasitic elements. Figure 3.4 shows a simplified equivalent circuit model of a 

four-terminal deep-submicron RF MOSFET. The parasitic resistances, Rs and Rv 

represent the via-resistance, salicide resistance, salicide-to-salicide contact resistance and 

sheet resistance in the lightly doped drain/source (LDD) regions, while Ra models the 

distributed gate resistance, the gate-induced thermal noise and the NQS effects. The 

substrate network presents the coupling effects to the substrate and its details take several 

forms [24-27]. At high frequencies, the device suffers from coupling through oxide 

capacitance and the finite substrate resistance. The model component parameters are 

usually calculated using empirical formulas developed from S-parameter measurements 

and curve fitting procedures in terms of the geometrical and process parameters. The 

detailed substrate network used in our simulations can be found in the TSMC' s 

technology document [28]. High frequency noise and distortion modeling issues are not 

addressed here and are not encountered in the models provided by TSMC [28]. 
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Fig. 3. 4. A four-terminal MOS transistor model for RF operation. The substrate network can take many 
forms [24-27]. 

3.3.2 Square Spiral RF Inductor Modeling 

Monolithic inductors on silicon are commonly constructed by winding a planar conductor 

in spiral form, and it can be wound in a square, hexagonal, octagonal or circular spiral. A 

top view of a square spiral inductor is shown in Fig 3.5. The structure is characterized by 

its number of turns N, the turn's width wand the spacing between the turns s. The upper 

two metal layers of a technology process are used to build this structure and are 

connected using vias. The inductor's self-inductance is calculated using the popular 

Grover's formula [29]. 

Underpass 

VIa 

Fig. 3. 5. The layout of a square spiral inductor showing the geometrical parameters . 
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Fig. 3. 6. Compact equivalent circuit model of a square spiral inductor in CMOS [31]. 

Finding a compact model to model the performance of a monolithic square spiral 

inductor is possible because its geometrical dimensions are small with respect to the 

wavelength of interest. Figure 3.6 shows the most commonly used inductor model, 

suggested in [30] and then modified in [31]. In this model, Ls and Rs represent the series 

inductance and the series resistance of the conductor. Cs represents the capacitance 

between the inductors input and output ports, Cox the capacitance between the spiral and 

the substrate, and Csub and Rsub represent the losses in the silicon substrate. 

Inductors are characterized in terms of their quality factor Q and self-resonance 

frequency fsR· Since only the energy stored in the magnetic field is of interest for 

inductors, any energy stored in the electrical field is considered as parasitic capacitance, 

and any energy dissipated in ohmic form is considered as parasitic resistance. The 

unavoidable resistance and capacitance in a real monolithic inductor are thus counter

productive and are considered parasitics. The quality factor of an inductor Q can be 

expressed by [32] 

Q = 2 . :r . energy stored , 
energy loss in one cycle 

(3.1) 

Q = 2 ·:r. peak magnetic energy- peak electric energy . 
energy loss in one cycle 

(3.2) 

An inductor is at self-resonance when the peak magnetic and electric energies are equal. 

Therefore, Q is zero at !sR and becomes negative for higher frequencies. To ensure that 
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the inductance is almost independent of frequency, fsR should be kept significantly above 

the frequency of operation. 

Figure 3. 7 shows the behavior of the inductor quality factor Q as a function of the 

operating frequency. At low frequencies, the quality factor of the inductor is dominated 

by the conductor losses represented in the model by Rs. At low frequencies, roLs is small 

and (1/roCs) and (1/roCax) are large, such that the RF signal will essentially pass through 

the low resistance branch containing Lso i.e. it will pass through the spiral inductor and 

the quality factor will initially increase in proportion to roLsfRs. At frequencies beyond 

Qmax but below resonance, roLs is larger than (2/roCax+2RiiCsub), but still smaller than 

(1/roCs). The RF signal will flow through the substrate causing Q to decay with frequency 

and the substrate losses will dominate. 

The increased area of inductors with a large number of turns causes the quality 

factor of these bulky inductors to be lower than those of inductors with smaller number of 

turns over the whole frequency range. The larger inductor exhibits higher losses, both at 

low frequencies due to the increased ohmic losses in the conductor and at high 

frequencies due to the larger coupling to the substrate . 

• • • • • • • I 
I 

----------------~--------1 
I 
I 
I 
I 
I 
I 
I 
I ,,.. 

Frequency 

Fig. 3. 7. The behavior of the quality factor of an on-silicon inductor vs. the frequency of operation. 

Inductors realized in CMOS are known to have very low quality factors due to the 

previously mentioned technology limitations. However, there exist many techniques to 

increase the quality factor of CMOS inductors, which are either conservative or 

innovative depending on whether or not the fabrication process is altered. In the 
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conservative approaches, researchers tried to optimize the inductor without altering the 

fabrication process, e.g. using nonuniform metal width and spacing [33], exciting the 

inductor differentially [34], using ground planes underneath the inductor, building 

circular spirals, using a deep N-well, or shunting several metal layers [35]. Innovative 

approaches, however, offer solutions that suggest adding or altering processing steps in 

the original process flow for digital CMOS. Surface or bulk micromachining techniques 

are used to perform those innovative solutions by removing the silicon underneath the 

inductor, either to form suspended inductors [36], or to elevate inductors further away 

from the silicon substrate, and sometimes even to realize vertical inductors [37]. Thicker 

top metal layers and higher-conductivity metals are also utilized to reduce the conductor 

losses, while to reduce the losses in the substrate, it is suggested that the resistive silicon 

underneath the inductor be replaced by higher resistivity substrates, such as SOS 

(Silicon-on-Sapphire), HRS (High-Resistivity Silicon), glass, or quartz. 

3.3.3 Resistors and Capacitors 

Resistors in silicon technologies are realized in form of N+IP+ poly resistors with or 

without salicide, N+/P+ diffusion resistors with or without salicide, or in form of poly 

resistors with or without salicide. The resistor's value is calculated from the sheet 

resistance information and the resistance parasitics are usually considered insignificant. 

For on-silicon capacitors, the MIM capacitors are the most widely used with a 

capacitance density in the range of 1 fF/).lm2 for a 0.18 ).liD CMOS technology [28]. As 

the name shows, these capacitors are constructed using two metal layers sandwiching an 

insulator in between. The MIM capacitor is modeled using the equivalent circuit model 

shown in Fig 3.8. The parameters Rs and Ls are the parasitic series resistance and the 

parasitic series inductance, respectively; while Cox• Csub and Rsub model the substrate 

losses. The values of the model parameter values are calculated using empirical formulas 

provided in the technology specification documents [28]. The resonant frequency fsR of is 

given by 

1 
fsR = 2tr~ LsCs . 

(3.3) 
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The resonant frequency ifsR ) of MIM capacitors realized in a 0.18 Jlm CMOS technology 

is in the range of 14-18 GHz with the smaller values for smaller area capacitances [28]. 

Ra L8 C. 
o:-1--~~~---Tr~~~v~~.-~,~~~~ ~--~------Po~ 

Fig. 3. 8. Equivalent circuit model of a MIM capacitor in CMOS [28]. 

3.4SUMMARY 

In this chapter, some background material for the CMOS technology was reviewed. 

CMOS technology scaling allowed for the development of RF CMOS technologies and 

the effects of technology scaling on the various MOS parameters were discussed. 

Although the RF CMOS technology is currently widely used in implementing low-power 

RF ICs, it comes with its own limitations, which were outlined in this chapter. Modeling 

issues of CMOS active and passive devices relevant to RF circuit design were also 

presented here above. 
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CHAPTER4 

Parasitics-Aware Layout D'esign of CMOS RF ICs 

In the gigahertz frequency regime, RF circuit implementations in CMOS technology, 

which has a very lossy silicon substrate, suffer to a great extent from on-chip parasitics. 

Examples of on-chip parasitics are: parasitics due to RF pads, electro-static discharge 

(ESD) protection diodes, vias and most importantly, parasitics due to metal 

interconnections - in the form of parasitic resistances, inductances and capacitances. RF 

designers have to pay close attention to these parasitics in the layout design stage, in 

order for their circuit performance measurements to match closely those predicted by the 

simulations. The discrepancy between the measured and simulated circuit performance 

behaviors is in fact a common problem faced in the RF IC design community. With the 

assumption that the active and passive device models used in the simulations are accurate 

at RF, this discrepancy is mainly attributed to the aforementioned parasitics that arise 

from the actual layout of the circuit. In particular, the parasitics of on-silicon 

interconnections can cause an unwanted shift in the frequency of operation and a 

significant degradation in the circuit performance, if not properly taken into account, 

especially in tuned narrow-band designs. 

In this work, and as presented in this chapter, we have developed a methodology 

to design the layout of CMOS RF ICs in a parasitics-aware manner. Parasitics of RF 

pads, vias and interconnection wires are considered. In the proposed layout design 

approach, special attention is given to the design of the metal interconnections. Each 

interconnection wire is designed using a simple lumped element model and the wire 

dimensions are varied aiming to minimize its parasitic effects on the circuit performance. 

The proposed methodology allows for predicting the circuit performance after fabrication 

and provides useful insight for the critical interconnections in the circuit. For illustration 
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and verification purposes, the approach has been applied to the layout design of an LNA 

circuit operating at 5 GHz, as presented later in this chapter. The methodology has also 

been applied to the layout design of all PA circuits presented in this work, which are 

presented in Chapter 6. 

In this chapter, Section 4.1 gives a brief overview of the most important high

frequency layout parasitics and suggests a simplified method to model each of them. 

Section 4.2 presents the proposed layout design approach and verification measurements 

on the LNA are presented in Section 4.3. The chapter summary is given in Section 4.4. 

4.1 ON-CHIP PARASITIC EFFECTS 

4.1.1 Probing Pads 

Pads are used to interface the chip to the outside world either through bond wires or 

wafer probe tips and are constructed using several metal layers that are connected 

through vias. It must contain the top metal layer to provide external access to the chip, 

and it must not be covered with a passivation layer. Figure 4.1 (a) shows the pad structure 

in its simplest form and Fig. 4.1 (b) shows a microphotograph of a pad realized in the 

TSMC 0.18 J.lm CMOS technology. The RF pad can be modeled by a grounded 

capacitance to ground (Cpad) (Fig. 4.1 (c)) [38], which is a function of the pad area and 

the number of metal layers used to construct the pad. Table 4.1 shows the value of Cpad as 

a function of the number of metal layers for a 50 J.lffi x 50 ).lm pad, estimated through 

parasitic layout extractions in the Cadence Virtuoso layout design environment. To 

minimize the pad capacitance at RF, they are usually realized with smaller dimensions 

than those used for DC connections and are constructed using fewer metal layers. 

However, RF IC designers sometimes prefer to use pads constructed using many metal 

layers to raise their life times and reliability for wafer probing, and to make them endure 

the frequent friction with the wafer probe tips. In the designs presented in this thesis, RF 

pads were constructed using the top two metal layers of the technology process - Metal 5 

and Metal 6 - as a good compromise between the pad life time and its high frequencies 

parasitics. 

31 



M.A.Sc. Thesis- Samar Abdelsayed McMaster - Electrical and Computer Engineering 

1 
... ... 

c~I 

(a) (b) (c) 

Fig. 4. I. Bonding pad: (a) on-chip structure, (b) pad microphotograph, and (c) simplified equivalent 
circuit. 

Table 4. I. Extracted parasitic capacitance of RF pads. 

Number of Metal Layers Cpad [fF] 

6 (Ml-M6) 337 

5 (M2-M6) 155 

4 (M3-M6) 105 

3 (M4-M6) 80 

2 (M5-M6) 67 

1 (M6) 58 

4.1.2 Vias 

Vias are contacts that are used to connect metal wires of different metallization layers, 

thus providing an underpass from an upper metal layer to the layer underneath. Figure 4.2 

(a) shows a cross-section through the top four metal layers in the TSMC 0.18 J..lm CMOS 

process in which the top metal layer (Metal 6) is 0.99 J..lm and the remaining five metal 

layers are 0.53 J..lm thick. Vias connecting Metal 6 to Metal 5 are accordingly wider than 

vias between any other two metal layers. The main parasitic effect of vias is the via 

resistance (Fig. 4.2 (b)), which is due to confining the current flowing in narrow vias. 

This parasitic effect is minimized by implementing large number of vias. 
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Fig. 4. 2. Vias in the layout of RF ICs: (a) a cross-section showing Metals 3, 4, 5 and 6 connected through 
vias , and (b) via parasitic resistance. 

4.1.3 On-Chip Metal Wires 

On-chip metal wires are simply rnircostrip transmission lines built over the silicon 

substrate (Fig. 4.3) that are used to connect the various on-chip active and passive 

components. At very high frequencies, transmission lines have a distributed behavior and 

are usually modeled using distributed RLC networks as shown in Fig. 4.4 (a). However, 

at frequencies below 10 GHz, the frequency dependence of the transmission line model 

can be neglected [39] and a lumped element model such as a n-, T- or £-section model 

can be used. In this work, we used the simplified £-section model shown in Fig. 4.4 (b). 

The values of Lp, Rp and Cp of the L-section model are calculated using one of two 

ways: (1) by estimating their values using full-wave EM simulations, or (2) by extracting 

the values of Rp and Cp using post-layout simulations of the interconnection section, and 

calculating Lp whose value is not provided by post-layout simulations using formulas 

available in the literature. Using the second approach, Lp is calculated in nanohenries 

using the following formula [ 40] 

Lp =2l{ln[_3!_J-o.50049+ (w+t)} · 
w+t 3/ 

(4.1) 
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where, l, w and t is the length, width and thickness, respectively, of the metal 

interconnection in centimeters. The parameter Rp and Cp can also be calculated using the 

measurement data provided in the technology specification documents [28] . 

Fig. 4. 3. On-chip metal interconnections. 

(a) (b) 

Fig. 4. 4. Modeling of on-chip interconnection wires: (a) distributed transmission line model, and (b) 
lumped element simplification. 

4.2 PROPOSED PARASITICS-AW ARE LAYOUT DESIGN APPROACH 

The proposed parasitics-aware layout design approach of this work is illustrated in Fig. 

4.5 through a flowchart diagram describing the RF circuit design flow. After the 

schematic-based simulations, the circuit is laid out in the desired technology process. The 

first step in the layout design stage is to properly design the layout of all passive and 

active devices for RF operation. The next step is to fit all the passive and active devices 

in the smallest possible area, which is done while trying to minimize the lengths of the 

interconnections and ensuring that the inductors are not coupled to each other or to other 

circuit components. Metal interconnections are then used to connect all the circuit 

components. Among the previously mentioned parasitics that arise from the circuit 

layout, the interconnection parasitics have the largest impact on the circuit performance. 

In the following text, we present a methodology to optimize these interconnections with a 

brief comparison with the traditional approach. 
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Fig. 4. 5. RF IC design flow comparing the traditional layout design approach with the one implemented in 
this work [89]. 
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For interconnection wires, there exists a trade-off between the parasitic 

resistances and capacitances. To minimize the parasitic resistance, the metal wire should 

be as wide as possible, while for minimum parasitic capacitance, it should be as narrow 

as possible. The upper metal layer of the technology process features minimum resistive 

and capacitive effects since it is thicker in most technologies than the other metal layers 

and is further away from the substrate. It is therefore a common practice to use this upper 

metal layer for all the interconnections. 

Traditionally, circuit designers rely on their experience in designing the metal 

widths. After connecting the circuit, they perform a post-layout simulation to investigate 

how the circuit performance is affected. There are many drawbacks of this approach: (1) 

the post-layout simulations do not account for the inductive effect, which might 

significantly affect the circuit tuning, especially in narrow band designs. (2) It does not 

provide insight into the critical nodes of the circuit, to which the circuit performance is 

most sensitive; and (3) finally, it is based on trial and error and hence, is a time 

consuming process. 

The approach presented in this work, however, is based on modeling the 

interconnection wires in the simulations and investigating the impact of their parasitics on 

the circuit's performance. By inserting the simplified lumped element model of the 

interconnection, shown in Fig. 4.4 (b), into the circuit schematic, it is possible to 

investigate the sensitivity of the circuit performance to a particular interconnection 

section and accordingly optimize it by varying the metal width and, if applicable, the 

number of stacked metal layers. Given the length of the interconnection, the goal of the 

optimization is to achieve optimum circuit performance, or equivalently, to achieve 

minimal degradation in the circuit performance that is caused by the parasitics of a 

particular interconnection wire. There is no rule of thumb for the first guess of the metal 

width; but it is always useful to start with extremes (minimum and maximum allowable 

widths) to determine the parasitic effect that is more likely to kill the circuit's 

performance and thus define the initial guess accordingly. The optimization process then 

follows a random search for the best metal width, where the parameter range is 

constrained by the layout design rules. After designing the layout, a fmal post-wiring 

fme-tuning step is performed on the design parameters of the various circuit components, 
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such as the sizes of transistors and the number of turns of the inductors. This fme-tuning 

step is intended to compensate for the degradation in the performance characteristics of 

the circuit due to the layout parasitics. 

4.3 VERIFICATION OF THE USEFULNESS OF THE PROPOSED APPROACH: 5-
GHz LOW-NOISE AMPLIFIER LAYOUT DESIGN 

Figure 4.6 shows the circuit schematic of the 5-GHz LNA that was used for verification. 

It has been realized using the TSMC 0.18 j..llll CMOS process. It is a simple single-stage 

topology utilizing the common inductive source degeneration technique (Ls) to provide 

input matching to 50 Q. A cascode transistor has been added to isolate the input and the 

output signals, hence facilitating the design of their matching networks (Lg, Cg and L0 , 

C0 ). The inductor L; and the capacitor C; are used to provide the necessary interstage 

matching between the input transistor and the cascode transistor. Biasing is provided to 

the gate of M1 through an on-chip biasing circuit, which is not shown in the figure for 

simplicity. 

Voo 

......,__..,__-IC 
RFOutput 

c, 

Fig. 4. 6. Circuit schematic of the designed 5-GHz LNA. 
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The proposed layout design methodology was applied to the layout of the above 

LNA circuit. The various components have been laid out in an RF compatible manner. 

Transistors were designed using a multifmger configuration, inductors in form of square 

spirals and capacitors using the MIM structure. The values of the various parameters of 

the circuit components are listed in Table 4.2. The layout parasitics have been accounted 

for in the simulations. Parasitics due to the RF pads, vias and those due to interconnection 

metals have been modeled in the simulated circuit schematic. Each metal interconnection 

was designed and optimized individually in the simulations using the model shown in 

Fig. 4.4 (b). Figure 4.7 shows the LNA circuit schematic including the interconnection 

metals. The pad capacitances and the via resistances are not shown for simplicity. The top 

metal layer (Metal 6) was used to construct all interconnections. A chip micrograph of 

the implemented circuit is shown in Fig. 4.8, which clearly shows the variability in the 

wire widths resulting from the interconnection design approach discussed above. The 

total area is about 1000 ~-tm x 960 !!ffi. 

Table 4. 2. Components values of the designed 5-GHz LNA. 

Component Parameter Value 

Cg 35pF 

Lg 3.9nH 

Mt 22 X 2.5 ~-tm X 0.18 !lffi 

L; 3.9nH 

ci 30fF 

M2 70 X 2.5 ~-tm X 0.18~-tm 

Co 200fF 

Lo 2.3nH 

38 



M.A.Sc. Thesis- Samar Abdelsayed McMaster- Electrical and Computer Engineering 

Fig. 4. 7. Circuit schematic of the 5-GHz LNA including the interconnect wires. 

Fig. 4. 8. Chip micrograph of the 5-GHz LNA showing the variability of the interconnection widths . 

39 



M.ASc. Thesis- Samar Abdelsayed McMaster - Electrical and Computer Engineering 

As shown in Fig. 4.7 and from the chip micrograph, the source degeneration 

inductor Ls and the interstage matching capacitor Ci have been omitted in the actual 

layout. For a 22-fmger NMOS device with 2.5 J.lill channel width, biased close to 

threshold, a source degeneration inductor of 0.2 nH value is needed to realize 50 Q 

impedance at the input. This is a very small value for an actual on-chip spiral inductor. 

The layout parasitics have been utilized instead and we have relied on the parasitic 

inductances and resistances at the input of M1 to provide the required matching. 

Additionally, the capacitor Ci with a value of 30 tF can be realized using a wide metal 

wire rather than an actual MIM capacitor. As can be seen in the microchip photograph, 

the interconnection between the source of M1 and ground (interconnection number 10 in 

Fig. 4.7), was designed to be long to introduce the needed inductance for source 

degeneration. The parasitic series resistance of inductor Lg and the parasitic series 

resistance of the gate of transistor M1 further contribute to the real part of the input 

impedance. Connections 4 and 5 were designed to be wide to provide the necessary 

interstage matching ( C;). 

It was observed that the connections at the input, connections 1 and 2, are 

sensitive to high parasitic resistance. Connections at the gate of M1 and the output nodes 

are all sensitive to both resistances and capacitances and were hence optimized to give 

optimum parasitic effect. The supply and ground connections were found to be extremely 

sensitive to high parasitic resistance and were hence designed using the widest possible 

dimension (35 J.tm). Table 4.3 shows the dimensions of the various interconnections that 

have resulted from the optimization process described here. The table shows also the 

calculated parasitic components associated with each metal wire. 

On-waferS-parameter measurements were performed using an Agilent-8722ES S

parameter network analyzer, an HP-4145B semiconductor parameter analyzer, and a 

probe station. Figures 4.9 to 4.11 show the measured performance characteristics together 

with the simulation results of the designed LNA circuit at 1.8 V supply and 1.2 V biasing 

circuit supply voltages. The performance of the circuit was evaluated in terms of its gain 

and input and output return losses. As can be seen from the figures, a good match was 

obtained between measurement and simulation results due to carefully considering the 

layout effects in the simulations, as described above. 
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The ideal simulations (simulations with no parasitic components) were not 

included in the comparison figures, since some circuit components have been removed 

and the values of some circuit parameters have been fine-tuned to account for the 

parasitics. However, by comparing the measured gain with the value predicted by the 

ideal simulations led to the following observation: the measured gain peak experienced a 

frequency down-shift of 0.2 GHz and a decrease of - 4 dB in magnitude. Following the 

layout approach described above, both effects - magnitude change and frequency shift -

were predicted and minimized, and a good match between the measurements and the 

simulations was finally achieved. The noise figure (NF) of the circuit was not considered 

in the illustration presented here, since the RF transistor models provided by the foundry 

do not provide accurate modeling of the high frequency noise performance [28]. Any 

discrepancy between the simulation and the measurement results is expected to be due to 

this modeling inaccuracy. 

Table 4. 3. Interconnection wires dimensions and model parameters. 

Interconnection No. w [J.1.m] l [Jlm] Rp[!l] Lp[nH] Cp [fF] 

1 10 120 0.432 0.063 17.6 

2 10 70 0.252 0.03 10.3 

3 4 400 3.6 0.37 23.5 

4 20 80 0.15 0.024 24 

5 20 80 0.15 0.024 24 

6 6 120 0.72 0.0733 10.6 

7 35 270 0.28 0.12 139 

8 3 80 0.96 0.05 3.5 

9 3 80 0.96 0.05 3.5 

10 35 300 0.3 0.122 140 

11 4 210 1.9 0.165 12.5 
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Fig. 4. 9. Comparison between the measured and the simulated input return loss (S11). 
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Fig. 4. 10. Comparison between the measured and the simulated output return loss (S22). 
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Fig. 4. 11. Comparison between the measured and the simulated gain (S21). 

4.4SUMMARY 

Layout parasitics, particularly those due to metal interconnections, can significantly 

degrade the performance of CMOS RF ICs, especially at gigahertz frequencies. In this 

chapter, we presented a parasitics-aware methodology for designing the circuit layout that 

allows for minimizing degradation in circuit performance. The proposed approach was 

verified using a 5-GHz CMOS LNA circuit, which exhibited good performance 

characteristics and good agreement between measurement and simulation results. At 5 

GHz, a supply voltage of 1.8 V and a gate biasing voltage of 1.2 V, the LNA consumes 

3.8 rnA from the supply and provides a gain of - 10 dB, with its input and output 

matching to 50 n impedances (S11 :$;-9 dB and S22 :$;-10 dB). 
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CHAPTERS 

Overview of RF Power Amplifiers 

Radio frequency power amplifiers (RF PAs) appear as the last block before the antenna in 

the transmitter chain of RF transceiver systems (Fig. 2.2). Their main function is to boost 

the power of the RF signal to the required level in an efficient manner prior to 

transmission through the antenna. RF PAs are mainly classified based on their operation 

as current-mode (linear) or switching-mode (nonlinear) topologies. This chapter provides 

some PA background information. Section 5.1 lists the main metrics that are used to 

characterize the PA performance and Section 5.2 gives an overview of the different 

classes of PA operation. The chapter's summary is given in Section 5.3. 

5.1 POWER AMPLIFffiR PERFORMANCE CHARACTERISTICS 

Figure 5.1 shows a block diagram of a PA circuit of any class of operation. The PA 

delivers an output power Pout,rf to the antenna while consuming Pvc Watts from the 

supply with an input drive of Pin,rf· The following subsections list the most important 

performance metrics that are used to characterize the performance of RF PAs. 

Fig. 5. 1. Block diagram of a PA showing the various power terms. 
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5.1.1 Output Power 

PAs are classified according to the level of output power (Pow,rf) into low-power or high 

power amplifiers. The PA circuit is usually designed to deliver a specific amount of 

output power to the antenna. Assuming a purely resistive output load, the output power is 

defined as the product of the root mean square (rms) of the output current and the rms of 

the output voltage and can be expressed by 

(5.1) 

5.1.2 Power Consumption 

The PA consumes an amount of DC power (Pvc) from the DC supply. Pvc is the dynamic 

power consumption of the amplifier, which is the product of the average current and 

voltage at the drain and is given by 

(5.2) 

5.1.3 Power Gain 

The gain of the amplifier is defmed as the ratio of the RF output power (P out,rf) to the RF 

input power (Pm,rf) 

p 
G = out,rf. (5.3) 

~n,rf 

5.1.4 Drain Efficiency and Power-Added Efficiency (P AE) 

The PA performance is typically measured in terms of its efficiency. The efficiency of a 

PA circuit can be expressed in one of two ways. The first is the drain efficiency Yfv, which 

is defined as the ratio of the RF power delivered to the load P out,rf to the dynamic DC 

power consumed by the circuit Pvc. The second, and the most commonly used term is the 

power-added-efficiency (P AE). The P AE describes how much power is added to the 

input power Pin,rf using the supply efficiently and taking the gain of the PA into account. 

The drain efficiency and the P AE are expressed by 
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(5.4) 

PAE = ~ut,rf -J1n,rf = T/v (1-_!_)· 
Pvc G 

(5.5) 

5.1.5 Linearity 

Usually, the 1-dB compression, the third-order intercept point (IP3) and the level of the 

harmonic signals are used to describe the linearity behavior of nonlinear amplifier 

circuits. Nonlinearities in amplifiers are caused by the nonlinearities of the active device. 

It is said that an amplifier is operating at gain compression if the output signal of the 

amplifier is no longer a linear function of its input. The 1-dB compression point is the 

level of the input power at which the output power is one dB lower than predicted by the 

small-signal linear relationship. The third-order intercept point (IP3) describes the 

intermodulation distortion, which is caused by the presence of two signals at the input. It 

takes the form of spurious third-order signals present at the output at (2fz - f 1) and (2/1 -

fz). Figure 5.2 shows the concept of the 1-dB compression point and the IP3 on a 

traditional input-output response of an amplifier circuit. In the case of input signals with 

varying amplitudes, the PA nonlinearities cause spectral re-growth resulting in signal 

power loss in the neighboring channels. Thus, another way to measure the amplifier 

nonlinearity is in terms of the adjacent channel power ratio (ACPR), which is defined as 

the level of the signal power in the adjacent channel to the signal power in the channel of 

interest. In the application under consideration, a constant-envelope modulation scheme 

is suitable, so no neighboring channels exist and the PA has relaxed linearity 

requirements. The linearity of the PAs presented in this work has been tested in terms of 

the 1-dB compression point and the level of the harmonic signals. 

There exist many techniques for improving the linearity of PAs [41, 42]. 

However, this is only possible at the expense of increased complexity and hence power 

consumption. The topic of PA linearization is beyond the scope of this thesis. The feed 

forward, the feedback and the pre-distortion techniques are used in base-station PAs; and 

the envelope elimination and restoration (EER), Doherty amplifiers and the linearization 
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using nonlinear components (LINC) are used to enhance the linearity and the efficiency 

of low-power PAs. 

1-c:IB Compression point 

' ' ' ' ' ' ·" ' . ' . ,' :3 
·--~ ' 

Input Power [dBm] 

Fig. 5. 2. Input-output response of an amplifier showing the 1-dB compression point and the third-order 
intercept point. 

5.1.6 Figure of Merit (FoM) 

A figure of merit (FoM) is usually used to evaluate the performance of RF ICs and to 

compare various designs. The PAE is the most commonly accepted FoM for the 

comparison between PAs. However, it does not account for many important metrics that 

are used to categorize PAs, such as the output power level, the linearity behavior and the 

frequency of operation. A FoM for comparing performance of PAs has been suggested in 

the 2003 ITRS [22]. This FoM is given in logarithmic form by 

FoM Tl'RS = lOlog p out,if + lOlogG+ 20logL+20log PAE. 
lmW 1Hz 

(5.6) 

This FoM takes the frequency of operation and the output power level into account, but it 

does not consider the linearity. Also, it accounts for the output power and the gain twice 

(as explicit expressions and implicitly in the PAE). In [19], the FoM proposed in the 

ITRS was modified to eliminate this redundancy and is given as 
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p f ~ 
FoM =lOlog out,if +10logG+20log--10log___Q£_. 

lmW 1Hz lmW 
(5.7) 

5.2 POWER AMPLIFIER CLASSES 

The PAs appear in many different topologies classified according to the operation mode 

of the active device into linear-class, also known as current-mode topologies, and 

nonlinear-class, also known as switching-mode topologies. 

5.2.1 Current-Mode PAs 

The current-mode A, B, AB or C, also known as linear-class PAs, are presented in this 

section. In these PAs, the output transistor is operated as a voltage-controlled current 

source and the output waveform follows the input waveform. All linear classes have the 

same circuit topology shown in Fig 5.3, which will be explained in greater detail in 

Chapter 6. The linear classes are distinguished by the fraction of the RF cycle 

(conduction angle a) for which the output transistor conducts, which depends on the 

transistor's input bias. In a class A PA, the transistor conducts for the whole RF cycle (a 

= 360°) and for class B operation, it conducts for half the cycle (a= 180°). For class AB 

operation, 180° ~ a ~ 360°, and for class C operation, 0° ~ a ~ 180°. 

Voo 

Input Bias 

Fig. 5. 3. Circuit schematic of a single-stage linear-class PA. 
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In the linear-class topologies, assuming a sinusoidal input signal, the drain current 

will have the waveform of a truncated sine wave shown in Fig 5.4. It can be expressed as 

[43] 

. (Imcos8+ldq -a/2~8~aj2) 
l(8) = . 

0 elsewhere 
(5.8) 

Here, Im is the amplitude of the sine wave and ldq is the DC offset of the wave. ldq is 

positive for classes A and AB operation, negative for class C and zero for class B 

operation. Taking the Fourier series of the above periodic waveform, the drain current 

can be expressed as 

i(e) =ide+ :Lin cosne, (5.9) 
n 

where in is the nth component of the drain current given by 

1 a/2 J 
in=- f m I (cose-cosaf2)cosnede. 

1( -a/2 1-cos a 2 
(5.10) 

After evaluating the integral, in can be expressed by [43] 

in= 
1
m (-2-sin(n+l)a/2+~sin(n-1)a/2)+ 21

dq sin na. 
2K n+1 n-1 nK 2 

(5.11) 

The DC component of the drain current ide is evaluated from [43] 

(5.12) 

Fig. 5. 4. Sinusoidal drain current in linear-class PAs. 
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Using a properly designed output filter, all the harmonic components can be 

filtered to realize the desired sinusoidal output. The drain efficiency and the output 

power, which are defmed in (5.4) and (5.1), respectively, can be now expressed as [43] 

(

VDD- vk J a-sina 
1lv = Vvv 4(sina/2-a/2cosa/2)' 

(5.13) 

P _ 1 . _ 1 (V V: ) I m ( • ) 
outrf --Vo~ -- DD- k - a-srna • 

. 2 2 27r 
(5.14) 

In the above equations, V vv is the supply voltage and Vk is the transistors drain saturation 

voltage (knee voltage). Figure 5.5 presents a plot of the efficiency and the output power 

versus the conduction angle a. Figure 5.6 plots the DC component and first five harmonic 

signals as a function of the conduction angle a. As is evident in these figures, as the 

conduction angle decreases (toward class C operation), the DC component becomes 

smaller and hence the efficiency increases. However, it is also intuitive in these figures 

that this occurs at the expense of a lower output power and an increased harmonic content 

of the signal, resulting in a degraded linearity. Hence, in the design of linear-class PAs, 

there is a direct trade-off between efficiency, output power level and linearity. It should 

be noted that although class AB PAs have a high third-order harmonic content, they 

present the best compromise between linearity, efficiency and output power level. 

~ 
~ 1.0-r----: .. -.... -~-----------...... 100 

~ -s 
I 
'iii 

~ 0 , .. / I , 
~ ~4------- / i _, 
-g o.o ......... ....--.................... ---.... - .... --t 
0 0 0.511' 11' 1.511' 211' 

Conduction angle a 

Fig. 5. 5. Efficiency and output power of linear-class PAs vs. the conduction angle a. 
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Fig. 5. 6. Level of the DC and the first five harmonic signals of the drain current in linear-class PAs as a 
function of the conduction angle a. 

5.2.2 Switching PAs 

In the switching mode PAs, classes D, E and F, the output transistor operates as a switch. 

As previously mentioned, the power consumption of the PAis the product of the drain 

voltage and the drain current. Maximizing the efficiency can be achieved by minimizing 

the time during which the current and the voltage are simultaneously nonzero. This can 

be done by having a drain voltage with a square waveform (Fig. 5.7). Since in these 

classes of operation, the active device operates as a switch rather than an amplifier, there 

is no relationship between the amplitude of the input signal and the output signal; the 

output signal only follows the input signal in its timing information (phase and 

frequency). These classes of operation provide higher efficiencies at the expense of 

linearity. The output waveform is highly distorted, hence filtering is essential to 

reconstruct a sinusoidal waveform for transmission. Theoretically, efficiencies up to 

100% are achievable using this type of amplifiers. The efficiency is mainly affected by 

the switching time, the on-resistance of the active device and the quality of the passive 

and active elements used. However, since MOSFETs are not ideal switches, efficiencies 

less than 100% are to be expected. One final note about switching mode PAs is that they 

require a large input drive, hence providing a lower gain than the linear-class topologies. 
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Fig. 5. 7. Drain voltage and drain current waveforms in switching-mode PAs showing that the duration 

during which both are nonzero is minimum allowing for maximum efficiency. 

Figure 5.8 shows the circuit schematic of a typical class D PA. It is simply a 

CMOS inverter with a digital square wave at the output. Only one device is on at a time 

with each of them handling either the positive or the negative half cycle. This results in 

the output node being alternatively pulled down to zero and pulled up to Vvv realizing the 

required square waveform at the output node. 

Fig. 5. 8. Circuit schematic of a class D PA (biasing not shown for simplicity). 

In class F PAs, the output voltage is shaped into a square wave using harmonic 

termination tanks. Ideally, this is done using a JJ4 transmission line at the output. The JJ4 

transmission line appears as a short to all even harmonics and as an open to all odd 

harmonics, which results in a square wave at the output node. Another alternative to 
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obtain a semi-square waveform is by using second or third harmonic termination tanks, 

since the harmonic losses are mainly contained in these two harmonics. Figure 5.9 shows 

the circuit schematics of a class F amplifier with terminating tanks of the second and 

third harmonic signals. 

Fig. 5. 9. Circuit schematic of a class F PA (biasing not shown for simplicity). 

Figure 5.10 shows a class EPA. The power transistor in this class of operation is 

ideally driven using a periodic square wave with a 50% duty cycle. During the high state, 

the transistor is on and current in the RF choke (RFC) increases until the input switches 

to zero. When the transistor turns off, the built-up current charges the parallel capacitor 

causing the drain voltage to rise. It is a highly tuned circuit where the tuning network at 

the output is designed to ensure that the capacitor is discharged into the load before the 

transistor turns on. In a class E PA, the voltage at the output node can reach up to three 

times the supply, where in linear classes it reaches only two times the supply. This makes 

Class E PAs more suitable for low voltage operation, especially when a submicron 

technology is used with a very low breakdown voltage. Readers interested in the detailed 

operation theory and design of this class of PAs, are referred to [19], where the use of 

class E PAs is investigated for low-power operation. In [19], another PA operating mode, 

the mode-locking PAs, is suggested to solve the limitation of the required high input 

drive in switch mode classes. In these PAs, the amplifier acts as an oscillator with its 

output frequency locked to the input frequency. 
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I~ 
Fig. 5. 10. Circuit schematic of a class EPA (biasing not shown for simplicity). 

5.2.3 Comparison of P A Operation Classes 

Table 5.1 presents a comparison between the different classes of PA operation. As is 

shown in the table, class A PAs are the most linear and provide the highest gain, however 

they only provide up to 50% efficiency. This class of PAs is usually used as driver stages 

in multi-stage PAs to boost the RF signal prior to transmission. Classes B and AB 

provide the best compromise between efficiency and linearity. Class C PAs, like the 

nonlinear-class PAs E, F and D, provide high efficiency at the expense of poor linearity 

performance. 

Table 5. 1. Comparison between the various PA classes of operation. 

PA class of Theoretical 
Linearity Gain 

operation efficiency 

Class A ~50% Good High 

Class B 78.5% Moderate Moderate 

Class AB 50%-78.5% Moderate Moderate 

Class C 78.5%- 100% Poor Low 

Class D 100% Poor Low 

Class E 100% Poor Low 

Class F 100% Poor Low 
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5.3SUMMARY 

This chapter has presented an overview of the PA basics. The overview covered their 

performance metrics and their classes of operation, comparing among linear- and 

nonlinear-class PAs in terms of efficiency and linearity. It was shown that although 

nonlinear-class PAs exhibit very high efficiencies, they are known to have poor linearity 

performance with high input drive requirements. 
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CBAPTER6 

Low-Power CMOS Power Amplifiers: Design and Test 

In this chapter, the design, implementation and experimental test of class AB current

mode PAs for low-power biomedical applications are discussed. Three fully integrated 

PA circuits have been designed, implemented and measured in this work. The three 

circuits have been realized in a standard mixed-signal CMOS 0.18 f..lm technology with 

six aluminum-copper (AlCu) metal layers. The technology is offered by the Taiwan 

Semiconductor Manufacturing Company (TSMC) provided to us through the Canadian 

Microelectronics Corporation (CMC). The first two PAs are designed for 2.4-GHz 

operation. They differ in that the second is realized using the advanced technology option 

of a thicker top metal layer (Metal 6) of 2 f..lm thickness rather than the usual 1 f..liD· The 

third PAis optimized for 405-MHz operation and is realized using the thicker top metal 

layer option. The three PAs have class AB topologies and the layouts of the three circuits 

have been designed using the approach presented in Chapter 4. 

Section 6.1 discusses the challenges of low-power PA designs as oppo.sed to high 

power PA designs. Section 6.2 presents a simple, systematic design procedure for linear

class low-power PAs. Section 6.3 deals with the schematic and layout design of the 2.4-

GHz PAs. The measurement results of the two circuits are also presented in this section. 

Section 6.4 presents the design and test results of the 405-MHz PA. In this section, the 

2.4-GHz and the 405-MHz PAs are compared in terms of their suitability for low-power, 

short-range applications and the feasibility of their realization as fully integrated PAs in 

CMOS. Section 6.5 presents a comparison of the PA circuits presented in this work to 

other previously published low-power CMOS PAs. Finally, Section 6.6 gives the 

chapter's summary. 
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6.1 LOW-POWER Vs. HIGH PAS 

RF PAs are classified, next to their class of operation, according to their output power 

level. PAs with high output power levels (typically 28-32 dBm) are found in cellular and 

pager applications, while PAs with output power levels in the range of few milliwatts 

(<10 dBm) are used in short-range devices. Designing PAs to deliver low output power 

levels comes with challenges that are significantly different from those arising with PA 

design for high power applications. For the latter case, linearity is usually very important 

and there exists a linearity-efficiency design trade-off. BiCMOS, SiGe BiCMOS or the 

111-V technologies are usually preferred for high-power PAs, since devices realized in 

these technologies are built on top of higher resistivity substrates and the transistors have 

higher breakdown voltages. Even if high-power PAs are implemented in a standard 

digital CMOS technology, they usually appear on a separate die to prevent substrate 

power coupling to the other RF blocks. As discussed in Chapter 3, CMOS, with its low 

breakdown voltage and lossy passive components, is a suitable candidate for low-power 

low-frequency RF ICs. Thus, full integration for low-power PAs is achievable. The two 

main challenges for low-power PA design are: maximizing the power efficiency and 

minimizing the chip area. 

Efficiencies as high as 44% have been reported for fully integrated CMOS PAs 

with high output power levels (1 to 2 Watts) [44-47]. On the other hand, achieving high 

efficiency in fully integrated CMOS PAs with low output power levels is a more 

challenging task. Low-power PAs usually require more bulky passive components 

leading to increased losses. Efficiencies of only 15% were reported for low-power fully 

integrated CMOS PAs [49, 54]. 

6.2 DESIGN PROCEDURE FOR LOW-POWER CMOS CLASS AB PAS 

Generally, the function of the PAis to deliver a specific amount of output power to the 

transmitting antenna efficiently while providing adequate gain to the input signal and 

maintaining acceptable linearity for the given application. A typical PA consists of a 

power stage, also known as the output stage, and a number of gain stages, also known as 

the driver stages. Figure 6.1 shows the block diagram of a two-stage P A. Figure 6.2 
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shows a flowchart describing a simple procedure for the design of PAs. The design 

procedure starts with formulating the design goal. Then, some initial design decisions are 

taken. The actual circuit design starts with the output stage and the output matching 

network, then the driver stages, the input and the interstage matching networks. 

----
Input 

matching 
network 

Gain 
stage (s) 

PA 

Output 
stage 

Fig. 6. 1. Block diagram of a two-stage P A. 

No 

No 

( 

Start 

Initial design decisions 

Design of output stage 

Yes 

Combination of stages 

Yes • 
Layout and lmplementlon 

Output 
matching 
network 

) 
Fig. 6. 2. Flowchart showing the design procedure of low-power PAs. 
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6.2.1 Design Goal 

As for any circuit, the first step in the PA design is formulating a design goal. For low

power, short-range biomedical applications, the design goal can be stated as follows. 

Over the frequency band of interest, the P A should be: 

• highly efficient, 

• fully integrated in a standard CMOS technology, 

• delivering an output power level in the range of few mill watts, 

• matched from its input and output to 50 n impedances with all matching 

networks components on chip, 

• providing adequate gain to the input signal, 

• operating with a small input drive, 

• of small area consumption, 

• designed for low voltage operation and 

• stable. 

In our case, the P A is intended for biomedical applications, where the linearity 

requirement is relaxed. As discussed in Chapter 2, this is because a simple constant

envelope modulation technique is used. Also, the harmonic content of the output will be 

greatly suppressed during wave propagation, since the body tissues become very 

dissipative at high frequencies. 

6.2.2 Initial Design Decisions 

Before starting the actual circuit design, some initial design decisions have to be made. 

These involve the following: 

• choosing whether to use a single-ended or a differential topology, 

• choosing a suitable class of operation (individual stages can be realized in 

different classes), 

• determining the gain and efficiency budgets for the required amount of 

output power and 

• deciding for the number of necessary gain stages for a given gain and 

efficiency budget. 
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6.2.3 Design of the Power Stage 

The power stage (output stage) has the function of delivering a constant output power to 

the load at minimum current consumption. Figure 6.3 shows a simplified linear-class 

output stage. Transistor M1 is referred to as the power transistor. According to the gate 

bias voltage of M~o the PA operates in either class A, B, AB or class C mode. Lo and C0 

represent the output matching network and L1 and C1 the output filter network. The filter 

network is used to filter out the higher order harmonics, if high linearity was essential. 

Voo 

Input Bias 

Fig. 6. 3. A linear-class PA output stage. 

Given the amount of the required output power to be delivered to the antenna Pour. 

the first step is to estimate the optimum load impedance that is to be seen by the output 

transistor (RaPT). RaPT is determined from 

(6.1) 

Here, Vvv is the available supply voltage and Vk is the transistor's knee voltage. For 

example, for an output power level of 5 m W, RaPT is calculated to be 100 Q, assuming a 

supply voltage of 1.5 V and a knee voltage of 0.5 V. 

The next step is to design the output matching network, L0 and C0 • The values of 

these components are chosen as to compromise between realizing the optimum load 

60 



M.ASc. Thesis- Samar Abdelsayed McMaster - Electrical and Computer Engineering 

impedance to be seen by the output transistor, and realizing the required level of output 

matching to the antenna. 

After designing the output matching network, the next step is to design the power 

transistor M1• The design involves choosing the proper width and biasing condition of the 

transistor and choosing the proper input drive level. These are chosen in such a way as to 

realize the required output power while minimizing the power dissipation in the active 

device. In this way, the drain efficiency, previously defined in (5.4), can be maximized. 

For example, targeting 50% efficiency, the dynamic power sets a current limit of 6.67 

mA for a 5 mW output power at a 1.5 V supply. 

Finally, if an output filter is to be used, it is designed at the frequency of 

operation. However, filter networks realized on chip, are very lossy and cause the 

efficiency of the amplifier to degrade significantly. Hence, their use should be avoided if 

linearity is not crucial for the application. 

6.2.4 Design of the Gain Stage(s) 

To provide the output stage with the required input drive level, a number of gain stages 

are used to boost the magnitude of the available RF signal. The design of each driver 

stage follows that of a simple gain stage with the main aim of achieving the highest gain 

while minimizing the current consumption. In a linear-class gain stage, the active device 

is biased either for class A or class AB operation for best gain-efficiency compromise. 

Conjugate matching is needed to ensure maximum power transfer. Assuming that 

a single gain stage is required, only the input needs to be matched to 50 Q and a passive 

matching network is required at the input. Matching at the output is not necessary, since 

the amplifier is going to be connected to the power stage, which has a capacitive input 

impedance. 

6.2.5 Combination of Stages 

For best power transfer between the P A stages, the various stages are combined with the 

proper interstage matching networks. Now, the biasing circuits are designed and the 

circuit components are fine-tuned for best performance. In the step of combining the 

various stages, the main goal is achieving the best P AE rather than the best drain 
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efficiency, taking the gain of the PA into account. If the performance is still not 

satisfactory, the previous steps are repeated until the desired performance is achieved. 

Finally, the stability performance of the amplifier is checked. 

6.3 POWER AMPLIFIERS FOR 2.4-GHz OPERATION 

6.3.1 Schematic Design 

Figure 6.4 shows the schematic diagram of the designed 2.4-GHz PA circuit. The 

PA topology was chosen to be single-ended. Differential amplifiers are advantageous 

over single-ended amplifiers in their higher gain and better linearity. However, this is 

achieved at the expense of increased system complexity and hence, increased power 

consumption. Since the power consumption in this application is of utmost importance, 

the PA circuits presented here were chosen to have a single-ended topology. In this case a 

balun is to be used to connect the circuits to the differential loop antenna investigated in 

this work. 

Driver Stage I 
VDD I 

I 
I 

L, I 

I 
I 

[]....____.,.......'Y'-_ ... 
RF Input +Bias 

I Power Stage 

I 
I 
I 
I 
I 

c, I 

11~ 
I Bias 

Fig. 6. 4. The complete two-stage 2.4-GHz PA circuit. 

RF Output 

Although maintaining a high linearity was not important for the targeted 

application, a linear topology was chosen rather than a more efficient switching-mode 
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topology, since it requires less input drive, allowing for higher gain at a reduced current 

consumption. 

For the application under consideration, the P A was required to deliver an output 

power in the range of few dBm. A gain of 15 dB would be sufficient, and is achievable 

using a single gain stage. Hence, the resulting circuit consists of two stages: the power 

stage and a gain stage. 

The output stage was designed following the design procedure presented in the 

previous section. An optimum resistance RaPT of 100 n is desired at the output. However, 

to lower this value of RoPT, and hence facilitate the output matching to a 50 n impedance, 

a cascode transistor (M2) is added to the output stage. This cascode transistor also reduces 

the Miller's capacitance and thus provides enhanced stability. The components of the 

output matching network, Co and 4,, were chosen to provide the required impedance. The 

sizes of the power transistor and the cascode transistor were chosen for maximum drain 

efficiency. For minimum power dissipation in the power stage and hence maximum 

efficiency, the on-interval of the output transistor should be minimized. This is achieved 

by biasing the transistor below threshold (class C). However, class C power stages 

require a large input drive and are highly nonlinear. Hence, for best gain-linearity

efficiency compromise, the bias of the output device (M1) was chosen close to threshold, 

resulting in class AB operation. Since the linearity in this design is not a concern, a filter 

at the output was not required. 

The driver stage transistor M3 was also designed to give class AB operation for 

good gain-efficiency compromise. Impedance transformation at the input was then 

performed using inductor Lg at the gate of M3• We relied on the parasitic gate resistance 

of M3 and parasitic series resistance of Lg to realize the necessary real part in the input 

impedance. 

The interstage matching network, Ci and ~. was designed and the two stages were 

combined. Biasing to the input stage is designed to be supplied through the input port 

using an external bias-T, while for providing biasing to the second stage, a large on-chip 

biasing resistor Rb is used. To check for the stability, a pulse was introduced on the 

supply voltage to excite the circuit with all the frequencies. If the circuit was unstable, 

oscillations at the frequency the circuit is unstable at will be observed. 
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The circuit design was done in the Cadence analog design environment. The 

Cadence Virtuoso schematic editor was used for schematic entry and the simulations 

were performed using the Cadence SpectreRF simulator. Transient simulations were used 

and the output power, drain efficiency, PAE and power consumption were all calculated 

using the formulas given in Chapter 5. All active and passive components were designed 

to be fully on-chip. RF MOS transistor models, on-chip square spiral inductor models and 

MIM capacitor models were used in the simulations. The resulting component values are 

listed in Table 6.1. 

Table 6. 1. Component values of the designed 2.4-GHz PAs. 

Component Parameter Value 

Lu 12.82nH 

Ma 14 X 2.5 JPil X 0.18 JPil 

Lt 9.1nH 

C; 2pF 

Rb 30k.Q 

M1 68 X 2.5 JPil X 0.18 JPil 

M2 70 x 2.5 pm x 0.18pm 

Co 850fF 

Lo 6nH 

6.3.2 Layout Design 

The circuit layout was designed using the Cadence Virtuoso layout editor. All passive 

and active components were laid out in a manner suitable for RF operation. Transistors 

were laid out in multifmger configuration with a fixed finger width of 2.5 Jlm to 

minimize the gate resistance. Inductors have been realized as on-chip square spiral 

inductors using the top metal layer for minimum losses. The RF pads were realized using 

Metals 5 and 6 only to minimize parasitic capacitances. 

The interconnection wires were designed using the approach described in Chapter 

4. The optimization's goal was to achieve minimum degradation in the drain efficiency. 

During the layout design of the thin-Metal-6 PA, the following was observed regarding 
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the sensitivity of the circuit performance to the metal wires. It was found that the supply 

node of the gain stage is sensitive to high parasitic resistance, whereas the drain of M 3 is 

very sensitive to high parasitic capacitance. Drops up to 4 % can occur in the drain 

efficiency, if these critical nodes were not designed properly. The supply and ground 

connections of the power stage are very sensitive to high parasitic resistance and can lead 

to drops in efficiency as high as 10 %. As for the connections at the drain of the cascode 

transistor M2 and the output node, both are found to be sensitive to capacitive and 

parasitic effects. For the connection at the drain of M 2, a metal width of 5 IJ.m resulted 

from the optimization, and the output node was connected to the pad using an optimized 

12-~J.m wide wire. The photograph of the microchip shown in Fig. 6.5 clearly shows the 

variability in the wire widths, which resulted from the interconnection optimization. The 

total area consumption is 1200 IJ.ill x 1100 IJ.m. 

After the design layout, post-layout and layout-versus-schematic simulations were 

performed to ensure proper interconnection. We did not rely on post-layout simulations, 

however, in predicting the performance of the circuit after fabrication. The layout design 

methodology proposed in Chapter 4 was used, which takes all the layout parasitics into 

account in the circuit simulations. 

Fig. 6. 5. Chip micrograph of the 2.4-GHz PA circuit. 
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6.3.3 Measurement Results 

The 2.4-GHz P A circuit was fabricated twice. Both prototypes were implemented in the 

same TSMC 0.18 ~m CMOS technology, with the second design different from the first 

in that it was built using the thicker top metal layer (2 ~m) option provided by the 

foundry. Consequently, the second design suffers from less layout parasitics, and as will 

be hown later, exhibits a slightly improved performance. 

On-wafer measurements were performed on the two chjps using a signal 

generator (Agilent 4422B) to provide the RF input signal, a spectrum analyzer (Agilent 

E4440A) to measure the RF output power and two on-wafer probe sets. Each probe set 

consists of 11 tips: 5 DC and 2 ground-signal-ground (GSG) RF probe sets. A 

semkonductor parameter analyzer (HP-4145B) was used to provide the DC signals to the 

circuit and to measure its current consumption. Figure 6.6 shows the complete 

measurements set-up. 

SlgNII Genenotor 

Agllent-44228 

RF Input! RF output~ . . . 

···---··· 

. . • • . • • • . . ... 

Fig. 6. 6. Experimental set-up used in measuring the 2.4-GHz PA. 

Figure 6.7 shows the performance of the PA, whjch is implemented using the 1-

~m top metal layer. The figure shows the measured output power, drain efficiency and 
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PAE of the PA as a function of the input drive at a supply voltage of 1.4 V. The 

performance of PAs is usually reported at their gain compression point, where the PAE 

and output power are maximum. Beyond this point, the PA delivers a constant output 

power and the gain starts to drop, causing the PAE to decrease. The circuits presented in 

this work were designed to have low gain compression points for the targeted low-power 

application, where the signal levels are small. As can be seen from Fig. 6.7, the small

signal gain is about 24 dB. The input power at which compression starts is about -13 

dBm. Thus, the previous stage should provide an RF signal of at least -13 dBm. For an 

input power in the range of -15 to 0 dBm, the PAE is above 25 %. Beyond this value, the 

circuit enters compression and the P AE starts to drop. At the 1-dB compression point, the 

PA delivers 6.5 dBm of output power with a PAE of 28% and a current consumption of 

11 rnA. 

-16 

-~~~~~~~~~~~~~1~0 ° 
Input Power [dBm] 

Fig. 6. 7. Measured output power (P0u1), drain efficiency (1'/v) and power-added efficiency (PAE) vs. the 
input power at 2.45 GHz and 1.4 V supply voltage for the thin-metal design. 

Figures 6.8 and 6.9 show a comparison between the ideal simulations (simulations 

with no parasitics), the more realistic simulations (with all the parasitics included) and the 

measurements. Figure 6.8 (a) and 6.8 (b) present the output power and drain efficiency, 

respectively, versus the input power at a supply voltage of 0.8 V. Figure 6.9 presents the 

frequency response of the circuit at 1.4 V supply and -13 dBm input drive. The figures 

clearly show that the ideal simulations differ significantly from the actual measurements. 

Nevertheless, after taking all the significant layout parasitics into account, a good match 

is obtained between simulations and measurements. 

67 



M.ASc. Thesis- Samar Abdelsayed McMaster - Electrical and Computer Engineering 

4 

------
I 

0 

:!!. 

I'"' 
D. 

I .a 
0 - Simulated no pa11181tlcs 

-12 - Simulated with parultlcs 

• Measured 

-32 -28 ·24 -20 ·16 ·12 -8 ... 0 

Input Power [dBm] 

(a) 

35 

30 

~ 25 

ir 20 j 
ID 15 
c e 10 c 

5 

0 
4 

,.. -- - - .__ 

- Simulated no parultloa 

- Simulated with parultloa 

• Measured 

-40 -36 -32 ·28 ·24 ·20 -16 ·12 -8 ... 0 4 

Input Power [dBm] 

(b) 

Fig. 6. 8. Comparison between the ideal simulations, simulations with layout parasitics and measurements 
of (a) the output power and (b) the drain efficiency vs. the input power at 0.8 V supply and 2.45 GHz. 
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Fig. 6. 9. Comparison between the ideal simulations, simulations with the layout parasitics and 
measurements of the frequency response of the circuit at a supply of 1.4 V and -13 dBm input power. 

Figure 6.10 shows the measured output power and drain efficiency as a function 

of the supply voltage. The supply voltage was swept from 0.6 V to 1.8 V at an input 

power of -13 dBm. As can be seen from the figure, the output power and the drain 

efficiency increase with the increased supply as given by (6.1). The circuit can operate at 

a supply voltage as low as 0.8 V, delivering 0.6 mW of output power with 16 % drain 

efficiency. 
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Fig. 6. 10. Measured output power (P0u1) and drain efficiency (1'/v) vs. supply voltage at 2.45 GHz and -13 
dBm input power. 

Figure 6.11 shows the measured output power (a) and PAE (b) versus the input 

power for various supply voltages at an input frequency of 2.45 GHz. With the increasing 

supply voltage, the 1-dB compression point slightly increases, showing a slight 

improvement in the linearity. Also, the range of input power levels for which the PAE is 

relatively close to its maximum is increased due to the improvement in the power gain, 

which is clear from Fig. 6.11 (b). 
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Fig. 6. 11. Measured (a) output power and (b) PAE vs. input power at 2.45 GHz for various supply 
voltages. 

Linearity is evaluated here in terms of the 1-dB compression point and the third to 

first order harmonic levels. The output spectrum at 1.4 V supply and -13 dBm input drive 

is shown in Fig. 6.12. The second and third-order harmonic signals are 20 dB and 16 dB 
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below carrier, respectively. As previously mentioned, linearity is not a concern in this 

design, since a constant-envelope modulation technique is going to be used. 

30 

15 

2 3 4 5 6 7 8 
Frequency [GHz] 

Fig. 6. 12. Frequency spectrum of the PA circuit at 1.4 V voltage supply operation and -13 dBm input 
drive. 

As was discussed in Chapter 3, the use of a thicker top metal layer will allow for 

higher quality inductors and lower resistive losses of the interconnection wires. This in 

turn will allow for an improved circuit performance. The same PA circuit presented 

above was laid out once more using a top metal layer of 2-J..lm thickness. Figure 6.13 

shows a magnified view of the output capacitor in the chip micrograph and the increased 

thickness of the top metal layer is visible in Fig. 6.13 (b). The measured performance of 

the circuit is shown in Fig. 6.14. The figure shows that at the 1-dB compression point, the 

PA delivers 7.2 dBm of output power with a PAE of 30.2 %and a current consumption 

of 12 rnA. 

(a) (b) 

Fig. 6. 13. Zoomed-in view of the output capacitor showing the top metal layer with: (a) I-1.1m thickness 
and (b) 2-11m thickness . 

70 



M.ASc. Thesis- Samar Abdelsayed McMaster - Electrical and Computer Engineering 

10~~~~~-r~~~~--~~-, 

8 

,...6 

I 4 
:!!. 
lD 2 
~ 0 

i~ 
O-e 

-8 

10 
Input Power [dBm] 

45 

40 

35~ 
30.!'1 c 
25i 

:I 

20m 
15 i· 
10~ 

5 ~ .... 
0 

Fig. 6. 14. Measured output power (P0u1), drain efficiency (ytv) and power-added efficiency (PAE) vs. the 
input power at 2.45 GHz and 1.4 V supply voltage for the thick top-metal design. 

Figures 6.15 to 6.17 show comparisons between the two designs for various 

performance characteristics of the measured Pour. 1'/D and PAE versus Pin. respectively. In 

the thick top-metal design, the input power at which compression starts is about -8 dBm 

showing an improvement in the amplifier linearity when compared to the thin top-metal 

design. This is mainly due to the increased DC headroom. The improved linearity in turn 

results in a reduction in the small-signal gain. When compared to the thin metal design, 

the thick metal design exhibits a reduced small-signal gain showing a gain of 17 dB. This 

reduction in the small-signal gain is not significant, since the PA is designed for large 

signal operation and what is important is the performance beyond compression. As long 

as the gain at the compression point is well above 10 dB, it is ensured that the PAE will 

be close to the drain efficiency. The output power is increased by 0.7 dB, corresponding 

to an increase of 4% in the drain efficiency. As shown in Fig. 6.17, the two circuits 

operate almost over the same bandwidth. The measured performance of two circuits 

(thick and thin top-level metal) at their gain compression points is summarized in Table 

6.2 at a frequency of operation of 2.45 GHz. 
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Fig. 6. 15. Comparison between the output powers vs. the input power of the two 2.4-GHz PAs showing the 
improvements resulting from the increase in the top metal layer thickness. 

32 

26 

~ 
24 f 

I 20 

c 
1! 16 Cl 

12 

·25 ·20 ·15 ·10 -s 0 5 10 

Input Power [dBm] 

Fig. 6. 16. Comparison between the drain efficiencies vs. the input power of the two 2.4-GHz PAs showing 
the improvement resulting from the increase in the top metal layer thickness. 
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Fig. 6. 17. Comparison between the output powers vs. the input frequency of the two 2.4-GHz PAs. 
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Table 6. 2. Summary of the measured performances of the 2.4-GHz prototype circuits showing the 

improvements resulting from the increase in the top metal layer thickness. 

ThinM6 TbickM6 

Supply voltage [V] 1.4 1.4 

Output power [dBm] 6.5 7.2 

Current consumption [mAl 11 12 

Gain compression point (CP) -13 -8 

Su [dB] -9 -7 

822 [dB] -12 -16 

PAE®CP[%] 28 32 

Small-signal gain [dB] 24 17 

6.4 POWER AMPLIFIER FOR 405-MHZ OPERATION 

It is known that RF circuits of improved performance and lower power consumption are 

more easily achievable at low frequencies than at higher frequencies [50]. However, 

inductors used in low frequency designs are very bulky. When these are realized in 

CMOS, they perform very poorly due to the increased coupling to the substrate. To 

realize a PA circuit for low-frequency operation and with reasonable area consumption, 

we decided to sacrifice the gain and use a single-stage P A. Reducing the gain was 

possible for this application, since the required output power level is relatively low. The 

circuit schematic of the single-stage 405-MHz PAis shown in Fig. 6.18. 

The circuit design followed the output stage design procedure described in 

Section 6.2. To maximize the gain from a single stage, no cascode transistor was used. 

Biasing is supplied to the circuit through the input port using an external bias-T. Again, 

class AB operation was chosen for best gain-efficiency compromise and the Cadence RF 

design package was also used. The component values resulting from the simulations are 

listed in Table 6.3. 

At such a low frequency, the layout parasitics become less prominent. 

Nevertheless, the layout was designed using the approach described in Chapter 4. 

Transistors were designed with multifinger gates, inductors were realized using the top 
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metal layer in square spiral form, capacitors as MIM capacitors and RF pads were 

constructed using the top two metal layers. The layout was realized using the thick top

metal layer option provided by the foundry. The chip micrograph is shown in Fig. 6.19. 

The layout was designed for differential measurements. But, since we wanted to evaluate 

the circuit performance without including the losses in the balun, only one side of the 

layout was measured. The total die area of the single ended PA is 700 11m x 1600 fliD. 

~ RFOutput 
RF Input +Bias 

Fig. 6. 18. The single-stage 405-MHz PA circuit. 

Table 6. 3 Component values of the designed 405-MHz PA. 

Component Parameter Value 

Lo 2.4nH 

M1 100 X 2.5 JPI1 X 0.18]PI1 

Co 6pF 

Lo 24.6nH 
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Fig. 6. 19. Chip micrograph of the 405-MHz PA circuit. 

6.4.1 Measurement Results 

Figure 6.20 shows the experimental set-up used in the 405-MHz measurements and Fig. 

6.21 shows the output power, drain efficiency and PAE of the circuit as a function of the 

input power at 1.4 V supply voltage and 405-MHz input frequency. The circuit is capable 

of delivering up to 8 dBm of output power with a drain efficiency of 40%. The PAE, 

however, is only 32.6%, which is mainly due to the reduced gain of the circuit, since only 

a single stage was used. 

Figures 6.22 to 6.24 compare the two PA circuits operating at 2.4 GHz and 405 

MHz implemented using the thick top-metal layer. The 405-MHz design exhibits an 

increase in the 1-dB gain compression point, hence improved linearity. This is mainly 

due to two reasons; the first is that the gain itself in the 405-MHz design is lower and 

second is that the 2.4-GHz design uses a cascode topology, which reduces the DC 

headroom causing a reduction in the linearity. The 405-MHz design also shows 

significantly higher drain efficiency, since (1) power is only consumed in a single stage, 

(2) the losses are reduced at lower frequencies, and (3) no cascode transistor was used. 

However, the increase in the PAE is not as high, since the circuit has a much lower gain 

performance. During the measurements, it was noted that the 405-MHz design is not 

band-limited and operates at frequencies up to 4 GHz, showing a bandwidth much higher 

than the 2.4-GHz circuit. This is mainly because the inductors used in this design were 
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very large with very low quality factors. Table 6.4 compares the performance of two 

circuits at 1.4 V supply voltage and at their input gain compression point. As shown in 

the table, the 405-MHz design occupies a larger area than the higher frequency design, 

since larger inductors are needed. 

Slgnel Genwlllor 
Agllenl-"228 

Semiconductor P.,.meter 
An11lyar 
HP414511 

Fig. 6. 20. Experimental set-up used in measuring the 405-MHz PA. 

Input Power [dBm] 

Fig. 6. 21. Measured output power (P0u1), drain efficiency (170 ) and power-added efficiency (PAE) vs. the 
input power at 405 MHz and 1.4 V supply voltage. 
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Fig. 6. 23. Comparison between the drain efficiencies vs. the input power of the 2.4-GHz and the 405-MHz 
PAs. 
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Fig. 6. 24. Comparison between the P AEs vs. the input power of the 2.4-GHz and the 405-MHz PAs. 
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Table 6. 4 Comparison between performance characteristics of the 2.4-GHz and the 405-MHz PAs. 

2.4-GHzPA 405-MHzPA 

Area [mm2] 1.2 X 1.1 0.7 X 1.6 

Number of stages 2 1 

Maximum output power [dBm] 7.2 8 

Current consumption [mAl 12 11 

Small-signal gain [dB] 17 11.2 

1-dB CP [dBm] -8 -1 

Maximum PAE [%] 30.2 32.6 

Maximum drain efficiency[%] 32 40.7 

6.5 COMPARISON TO PREVIOUSLY PuBLISHED PAS 

Table 6.5 compares the performance of the PA circuits presented in this work to other 

published low-power, linear-class CMOS PAs. As can be seen from the comparison, the 

performance of the circuits presented in this work, although fully on-chip, is superior to 

other designs using off-chip components. The FoM previously expressed in equation 

(5.7) is included in the comparison. It is worth mentioning that this FoM does not take the 

level of integration into account. Conversely, it is a strong function of the frequency of 

operation; hence the 405 MHz design shows a lower FoM than the remaining circuits. 

6.6SUMMARY 

In this chapter, we have presented the circuit, layout design and measured performance of 

the three designed linear-class PA circuits, which are intended for low-power biomedical 

applications. The first two are designed for 2.4-GHz operation, while the third is 

optimized for the operation in the MICS frequency band (403-405 MHz). The three 

circuits are fully integrated with all passive components in CMOS to fulfill the area 

requirements of the application. The layouts of the three circuits were designed using the 

approach described in Chapter 4. Designing the layout of the PA circuit using this 

parasitics-aware approach resulted in high-performance CMOS PAs with measured 

performance characteristics in good agreement with simulated results. Therefore, through 

78 



M.ASc. Thesis - Samar Abdelsayed McMaster - Electrical and Computer Engineering 

this work, it has been shown that linear-class PAs, when carefully designed, are well

suited for low-power, short-range biomedical applications. 

Table 6. 5 Performance comparisons between low-power linear-class PAs. 

Tech. Vnn [V] 
Freq. Pout PAE [%] FoM Integration [pm] [GHz] [d.Bm] [dB] 

S.-J. Yoo [51) 0.5 3 0.433 13 29 184 Off-chip 
components 

T. Melly et. al [52) 0.5 1.2 0.433 4 15 n.a. Off-chip 
components 

K Yamamoto [53) 0.18 1.8 2.4 9 16 199 Off-chip 
components 

Y. H. Chee et. al [48) 0.13 1.2 1.92 4 26 187 Off-chip 
components 

A. Zolfaghari et. al [49) 0.25 2.5 2.4 0 13.3 n.a. Fully on-chip 

P. B. Khannur [54) 0.18 1.8 2.45 3.5 14 192 Fully on-chip 

This work thin 2.4-GHz 
0.18 1.4 2.45 6.5 28 202 Fully on-chip design 

This work thick 2.4-GHz 0.18 1.4 2.45 7.2 30.2 197 Fully on-chip design 

This work 405-MHz 0.18 1.4 0.405 8 32.6 178 Fully on-chip 
design 
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CHAPTER 7 

In-Body Radiation 

EM fields are known to interact with the human body, resulting in various hazardous 

biological effects. These biological effects vary with frequency. Figure 7.1 shows the 

hazardous biological effects of EM radiation at various frequencies [55] . As indicated in 

the figure, the thermal effect is the main biohazardous effect in the RF range (300 MHz -

3 GHz). There, the EM power is absorbed by the exposed biological tissues whose 

temperature increases as a result. 

Thermal effects 

I DC ·Low IIRadiowaves ! Microwaves II Infrared 

Photochemical 
1 

. . 
effects omsmg 

~n 
II Visible rays II Ultraviolet ~~ 

.. : ~. 

0 Hz 3 kHz 300 MHz 300 GHz 

Frequency 

Fig. 7. I. Various biohazardous effects of EM fields as a function of frequency [55]. 

To protect people from the thermal damage of their tissues due to excessive RF 

field exposure, special committees and organizations have been formed with the goal to 

develop strict safety standards, which regulate the amount of EM fields that a human 

being can be exposed to. The specific absorption rate (SAR) is the most popular quantity 

used to assess body exposure to RF fields . In designing wireless devices for the various 

types of applications, compliance with SAR limits must be verified either numerically, 

experimentally, or both. Modeling of the human body is an essential step in developing 

the compliance requirements . Realistic numerical and experimental models (phantoms) of 

the human body have been developed for the purposes of human exposure assessment. 

To be able to design and characterize antennas for implanted transceiver systems, 

a thorough understanding of the nature of the complex human body as a radiation 
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environment is essential. Besides, one must be familiar with the regulations and standards 

on the body exposure to RF fields. The aim of this chapter is to discuss various aspects of 

the radiation from implanted sources. The chapter is organized as follows. Section 7.1 

presents the frequency-dependent electrical constitutive parameters of the body tissues. 

Section 7.2 introduces the SAR as the main quantity used to describe the absorbed power 

in biological tissues at RF. Section 7.3 introduces the safety standards, highlighting the 

important limits that should be followed in our case. Section 7.4 describes the existing 

procedures and regulations for evaluating numerical and experimental dosimetry. Section 

7.5 presents the concept of modeling the human body, highlighting both numerical and 

experimental phantoms. Finally, in Section 7.6, a summary of the chapter is given. 

7.1 ELECTRICAL PROPERTIES OF BIOLOGICAL TISSUES 

The body constitutes a strongly dissipative, heterogeneous, dielectric medium 

characterized by the relative permittivity Er and specific conductivity a of its tissues. 

Medical imaging data and experimental investigations show that more than 30 types of 

biological tissues can be identified in the human body [56]. The structure and the number 

of the involved biological tissues depend on the anatomy of the exposed part of the body. 

To be able to analyze the interaction between the EM waves and the human body, the 

electric properties of the body tissues must be studied. Subsection 7 .1.1 lists the EM 

constitutive parameters and the equations needed to describe the field behavior in a lossy 

material. Subsection 7 .1.2 discusses the electrical behavior of the biological tissues based 

on data collected from the literature. 

7.1.1 Overview of EM Constitutive Parameters and Equations 

The dielectric properties of a material determine its response to the EM fields. These are 

mainly represented by the complex permittivity e and the specific conductivity a (S/m) 

of the medium, where e is given by 

e=e'- je", (7.1) 

(7.2) 
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where e' is the permittivity of the material, e" is its dielectric loss factor and tO is the 

permittivity of free space (8.85xl0-12 F/m). The ratio e"/e' is known as the dielectric 

loss tangent. Assuming a time-harmonic field, the propagation constant k in a lossy 

medium is given by 

k=jOJ floe'(l-j(::)-j ;:,)=a+jp, (7.3) 

where OJ is the angular frequency of the incident wave in radls and f.1o is the permeability 

of free space ( 4.7rX 10-7 Him). Also, a is the attenuation factor and p is the phase constant; 

and are expressed as 

(7.4) 

(7.5) 

The distance at which the wave intensity falls to 1/e of its incident value, is 

known as the penetration depth ~ and is given by 

(7.6) 

7.1.2 Review of the Dielectric Behavior of Biological Tissues 

The various tissues in the human body differ in their chemical and biological structures, 

which results in their distinct dielectric properties. The body tissues have practically no 

magnetic properties. 

The electrical properties of biological tissues have been investigated using various 

laboratory measurements and results are available in the literature for most body tissues 

[57-59]. In [57], a collection of previous experimental results from the literature is given. 
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In [58], the same group used three different experimental techniques that cover 

overlapping frequency ranges to measure the electrical properties of 30 biological tissues. 

In the third and the last phase of their project [59], they developed a parametric model of 

the frequency dependence of the electric properties of 17 types of body tissues. Using 

these results, they provided an on-line applet [56] that generates the dielectric properties 

of most of the body tissues in the frequency range of 10Hz to 20 GHz. Using this applet, 

curves of the relative permittivity 8,, conductivity (J and the penetration depth o of 

different tissue types (muscle, fat, and small intestine) were generated over the 300 MHz 

- 3 GHz frequency range (Fig 7.2 to 7.4 ). As can be seen from the three figures, the 

electrical properties of the various tissue types are frequency dependent and dissipative at 

RF. Table 7.1 lists the electrical parameters and the mass density of almost all tissue 

types at 2.4 GHz and 405 MHz, which are the two frequencies of interest in this work. 

In summary, the problem of RF wave propagation inside the human body is a 

complex radiation problem. The radiated EM waves interact with the cells and the 

molecules that the biological tissues are composed of, and are reflected and scattered at 

boundaries between the different types of tissues. The resulting field distribution is very 

complex and depends on the frequency of the incident wave and on the anatomy of the 

body (types of tissues in the path of the wave and the tissue structure of the exposed body 

part). In the particular case of internal RF radiation from biomedical implants, the tissues 

are in the near field zone of the radiating source. Knowing that the wave penetration 

depth in the body tissues is very small, one can expect that any radiated signal will be 

greatly attenuated and the human body will perform badly as a communication medium 

due to very high losses. 
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Fig. 7. 2. Relative permittivity of muscle, fat and small intestine tissues vs. frequency [56]. 
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Fig. 7. 3. Conductivity of muscle, fat and small intestine tissues vs. frequency [56]. 
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Fig. 7. 4. Wave penetration depth in muscle, fat and small intestine tissues vs. frequency [56]. 
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Table 7. 1. The mass density [60] and the electrical parameters [56] of almost all body tissues at 2.4 GHz 

and405 MHz. 

2.4GHz 405MHz 

Mass 
Body Tissue Density I! t;. u[S/m] t;. u[S/m] 

[103 kg/m3
] 

Brain 1.04 42.6 1.48 49.6725 0.59287 
Bone 1.96 15.008 0.5861 17.775 0.163665 

Bone Marrow 1.04 5.3024 0.092834 5.6696 0.029365 
Bladder 1.03 18.026 0.67265 19.7 0.32713 
Blood 1.06 58.347 2.5024 64.127 1.3513 

Body Fluid 1.01 68.24 2.4392 69 1.53 
Cartilage 1.1 38.878 1.7172 45.417 0.58813 

CerebroSpinal 1.01 66.319 3.4122 70.939 2.2525 
Colon 1.04 53.969 1.9997 62.501 0.86009 

E_y_e Sclera 1.03 52.698 1.9967 57.627 1.0058 
Fat 0.92 5.2853 0.10235 5.5777 0.041199 

Gall Bladder 1.03 57.68 2.023 61.176 1.1393 
Gland 1.05 57.272 1.9283 61.514 0.87851 
Heart 1.03 54.918 2.2159 65.975 0.96749 

Kidney 1.05 52.856 2.3901 66.268 1.0978 
Liver 1.03 43.118 1.6534 51.147 0.65595 
Lung 1.05 34.482 1.21941 39.1495 0.530165 

Lymph 1.04 57.272 1.9283 61.514 0.87851 
Mucous 1.04 42.923 1.5618 49.819 0.67076 
Muscle 1.05 52.791 1.705 57.088 0.79759 

Nail 1.03 11.41 0.38459 13.136 0.09178 
Nerve 1.04 30.196 1.0681 35.351 0.44803 

Pancreas 1.04 57.272 1.9283 61.514 0.87851 
Skin 1.13 40.493 1.50125 48.4325 0.66327 

Small Intestine 1.04 54.527 3.1335 66.004 1.9053 
Spleen 1.05 52.546 2.2 63.1 1.0286 

Stomach 1.05 62.239 2.1671 67.44 1.0046 
Testis 1.04 57.629 2.1273 63.322 1.0285 
Tooth 2.16 11.41 0.38459 13.136 0.09178 
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7.2 SPECIFIC ABSORPTION RATE (SAR) 

The specific absorption rate (SAR) is the most common metric used to describe the 

energy absorption of EM waves by biological objects at RF. SAR is the rate of absorbed 

energy (power) in a unit body mass. It is defined in [61] as: "the time derivative of the 

incremental energy dW absorbed by an incremental mass dm contained in a volume 

element dV of a given density p" and is expressed in units of [W !kg] by 

SAR = .!!_(dW) = .!!.._( dW J. 
dt dm dt pdV 

The SAR is related to the internal electric field E by 

SAR = oiEI2' 
p 

where E is the root mean square (rms) electric field strength in [V/m]. 

(7.7) 

(7.8) 

The SAR can also be used as a measure of the local heating rate [°C/s] which is 

given by 

dT SAR (7.9) -=--
dt c 

where cis the specific heat capacity of the tissue in [Jikg0 C]. 

To protect the human body from the thermal damage of its biological tissues, 

international human safety committees and organizations have specified peak SAR values 

that should not be exceeded in any radiation application. The SAR is relevant in the 

frequency range of 100kHz to 6 GHz [61]. Otherwise, limitations are set on the power 

density. In the following section, the most popular safety committees will be presented, 

followed by the safety criteria as given in the IEEE C95.1 standard [61], which is the 

most widely used standard. 
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7.3 SAFETY STANDARDS 

Safety standards are regulations, recommendations and guidelines that are developed by 

specialized committees for the purpose of protecting human health from the adverse 

effects of EM radiation. 

7.3.1 International Committees for Developing Safety Standards 

Examples of international committees in charge of developing such standards are the 

Institute of Electrical and Electronics Engineers (IEEE) International Committee on 

Electromagnetic Safety (ICES), the National Council on Radiation Protection and 

Measurements (NCRP) in the United States and the International Radiation Protection 

Association International Commission on Non-Ionizing Radiation Protection (IRPA 

ICNIRP) [62]. 

These committees rely on the data collected from the literature that describes the 

interaction of RF radiation with the biological systems. Members of these committees 

evaluate the relevant published results on a continuous basis and develop the safety limits 

for the human exposure to RF fields. After approval, these limits are standardized in the 

form of international regulations and guidelines that are enforced in industry. The latest 

relevant IEEE standard is the IEEE C95.1 std., 1999 Edition [61], which has been 

approved by the American National Standards Institute (ANSI) for use as the American 

safety standard [62]. The IEEE/ANSI standard is used by many countries in developing 

their safety codes. Code 6, developed by Health Canada, is the Canadian safety standard 

[Safety Code 6, 1999]; and it adopts the IEEE C95.1 std. as the basis for its safety 

criteria. 

Although the standards developed by all the different committees are based on the 

same biological background, still there are some slight differences between the exposure 

limits. This is attributed to differences in the arbitrarily chosen safety factors and is not 

based on biological conflicts. Safety factors are used mainly to compensate for any 

uncertainties in the data and to ensure that the limits are well below the danger 

thresholds. 
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7.3.2 Limits for Body Exposure to Radiation from Medical Implants: IEEE C95.1 
std. ('99) 

In the IEEE standard, exposure limits are developed for exposures in both controlled 

(workers) and uncontrolled (general public) environments. Radiation limits in controlled 

environments are higher than those in uncontrolled environments, since the general 

population is usually unaware of their exposure. According to the definitions given in the 

IEEE C95 .1 std., body exposure to radiation from medical implanted devices is 

considered as a "partial-body"3 exposure in an "uncontrolled environment"4 [61]. 

Since the body tissues behave differently at different frequencies, the exposure 

limits are frequency-dependent. Figure 7.5 shows the limits versus frequency, in terms of 

the plane-wave free-space equivalent power density S [m W/cm2
], for the case of an 

uncontrolled environment [61, 63]. Power density S must be less than f/1500 in the 

frequency range of interest (300 MHz to 3 GHz). 

At frequencies between 100 kHz and 6 GHz, exceeding the exposure limits is 

permitted under the condition that the SAR limits are not exceeded [61]. SAR limits are 

given in two forms. The first form is the whole-body average SAR, which is mainly used 

in the case when the exposed body is in the far zone of the radiating source. And the 

second form, which is used in the partial-body near-field exposure cases, is the local peak 

spatial SAR averaged over a given mass of tissue. In the IEEE C95.1 std., the spatial 

SAR is evaluated over 1 gram of tissue, where 1 gram of tissue is defmed as a cubic 

centimeter volume of contiguous tissue [61]. Limits on SAR averaged over 1 gram of 

tissue are 20-25 times higher than the whole-body average SAR [64]. In the case of 

partial-body exposure in an uncontrolled environment, whole-body average SAR must be 

below 0.08 W/kg and the peak spatial average SAR must be less than 1.6 W/kg [61]. 

3 "Partial-body exposure: Exposure that results when RF fields are substantially nonuniform over the 

body. Fields that are nonuniform over volumes comparable to the human body may occur due to highly 

directional sources, standing-waves, re-radiating sources, or in the near field region of a radiating 

structure. " 
4 "Uncontrolled environment: Locations where there is the exposure of individuals who have no knowledge 

or control of their exposure. " 

88 



M.ASc. Thesis - Samar Abdelsayed 

cr 10 

5 
i 
.§. 
b 
ii 1 
; 
c ... 
; 
2. 
~ 0.1 
-8 
13 
.5 

McMaster- Electrical and Computer Engineering 

10 mW/cm2 

100 1,000 10,000 100,000 
Frequency [MHz] 

Fig. 7. 5. Maximum permissible exposure expressed in terms of the power density in an uncontrolled 
environment [61]. 

7.4 EM DOSIMETRY 

EM dosimetry techniques are used to evaluate the conformity of the radiation doses of 

wireless devices with the safety limits. In EM dosimetry, the human exposure to RF 

fields is quantified by determining the SAR distribution in the body tissues. The 

assessment of the human exposure can be evaluated experimentally, numerically or 

preferably both. Dosimetric near field measurement equipments and computational tools 

are widely available to assess the SAR distributions in the vicinity of wireless devices 

[65]. These techniques are also applicable to the exposure assessment of in-body 

radiation. 

Figure 7.6 and 7.7 show experimental set-ups that can be used for SAR 

measurements [66, 67]. These are very complicated and bulky, making SAR 

measurements very expensive and not always possible. In these measurements, the 

electric field distribution in the liquid that mimics the human body (phantom) is 

measured using E-field probes that are controlled and positioned using a robotic arm. 

Knowing the field distribution in the exposed body tissues, the SAR can be calculated 

and compliance with the safety standards ensured. Techniques for modeling the human 

body for experimental purposes are presented in Subsection 7.5.1. 
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PC and control 
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Fig. 7. 6. Experimental set-up for SAR measurements [66] . 

Fig. 7. 7. SAR measurement equipment used at Ericsson [67]. 
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The other way to assess the in-body radiation is using numerical simulations. 

Many numerical techniques can be used in solving the in-body radiation problem. In this 

thesis, we have used a method of moments (MoM) antenna solver to develop the SAR 

distribution. Another technique is the FDTD (Finite Difference Time Domain) method. 

To be able to assess the SAR distribution numerically, the problem space (human body) 

has to be numerically modeled. Once a whole-body model is available, it can be included 

in the numerical simulator to solve the interaction problem. Issues related to developing 

numerical body models (numerical phantoms) are presented in Subsection 7.5.2. 

7.5 MODELING OF THE HUMAN BODY FOR EM DOSIMETRY 

Phantoms are defined as "models that mimic the response of a subject to an external 

agent under investigation" [68]. In the case of EM dosimetry, a phantom is a model 

(experimental or numerical) that mimics the response of the human body to RF radiation. 

To be able to develop these phantoms, the exposed body tissues should be identified and 

their electrical properties should be characterized at the frequency range of interest. The 

phantom complexity determines the accuracy of the assessment. Depending on the 

exposed body part, whole body or partial body models are used. Phantoms are 3-

dimensional and their shapes can be spherical, cylindrical or anatomically realistic 

showing the details. The phantom can be homogeneous, layered or heterogeneous. A 

homogeneous phantom is a coarse representation of the real human body, while a 

heterogeneous phantom simulates the human body in greater anatomical detail, which 

allows for a more realistic assessment of SAR, providing a more conservative estimate. 

7.5.1 Experimental Phantoms 

Experimental phantoms are spherical, cylindrical or detailed shell containers with a body 

simulating liquid. Liquids are preferred in this case to allow for the movement of the E

field measuring probes. The dimensions of these containers and the recipes for mixing 

body simulating liquids are given in international standards [69, 72]. For frequencies 

below 1 GHz, the tissue simulating liquid is prepared from nontoxic substances - sucrose 

(sugar), deionized water, salt (NaCl) and cellulose, while at higher frequencies; the recipe 

involves polyhydric alcohol plus the deionized water [55]. For verification, electric 
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properties of the body simulating liquid can be measured after preparation using a 

technique called the coaxial probe method [70, 71]. Figure 7.8 shows the specific 

container dimensions as given in the European standard for SAR assessment of ultra low

power active medical implants [72]. 

To obtain the radiation characteristics of the loop antennas investigated in this 

work, two solutions were prepared to model the human body at 405 MHz and at 2.4 GHz, 

respectively. The recipes are given in Appendix A [69]. Expiration of these liquids is 

mainly caused by water evaporation [55] and if the container is tightly closed, the 

electrical properties of the solution will not change with time and the liquids will be valid 

for a longer time. A container similar to the one prescribed in [72] (see also Fig. 7 .8) has 

been used during the measurements. 

Plastic grid 

Implant with antenna 

Cylinder filled with 
tissue-equivalent 
solution 

Fig. 7. 8. Simulated human body for experimental in-body exposure assessment [72]. 

7.5.2 Numerical Phantoms 

Numerical phantoms are classified according to their geometrical. In [73], it was 

concluded that great geometrical detail is not necessary and simplified geometries can be 

used to model the shape of the human body. Numerical phantoms are also classified 

according to their anatomical details. A phantom can be homogeneous, tissue-layered or 

detailed tissue-segmented. Figure 7.9 shows a four-layer spherical model of the human 

head containing the most important tissue types. 
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The tissue-segmented model is the most accurate. Tissue-segmented phantoms are 

constructed using medical imaging data and the electrical data of the various body 

tissues. A number of transverse magnetic resonance imaging (MRI) slices of the body of 

a male, female or a child are needed. These can be derived from the Visible Male (VM) 

and Visible Female (VF) data available from the U.S. National Library of Medicine 

under the Visual Human Project (VHP) [74]. Each of these medical images is segmented 

into the various biological tissues that the body part is constructed of (Fig. 7.1 0). These 

reconstructed slices are then used to generate a three-dimensional numerical phantom that 

contains a number of voxels (volume pixels). Figure 7.11 shows a cross-section of a 

tissue-segmented numerical phantom [75]. Each voxel is assigned a tag that identifies its 

tissue type. This model is then linked to a database of the frequency-dependent electrical 

properties of the various body tissues. 

The phantom accuracy depends strongly on the voxel size. This in turn depends 

on the number of transverse MRI slices used, the image resolution and the tissue 

segmentation level. The smaller the voxel size, the more accurate the model and the more 

anatomical details it mimics. On the other hand, accurate phantoms require huge 

computational resources and long simulation times. Since the EM wave is mainly 

absorbed by the tissues in the close vicinity of the radiating source, these tissues are more 

important and it is reasonable, therefore, to use a model that is semi-segmented, where 

the body part closest to the radiating source is modeled in greater detail and further parts 

are tissue-layered. In [13], it was proven that too much detail is not necessary and that the 

human exposure can be accurately evaluated using semi-segmented phantoms. 
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Fig. 7. 9. Four-layer spherical model of the human head. 

Fig. 7. 10. Tissue-segmentation of a transverse MRI scan of a female body: (a) MRI image and (b) tissue
segmented digital image [13]. 
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Fig. 7. 11. Tissue-segmented detailed numerical phantom [75] . 

7.6SUMMARY 

In this chapter, we have presented the various aspects of the in-body radiation problem. 

First, the human body was characterized as a radiation environment in terms of its 

electrical behavior. Then, the concept of SAR for RF exposure assessment was 

introduced. Afterwards, the experimental and numerical dosimetric techniques were 

discussed in detail. Finally, the chapter was concluded by a discussion on experimental 

and numerical phantoms used in EM dosimetry. 
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Radiation Characteristics of In-Body Loop Antennas 

Antennas are used in RF transceivers to transform the RF signal into a radiated wave and 

vice versa. The electrical size of the antenna is a major parameter that determines its 

radiation efficiency. For efficient radiation, the antenna size should be at least one half of 

the wavelength in the medium where the antenna operates. Small antennas in free space 

are consequently inefficient. However, when immersed in a dissipative medium such as 

the human body, the physically small antenna becomes an efficient radiator. In this 

dissipative medium, the wavelength decreases (A= cj (..j'i;.f)) and the antenna size 

becomes comparable to it. At 405 MHz, the wavelength in free space is about 7 4 em, 

while in the human body it is only 9.8 em (assuming a relative permittivity of 58). 

As part of this research, we have performed an investigation on the suitability of 

loop antennas for in-body operation. Radiation characteristics of implanted loop antennas 

were evaluated in terms of their radiation resistance, radiation efficiency and frequency 

bandwidth of their impedance. Also, the SAR distribution was studied using numerical 

EM simulations to ensure compliance with the safety standards. To experimentally 

confirm the suitability of loop antennas for biomedical implants, a prototype wire loop 

antenna was fabricated and its return loss was measured. The measurement data was then 

used to estimate its impedance. 

Details of the radiation characteristics of in-body loop antennas are presented in 

this chapter. Section 8.1 briefly highlights the performance specifications of antennas for 

implanted transceivers. Section 8.2 presents the analytical evaluation of the performance 

of the implanted loop. Section 8.3 presents the numerical results of the SAR distribution 

in the body tissues surrounding the loop, and Section 8.4 presents the experimental 

results. Finally, the summary of the chapter is given in Section 8.5. 
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8.1 ANTENNAS FOR IMPLANTED TRANSCEIVERS 

As discussed in Chapter 7, human tissues are very dissipative at RF. Given the limited 

supply power of implanted wireless systems and to compensate for the losses occurring 

in human tissues, a highly efficient antenna is needed. Antennas for implanted biomedical 

transceivers should in addition have the following specifications: (1) radiation levels 

complying with the safety standards, (2) small physical size (- 28 mm x 10 mm in our 

case), and (3) reasonable bandwidth for reliable transmission. 

For implanted antennas, especially those radiating deep from the inside of the 

human body, the radiation pattern and far field are insignificant, since the wave will be 

absorbed by the body tissues in the near zone of the antenna ( kr D 1 , where r is the 

distance from the source and k is the complex propagation constant given in (7.3)). In the 

design of these antennas, the near field and SAR evaluations are of utmost importance. 

Several types of antennas are used in biomedical implants. For applications where 

the implant is placed close to the surface of the human body such as in pacemakers, 

dipoles [77] and planar antennas are used [71, 73, 78, 79]. Printed and wire loop antennas 

have also been effectively used in biotelemetry implants [13, 80, 81]. 

In this thesis, we present an investigation of the suitability of wire loop antennas 

for the use in the implanted imaging pill. Analytical formulas, numerical simulations and 

an experimental set-up were used to develop the radiation characteristics of the implanted 

loop antennas. The models used for the human body are simple, homogeneous models 

with electrical properties averaged over a number of biological tissues. The model used in 

the analytical evaluation assumes an infinite medium, while the ones used in the 

numerical and experimental assessments are finite cylindrical models. Although 

homogeneous models are coarse representations of the human body, they are good 

enough for the early investigations of the radiation characteristics of a candidate antenna. 

8.2 ANALYTICAL EVALUATION OF THE RADIATION CHARACTERISTICS OF 
IN-BODY LOOP ANTENNA 

The radiation performance of a loop antenna is a function of a number of parameters -

the frequency of operation, the number of turns, the antenna dimensions, the wire 

conductivity, the electrical properties of the medium and the amount of feed power. 
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Figure 8.1 shows a multiturn loop antenna showing its dimensions. In this figure, a is the 

wire radius, b the loop radius and c is half the spacing between the turns. The total length 

of the loop is given by N(27rb) for anN-tum loop. 

•:t.·;~ 
.t ... 

Fig. 8. 1. Multiturn loop antenna. 

The loop performance is estimated in this section using analytical formulas from 

the literature, which were implemented in a MA TLAB code. The characteristics of the 

loop antennas were evaluated for a single-tum loop with a radius of 3.5 mm, a wire radius 

of 0.2 mm and a turn spacing of 4 mm. The analytical formulas used here were originally 

developed for loop antennas of small to moderate electrical sizes [76]. An antenna is 

considered to be of small size in the medium if fib ~ 0.2 [76], where p is the phase 

constant in the medium given by equation (7.5). At 405 MHz, a loop with the dimensions 

mentioned above is of moderate size (fib equals 0.25), and hence, these formulas are still 

applicable. However, at 2.4 GHz, the loop antenna becomes electrically large (fib equals 

1.25) and these formulas can be no longer used. Table 8.1 gives the geometrical 

parameters and the conductivity of the loop wire used in the antenna analysis. 
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Table 8. 1. Antenna parameters used in the evaluation of the in-body loop radiation perfonnance. 

Parameter Value 

a 0.2 mm 

b 3.5mm 

c 2mm 

oc 5.88 x 107 S/m (Copper) 

8.2.1 Radiation Impedance 

To estimate the radiation impedance of the loop antenna, we used the analytical 

formulation of the input admittance Y given in [76]5
• 

Y = ~~ {(~r.Bb+8a/ P)/6[ ~ (b/a)r +4(a! ,B)S(b/a)} 

__ j [{1-~(,Bb )2 

[1-(a/ ,8)
2

]/ ~ (b/a)} / ~ (b/a)J· 

OJflob -2(,8b / [1-( aj ,8)2]s (b/a) 

(8.1) 

where p0 = 4n10"7 Him is the permeability of free space and a and pare the attenuation 

constant and the phase constant, respectively. They are calculated using (7.4) and (7.5) 

using the electrical data of the medium. Table 8.2 gives the electrical data used in 

modeling the human body [56]. The parameters S(bla) and An(bla) are calculated as 

follows 

20 

S ( b/ a)= L 1/[ n2 A,. ( b/ a)], (8.2) 
n=l 

A,. (b/ a)= 1n(8b) _ 2f 1 +.!_(na)
2 

[1n(2b) +.!.- r]. 
a m=D2m+1 2 b na 2 

(8.3) 

where y is the Euler's constant and is equal to 0.5772. 

5 To be able to reproduce the curves of the input admittance Y shown in [ 1 ], an adjustment factor of 0.5 

was added to the equations in the implemented MATLAB code. 
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Table 8. 2. Medium parameters at 405 MHz used in the analytical and SAR evaluation of the loop (average 

of the parameters of several body tissues [56]). 

Parameter Value 

(]' 0.944 S/m 

Er 54 

tano 0.722 

This formulation of the loop input admittance was developed in [76] based on 

some assumptions. First, it was developed for a single-tum loop antenna with small 

electrical dimensions (ftb~0.2). Second, the first 20 terms of the Fourier series expansion 

of the current in the loop were accounted for in the derivation [76]. And finally, the 

formulation assumes the antenna to be radiating in a lossy medium of infinite dimensions. 

This latter assumption is valid for a loop antenna radiating deep from within the human 

body, as in the case of the WCE pill, where the radiation will be mostly absorbed within 

the biological tissues. 

The radiation resistance and susceptance of the single-tum loop defmed in Table 

8.1 are shown in Fig. 8.2. The loop is expected to have a radiation resistance of about 30 

Q and an inductive susceptance of about 73 Q. With this radiation resistance, the loop 

antenna immersed in the human body is shown to be a good radiating source. For a 

multitum loop antenna, the radiation impedance will increase even further, approximately 

in proportion to N2
• As is the case for electrically small loop antennas, the antenna has an 

inductive reactance. However, as will be seen later in this chapter, larger loops can 

become capacitive. The reactive part of the input impedance can be canceled using a 

passive network with tuning elements. 
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Fig. 8. 2. Radiation impedance of the antenna described in Table 8.1. 

8.2.2 Radiation Efficiency 

To be able to calculate the radiation efficiency, the losses in the loop antenna have to be 

determined. Ohmic losses in a multiturn loop antenna with closely spaced turns are due to 

the skin effect and the proximity effect. The skin effect is a high-frequency phenomenon 

that occurs due to the finite conductivity of the loop wire resulting in a current that is 

confmed to a small layer at the surface. The proximity effect is due to the proximity of 

two or more conductors that are carrying current. This effect further reduces the area of 

current flow in the conductors, contributing to the ohmic losses. Assuming an antenna 

with a radiation impedance Zrad. then its radiation efficiency is given by 

_ ReZrad 
7]rad -

Re Z rad + Rohmic 

(8.4) 

In our case, Zrad is the radiation impedance of the loop antenna calculated using 

the expressions in Section 8.2.1. In (8.4), Rohmic is the resistive loss in the loop due to the 

proximity and the skin effects. For aN-turn loop antenna, Rohmic is given by [82] 

(8.5) 

Here, Rs is the surface resistance of the conductor, and Ro is the ohmic skin effect 

resistance of the conductor per unit length, which are given by [82] 
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R = NRs [.Qim]. (8.7) 
o 21Ca 

Uc is the conductivity of the metal wire used to build the loop and Rp is the ohmic 

resistance per unit length due to the proximity effect. The normalized proximity effect 

ohmic loss resistance per unit length, Rp/Ra, can be interpolated for an antenna with up to 

8 turns and with a cia ratio of up to 4 using Table 8.3 [83]. 

Table 8. 3. Normalized ohmic resistance per unit length due to the proximity effect [83]. 

cia 2 turns 3 turns 4turns 5 turns 6 turns 7 turns 8 turns 

1 0.333 0 0 0 0 0 0 
1.05 0.316 0.743 1.231 0 0 0 0 
1.10 0.299 0.643 0.996 1.347 1.689 2.02 2.34 
1.15 0.284 0.58 0.868 1.142 1.4 1.643 1.872 
1.20 0.268 0.531 0.777 1.002 1.21 1.401 1.577 
1.25 0.254 0.491 0.704 0.896 1.068 1.224 1.365 
1.30 0.24 0.455 0.644 0.809 0.956 1.086 1.203 
1.40 0.214 0.395 0.546 0.674 0.784 0.88 0.965 
1.50 0.191 0.346 0.47 0.572 0.658 0.732 0.796 
1.60 0.173 0.305 0.408 0.492 0.561 0.62 0.67 
1.70 0.155 0.27 0.358 0.428 0.485 0.532 0.573 
1.80 0.141 0.241 0.316 0.375 0.423 0.462 0.495 
1.90 0.128 0.216 0.281 0.332 0.372 0.405 0.433 
2.00 0.116 0.195 0.252 0.295 0.33 0.358 0.382 
2.20 0.098 0.161 0.205 0.239 0.265 0.286 0.304 
2.40 0.082 0.135 0.17 0.197 0.217 0.234 0.247 
2.50 0.077 0.124 0.156 0.18 0.198 0.213 0.225 
2.60 0.071 0.114 0.144 0.165 0.182 0.195 0.206 
2.80 0.061 0.098 0.123 0.141 0.154 0.165 0.174 
3.00 0.054 0.085 0.106 0.121 0.133 0.142 0.15 
3.50 0.04 0.062 0.077 0.087 0.095 0.101 0.106 
4.00 0.031 0.048 0.058 0.066 0.072 0.076 0.08 

For the loop described in Table 8.1, losses are only due to the skin effect (Ro 

equals 4.15 .Q), resulting in a radiation efficiency of 87.84%. This implies that loop 

antennas show high radiation efficiencies when operating in a body-like environment. 
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8.2.3 Transmission Bandwidth 

As can be seen from Fig. 8.2, the electrically small loop analyzed here is inductive. To 

tune out the reactive part of the loop input impedance, a series tuning capacitor is needed. 

The value of this capacitor can be calculated from 

1 ctun =-z-· 
aJoL 

where Lis calculated from the reactive part of the input impedance as 

(8.8) 

(8.9) 

The loop can be represented by the equivalent circuit shown in Fig. 8.3. The figure shows 

the antenna- modeled by the radiation impedance ( Z,ad = R,ad + jX ), the loss resistance 

Rohmic and a lumped tuning capacitor Ctun· Thus, for the tuned antenna, the total input 

impedance Zin can be written as 

Ctun RobmJc 

---1 -, 
I 

Rr.ctl 

F 
l.z,.., 
I 

xl 
I 

Tuning circuit I Antenna equivalent 
Circuit 

I 
Fig. 8. 3. Loop equivalent circuit showing the loop and the tuning capacitor. 

(8.10) 

Assuming a feeding source with input impedance Zo. the reflection coefficient r 
is given by 

(8.11) 
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The voltage standing wave ratio (VSWR) can then be expressed by 

VSWR(w)= 1+1r(w)l_ 
1-lr(w)j 

(8.12) 

For a tuned loop, the VSWR equals one at the operating frequency a.Q. Now, the matched 

VSWR bandwidth is defined as the band of frequencies around a.Q, for which the VSWR 

is equal to or less than a given desired value R. An expression for the VSWR bandwidth 

of a tuned antenna as a function of its input impedance is given in [84]. For a maximum 

allowable VSWR R, the VSWR bandwidth in hertz can be estimated from 

(8.13) 

In this equation, Zin' is the derivative of the input impedance of the tuned antenna with 

respect to the angular frequency w. 

Next, we are going to determine the angular frequency dependence of the input 

impedance of the loop to calculate the VSWR bandwidth. The total input impedance 

including the loss resistance and the tuning capacitor can be written as 

1 
Z;n = Z,ad + Rohmic + -.-

JOJCrun 

Now, taking the derivative of (8.14) with respect to OJ, we get 

azin az,ad aRohmic j --= --+ +__,.:-
aw aw aw w2Crun 

The derivative of Zrad is given by 

So, (8.15) becomes 

104 

(8.14) 

(8.15) 

(8.16) 

(8.17) 



M.ASc. Thesis- Samar Abdelsayed McMaster - Electrical and Computer Engineering 

Now, the derivative of the input admittance Y can be written as 

aY ___ 1 {p2b[ 7rb+8ajp +4(a)s(b/a)]- j } 
am- Wf.lo 6[In(8b/a)-2] p b[In(Sb/a)-2] 

2Pb ap [ 7rb+8a/ p +4(a)s(b/a)] 
am 6[ln(8b/a)-2] p (8.18) 

+-1 s[( -a/ P2 )ap;am+(l/ p)aajam J 
mJ.lo 

+P2b 6[ln(8b/a)-2J 
+4S(b/a)[( -a/ P2 )ap;am+(l/ p)aajam J 

To evaluate Y'(m), derivatives of the phase constant p, the attenuation constant a and the 

ohmic loss resistance Rohmic need to be evaluated. Simply, aajam and apjam are the 

real and the imaginary parts of the derivative of the complex propagation constant in 

(7.3) 

ak . 
-=] am 

'(1 . s: . U ) f.JoU 1 f.Joe - ]tanu- J-, --- , 

me 2m .J '( u ) f.Joe 1- j tan o- j me' 

ak aa . ap 
-=-+]-. am am am 

Finally, the derivative of Rohmic is given by 

oRolunic = N (!!_) ( R P + 1) dRs = N (!!_) ( R P + 1) J1.. 
om a R

0 
am a Ro 2m 

(8.19) 

(8.20) 

(8.21) 

In calculating the above derivatives, variations in the electric parameters of the medium 

within the band of operation were neglected. 

Figure 8.4 shows the VSWR of the antenna referenced to its real input impedance, 

which was calculated in Section 8.2.1 to be 30 n, hence Zo is assumed to be 30 n, as a 

function of frequency and centered at 405 MHz. Aiming for a VSWR~1.3, the 

transmitting bandwidth of the antenna given in Table 8.1 is about 40 MHz assuming a 

tuning capacitor of 5.5 pF. This wide band of operation is due to the large radiation 
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resistance in the medium, where the BW is inversely proportional to the antenna quality 

factor Q (BW=11Q), which is given by 

Q = X I (X + Rohmic) • 
(8.22) 

As can be concluded from the previous analysis, electrically small loop antennas 

operating at RF and radiating in a dissipative medium, have reasonable transmission 

bandwidths, which is desirable to allow for reliable communication from the implant. 

1.8 

1.8 
131!: 

~ 1.4 
> 

1.2 

1.0 

I BW VSWR=1.3 = 40 MHzl 
1~ •1 

370 380 390 400 410 420 430 440 450 

Frequency [MHz] 

Fig. 8. 4. The VSWR of the loop antenna in Table 8.1 assuming it is tuned and matched to its real input 
impedance. 

8.3 NUMERICAL SAR ASSESSMENT OF IN-BODY LOOP ANTENNAS 

In this section, full-wave EM simulations were used to characterize the conformity of 

small loop antennas with the safety limits for 5 m W power feed. As stated in Chapter 7, 

the IEEE C95 .1 standard specifies the peak local SAR averaged over 1 gram of tissue (1 

cm3
) to be lower than 1.6 W/kg [61]. The local SAR distribution was estimated using 

FEKO, which is a method of moments (MoM) antenna solver [85]. The loop used in this 

section is a 7 -turn loop antenna and has the geometry parameters described in Table 8.1. 

In constructing the problem space, all discretization rules specified in FEKO's 

user manual were followed. The antenna was segmented into a number of copper 

segments as shown in Fig. 8.5. The human body was modeled as a homogeneous cylinder 

of 4 centimeters height and 2 centimeters radius constructed of dielectric volume cubes, 

or cuboids. Figure 8.6 shows a screen capture showing the simulation environment used 

inFEKO. 
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z 

Fig. 8. 5. Segmented wire loop antenna as implemented in the simulations. 

(b) 

Fig. 8. 6. Simulation environment showing the dielectric cylinder (a) top view and (b) side view. 

FEKO calculates the SAR in each of the dielectric cuboids6 using the E-:field data 

in the near field zone of the antenna using equation (7.8). Figure 8.7 shows the computed 

SAR distribution versus distance from the center of the loop for an input power of 5 m W. 

Values of the SAR in the dielectric cuboids were found in the output file generated by 

FEKO and were interpolated elsewhere. The figure clearly shows that the SAR values are 

well below the safety limit of 1.6 W/kg that is specified in the IEEE C95.1 standard. Also 

6 FEKO evaluates the absorption rate averaged over the volume of one cuboid, not over 1 cm3 as specified 

in the safety standard [ 15 ]. 
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to be noted from the figure, the EM fields are absorbed by the tissues surrounding the 

antenna; hence the SAR values are maximum at the periphery of the loop. The peak at 

about 8 mm distance from the center of the loop is due to the reflections at the 

dielectric/free space interface of the finite cylindrical model used in the simulations. 

a; 

i 
II: 
~ 0.10 

1 5 10 15 20 

Distance from Loop Center [mm] 

Fig. 8. 7. SAR distribution in the proximity of the loop showing that the values are well below the safety 
threshold (variation in one direction only was assumed). 

The minimum discretization dimensions of the wire segments and the cuboids are 

given in terms of the wavelength in the medium, making the simulation time and the 

required memory resources frequency-dependent. The above results were produced for 

the loop antenna at 405 MHz. The simulations took about five hours and about four 

gigabyte of memory. At 2.4 GHz, however, the numerical simulations became so 

computational-resource intensive that it could not be performed on an ordinary computer. 

Thus, to develop the radiation performance of the loop at 2.4 GHz, only measurements 

were used. 

8.4 EXPERIMENTAL VERIFICATION OF THE SUITABILITY OF LOOP 
ANTENNAS FOR BIOMEDICAL IMPLANTS 

To experimentally develop the input impedance characteristics of implanted loop 

antennas, we have built a couple of loop antennas. The antennas were built using thin 

copper wires wound around two custom-made pill-like glass rods (Fig. 8.8). The antenna 

leads were then soldered to RF adaptors to be able to connect it to the RF cables and then 

to the measuring equipment. The multiturn antennas were designed to have the 
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dimensions given in Table 8.1, resulting in an antenna size that complies with the 

physical constraint (24 mm x 7 mm for the 7 -turn loop). 

A loop antenna can be considered a 1-port differential device. To experimentally 

develop the radiation characteristics of loop antennas, they should be fed differentially. 

Differential feed (two feed currents with 180 degrees phase difference) can be provided 

to the antenna either using a 4-port vector network analyzer (VNA), or a 2-port VNA and 

a balun. However, to derive the input impedance, the way the antenna is fed is not 

significant, and practically, a traditional 2-port VNA with no balun can be used. There 

are two ways to do these measurements, either using one port of the VNA (1 -port 

measurements) or using the two ports of the VNA (2-ports measurements). In the 1-port 

measurements, one lead of the antenna is connected to the VNA and the other to ground. 

In the 2-port measurements, each antenna lead is connected to one of the VNA ports, 

assuming a differential feed with both currents in the same direction rather than two 

currents of opposite directions. 

fit -·· ~ 
"'t 

•· ~ 
~ ~ 

~ !$ ~ 
It ~~ 
~ · •• . -
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Fig. 8. 8. Fabricated loop antennas for 2-port (a) and 1-port (b) VNA measurements. 

We measured the antennas at 405 MHz and at 2.4 GHz using an Agilent-8722ES 

S-parameter network analyzer and two RF cables. One-port and two-port calibrations 

were performed on the VNA and the RF cables using a short-open-load (SOL) calibration 

kit. 

To realize a radiation environment similar to the human abdomen, the antennas 

were dipped in a cylindrical plastic container filled with a homogeneous liquid with 

body-similar dielectric properties at the respective frequency. The two body-equivalent 

chemical solutions were prepared in-house in collaboration with the Chemical 
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Engineering Department at McMaster University. The recipes used to mix these solutions 

at 2.4 GHz and 405 MHz are given in Appendix A [69]. The complete measurement set

up including the VNA, the body-equivalent solution, the RF cables and the antenna is 

shown in Fig. 8.9. 

Agilent-8722£5 S-parameter 

Fig. 8. 9. Measurement set-up used to evaluate the input impedance of in-body loop antennas. 

Figures 8.10 and 8.11 show the return loss a~d the input impedance of the antenna 

using the 1-port measurement technique. Figures 8.10 (a) and 8.11 (a) show the return 

losses at 405 MHz and at 2.4 GHz, respectively, comparing both the antenna dipped in 

the medium and in free space. It is seen that the input impedance of the loop antenna in 

free space is slightly better at 2.4 GHz than at 405 MHz, since at the higher frequency the 

same antenna becomes electrically larger. The network transformation formulas given in 

Appendix B were used to transform the S-parameter data to Z-parameters. Figures 8.10 

(b) and 8.11 (b) show the input impedance of the antenna at both frequencies. As can be 

seen from the figures, the antenna dipped in the liquid exhibits a good match to 50 n 
impedance, showing a reasonable radiation resistance at both frequencies. As shown in 

Fig. 8.10 (b) and 8.11 (b), the input reactance of the loop antenna of the dimensions given 

in Table 8.1 operating in a lossy medium is capacitive almost over the entire frequency 

range. Thus, a tuning inductor is needed for the loop tuning. The cusp in the 2.4-GHz 

return loss of the antenna in free space was not expected to exist. This could be due to the 

fact that the free-space measurements presented here were not preformed in an anechoic 

110 



M.ASc. Thesis- Samar Abdelsayed McMaster - Electrical and Computer Engineering 

chamber as they are normally done. They were rather performed in an equipped and 

furnished laboratory, which could cause the antenna to resonate as shown. 
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Fig. 8. 10. One-port measurements at 405 MHz: (a) return loss and (b) input impedance. 
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Fig. 8. 11. One-port measurements at 2.4 GHz: (a) return loss and (b) input impedance. 

Figures 8.12 and 8.13 show the measurement results obtained by the 2-port 

measurements technique. Since the loop antenna itself is symmetric and is fed from its 

middle, one should expect Stt and S22 to be identical. However, in the practical case, 

there always exists some asymmetry in the measurement set-up, which caused Su and Szz 

presented here to be different. However, the curves clearly show that the loop antenna is 

well matched to 50 Q in the lossy medium at both frequencies. The calculated input 

resistances shown in Fig. 8.10 to 8.13 present the total antenna resistance, i.e. the 
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radiation resistance and the loss resistance. To calculate Rrad, Rohmic is estimated using 

(8.5). After estimating Rohmic• the radiation efficiency can be calculated using (8.4). 
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Fig. 8. 12. Two-port measurements at 405 MHz: (a) return loss and (b) input impedance. 
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Fig. 8. 13. Two-port measurements at 2.4 GHz: (a) return loss and (b) input impedance. 

8.5SUMMARY 

In this chapter, we investigated the suitability of loop antennas for in-body transceivers. 

The characteristics of loop antennas were developed in terms of their radiation resistance, 

radiation efficiency and transmitting bandwidth at the biomedical 402-405 MHz 

frequency band (MICS band). Also, their biocompatibility at 5 m W power feed was 

investigated by means of MoM numerical simulations. The SAR distribution in the body 

tissues surrounding the loop shows that these antennas comply well with the safety 

standards. Measurements were carried out at 405 MHz and at 2.4 GHz using in-house 
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fabricated small loop antennas. Both, measurements and simulations show that, unlike in 

free space, physically small loop antennas in a highly dissipative medium such as the 

human body, are efficient radiators and provide sufficient transmission bandwidths. 

Hence, given that their physical structure is suitable for the application and they are of 

low weight and low cost, we conclude that loop antennas are good candidates for in-body 

transceivers. However, it should be noted that results presented here are only approximate 

guidelines. More detailed estimates require more complex phantoms and measurements 

set-ups. 
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CHAPTER9 

Conclusions and Future Work 

9.1SUMMARY 

The primary goal of this work was to design, implement and test PAs and antennas 

suitable for deeply implanted biotelemetry systems. A major challenge was to meet the 

strict application requirements of such a wireless system, which are: high efficiency, low

power operation, small physical size and the compliance with the safety limits. Two 

frequency bands are suitable for operating this system, the 405-MHz MICS band and the 

2.4-GHz ISM band. More specifically, the goal of this work was to investigate the 

operation of current-mode PAs and loop antennas at both frequency bands. 

To meet the size requirement of the application, the whole transmitter has to be 

implemented in a standard CMOS process for full integration with the remaining 

subsystems. In the first part of this thesis, three fully integrated current-mode PA circuits 

have been designed and measured. The first PA was published in [88], it consists of two 

class AB stages and operates at 2.4 GHz. At 1.4 V supply, the circuit is capable of 

delivering 6.5 dBm of output power with a PAE of 28% and a current consumption of 11 

rnA. The second P A is similar to the first one in architecture and component values, 

however it was implemented using a thicker top metal layer and hence, showed a slightly 

improved performance. At the same supply, it delivers 7.2 dBm of output power with a 

PAE of 30.2% and a current consumption of 12 rnA. The third PA operates at 405 MHz 

and has a single-stage class AB topology. At 1.4 V supply voltage, it provides 8 dBm of 

output power with a drain efficiency of 40% and 11 mA current consumption. Its P AE, 

however, is only 32.6% because of the reduced gain of the amplifier. The three circuits 

have demonstrated results that outperform previously published P A circuits. Thus, 

through this work it was shown that class AB PAs, if properly designed, are well-suited 
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for biotelemetry applications and that between the two frequencies, the lower frequency 

is more suitable for the application, since it provides better efficiency performance. 

Throughout the layout design stage of the first P A circuit, a need has been 

identified for a systematic layout design methodology that takes the layout parasitics into 

account. Thus, we have developed a simple layout design procedure that takes into 

account most of the high frequency parasitics arising from the layout of CMOS ICs. For 

verification of the usefulness of the approach, we have designed a 5-GHz LNA. The 

usefulness of the approach has been proven through the good match obtained between 

measurements and simulation. This approach allows for accurate prediction of the 

performance of the RF ICs, thus eliminating the need for iterative design and 

manufacture. At a current consumption of 3.8 rnA, the designed LNA circuit has a gain of 

10 dB and is matched to 50 n impedances at its input and output (S 11 ~ -9 dB and S22 ~-

10 dB). This performance was achieved at a frequency of operation of 5 GHz and a 

supply voltage of 1.8 V. The proposed approach has also been applied to the layouts of 

the three PA circuits and was published in [89]. 

One last subject covered in this work was investigating the suitability of loop 

antennas for the use in biotelemetry implants. Analytical formulas, numerical simulations 

and measurements were carried out to characterize the radiation performance of in-body 

loop antennas in terms of their radiation resistance, transmitting bandwidth and 

biocompatibility at 405 MHz [90]. We have shown that at 405 MHz, implanted loop 

antennas are efficient over a wide band. Numerical simulations showed that at 5 m W 

power feed, the specific absorption rate (SAR) distribution in the vicinity of the 

implanted loop is well below the safety limits ( < 1.6 W/kg) and hence, it complies with 

the human safety regulations. At 2.4 GHz, however, the antenna was only characterized 

using measurements, since at this frequency the antenna becomes electrically large and 

the simulations become unfeasible, since they require enormous computational resources. 

For measurement purposes, we prepared two chemical solutions that mimic the human 

body in its electrical properties at both frequencies. This work proves that small loop 

antennas are good candidates for in-body transceivers. 

115 



M.ASc. Thesis- Samar Abdelsayed McMaster- Electrical and Computer Engineering 

9.2 FuTURE WORK 

The research work presented in this thesis has opened the way to several areas for future 

research and possible improvements on this work. For example, the operation of the PAs 

and the antenna were investigated in this work separately. A next step would be to bond 

the two blocks in a package and test their performance together, taking all the system 

design issues into account such as the matching between the stages, the use of a balun to 

transform from single-ended to differential input, etc. Regarding the latter issue, one 

might fmd that it is in fact preferable to realize a single-chip differential PA to feed the 

antenna differentially rather than using a balun, since the losses in the balun could be 

very significant. Furthermore, the suitability of the proposed layout design methodology 

can be applied on higher frequency designs and other circuit blocks to investigate its 

validity for a wider range of applications. 

Also, since the application requires extremely low power consumption, alternative 

circuit design techniques and ultra-low voltage possibilities should be discovered, similar 

to what is reported in [91-93]. 

It was shown in this thesis that loop antennas are good candidates for in-body 

operation. An area for further research would be investigating the use of other candidate 

antennas such as mircostrip and slot antennas for the same application. Also, the 

numerical simulations of the antenna investigated in this thesis assumed a coarse 

representation of the human body as the radiation environment. To analyze the 

performance of implanted antennas more accurately, it is suggested that a more detailed 

tissue-segmented or semi-segmented model be used in the simulations. The FDTD 

technique is known to be capable of handling these simulations and is thus, a good 

numerical technique to be used in future work. Nevertheless, it should be noted that any 

numerical results, no matter how complicated the model used, are only best estimates and 

serve only as design guidelines. 

Commercial wireless devices do not get approval from the regulating committees 

unless it is verified using experimental set-ups that these devices comply with the safety 

standards. Techniques to do these measurements are described in special documents [69]. 
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For this reason, the investigation of the antenna would not be complete before the SAR is 

actually measured in a test environment that mimics the real situation. 

To estimate the output power levels of the transmitter investigated in this thesis, 

we followed a simple power budget calculation. We started by assuming an output of 25 

~-tW (-16 dBm) at the outer receiver, which is the maximum allowed value in free space 

according to the spectral regulations at the MICS band. Assuming the body losses to be 

15-18 dB [13], the necessary output power was calculated to be in the range of few dBm. 

One last area that could be of interest for further research is characterizing the wireless 

transmission link from the implant to the outer receiver in greater detail, which was done 

here, using a rough calculation. This involves estimating the path losses through 

measurements. 
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APPE.NDIX A. 

Recipes for Tissue-E.quivalent Liquids 

This appendix gives the chemical ingredients that were used in preparation of the 

tissue-equivalent solutions used in the antenna measurements [69]. As mentioned in 

Chapter 7, these liquids are distinct for different frequencies. Table A.l lists the 

ingredients used in the preparation of the 405-MHz solution and Table A.2 lists those 

used for the 2.4-GHz solution. The properties of the resulting solutions are given in Table 

A.3 [69]. The electrical properties of the prepared liquids were not measured relying on 

the fact that the recipes and the procedures were followed closely. 

Table A. 1. Recipe for preparing the body-equivalent solution at 405 MHz [69]. 

Ingredient Percentage by weight [%] 

Deionized water 51.16 

Salt (99+% pure NaCl) 1.49 

Sugar (98+% pure Sucrose) 46.78 

Hydroxyethyl Cellulose (HEC) 0.52 

Bactericide (Sodium Azide) 0.05 

Table A. 2. Recipe for preparing the body-equivalent solution at 2.4 GHz [69]. 

Ingredient Percentage by weight [%] 

Deionized water 73.2 

Salt (99+% pure NaCl) 0.04 

Di-ethylene-glycol butyl ether (DGBE) 26.7 
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Table A. 3. Electrical parameters of the 405-MHz and the 2.4-GHz solutions [69]. 

450MHz 2.45GHz 

a [S/m] 0.83 1.78 

8r 58 52.5 

In the measurements, we have prepared 20 liters of each solution. The following 

procedure was followed in preparing the 405-MHZ solution [86]. 

• For a volume of 20 liters, the mass of each of the ingredients is calculated 

assuming a density of 1000 kg/m3
• 

• The water is heated to approximately 40 degrees Celsius. 

• Appropriate quantities of salt and bactericide are prepared in separate 

containers. 

• They are then added slowly to the water while stirring at a very low speed. 

• After they are totally dissolved, the sugar is added slowly while stirring. 

• After the sugar is totally dissolved, the HEC is added very slowly to avoid 

clumping. 

• Stirring of the solution goes on until it thickens. 

To prepare the 2.4-GHz solution, the following steps were followed. 

• For a volume of 20 liters, the mass of each of the ingredients is calculated 

assuming a density of 1000 kg/m3
• 

• The DGBE and the salt are added to the water and the solution is stirred 

for a short while. The DGBE is a liquid; hence it dissolves in water at no 

added heat. 
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Network Parameter Conversion Formulas 

This appendix lists the formulas that were used to convert the measured S

parameters to the Z-parameters. These are given by [87]: 

(A.l) 

(A.2) 

(A.3) 

(A.4) 

In the above equations, Zo is source characteristic impedance used in the S-parameter 

measurement, which is usually 50 .Q. 
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