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Abstract 

Telemedicine traffic transmission over wireless cellular networks has gained in impor­

tance during the last few years. Most of the current research in the field has focused 

on software and hardware implementations for telemedicine transmission, without 

discussing the case of simultaneous transmission of both urgent telemedicine traffic 

and regular multimedia traffic over the network. 

Due to the fact that telemedicine traffic carries critical information regarding the 

patients' condition, it is vitally important that this traffic has highest transmission 

priority in comparison to all other types of traffic in the cellular network. How­

ever, the need for expedited and correct transmission of telemedicine traffic calls for 

a guaranteed bandwidth to telemedicine users. This creates a tradeoff between the 

satisfaction of the very strict Quality of Service (QoS) requirements of telemedicine 

traffic and the loss of the guaranteed bandwidth in the numerous cases when it is left 

unused, due to the infrequent nature of telemedicine traffic. This waste of the band­

width may lead to a lack of sufficient bandwidth for regular traffic, hence degrading 

its QoS. 

To resolve this complex problem, in this thesis, we propose a) an adaptive band­

width reservation scheme based on road map information and on users' mobility, 

and b) a fair scheduling scheme for video traffic transmission over wireless cellular 

networks. The proposed combination of the two schemes, which is evaluated over a 

hexagonal cellular structure, is shown to achieve high channel bandwidth utilization 

while offering full priority to telemedicine traffic. 
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Chapter 1 

Introduction 

1.1 Overview 

The term of telemedicine has been defined as using telecommunications to provide 

medical information and services [1]. Telemedicine is already being employed in many 

areas of healthcare, such as intensive neonatology, critical surgery, pharmacy, public 

health and patient education. The ultimate goal for all telemedicine applications is 

to improve the well-being of patients and bring medical expertise fast and at low cost 

to people in need [2, 3]. Currently, in the cases of motor vehicle accidents, which 

are the number one cause of violent death in the United States [4], prehospital teams 

provide on-scene initial assessment and resuscitation and transmit this information 

to a physician mainly via voice communication; therefore the physician can make an 

assessment based on what is described and continuously monitor an injured victim 

through visual communication (e.g., video) while at the same time receiving data of 

major importance regarding the victim's vital signs [5, 6]. In addition to ambulance 

vehicles, it is also of critical importance for the provision of health care services at 

understaffed areas like rural health centers, ships, trains, airplanes, as well as home 

monitoring [2, 7]. 

Mobile networks have brought about new possibilities in the filed of telemedicine 
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due to the wide coverage provided by cellular networks and their capability of pro­

viding service to moving vehicles. Some of the related research projects include the 

data query mechanism proposed in [8], which takes advantage of the low cost mobile 

sensor networks and 3G cellular networks, the mobile telemedicine system designed 

in [9] over a wireless LAN, and the schemes designed in [10] for emergency QoS sup­

port over WLAN and Body Sensor Networks. In addition, various applications have 

been introduced, for example: the mobile tele-echography robotic application over 

WCDMA [11], the mobile Tele-Ultrasonography in M-health over 3G networks [12], 

and the Mobile Teletrauma System presented in [5] using CDMA over 3G. 

As pointed out in various telemedicine research efforts during the last few years 

[5, 6, 7, 12, 13, 14, 15, 16], beyond 3G wireless networks can be a sufficient test bed 

for the development of efficient telemedicine traffic transmission mechanisms, due to 

the much higher channel rate they are expected to provide in comparison to previous 

generation's cellular networks. 

4G, an acronym for Fourth-Generation Communications System, is a term used 

to describe the next step in wireless communications. A 4G system will be able to 

provide voice, data and streamed multimedia to users on an "Anytime, Anywhere" 

basis. Although there is no formal definition for what 4G is, its commonly assumed 

objective is that it will be a fully IP-based integrated system. This will be achieved 

after wired and wireless technologies converge and will be capable of providing very 

high data rates both indoors and outdoors, with premium quality and high security. 

4G will offer all types of services at an affordable cost. 

1.2 Motivation and Contribution of this work 

Mobile healthcare (M-health, "mobile computing, medical sensor and communication 

technologies for healthcare" [12]) is a new paradigm that brings together the evolution 

of emerging wireless communications and network technologies with the concept of 

2 



M.A.Sc: Lu Qiao McMaster - Electrical and Computer Engineering 

"connected healthcare" anytime and anywhere. Various M-health studies have been 

conducted within the last few years, on very significant aspects of public health [5, 6, 

7, 12, 13, 14, 15, 16]. In many of these studies, the efficient use of the cellular network 

resources was of paramount importance for the correct and rapid transmission of all 

types of telemedicine traffic (video, audio and data). 

One common characteristic of all the above referenced studies is that they focus 

solely on the transmission of telemedicine traffic over the cellular network, without 

taking into account the fact that regular traffic has strict Quality of Service (QoS) 

requirements as well. Also, in many of these studies, despite the importance of the 

systems used, the accuracy in information transmission was low. For example, in [15] 

a high percentage (27%) of electrocardiogram (ECG) data transmission interruptions 

took place due to GSM channel congestion. For the above reasons, one of the main 

tasks of current research on the subject is the design of system hardware and soft­

ware to implement a mobile telemedicine system capable of transmitting, with high 

QoS, significant loads of multiplexed information in next generation wireless cellular 

networks [5]. 

The work presented in this thesis is, to the best of our knowledge, the first in 

the literature to focus on the efficient integration and transmission scheduling of all 

major types of telemedicine applications with other types of wireless traffic over a 

high capacity cellular network. 

Previous work [17] has introduced MI-MAC (Multimedia Integration Multiple Ac­

cess Control Protocol), which was shown to achieve superior performance in compari­

son to other TDMA and WCDMA-based protocols of the literature when integrating 

various types of multimedia traffic (video, voice, email and web data) over next gen­

eration cellular networks. 

In MI-MAC, as well as in most relevant works on MAC protocols in the literature, 

within each priority class the queuing discipline is assumed to be First Come First 

Served (FCFS). Hence the average performance evaluation metrics will give no insight 
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on the QoS of each individual wireless subscriber; therefore, it could be the case that 

certain users have their QoS severely violated while others get exceptional QoS, which 

would give an acceptable average QoS over the total number of users. This approach 

is unfair to users who arrive later in the network and hence are placed at the bottom of 

the Base Station (BS) service queue; the problem is especially significant in the case of 

video users, where early arriving users may dominate the channel by being allocated 

large numbers of slots, allowing just a small number of resources to be available for 

users arriving later. For this reason, we introduce a fair bandwidth allocation scheme 

in MI-MAC, as well as a number of scheduling ideas in order to improve the protocol's 

performance. 

Furthermore, we propose a new adaptive bandwidth reservation scheme, based 

on road map information and on user mobility in a hexagonal cellular architecture, 

in order to guarantee the required QoS to all types of wireless traffic, with highest 

priority offered to mobile telemedicine traffic over regular traffic (individual priorities 

are also set among the various types of mobile telemedicine traffic, based on their 

current importance for medical health care). 

1.3 Organization of the Thesis 

The rest of this thesis is organized as follows. Chapter 2 gives a basic description of 

the telemedicine and regular traffic types and models used in our work. In Chapter 

3, we provide a brief overview of MI-MAC protocol which is used as the basis of our 

work. Chapter 4 presents our proposed improved and fair scheduling scheme which 

we add on MI-MAC. In Chapter 5 we discuss our proposal for an adaptive bandwidth 

reservation scheme, which enables the system to exploit its knowledge of the users' 

mobility patterns. Chapter 6 includes our simulation results and a discussion on 

them, and in Chapter 7 we present our conclusions and ideas for future work. 
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Chapter 2 

Traffic Types and Models 

2.1 Telemedicine Traffic 

Four types of telemedicine traffic are considered in our work: Electro-Cardiograph 

(ECG), X-ray, video and high-resolution medical still images. 

• Electro-Cardiograph (EGG): Similarly to [5, 16], which use data from the MIT­

BIH arrhythmia database, we consider that ECG data is sampled at 360 Hz 

with 11 bits/sample precision. The arrival rate of ECG users is set to be ),E 

user/ frame following a Poisson distribution. The transmission of ECG traffic 

should be rapid and lossless, due to the critical nature of the data; addition­

ally, we have set a strict upper bound of just 1 channel frame ( 12 ms) for the 

transmission delay of an ECG packet. 

• X-Ray: We consider that a typical X-ray file size is 200 Kbytes [7] and that the 

aggregate X-Ray file arrivals are poisson distributed with mean Ax files/frame. 

The upper bound for the transmission delay of an X-Ray file, which again needs 

to be lossless, is set to 1 minute. A discussion on the strictness of this bound 

will be made in Chapter 4. 

• Medical Images: Medical image files have sizes ranging from 15 to 20 Kbytes/image 
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[5] and are Poisson distributed with mean >..1 files/frame. The upper bound for 

the transmission delay of an medical image is set to 5 seconds (this bound is 

much stricter than those used in [5, 7, 14, 16]), and the transmission needs to 

be lossless. 

• Telemedicine Video: Since H.263 is the most widely used video encoding scheme 

for telemedicine video today, we use in our simulations real H.263 video-conference 

traces from [18] with mean bit rate of 91 Kbps, peak rate of 500 Kbps and stan­

dard deviation of 32.7 Kbps. The video frames arrive with constant rate (every 

80 ms) with variable frame sizes. We have set the maximum transmission delay 

for video packets to 80 ms, with packets being dropped when this deadline is 

reached; i.e., all packets of a video frame must be delivered before the next 

video frame arrives. Due to the need for very high-quality telemedicine video, 

the maximum allowed video packet dropping probability is set to 0.01 %. 

It needs to be mentioned that existing work in the field assumes much looser QoS 

requirements in order for the network to be able to meet them. For example, in [6] 

the upper delay bound for ECG packet is 1 second, and the upper bound on voice 

dropping is set to 3%. 

2.2 Regular Multimedia Traffic 

Four types of "regular" multimedia traffic were integrated in the work in [17]: MPEG-

4 video-conference, voice, email and web traffic, i.e., the most common traffic types 

in the 3G /B3G / 4G wireless cellular networks. The same traffic types are taken into 

account in this work in order to study the integration of regular traffic with urgent 

telemedicine traffic. 

• Voice: The speech codec rate is 32 kb/s, and voice terminals are equipped with 

a voice activity detector (VAD). Voice sources follow an alternating pattern of 
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talkspurts and silence periods (on and off), and the output of the voice activity 

detector is modeled by a two-state discrete time Markov chain (Figure 2.1). 

The mean talkspurt duration is 1 s and the mean silence duration is 1.35 s. The 

talkspurt to silence transition probability is Prs' and the silence to talkspurt 

transition probability is Psr· The talkspurt and silence periods are geometrically 

distributed with mean 1 I Prs and 1 I Psr frames, respectively. Therefore, at 

steady state, the probability that a terminal is in talkspurt (speech activity), 

Pr, or silence, p8 , is obtained from the following equations: 

Psr PT = _-=--.:::_:.___ 

Psr + Prs 
Ps = 1- Pr 

Psr 

Prs 

Figure 2.1: The voice source activity model 

(2.1) 

(2.2) 

The number of active voice terminals N in the system is assumed to be constant 

over the period of interest. All of the voice source transitions (e.g., talk to 

silence) occur at the frame boundaries. This assumption is reasonably accurate, 

taking into consideration that the duration of a frame is equal to 12 ms here, 
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while the average duration of the talkspurt and silence periods exceeds 1 s. 

Reserved slots are deallocated immediately. This implies that a voice terminal 

holding a reservation signals the BS upon the completion of its talk spurt (the 

same assumption is made for slots reserved by data and video terminals). The 

allowed voice packet dropping probability is set to 0.01, and the maximum 

transmission delay for voice packets is set to 40 ms. 

• Email: We adopt the data traffic model based on statistics collected on e­

mail usage from the Finnish University and Research Network (FUNET) [19]. 

The probability distribution function f(x) for the length of the e-mail data 

messages of this model was found to be well approximated by the Cauchy (0.8, 

1) distribution. The packet interarrival time distribution for the FUNET model 

is exponential, and the average e-mail data message length is 80 packets. A 

quite strict (considering the nature of this type of traffic) upper bound is set 

on the average email transmission delay, equal to 5 s. The reason for this strict 

bound is that mobile users sending emails will be quite demanding in their QoS 

requirements, as they will expect service times similar to those of short message 

service traffic. 

• Web: We adopt the http traffic model from [20], according to which the distri­

butions of the random variables concerning the composition of web requests are 

the following: 

1. size of web request: lognormal (5.84, 0.29), with mean = 360 bytes and 

standard deviation = 106.5 bytes. 

2. number of web requests per www session: lognormal (1.8, 1.68), with mean 

= 25 pages and standard deviation = 100 pages. 

3. web request viewing time: weibull (o:, {3), truncated at a maximum of 15 

min (if the viewing time is longer than 15 min, a new session will follow), 

with mean = 39.5 sand standard deviation = 92.6 s. 

8 



M.A.Sc: Lu Qiao McMaster - Electrical and Computer Engineering 

Other relevant random variables include the size of the main object of the 

requested http session, the number of inline objects, and the size of the inline 

objects. However, as we study the uplink channel in this work (i.e., only the 

web requests sent from the mobile terminals to the BS), only the distributions 

of the random variables presented above are needed for our model. 

The arrival process of www sessions is chosen to be Poisson with rate Aweb ses­

sions per second, with an upper bound on the average web request transmission 

delay equal to 3 s. Given that the average size of a web request is 360 bytes, i.e., 

7.5 packets (less than a tenth of the average e-mail message size), it is clear that 

we consider web traffic to be the most delay-tolerant. Still, this upper bound is 

again strict, as in the case of e-mail traffic, and the reason for this choice is to 

test system performance when incorporating users with very demanding QoS. 

• Regular MPEG-4 Video Streams: The MPEG initiated the new MPEG-4 stan­

dards in 1993 with the goal of developing algorithms and tools for high efficiency 

coding and representation of audio and video data to meet the challenges of 

video conferencing applications. The standards were initially restricted to low 

bit rate applications but were subsequently expanded to include a wider range 

of multimedia applications and bit rates. The most important addition to the 

standards was the ability to represent a scene as a set of audiovisual objects. 

The MPEG-4 standards differ from the MPEG-1 and MPEG-2 standards in 

that they are not optimized for a particular application but integrate the en­

coding, multiplexing, and presentation tools required to support a wide range 

of multimedia information and applications. In addition to providing efficient 

audio and video encoding, the MPEG-4 standards include such features as the 

ability to represent audio, video, images, graphics, text, etc. as separate ob­

jects, and the ability to multiplex and synchronize these objects to form scenes. 

Support is also included for error resilience over wireless links, the coding of 

arbitrarily shaped video objects, and content-based interactivity such as the 
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ability to randomly access and manipulate objects in a video scene. In our 

study, we use the trace statistics of actual MPEG-4 streams from the publicly 

available library of frame size traces of long MPEG-4 and H.263 encoded videos 

provided by the Telecommunication Networks Group at the Technical Univer­

sity of Berlin[18]. The two video streams used in our study have been extracted 

and analyzed from a camera showing the events happening within an office and 

a camera showing a lecture, respectively. We have used the high quality version 

of the videos: one has a mean bit rate of 400 kb/s, a peak rate of 2Mb/s, and 

a standard deviation of 434 kb/s, and the other one has a mean rate of 210 

kbps, peak rate of 1.5 Mbps and standard derivation of 182 kbps. New video 

frames (VFs) arrive every 40 ms. We have set the maximum transmission delay 

for video packets to 40 ms, with packets being dropped when this deadline is 

reached. That is, all video packets of a VF must be delivered before the next 

VF arrives. The allowed video packet dropping probability is set to 1% [21], as 

the loss of regular video packets is not of equally critical importance as that of 

telemedicine video packets. 

10 



Chapter 3 

Multimedia Integration Multiple 

Access Control (MI-MAC) 

The Multimedia Integration Multiple Access Control (MI-MAC) protocol, introduced 

in [17] and based on Time Division Multiple Access with Frequency Division Duplex 

(TDMA-FDD), is one of the first works in the relevant literature for wireless pica­

cellular networks that efficiently integrates voice (Constant Bit Rate, CBR, On/Off 

Traffic), bursty email, and web traffic with either MPEG-4 or H.263 video streams 

(Variable Bit Rate, VBR) in high capacity picocellular systems with burst-error char­

acteristics. The protocol was shown to be a good candidate for next generation cellular 

networks, as it outperformed (in simulation results and conceptually) other TDMA 

and Wideband Code Division Multiple Access (WCDMA)-based protocols when eval­

uated over a wireless channel with burst-error characteristics [17]. 

3.1 Channel Frame Structure 

The uplink channel time is divided into time frames of fixed length. The frame 

duration is selected such that a voice terminal in talkspurt generates exactly one 

packet per frame (packet size is considered to be equal to 53 bytes, 48 of which contain 
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Figure 3.1: Channel Frame Structure 

information; i.e., the packet size is equivalent to the ATM cell size. This choice was 

made for reasons of results comparison with other protocols of the literature). As 

shown in Fig. 3.1, which presents the channel frame structure, each frame consists of 

two types of intervals. These are the request interval and the information interval. 

By using more than one minislot per request slot, a more efficient usage of the 

available request bandwidth (in which users contend for channel access) is possible. 

In [17], which considered a lower capacity channel, a request slot was subdivided into 

4 minislots. In the present work, which considers a 20 Mbps channel, we choose the 

number of minislots per request slot to be equal to 2, to allow for guard time and 

synchronization overheads, for the transmission of a. generic request packet and for 

the propagation delay within the picocell. Each minislot accommodates exactly one 

fixed-length request packet. Within an information interval, each slot accommodates 

exactly one fixed-length packet that contains voice, video, or data information and a 

header. Any free information slot of the current channel frame can be temporarily 

used as an extra request (ER) slot to resolve the contention between requesting users. 

ER slots are again subdivided into two minislots. The function and operation of ER 

slots are exactly the same as of the request slots in the request interval. 
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3.2 Base Station Scheduling and Actions of Ter­

minals 

Terminals with packets, and no reservation, contend for channel resources using a 

random access protocol to transmit their request packets only during the request 

intervals. The Base Station broadcasts a short binary feedback packet at the end 

of each minislot, indicating only the presence or absence of a collision within the 

minislot [collision (C) versus noncollision (NC)J. Upon successfully transmitting a 

request packet the terminal waits until the end of the corresponding request interval 

to learn of its reservation slot (or slots). If unsuccessful within the request intervals 

of the current frame, the terminal attempts again in the request intervals of the next 

frame. A terminal with a reservation transmits freely within its reserved slot. 

To resolve contention among all requesting users, different priorities were assigned 

to different types of users. The four types of regular traffic studied in [17] follow the 

priority: video, voice, email, and web. The above prioritization by isolating each 

type of traffic and letting it contend only with traffic of the same type is feasible due 

to the use of the two-cell stack reservation random access algorithm (by video and 

voice terminals) and the two-cell stack blocked access collision resolution algorithm 

[22] (by email and web terminals) to resolve contention (this algorithm is of window 

type, with FCFS-like service, and will be discussed in Section 3.3). Apart from their 

operational simplicity, stability and relatively high throughput when compared to 

the PRMA (Aloha-based) [23] and PRMA-like algorithms [24]), the stack algorithms 

have the additional advantage of offering a clear indication of when contention has 

ended (for two-cell stack this happens when two consecutive non-collision signals are 

transmitted by the BS in the downlink). 

To allocate channel resources, the Base Station maintains a dynamic table of the 

active terminals within the picocell. Upon successful receipt of a voice or data request 

packet, the Base Station provides an acknowledgment and queues the request. The 
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BS allocates channel resources at the end of the corresponding request interval. 

Specifically, for a video terminal, if a full allocation is possible, which means that 

the number of idle information slots is larger than the number of requested slots, the 

BS assigns this user all its requested slots. If a full allocation is not possible, the BS 

grants to the video user as many of the requested slots as possible (partial allocation). 

For email and web users, the BS allocates one slot per frame for each user. 

Voice terminals that have successfully transmitted their request packets do not 

acquire all the available information slots in the frame. If this happened, voice ter­

minals would keep their dedicated slots for the whole duration of their ta.lkspurt 

(on average, more than 80 channel frames), and thus video terminals would not find 

enough slots to transmit in; hence, the particularly strict video QoS requirements 

would be violated. Consequently, the BS allocates a slot to each requesting voice 

terminal with a probability p*. The probability p* for the allocation of slots to voice 

users varied according to the video load. In this study, a near-optimal value of p* 

(0.09) has been found through extensive simulations, which works well for all video 

loads examined. The requests of voice terminals which "fail" to acquire a slot, based 

on the above BS slot allocation policy, remain queued. The same holds for the case 

when the resources needed to satisfy a voice request are unavailable. Within each 

priority class, the queuing discipline is assumed to be FCFS. 

In addition, the BS "preempts" email and web reservations in order to service 

video and voice requests. Thus, whenever new video or voice requests are received and 

every slot within the frame is reserved, the BS attempts to service them by canceling 

the appropriate number of reservations belonging to data (email/web) terminals (if 

any). When data reservations are canceled, the BS notifies the affected data terminal 

and places an appropriate request at the front of the corresponding request queue. 

14 
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3.3 Two-Cell Stack algorithms 

As mentioned in Section 3.2, the contention among terminals within each type of 

traffic is resolved by the 2-cell stack algorithm [22]. This section provides a brief dis­

cussion of the two-cell stack reservation random access algorithm (used by video and 

voice terminals) and the two-cell stack blocked access collision resolution algorithm 

(used by email and web terminals). 

3.3.1 Two-cell stack reservation random access algorithm 

Each terminal uses a counter, r, as follows. 

1. At the start of every request interval the contending terminals initialize their 

counter, r, to 0 or 1 with probability 1/2. 

2. Contending terminals with r = 0 transmit into the first request slot. With x 

being the feedback for that transmission, the transitions depending on r are as 

follows: 

• if x = non-collision: 

if r = 0, the request packet was transmitted successfully. 

if r = 1, then r = 0. 

• if x = collision: 

if r = 0, then reinitia.lize r to 0 or 1 each with probability 1/2. 

if r = 1, then r = 1. 

3. Repeat step 2, until either two consecutive feedbacks indicating non-collision 

occur or the request interval ends. 

The operation of this protocol can be depicted by a two-cell stack, where in a given 

request mini-slot the bottom cell contains the transmitting terminals (those with r 
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= 0), and the top cell contains the withholding terminals (those with r = 1). The 

especially attractive feature of this algorithm is that two consecutive non-collisions 

indicate that the stack is empty. 

3.3.2 Two-cell stack blocked access collision resolution algo­

rithm 

To transmit data request packets, the data terminals follow the two-cell stack random 

blocked access collision resolution algorithm during consecutive data request intervals, 

due to its operational simplicity, stability and relatively high throughput. 

A blocked access mechanism is established by the following first time transmission 

rule for newly generated data messages. Terminals with new message arrivals may not 

transmit during a collision resolution period (CRP). A CRP is defined as the interval 

of time that begins with an initial collision (if any) and ends with the successful 

transmission of all data request packets involved in that collision (or, if no collision 

occurred, ends with that mini-slot). In the first mini-slot following a CRP, all of the 

terminals whose message arrived within a prescribed allocation interval, of maximum 

length D, transmit with probability one. Terminals involved in a collision follow rules 

2 "'3 in section 3.3.1 and the conclusion of the CRP is identified by two consecutive 

feedbacks indicating non-collision. 

3.4 System state transitions 

As shown in figure 3.2, an active terminal is described as being in one of four states: 

silent, contender, queued, or reserved. A silent terminal has no packet to transmit and 

does not require channel resources. Once the terminal has information to transmit, 

it enters the contender state and remains there until it either successfully transmits 

a request packet or drops all of its packets (in the case of video and voice terminals). 

Since the requests are queued at the BS, the terminal enters the queued state and 
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Figure 3.2: State transition diagram for an active terminal 

remains there until it either receives a reservation or exits talkspurt. After receiving a 

reservation, the terminal enters the reserved state and transmits one (or more, in the 

case of video terminals) packet(s) per frame into its allotted slot(s) until it exhausts 

its packets and returns to the silent state. 

3.5 Channel Error Model 

The most widely adopted wireless channel error model in the literature is the Gilbert­

Elliot model [25, 26]. The Gilbert- Elliot model is a two-state Markov model where 

the channel switches between a "good state" (always error-free) and a "bad state" 

(error-prone). However, many recent studies have shown that the Gilbert-Elliot model 

fails to predict performance measures depending on longer-term correlation of errors 

[27], minimizes channel capacity [28], and leads to a highly conservative allocation 
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Figure 3.3: Channel Error Model 

Table 3.1: Channel Error Parameters 

Pgood = 0.99992 

Be = 1/ P9b = 65160 slots 

Bss = 1/ Pb9_s = 2.38 slots 

BLB = 1/ Pbg_L = 59.53 slots 

k = 0.05 

A better choice for a more robust error model for wireless channels is the model 

presented in [30], which was adopted in [17] and which we also adopt in our study. 

This model, with the use of the short and long error bursts, makes more accurate 

predictions of the long-term correlation of wireless channel errors than the Gilbert­

Elliot model. The error model consists of a three-state discrete-time Markov chain, 

where one state is the "good state" (error-free) and the other two states are the "bad 

states" the long bad and the short bad state (the Markov chain is shown in Fig 3.3). 
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A transmission is successful only if the channel is in the "good state" (G); otherwise, 

it fails. The difference between the long bad (LB) and short bad (SB) states is the 

time correlation of errors: LB corresponds to long bursts of errors, SB to short ones. 

The parameters of the error model are presented in Table 3.1. The average number 

of error bursts, in slots, experienced when the states LB and SB are entered, are, 

respectively, given by BLB = 1/ Pbg_L and BsB = 1/ Pb9_s, where Pb9_s is the transition 

probability from state SB to G, and Pbg.L is the transition probability from state 

LB to G. Similarly, the average number of consecutive error-free slots is given by 

Be = 1/ P9b, where P9b is the probability to leave state G. The parameter k is the 

probability that the Markov chain moves to state LB, given that it leaves state G; 

k also represents the probability that an error burst is long (i.e., the fraction of long 

bursts over the total number of error bursts). 

Similarly to [17], we have chosen in our study the value of the probability Had, 

i.e., the steady-state probability that the channel is in a bad state, to be equal to 

8 * 10-5 ; this value has been chosen in order to test an "almost worst" case scenario 

for our system, as the telemedicine video packet dropping probability is set to 0.01% 

and, by choosing a value of bad state probability larger than the upper bound on 

telemedicine video packet dropping, the strict QoS requirement of video users will 

certainly be violated. The values for P9b and for the parameter k have been taken 

from [30], as well as the ratio between H 9_s and Hg.L· The value for H 9_L is derived 

from the steady-state behavior of the Markov chain, for the bad state probability 

chosen. 
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Chapter 4 

The Proposed Scheduling Scheme 

4.1 Introduction of the new scheduling ideas 

As explained in Chapter 3, we use the work on the MI-MAC protocol [17] as a basis 

for our scheduling scheme, and we significantly extend it to focus on the efficient 

scheduling for transmissions from mobile telemedicine users. 

Certain design limitations had been adopted in the protocol's study in order to 

facilitate its comparison with other protocols in the literature: 

1. Since the protocol was evaluated over one cell of the network, no traffic was 

considered to be arriving from other cells (handoff traffic). 

2. Since video sources were assumed to "live" permanently in the system they did 

not have to contend for channel resources. 

3. Since a picocellular wireless cellular architecture was assumed, the assumption 

was made that all users perceived the same uplink channel condition. 

In order to evaluate the protocol's performance when integrating telemedicine 

traffic with "regular" traffic in a realistic wireless cellular network scenario, these 

assumptions need to be waived. More specifically, in our work the following respective 

additions/changes have been made to the wireless scenario which was studied in [17]: 
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1. A portion of the traffic arriving in each cell is handoff traffic from the other 

cells in our network model. Handoff traffic is treated with full priority, with the 

use of the adaptive bandwidth reservation scheme which will be presented in 

Chapter 5. 

2. Video sources do not "live" permanently in the system, but have exponentially 

distributed sessions with a mean duration of five minutes [31]. This "relieves" 

a burden from the information interval of the channel, as video terminals oc­

casionally leave the information interval, but adds a significant burden to the 

request interval, which has to compensate for the increase in contention as video 

users attempt to regain channel access. Similarly to previous works in the litera­

ture (e.g., [32]) we have found that a small percentage of the bandwidth suffices 

to be used for requests. This percentage is 4.4% in our work (25 slots used for 

requests out of the 566 slots of the channel frame); this value has been found 

via extensive simulations to provide a good tradeoff between allowing sufficient 

bandwidth for terminals to transmit their requests and allowing a large enough 

number of slots for terminals with a reservation to transmit their information 

packets. 

3. In reality, however small the picocell radius, the channel fading experienced by 

each user is different, since users are moving independently of each other; there­

fore, in the present work fading per user channel is considered. As explained in 

Chapter 3, we adopt the robust three-state (good state, short bad state, long 

bad state) error model for wireless channels presented in [30] (Fig. 3.3) and 

we introduce the idea that the system should take advantage of the "problem" 

created when a regular video user experiences a "long bad" channel state (error 

burst) and is unable to transmit in its allocated uplink slots; this would nor­

mally lead to the dropping of the video packets scheduled to be transmitted 

in these slots, and consequently to higher average video packet dropping prob-
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ability and the system's failure to satisfy the very strict QoS requirements of 

real-time videoconference traffic. Our new proposed mechanism aims at allo­

cating as many of these slots as possible to other video terminals awaiting for 

packet transmission, in order to decrease their transmission delay. Although 

conceptually simple, the above approach is not equally simple to implement. 

The quality of each user's channel can be indicated by the signal-to-noise ratio 

(SNR) function; as shown in [33], in a FDD system (such as ours, which is a 

TDMA-FDD one) using pilot symbols that are inserted in the downlink with 

a certain time-frequency pattern, the mobile terminals can effectively estimate 

their SNR function and send it to the BS, which can then make its scheduling 

decisions based on all the collected cross-layer information from the terminals. 

This process, however, introduces both errors and delays in the estimates. Due 

to the random nature of the channel, it is impossible for the BS to precisely 

determine the state of the channel. The best estimate a BS can provide is a 

probability distribution over the possible channel states [34], which is our as­

sumption in this work, i.e., that the probabilities of the Markov-chain error 

model have been derived with the above procedure. 

Still, the BS cannot know with certainty the type of channel state transition 

that takes place for a mobile terminal when it leaves the good state, i.e., if the 

terminal's channel has entered the SB state or LB state. Therefore, the BS can 

only make an estimation of each mobile video terminal's channel conditions, 

by monitoring the slots allocated to the terminal and checking whether the 

terminal is transmitting in them or not. If the total number of a terminal's 

failed transmissions within its allocated slots surpass a given threshold, the BS 

in our scheme deduces that the terminal is in LB state, as the probability that 

it is in SB is very small given the high number of corrupted transmissions. 

Based on the channel error model it is easy to confirm by both analysis and 

simulation that the probability that a mobile terminal's channel is in SB when 
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more than 6 slots have been wasted is 6.55%; hence we have set the threshold to 

be 6 subsequent transmission failures (choosing a higher threshold would result 

in a more accurate prediction of the channel condition, as the probability of a 

mistake in the prediction would be significantly lower; however, it would also 

lead to a higher number of lost slots while the BS is awaiting to make that 

prediction). When the BS determines that a mobile video terminal is in LB 

state, if that terminal has more reserved slots in the current channel frame, 

the BS deallocates these slots. Full priority for these slots is given to handoff 

telemedicine video terminals, followed by telemedicine video users originating 

from within the cell, then by handoffed regular video users and finally by regular 

video users originating from within the cell; the allocation of the abandoned slots 

within each priority type is FCFS. 

When the channel of the mobile terminal to which the slots were originally 

allocated returns to the good state, the terminal needs to inform the BS of this 

change, if it still has packets to transmit. This is done by transmitting a request 

packet. The terminal has to follow this procedure also in the case of a wrong 

estimation by the BS (i.e., if it was in SB state despite the long error burst). 

Therefore, in the (unlikely but not improbable) case of a wrong estimation, 

this does not influence the throughput achieved by our protocol in heavy traffic 

loads (slots are simply allocated to other telemedicine video and regular video 

users) but it results in an unnecessary increase of contention. 

4.2 Contention resolution 

When resolving the contention among all requesting users, the BS needs to service 

the telemedicine traffic first, due to its urgency. To achieve this objective, we need to 

guarantee highest priority to telemedicine traffic. The priority order used by the BS in 

our proposed scheme is the following: ECG, X-Ray, telemedicine Image, telemedicine 
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video. The choice of priorities has been made based on the importance that each of 

these traffic types currently has for medical care [2, 5, 6, 7, 12, 13, 14, 15, 16]. Highest 

priority is given to handoff telemedicine traffic, with telemedicine traffic originating 

from within the cell following in priority, in the same order (provided, of course, that 

the telemedicine users from within the cell have successfully transmitted their requests 

at the beginning of the frame request interval). Handoff regular traffic is transmitted 

next, with priority {video, voice, email, web}, based on the strictness of the QoS 

requirements for each traffic type (video and voice have the same QoS requirement 

of less than 1% packet dropping, but video traffic is much burstier, therefore it is 

granted priority over voice). Finally, regular traffic originating from within the cell is 

transmitted with the same priority order. 

It needs to be mentioned again that, similarly to [17], we are able to ensure the 

priority of telemedicine traffic with the use of the two-cell stack protocol [22] for 

contention resolution. By exploiting the two-cell stack's advantage of clearly defining 

the end of contention among users of the same priority class, users of lower priority 

classes cannot affect the QoS of users of higher priority classes in our system. The 

use of the two-cell stack protocol also enables users who are moving from cell X to 

cell Y without having been able to access the channel in cell X, to transmit their 

request packets to the BS of cell Y with higher priority than new users originating 

from within cell Y; i.e., only when contention among the request packets of hand off 

telemedicine users (who were not yet transmitting in cell X) has ended, will regular 

users originating from within cell Y be able to transmit their request packets. 

We employ the two-cell stack reservation random access algorithm (section 3.3) for 

telemedicine video, regular video and voice terminals, and the two-cell stack blocked 

access collision resolution algorithm to resolve the contention of ECG, X-ray, medical 

image, email and web terminals. 

The major scheduling problem in serving telemedicine traffic is that not only does 

it have very strict QoS requirements, but it is also very bursty; hence it is necessary 
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for it to be transmitted immediately when it arrives, but on the other hand its arrivals 

are bursty, which means that the choice of constantly dedicating request bandwidth 

to it will often result in the loss of that bandwidth. This problem can be solved with 

the use of Call Admission Control (CAC) module at the entrance of the system; the 

BS is hence notified of which types of telemedicine traffic are active in the cell, and 

can decide how many request slots should be dedicated to telemedicine users. For 

example, in the extreme case when all four types of telemedicine traffic are present, 

both from handoffs and from traffic within the cell, at least 8 of the 25 request slots 

will be needed (i.e., one slot per type of hand off telemedicine traffic and one slot per 

type of telemedicine traffic from within the cell) to be dedicated to telemedicine users 

(the two-cell stack protocol needs a minimum of 2 minislots to resolve contention or 

to denote the absence of contention in a specific channel frame). 

On the other hand, if more than 8 slots are needed to resolve the contention 

among users of each telemedicine traffic type, then contention will continue until all 

collisions have been resolved; only then will users of regular traffic (both handoff and 

from within the cell) get the opportunity to transmit their request packets. Since the 

case of 8 or more request slots being needed to resolve telemedicine traffic contention 

is quite infrequent, because of the nature of telemedicine traffic, it will be clear from 

our results that our scheme can satisfy the strict QoS requirements and the urgency 

of telemedicine traffic by devoting most of the time less than 8/566=1.4% of the total 

bandwidth for telemedicine request packets. 

4.3 Fair Scheduling 

If users of the same type of traffic are served in a FCFS order once they are admitted 

into the network (as in [17] and in most relevant works on MAC protocols in the 

literature), the average performance evaluation metrics will give no insight on the QoS 

of each individual wireless subscriber; therefore, it could be the case that certain users 
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have their QoS severely violated while others get exceptional QoS, which would give 

a seemingly acceptable average QoS over the total number of users. This approach is, 

however, unfair to users who arrive later in the network and hence are placed at the 

bottom of the BS service queue; the problem is especially significant in the case of 

telemedicine video and regular video users, where early arriving users may dominate 

the channel by being allocated large numbers of slots, allowing just a small number 

of resources to be available for users arriving later. 

For this reason, we introduce the following Fair Scheduling scheme for telemedicine 

video and regular video users (the scheme is enforced separately among users of each 

of the two types of traffic, since telemedicine video users have higher priority). The 

BS allocates bandwidth by comparing the channel resources to the total requested 

bandwidth, currently, from all active video users. If the available bandwidth is larger 

than the total requested bandwidth, all users will be assigned as many slots as they 

have requested. If, however, the available bandwidth is smaller than the total re­

quested bandwidth, then the available bandwidth will be shared among video users 

proportionally. More specifically, let M be the number of currently idle information 

slots in the frame and Bi the amount of bandwidth that will be assigned to video 

terminal i in every channel frame. Bi is given by: 

Di 
Bi = M*---

l:iDi 
(4.1) 

Where Di is the ith user requested bandwidth and L:i Di is the total bandwidth 

requested by all of the video terminals at that moment. 

It is intuitively clear, and it will also be shown from our results in Section 6, that 

with the use of this formula the number of telemedicine and regular, respectively, 

video users whose QoS is violated significantly decreases. The above scheme does not 

need to be implemented on any of the other types of traffic considered in our work, 

since they are allocated only one slot per frame. 

However, an additional scheduling policy is needed for X-Ray and medical image 

traffic, as the upper bounds for their transmission delays are equally strict with those 
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for telemedicine video and ECG traffic. This strictness can be explained by the fact 

that X-Ray and medical image terminals are allocated only one slot per frame (close to 

35 Kbps, similarly to regular voice, email and web traffic), to allow for the significantly 

larger numbers of slots needed by telemedicine and regular video users. Therefore, a 

typical X-Ray file of 200 Kbytes needs 50 seconds to be transmitted (while the upper 

bound for its transmission delay is set to 1 minute) and an average-sized medical 

image file of 17.5 Kbytes needs 4.4 seconds to be transmitted (while the upper bound 

for its transmission delay is set to 5 seconds). The allocation of only one slot per 

frame to these types of traffic, although defensive enough to prevent cases where 

newly arriving telemedicine video traffic cannot find enough resources to transmit, is 

not the most efficient in terms of bandwidth utilization. On the other hand, if these 

types of traffic are constantly granted more than one slot per frame, this could lead to 

the existence of too few idle slots for the bursty telemedicine video users. Therefore, 

in order to maximize system bandwidth utilization we use the following scheduling 

policy. After the end of the request interval at the beginning of each frame, the BS is 

aware of whether there are information slots during the current frame which will be 

left idle. These slots are allocated, only for the current frame, to X-Ray and medical 

image users who have already entered the network (with priority to X-Ray users), 

as additional slots to their guaranteed single slot per frame. Hence, the telemedicine 

traffic transmission is expedited and channel throughput is increased. This policy 

does not need to be extended to ECG traffic, as ECG users need only one slot per 

frame. 
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Chapter 5 

Adaptive Bandwidth Reservation 

based on Mobility and Road 

information 

5.1 Overview 

Within a picocell, spatially dispersed source terminals share a radio channel that 

connects them to a fixed base station (BS). The BS allocates channel resources, 

delivers feedback information, and serves as an interface to the mobile switching 

center (MSC). The MSC provides access to the fixed network infrastructure. 

It is a common assumption in the literature that the dissatisfaction of a wireless 

cellular subscriber who experiences forced call termination while moving between 

picocells is higher than that of a subscriber who attempts to access the network for 

the first time and experiences call blocking [35, 36]. For this reason, it is important 

that the system is able at any point in time to accommodate newly arriving handoff 

calls in any cell of the network. On the other hand, the policy of reserving a significant 

amount of bandwidth for possible handoff calls may lead to a portion of the bandwidth 

being left unused, due to small volumes of ha.ndoff traffic, while at the same time the 
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remaining available resources for newly generated traffic from within the cell may not 

suffice. The work that follows, in this Chapter, is focused on this problem. 

One of the most common methods used in the literature to handle handoff traffic 

is to calculate either sojourn time [37, 38] or handoff probability /rate [39, 40, 41, 42] 

based on some updated location information. Besides the basic location information 

gained through the Global Positioning System (GPS), the mobility models in some of 

these schemes also used road map information to facilitate the prediction [38, 39, 42] 

while others did not [37, 40, 41, 43]. 

The work in [39] shows the advantages of using road map information. The pro­

posed approach, using mobility predictions, was shown to outperform the schemes 

without road map information (e.g., in [43]) which lead to an unnecessary waste 

of reserved bandwidth. Our proposed scheme also uses road map information as a 

fundamental component of its function. 

5.2 Network and Mobility Models 

We consider a hexagonal cell architecture, as shown in Figure 5.1. We consider in all 

cells the uplink (wireless terminals to BS) wireless channel. Fourth generation mobile 

data. transmission rates are planned to be up to 20 Mbps, therefore we consider this 

to be the uplink rate. The following mobility assumptions are adopted from [38, 39]. 

Each cell has six neighbors. The cell diameter is 300 meters. Roads are modeled 

by straight lines. Each road is assigned a weight ( w1 for road j), which represents 

the traffic volume. Each new call is generated with a. probability of 50% to be moving 

on the road and 50% to be stationary. Moving users are assumed to be traveling only 

on the roads, and are placed on each road i with probability 

(5.1) 

where N is the total number of roads. 
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Check 
Points 

Figure 5.1: Road Map and cellular network model 

The initial location of a moving user on a particular road is a uniform random 

variable between zero and the length of that road. During their call, stationary 

callers remain stationary and mobile users travel at a constant speed. Mobile users 

can travel in either of the two directions of a road with an equal probability, and 

with a speed chosen randomly in the range of [36, 90] Km/h. At the intersection of 

two roads, a mobile user might continue to go straight, or turn left, right, or around 

with probabilities 0.55, 0.2, 0.2 and 0.05, respectively. If a mobile user chooses to go 

straight or turn right at the intersection, it needs to stop there with probability 0.5 

30 



M.A.Sc: Lu Qiao McMaster - Electrical and Computer Engineering 

for a random time between 0 and 30 seconds due to a red traffic light. If the user 

chooses to turn left or around, it needs to stop there for a random time between 0 and 

60 seconds due to the traffic signal. Each base station is loaded with the road map 

of its coverage area and its neighboring cells. Mobile stations report their position to 

the BS of their cell through a control channel. The position information includes the 

mobile user's exact location (cell and road), moving direction, and speed, and can be 

provided with an accuracy of 1m through GPS [38, 39, 42]. 

5.3 Adaptive Bandwidth Reservation Scheme 

The bandwidth reserved schemes in [38, 39, 42] require mobile stations to report their 

location information to the BS every T seconds (1 second in [42], 10""45 seconds in 

[38] and 60 seconds in [39]). For this period of time if there is a probability based 

on the mobile's trajectory that it will move to a new cell, then a certain amount of 

bandwidth is reserved in all possible future cells that the mobile may move to. 

In [38] the mobile's recorded moving history is also used for the prediction. In 

[39] a prediction is made by the system based on each updated position information 

and the road map. In [35], the authors do not use a standard road map for their 

study, but generate a random map for each simulation. The common disadvantage of 

these approaches is that the length of the report period yields a tradeoff between the 

prediction accuracy and the computational load imposed on the system. If mobile 

stations report their position frequently, the computational load of processing this 

information and using it for bandwidth reservation will be too high; on the other hand, 

if mobile users' position reports are too infrequent, the prediction on the mobile's 

trajectory can be untrustworthy and lead to an unnecessary waste of the reserved 

bandwidth in neighboring cells. Because of this tradeoff, the authors in [38, 42] use 

additional dynamic mechanisms in their schemes in order to adjust the amount of 

reserved bandwidth for users in neighboring cells, based on the qua.lity of the system 
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performance; we will explain in the following why this "corrective" approach, which 

imposes a. further computational load on the system, is not needed in our scheme. 

In order to eliminate the problems introduced by the time-based location infor­

mation reports of the mobile station to the BS, we propose the use of distance-based 

information reports. 

More specifically, we set the road intersections and cell boundaries to be the 

"check-points" of our system, as shown in Figure 5.1. Each cell boundary represents 

a. unique check-point, while around each road intersection four check points are set, 

one in each possible direction that the user may choose after reaching the intersection. 

Each of the check points is assumed to be placed at a distance of 10m from the 

intersection, which is a distance that even the slowest moving vehicles considered in 

this work (with a. speed of 36 Km/h) will cover within ls after passing the intersection 

(naturally, if there are less than four possible directions for a. mobile to follow after 

reaching an intersection, the number of check points needed is smaller than four). 

Mobile stations only need to update their position information to the BS of their cell 

when they arrive a.t a. check-point. 

If the BS of the current cell of a. mobile station predicts, based on the station's 

location ( a.t a. check point) and speed that the station is going to move to another 

cell (i.e., that the next check point for the station will be a. cell boundary), it sends a. 

notification to the BS of that cell, including the current bandwidth used by the station 

and the estimated arrival time at the next check point. Hence, the proper amount 

of bandwidth is reserved for the station. For telemedicine video and regular video 

terminals, the bandwidth that is reserved in the next cell is equal to the remaining 

bandwidth that the terminal will need to complete its transmission (this bandwidth 

is declared in each video user's initial request to the BS). For all other types of users, 

the bandwidth that is reserved in the next cell is equal to their current bandwidth, 

so that they will sea.mlessly continue its transmission. Our proposed approach not 

only guarantees the existence of adequate resources in the new cell for ha.ndoff users 
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but also reduces the information update frequency. 

The prediction and adaptive reservation process executed by the BS side can be 

summarized as algorithm 1. 

Algorithm 1 Distance-based Adaptive Bandwidth Reservation Scheme 
for Each new user in the system do 

if The mobile station is not stationary then 

When the mobile station arrives at a check point 

Update the position information 

Estimate the next arrival check-point and calculate the arrival time at that 

check point 

if The next check point is a cell boundary then 

Reserve the proper amount of bandwidth for the station in the next cell 

end if 

end if 

end for 

Our proposed adaptive bandwidth reservation scheme based on distance-based 

location updates has two major advantages: 

1. The position update duration is unique for every mobile user, based on their 

different initial position and speed. This is impossible to "capture" with the 

time-based location updates proposed in [38, 39, 42]. Additionally, it creates less 

computational load than the time-based updates which are in most proposals 

in the literature synchronized and therefore require simultaneous information 

transmission from the terminals to the BS. 

2. An important parameter used to evaluate a bandwidth reservation scheme is 

bandwidth efficiency [39], which is calculated by f = Nr/Nq, where Nr is the 

reserved bandwidth and Nq is the actual bandwidth utilized by hand-offed users. 

The closer f is to 1, the higher is the efficiency achieved by the bandwidth 
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reservation scheme, since this would mean that there is neither lack nor waste 

of bandwidth in the reservation procedure. The scheme in [39] outperformed 

other schemes with which it was compared, achieving at best a f = 1.047379 

(the schemes with which [39] was compared achieved a bandwidth efficiency in 

the range of 1.25). 

We argue that with our distance-based approach the bandwidth efficiency of our 

scheme can asymptotically reach 1. The reasons are: 

• Our scheme guarantees that there is no waste of bandwidth. For all users 

ready to handoff, the exact amount of bandwidth they need is reserved in the 

new cell and this cell is known with precision, with the use of the four check 

points around each intersection. The only case when bandwidth can be wasted, 

with the use of our adaptive bandwidth reservation approach, is when a mobile 

station which is predicted to move to another cell makes a stop before entering 

this cell (this case is not included in our adopted mobility model). Given the 

fact that the distance between a check point set close to an intersection and a 

cell boundary is in all cases much smaller than the cell diameter of 300 meters, 

this case can be considered a rare exception. 

• Our scheme also guarantees that there will be no lack of bandwidth for hand­

offed users. As explained in Chapter 4, the bandwidth needed for all types of 

telemedicine and regular mobile stations which do not transmit video is close 

to 35 Kbps (just one slot per channel frame). Therefore, this bandwidth is very 

small compared to the total channel capacity of 20 Mbps and can generally be 

reserved in the next cell with the rare exception of cases when the channel is 

overloaded with traffic. In the case of hand-offed telemedicine users (transmit­

ting any type of telemedicine traffic), if the needed bandwidth is not available, 

then email and web users are preempted in the new cell in order for the system 

to grant this bandwidth to the high-priority telemedicine traffic. When email 
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and web reservations are canceled, the BS notifies the affected data terminals 

and places them at the front of the respective (email or web) queue of terminals 

awaiting bandwidth allocation. The priorities among telemedicine traffic types 

in bandwidth reservation are set in the same way as the scheduling priorities 

which were discussed in Chapter 4. 

35 



Chapter 6 

Results and Discussion 

6.1 Simulation Setup 

We use computer simulations to study the performance of our scheme. The simulator 

is written in C programming language. Each simulation point is the result of an 

average of 10 independent runs (Monte-Carlo simulation), each simulating 305000 

frames (the first 5000 of which are used as warm-up period). 

The following weight values WJ were assigned, without loss of generality, to the 8 

roads in the road map: 1, 1, 5, 1, 6, 1, 1, 1. The two larger weights correspond to 

the two main roads (shown in Figure 5.1 in bold black). We have experimented with 

other weight values, as well, without this change having any effect on the nature of 

our results. 

In our results, we use different traffic "combinations" from all types of traffic 

considered in our work, in order to test the system's performance in a large variety 

of cases. In this way, we try to produce results representative of different practical 

cases, where one type of telemedicine traffic might be more dominant than others 

in any given moment. Each simulation point presents the average result over 10 

combinations which were used to create a specific traffic load. 
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6.2 Results 
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Figure 6.1: Effect of regular video traffic on X-Ray traffic. 

Our results are presented in Figures 6.1 - 6.7. In these results, we keep the 

telemedicine traffic equal to 10% of the total channel capacity (we use 10 different 

traffic "combinations" of the four types of telemedicine traffic, in order to create this 

load; in this way, our results can be representative of different real-world cases, where 

one type of telemedicine traffic might be more dominant than others in any given 

moment). 

Figure 6.1 shows the effect that the increase in the number of regular video traffic 

users has on the QoS of X-Ray traffic. The maximum number of video users (63) 

corresponds to 90% of the total traffic being generated by regular traffic. The delay 

in the transmission of X-Ray files increases very slowly and does not become larger 
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than 500 ms even for very high numbers of regular video users. Regarding the QoS 

of the other types of telemedicine traffic (for the same range of regular video users), 

telemedicine image files are transmitted on average within less than 100 ms, ECG 

packets are transmitted, on average, within half a frame (6 ms) and the average packet 

dropping probability of telemedicine video ranges between 0.003% and 0.0045% as it 

is affected only by the wireless channel errors. 
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Figure 6. 2: Percentage of regular video users who experience packet loss larger than 

1%, vs. the number of regular video users. 

All these values are far below the acceptable upper bounds. These results, com­

bined with the fact (shown in Figures 6.2 - 6.3) that the increase in the number of 

regular video traffic is clearly affecting only that type of traffic (the video packet 

dropping probability of regular video users rises significantly above the 1% accept­

able upper bound) show that our scheme succeeds in offering absolute priority to 
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Figure 6.3: Regular video packet dropping vs. the number of regular video users. 

telemedicine traffic. Figures 6.2 and 6.3 also show that the use of our fair scheduling 

scheme helps to substantially improve both the average video packet dropping prob­

ability over all regular video users, and the individual QoS of each regular video user. 

The improvement in the individual QoS (much smaller percentage of users who expe­

rience packet loss greater than the upper bound, as shown in Figure 6.2) is due to the 

allocation of available resources in each channel frame proportionally to each user's 

requested bandwidth. The result shown in Figure 6.3, regarding the improvement in 

the average video packet dropping is again owed to the proportionate allocation; the 

reason for this improvement is that our scheme prevents the case where a user whose 

transmission deadline is not imminent may dominate the channel, hence not allowing 

users with imminent transmission deadlines to transmit. 
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Figure 6.4: Effect of regular voice traffic on telemedicine video traffic. 

Also, Figures 6.4 and 6.5 show that the increase in the number of voice users has 

minimal effect on the QoS of telemedicine users, such as packet dropping and delay. 

The reason, once again, is that our combined scheduling and adaptive bandwidth 

reservation schemes guarantee full priority to all types of telemedicine traffic. The 

average telemedicine image traffic transmission delay does not exceed 4.5 seconds 

even when the number of voice users exceeds 1250, which corresponds to 94% of the 

total channel capacity being utilized by voice users. For the same channel utilization 

by voice users, we found that the average X-Ray traffic transmission delay does not 

exceed 30 seconds. Similarly, the telemedicine video dropping probability is shown 

in Figure 6.4 to remain below the strict upper bound of 0.01% until the number of 

voice users exceeds 1070, which corresponds to 80% of the total channel capacity. 
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Figure 6.5: Effect of regular voice traffic on telemedicine image traffic. 

Hence, only in the case of a very heavily loaded channel with voice traffic, does the 

telemedicine traffic experience some deterioration in its QoS. 

On the other hand, Figure 6.6 shows the effect that the increase in telemedicine 

load has on regular video traffic, which is the most bursty of all regular traffic types. 

The increase in the number of telemedicine video users results in a very signifi­

cant increase in regular video packet dropping, showing once again that telemedicine 

traffic is treated with absolute priority in our combined adaptive bandwidth reser­

vation/scheduling schemes. The results for all other types and combinations of 

telemedicine and regular traffic confirm that telemedicine traffic is negligibly affected 

by an increase in regular traffic, while regular traffic is severely affected by increased 

loads of telemedicine traffic. 
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Figure 6.6: Effect of telemedicine Video traffic on regular Video traffic, with 10% 

handoff traffic 

Finally, Figure 6. 7 shows the significant improvement achieved by the use of our 

adaptive bandwidth reservation scheme on the QoS of the most widely used cellular 

application, i.e., voice. The voice packet dropping probability of handoff voice users is 

smaller by 16.73% on average, in comparison to the case when the bandwidth reserva­

tion scheme is deactivated. The reason is that, by intelligently reserving bandwidth 

in adjacent cells with bandwidth efficiency f almost equal to 1, our scheme helps 

to significantly decrease contention for channel resources. Therefore, once again our 

proposal is shown to improve the QoS of regular traffic, while always offering highest 

priority to telemedicine users. The use of our adaptive bandwidth reservation scheme 

is of equal benefit to telemedicine users as to regular users, but given the space limi-
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Figure 6.7: Improvement on voice packet dropping probability with the use of adap­

tive bandwidth reservation. 

tations we chose to show its effect on voice traffic, which is certain to occupy a much 

larger load than telemedicine traffic in the network, and therefore comprise a much 

larger load of handoff traffic that the cellular network will have to accommodate. 

6.3 Maximum Achievable Throughput 

In this section, we present our results when varying the telemedicine traffic load in 

the network and studying what is the maximum channel throughput that the system 

can achieve while satisfying the QoS requirements of all traffic types. Given that 

telemedicine traffic is unlikely to ever be the dominant traffic type in the network, we 
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have studied three cases: 

• Telemedicine traffic is 5% and regular multimedia traffic is 95% of the channel 

load. 

• Telemedicine traffic is 10% and regular multimedia traffic is 90% of the channel 

load. 

• Telemedicine traffic is 15% and regular multimedia traffic is 85% of the channel 

load. 

The respective loads are created with various traffic "combinations", both for 

telemedicine and for regular traffic. Our results have shown that it is the QoS re­

quirements of regular video traffic that are violated first, in all studied cases. The 

reason is the strictness of their requirements, combined with the very bursty nature 

of MPEG-4 video conference traffic and with the fact that we offer full priority to 

telemedicine traffic. Table 6.1 shows that the maximum channel throughput achieved 

in all cases in the presence of regular video traffic is substantially smaller than that 

achieved when no regular video users are active in the network (by 10,....., 15%). 

Table 6.1: Maximum Achievable Throughput 

Traffic Model Maximum Throughput 

With Regular Video Without Regular Video 

5%Telemedicine- 95%Regular 68.02% 83.30% 

10% Telemedicine -90%Regular 74.29% 88.13% 

15%Telemedicine- 85%Regular 78.12% 87.43% 

It is also clear from Table 6.1 that the maximum achievable throughput increases 

with the increase of the telemedicine traffic load, in the presence of regular video. 

The reason is that the burstiness of regular video traffic does not allow the system 

capacity to be fully utilized, as in that case (e.g., if the channel is filled with voice 
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traffic) the regular video QoS requirements will be quickly violated upon arrival of 

new video users; hence, when the regular traffic load decreases, the system capacity 

is better utilized and the throughput increases. 

In the absence of regular video traffic, we observe from the Table that the maxi­

mum achievable throughput increases when the telemedicine load moves from 5% to 

10% and then slightly decreases when the telemedicine load becomes 15%. The rea­

son for this increase and decrease is that, when no regular video traffic is present, the 

dominant "regular" type of traffic is voice; when the "regular" traffic load is 95% of 

the total load, the maximum throughput is lower, because the large number of voice 

users leads to higher contention. For this reason, the throughput increases when the 

regular traffic load decreases from 95% to 90%. However, when the regular traffic 

load decreases further (to 85%), the number of voice users (who are non-bursty, and 

for this reason easily accommodated) in the system deceases and the respective de­

creased voice load is substituted by telemedicine load, which is bursty and needs to 

be urgently serviced; this leads to a decrease in the maximum achievable throughput. 

Our results have also shown that, in the absence of telemedicine traffic, the system 

can again achieve throughput larger than 80%, and when only voice and regular data 

traffic (web, email) is present, system throughput surpasses 90%. 
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Chapter 7 

Conclusions and Future work 

The importance of errorless and expedited telemedicine traffic transmission over wire­

less cellular networks is quickly becoming a very important issue, due to the current 

systems' inability to provide high QoS to transmissions from mobile telemedicine ter­

minals. Recent studies have focused solely on the transmission of telemedicine traffic 

over the cellular network, without taking into account the critical fact that regular 

traffic has strict QoS requirements as well, therefore a practical solution should focus 

on the efficient integration of the two traffic categories. 

In this work we propose, for the first time in the relevant literature to the best of 

our knowledge, the combination of a fair and efficient scheduling scheme and an adap­

tive bandwidth reservation scheme which enable the integration of highest-priority 

telemedicine traffic transmission with regular wireless traffic over cellular networks. 

We include in our extensive simulation study all major types of current telemedicine 

applications (Electro-Cardiograph, X-Ray, Video and high-resolution medical still Im­

ages), as well as the most popular "regular" applications (voice, video, email, web). 

With the use of new scheduling ideas and distance-based information reports, in order 

to achieve seamless handoff, our proposal, which is evaluated over a hexagonal cellular 

structure, is able to provide full priority and satisfy the very strict QoS requirements 

of telemedicine traffic without violating the QoS of regular traffic, even in the case of 
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high traffic loads. 

Our future work will focus on the design and implementation of an intelligent Call 

Admission Control mechanism which will be able to make decisions on the possible 

degradation of the QoS of existing regular mobile users in order to accommodate new 

telemedicine traffic users, while at the same time attempting to maximize wireless 

bandwidth utilization. 
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