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ABSTRACT

This thesis contributes to the computer-aided design (CAD) of spiral inductors and LC resonators with spiral inductors exploiting full-wave electromagnetic (EM) analysis.

The spiral inductor is widely used in radio frequency integrated circuits (RF ICs), such as low noise amplifiers (LNA) and voltage controlled oscillators (VCO). The design of spiral inductors has a direct influence on the performance of these circuits. Recently proposed optimization methods for spiral inductors are usually based on circuit models, which are computationally efficient but inaccurate compared with full-wave electromagnetic (EM) simulations.

For the first time, we develop an optimization technique for the design of spiral inductors and LC resonators exploiting both the computational efficiency of a (cheap) circuit model and the accuracy of a full-wave EM analysis, based on geometric programming (GP) and space mapping (SM). With the new technique, we can efficiently obtain EM-validated designs with considerable improvement over those obtained with traditional optimization methods.
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CHAPTER 1

INTRODUCTION

With the emergence of cellular phone, wireless local-area network (WLAN) and Bluetooth technology, we are standing on the threshold of a new radio frequency epoch. Compared with the old epoch dominated by discrete bipolar transistors and discrete filters, the new epoch is remarkable for the development of radio frequency integrated circuits (RF ICs), especially Si RF ICs, which are cheaper to fabricate and easier to integrate than GaAs ICs. In the new epoch, most of the radio transceiver components, such as low noise amplifiers (LNA), mixers, oscillators and filters will be integrated on one monolithic chip, sometimes with digital baseband circuits as system-on-a-chip (SOC). By doing this, the cost and the difficulty of assembly and tuning are reduced drastically.

The integrated spiral inductor plays an important role in the development of Si RF ICs. As pointed out in [1], the first published integrated CMOS RF amplifier was hidden in a paper on fabricating a suspended spiral inductor on silicon [2] in 1993. This is because a source-degenerating inductor has to be used to tune the transistor capacitance to obtain gain at RF frequency. This inductor
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has to be built on-chip so that the parasitic capacitance coming with the off-chip inductor does not ruin the performance of the amplifier.

The spiral inductor has a great influence on the performance of many RF circuits. The obvious example is the LC tank, in which the quality factor $Q$ of the spiral inductor determines the bandwidth and the resonance impedance of the LC tank. Another example is the bandpass filter (BPF) built with inductors and capacitors, in which the quality factor of the spiral inductor determines the insertion loss [3]. In low noise amplifiers (LNA), the quality factor of the spiral inductor determines the figure of merit (FoM), which is the measure of the overall performance of the LNA [3]. In voltage controlled oscillators (VCO), high-$Q$ spiral inductors reduce both DC power consumption and phase noise [3].

The spiral inductor was once thought to be impractical to be built on heavily doped silicon due to large substrate losses. This situation changed since 1990s, when the first spiral inductor built on silicon was reported [4]. In 1993, a 100-nH suspended on-chip spiral inductor was fabricated by removing the silicon substrate under the spiral inductor [2]. In 1995, a multi-layer spiral inductor was proposed and fabricated [5][6]. In 1996, high-resistivity silicon was used to reduce the substrate loss [7]. In 1998, a patterned ground shield between the spiral inductor and silicon substrate was introduced to separate the electric field of the spiral inductor from the substrate [8]. By the late 1990s, the effort to suspend the spiral inductor from the substrate using MEMS (Microelectromechanical
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Systems) technology [9]-[11] gradually developed into a new field by its own: RF MEMS [12].

Following the success in fabrication, intensive research has been conducted in the modeling of spiral inductors on silicon. One approach is to use a compact circuit model. In [13] and [14], a physically based circuit model is proposed. In [15] and [16], two empirical circuit models are proposed. In [17], the circuit model is constructed by calculating the effect of each segment of the spiral inductor and the interconnection between them. The other approach is to solve Maxwell's equations, using electromagnetic simulators, such as ASITIC [18], Sonnet em [19] and Agilent Momentum [20].

At the same time, a lot of work has been done in the synthesis and optimization of spiral inductors on silicon. Most of these works are based on circuit models. In [21], an analytical design procedure based on the physical model is presented. In [22] and [23], geometric programming (GP) formulation of the spiral inductor optimization is proposed, based on the model presented in [16]. In [24] and [25], sequential quadratic programming (SQP) and an optimization method called mesh adaptive direct search (MADS) are used to optimize the spiral inductor, both are based on circuit models. Although these methods are very efficient, the results they give depend on the quality of the circuit model they use. It is likely that the design does not meet the specification when validated by EM simulators or measurements.
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Thus direct optimization based on more accurate EM simulators is highly desirable. Unfortunately, the task is extremely time-consuming, if not impossible, with current computational power. To address this problem, Bandler et al. introduced space mapping (SM) technology [26]-[33] in 1994 to incorporate the computational efficiency of cheap circuit models and the accuracy of expensive EM simulations. Space mapping algorithms perform optimization on a cheap circuit model and use EM simulations to calibrate the circuit model. Reviews of recent developments of space mapping technology are given in [28] and [29].

The purpose of this thesis is to present an optimization method for the design of spiral inductors and LC resonators using the space mapping technique. With this method, EM-validated designs can be obtained in minutes or hours, instead of days and weeks.

In Chapter 2, a review of the recent works on the modeling and optimization of spiral inductors is given. For modeling, we focus on a physically based circuit model [14] and an empirical circuit model compatible with geometric programming [16]. For optimization, we focus on the geometric programming formulation of the spiral inductor optimization [22].

In Chapter 3, we review the development of space mapping technology, focusing on the implicit space mapping (ISM) [30] and the general flow of SM-based optimization [33]. We also propose a modified parameter extraction (PE) scheme.
In Chapter 4, we apply space mapping technology to the optimization of spiral inductors and LC resonators. We simplify the GP formulation of the spiral inductor optimization and improve the GP formulation of the LC resonator optimization, which are introduced into an implicit space mapping design process. Two examples show that EM-validated designs of spiral inductors and LC resonators can be obtained in ten full-wave EM simulations.

The thesis is concluded in Chapter 5 with proposals for future work.

The author's original contributions to this thesis are:

1. Applying space mapping technology to the optimization of spiral inductors and LC resonators.
2. Proposing a simplified GP formulation for the spiral inductor optimization that can be integrated into an implicit space mapping framework.
3. Improving the geometric programming formulation for LC resonator optimization.
4. Developing a modified parameter extraction method which can be partially turned into convex optimization problems.
CHAPTER 1 INTRODUCTION
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CHAPTER 2

RECENT WORK ON THE MODELING AND OPTIMIZATION OF SPIRAL INDUCTORS ON SILICON

2.1 INTRODUCTION

Inductors are components used to store energy in the form of magnetic fields. In RF integrated circuits, inductors of spiral shape are fabricated on metal layers. As an example, the top and sectional view of a square inductor fabricated in a sample CMOS process are shown in Fig. 2.1 and Fig. 2.2. Two metal layers are used: the top layer for the spiral inductor and the lower layer for the underpass (the part shown by the dotted line in Fig. 2.1). The geometry parameters of the spiral inductor are the number of turns $n$, the width of the metal trace $w$, the turn spacing $s$, the inner diameter $d_{in}$ and the outer diameter $d_{out}$. 
Spiral inductors can be fabricated in other shapes. Fig. 2.3 shows spiral inductors in hexagonal, octagonal and circular shapes. In order to enhance the quality factor, multi-level metal layers are sometimes connected in parallel to fabricate the spiral inductor [3]. For the same purpose, the patterned ground shield (PGS) made with the metal layer between the spiral inductor and the substrate can be used (Fig. 2.4).
Fig. 2.3  Spiral inductor: (a) hexagonal, (b) octagonal, and (c) circular.
2.2 PHYSICALLY BASED CIRCUIT MODEL

Circuit models have been used since the first paper on spiral inductors on silicon [5], in which a simple circuit model shown in Fig. 2.5 has been proposed.

![Simple circuit model of the spiral inductor](image)

In this circuit model, the inductor $L_s$ models the inductance of the spiral inductor and the resistor $R_s$ models the resistance of the metal trace. The capacitor
$C_p$ represents the capacitor between the metal and the substrate. The resistor $R_p$ models the conductive Si substrate.

A more widely used model (Fig. 2.6) is proposed in [6]. In this model, $C_s$ is added to represent the direct coupling through the overlap between the spiral and the underpass. The substrate is modeled by three components. The capacitor $C_{ox}$ models the oxide capacitance between the spiral and the substrate. The capacitor $C_{si}$ and the resistor $R_{si}$ represent the capacitance and resistance of silicon substrate.

![Circuit Model](image)

Fig. 2.6 A widely used circuit model of the spiral inductor [6].

In [6] and [7], physically-based equations are proposed to calculate the circuit elements using the geometry parameters of the spiral inductor and technology parameters of the fabrication process. These equations are listed from (2.1) to (2.5)
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\[ R_s = \frac{l}{\sigma \cdot w \cdot \delta \cdot (1 - e^{-l/\delta})} \quad (2.1) \]

\[ C_s = n \cdot w^2 \cdot \frac{\varepsilon_{ox}}{t_{ox M1-M2}} \quad (2.2) \]

\[ C_{ox} = \frac{1}{2} \cdot l \cdot w \cdot \frac{\varepsilon_{ox}}{t_{ox}} \quad (2.3) \]

\[ C_{si} = \frac{1}{2} \cdot l \cdot w \cdot C_{sub} \quad (2.4) \]

\[ R_{si} = \frac{2}{l \cdot w \cdot G_{sub}} \quad (2.5) \]

where \( \sigma \) is the conductivity of the metal layer, \( l \) is the total length of the metal trace, \( \delta \) is the metal skin depth, \( t \) is the metal thickness, \( \varepsilon_{ox} \) is the permittivity of the oxide, \( t_{ox M1-M2} \) is the oxide thickness between the spiral inductor and the underpass, \( t_{ox} \) is the oxide thickness between the spiral inductor and the substrate, \( C_{sub} \) and \( G_{sub} \) are the substrate capacitance and conductance per area. The metal skin depth is

\[ \delta = \sqrt{\frac{1}{\sigma \cdot \pi \cdot \mu \cdot f}} \quad (2.6) \]

where \( \mu \) is the permeability and \( f \) is the frequency.
2.3 INDUCTANCE CALCULATION

Many methods have been proposed to calculate the inductance $L_s$ and they can be divided into two categories. The first ones are based on the self and mutual inductance calculation for single wires. The second ones are empirical equations.

The basic equations for the first kind of method are summarized in [8]. In particular, the self-inductance of a wire with a rectangular cross-section is [7]

$$L_{self} = 2l \cdot \left( \ln \frac{2l}{w+t} + 0.5 + \frac{w+t}{3l} \right) \quad (2.7)$$

where $L_{self}$ is the self inductance in nH, $l$ is the wire length in cm, $w$ is the wire width in cm and $t$ is the wire thickness in cm. This equation only applies when the wire length is greater than approximately twice the cross-section dimension.

The mutual inductance between two parallel wires can be expressed as [7]

$$M = 2l \cdot Q_m \quad (2.8)$$

where $M$ is the mutual inductance in nH, $l$ is the wire length in cm and $Q_m$ is the mutual inductance parameter [7]

$$Q_m = \ln \left[ \frac{l}{GMD} + \sqrt{1 + \left( \frac{l}{GMD} \right)^2} \right] - \sqrt{1 + \left( \frac{GMD}{l} \right)^2} + \frac{GMD}{l}. \quad (2.9)$$

The $GMD$ in (2.9) refers to the geometric mean distance between wires. It is approximately equal to the pitch of the wires (the distance between the central line of the wire). A more precise definition for $GMD$ is [7]
\[
\ln GMD = \ln d - \frac{w^2}{12d^2} - \frac{w^4}{60d^4} - \frac{w^6}{168d^6} - \frac{w^8}{360d^8} - \frac{w^{10}}{660d^{10}} - \cdots \quad (2.10)
\]

where \(d\) is the pitch of the wires and \(w\) is the width of the wires.

Based on (2.7) and (2.8), Greenhouse proposed a method to calculate the inductance of the spiral inductor [9]. As shown in Fig. 2.7, the spiral inductor is divided into single wires. The inductance of the spiral inductor is then calculated from the self-inductances and the mutual inductances of these wires. The general equation for this calculation is [9]

\[
L_T = L_0 + M_+ - M_- \quad (2.11)
\]

where \(L_T\) is the total inductance of the spiral inductor, \(L_0\) is the sum of self-inductances, \(M_+\) is the sum of positive mutual inductances (when the current in two parallel wires is in the same direction) and \(M_-\) is the sum of negative mutual inductances (when the current in two parallel wires is in the opposite direction).

As an example, the inductance for the spiral inductor in Fig. 2.7 can be calculated as

\[
L_T = L_1 + L_2 + L_3 + L_4 + L_5 + L_6 + L_7 + L_8 + 2(M_{1,5} + M_{2,6} + M_{3,7} + M_{4,8}) - 2(M_{1,7} + M_{1,3} + M_{5,7} + M_{5,3} + M_{2,8} + M_{2,4} + M_{6,8} + M_{6,4}) \quad (2.12)
\]

where \(L_i\) is the self-inductance of the wire \(i\) and \(M_{i,j}\) is the mutual inductance between wire \(i\) and wire \(j\).
The second kind of method for inductance calculation is empirical equations. One example is the modified Wheeler formula proposed in [2]

$$L_{mv} = K_1 \mu_0 \frac{n^2 d_{avg}}{1 + K_2 \rho}$$  \hspace{1cm} (2.13)

where $L_{mv}$ is the inductance calculated by modified Wheeler formula, $K_1$ and $K_2$ are coefficients related to the shape of the spiral inductor, $n$ is the number of turns, $d_{avg}$ is the average diameter defined as $d_{avg} = 0.5(d_{in} + d_{out})$, and $\rho$ is the fill ratio defined as $\rho = (d_{out} - d_{in})/(d_{out} + d_{in})$.

Another example is the monomial expression proposed in [2]

$$L_{mon} = \beta d_{out}^{\alpha_1} w^{\alpha_2} d_{avg}^{\alpha_3} n^{\alpha_4} s^{\alpha_5}$$  \hspace{1cm} (2.14)
where $L_{mon}$ is the inductance in nH, $d_{out}$ is the outer diameter in $\mu$m, $w$ is the metal width in $\mu$m, $d_{avg}$ is the average diameter in $\mu$m, $n$ is the number of turns and $s$ is the turn space in $\mu$m. The coefficients $\beta, \alpha_1, \alpha_2, \alpha_3, \alpha_4$ and $\alpha_5$ are extracted through data fitting. These coefficients for spiral inductors of different shapes are found in [2] and listed in Table 2.1. The monomial expression is the basis of the geometric programming formulation of the spiral inductor optimization, which is discussed in Section 2.6.

**TABLE 2.1**

**COEFFICIENTS FOR THE MONOMIAL EXPRESSION OF THE INDUCTANCE [2]**

<table>
<thead>
<tr>
<th>Inductor Shape</th>
<th>$\beta$</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\alpha_3$</th>
<th>$\alpha_4$</th>
<th>$\alpha_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Square</td>
<td>$1.62 \times 10^{-3}$</td>
<td>-1.21</td>
<td>-0.147</td>
<td>2.40</td>
<td>1.78</td>
<td>-0.030</td>
</tr>
<tr>
<td>Hexagonal</td>
<td>$1.28 \times 10^{-3}$</td>
<td>-1.24</td>
<td>-0.174</td>
<td>2.47</td>
<td>1.77</td>
<td>-0.049</td>
</tr>
<tr>
<td>Octagonal</td>
<td>$1.33 \times 10^{-3}$</td>
<td>-1.21</td>
<td>-0.163</td>
<td>2.43</td>
<td>1.75</td>
<td>-0.049</td>
</tr>
</tbody>
</table>

The inductance can also be calculated from the $Y$ parameters (or $Z$ parameters) as [11]

$$L_s = -\frac{1}{2\pi f} \text{Im}\left(\frac{1}{Y_{12}}\right)$$  \hspace{1cm} (2.15)

where $f$ is the frequency. We will use (2.15) to calculate the inductance using the $Y$ parameter obtained from an EM simulator.
2.4 QUALITY FACTOR

The fundamental definition of quality factor \( Q \) of the inductor is [10]

\[
Q = 2\pi \frac{\text{energy stored}}{\text{energy loss in one oscillation cycle}}. \tag{2.16}
\]

This definition works for both inductors and LC tanks. However, as pointed out in [4], for inductors, the nominator in (2.16) stands for the net magnetic energy, i.e., the difference between peak magnetic energy and peak electric energy stored. This is because for inductors, we are only interested in the magnetic energy stored. The electric energy stored in the parasitic capacitors is harmful and has to be deducted. For LC tanks, the energy stored is the sum of average electric and magnetic energy, or the peak magnetic (electric) energy since the total energy in the LC tank is constant.

In [4], an analytical expression for the quality factor of the spiral inductor is proposed based on the circuit model presented in the same paper (Fig. 2.6). To do this, the circuit model is first transformed into its equivalent circuit with one end connected to the ground (Fig. 2.8). The frequency-dependent components \( R_p \) and \( C_p \) are calculated as [4]

\[
R_p = \frac{1}{\omega^2C_{ox}^2R_{si}} + \frac{R_{si}(C_{ox} + C_{si})^2}{C_{ox}} \tag{2.17}
\]

\[
C_p = C_{ox} \frac{1 + \omega^2(C_{ox} + C_{si})C_{si}R_{si}^2}{1 + \omega^2(C_{ox} + C_{si})^2 R_{si}^2} \tag{2.18}
\]
Fig. 2.8  Equivalent circuit model of the spiral inductor with one end connected to the ground [4].

Then we can calculate the peak magnetic energy, the peak electric energy and the energy loss in one oscillation cycle [4]

\[
E_{\text{peak magnetic}} = \frac{V_0^2 L_s}{2 \cdot [(\omega L_s)^2 + R_s^2]} \quad (2.19)
\]

\[
E_{\text{peak electric}} = \frac{V_0^2 (C_s + C_p)}{2} \quad (2.20)
\]

\[
E_{\text{loss in one oscillation cycle}} = \frac{2\pi V_0^2}{\omega} \cdot \frac{1}{2} \cdot \left[ \frac{1}{R_p} + \frac{R_s}{(\omega L_s)^2 + R_s^2} \right] \quad (2.21)
\]

According to the definition (2.16), the quality factor can be calculated as

\[
Q = 2\pi \cdot \frac{E_{\text{peak magnetic}} - E_{\text{peak electric}}}{E_{\text{loss in one oscillation cycle}}}
\]

\[
= \frac{\omega L_s}{R_s} \cdot \frac{R_p}{R_p + [(\omega L_s/R_s)^2 + 1]R_s}
\]

\[
\cdot \left[ 1 - \frac{R_s^2 (C_s + C_p)}{L_s} - \omega^2 L_s (C_s + C_p) \right] \quad (2.22)
\]
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Based on the same definition, the quality factor can also be calculated from the $Y$ parameters (or $Z$ parameters) as [11]

$$Q = \frac{-\text{Im}(Y_{11})}{\text{Re}(Y_{11})}.$$ \hspace{1cm} (2.23)

We will use (2.23) to calculate the quality factor using the $Y$ parameter obtained from an EM simulator.

2.5 SPIRAL INDUCTOR OPTIMIZATION

A typical spiral inductor optimization problem can be expressed as

$$\max_{d_{\text{out}}, w, s, n} Q(d_{\text{out}}, w, s, n)$$

s.t. \hspace{0.5cm} \begin{align*}
L_{s\text{min}} \leq L_s (d_{\text{out}}, w, s, n) &\leq L_{s\text{max}} \\
(2n+1)(s+w) &\leq d_{\text{out}} \\
d_{\text{out}\text{min}} \leq d_{\text{out}} &\leq d_{\text{out}\text{max}} \\
w_{\text{min}} \leq w &\leq w_{\text{max}} \\
s_{\text{min}} \leq s &\leq s_{\text{max}} \\
n_{\text{min}} \leq n &\leq n_{\text{max}}
\end{align*}$$ \hspace{1cm} (2.24)

We optimize the geometry of the spiral inductor to maximize the quality factor $Q$ at the target frequency. The first constraint is used to get the specified inductance. The second constraint is used to ensure that the layout physically exists. The remaining four constraints are for the geometric parameters.

Many optimization methods have been used to solve (2.24), including exhaustive enumeration, sequential quadratic programming (SQP) [12], Mesh-Adaptive Direct Search (MADS) [13] and geometric programming (GP) [14][15].
In the next section, we give a brief review on the GP formulation of the problem, which is integrated into our SM-based optimization algorithm.

2.6 GEOMETRIC PROGRAMMING FORMULATION FOR SPIRAL INDUCTOR OPTIMIZATION [14]

Geometric programming is a special optimization problem that can be converted into a convex optimization problem and solved efficiently. A GP can be written as [14]

\[
\begin{align*}
\min & \quad f_0(x) \\
\text{s.t.} & \quad f_i(x) \leq 1, \quad i = 1, 2, \ldots, m, \\
& \quad g_i(x) = 1, \quad i = 1, 2, \ldots, p, \\
& \quad x_i > 0, \quad i = 1, 2, \ldots, n, 
\end{align*}
\tag{2.25}
\]

where \( f_i(x), \ i = 0, 1, \ldots, m, \) are posynomial functions and \( g_i(x), \ i = 1, 2, \ldots, p, \) are monomial functions. The posynomial function is defined as [14]

\[
f(x_1, \ldots, x_n) = \sum_{k=1}^{t} c_k x_1^{\alpha_{1k}} x_2^{\alpha_{2k}} \ldots x_n^{\alpha_{nk}}
\tag{2.26}
\]

where \( c_k > 0, \ k = 1, \ldots, t, \) and \( \alpha_{ik} \in \mathbb{R} \), \( i = 1, \ldots, n, \ k = 1, \ldots, t \). If \( t = 1 \), \( f(x) \) is called a monomial function. For example, \( f(x) = 0.7 + 0.8x_1 x_2 + 0.9x_1^{0.1} x_2^{0.2} \) is a posynomial function and \( f(x) = 0.9x_1^{0.1} x_2^{0.2} \) is a monomial function. However, \( f(x) = 0.7 + 0.8x_1 x_2 - 0.9x_1^{0.1} x_2^{0.2} \) is not a posynomial function because the coefficient of the last term is negative.
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GP problems can be solved globally and efficiently by converting the problem into convex optimization problems [16]. By introducing a set of new variables [16]

\[ y_i = \log x_i, \quad i = 1, \ldots, n, \]  

we turn the problem (2.25) into its equivalent form [16]

\[
\begin{align*}
\min & \quad \log f_0(e^y) \\
\text{s.t.} & \quad \log f_i(e^y) \leq 0, \quad i = 1, 2, \ldots, m, \\
& \quad \log g_i(e^y) = 0, \quad i = 1, 2, \ldots, p,
\end{align*}
\]

where the notation \( e^y \) represents a vector in which \( (e^y)_i = e^{y_i} \). Problem (2.28) is a convex optimization problem [16].

The spiral inductor optimization problem is formulated as a GP problem in [14]. Based on the monomial expression for inductance proposed in [2], the authors expressed all the circuit elements in the circuit model (Fig. 2.6) as monomial functions of the geometry parameters \((d_{out}, w, d_{avg}, n \text{ and } s)\) [14]

\[
L_s = \beta d_{out}^{a_1} w^{a_2} d_{avg}^{a_3} n^{a_4} s^{a_5}
\]

\[
R_s = l/(\sigma w \delta (1 - e^{-l/\delta})) = 4f(\omega)k_1 d_{avg} n / w
\]

\[
C_{ox} = (\varepsilon_{ox} l w) / (2 t_{ox}) = 4k_2 d_{avg} n w
\]

\[
C_s = (\varepsilon_{ox} n w^2) / (l_{ox,M1,M2}) = k_3 n w^2
\]

\[
C_{si} = (C_{sub} l w) / 2 = 4k_4 d_{avg} n w
\]

\[
R_{si} = 2 / (G_{sub} l w) = k_5 / (4d_{avg} n w)
\]
where $L_s$ is the inductance in nH, $d_{out}$ is the outer diameter in $\mu$m, $w$ is the metal width in $\mu$m, $d_{avg}$ is the average diameter in $\mu$m, $n$ is the number of turns, $s$ is the turn space in $\mu$m, $k_1$ to $k_5$ are coefficients dependent on technology and $f(\omega)$ is the coefficient dependent on frequency and technology

$$f(\omega) = \frac{1}{\sqrt{2/\omega \mu_0 \sigma}} \left( 1 - e^{-t/\sqrt{2/(\omega \mu_0 \sigma)}} \right). \quad (2.35)$$

Furthermore, the $R_p$ and $C_p$ in (2.17) and (2.18) can also be expressed as monomial functions of the design parameters [14]

$$R_p = \frac{1}{\omega^2 C_{ox}^2 R_{si}} + \frac{R_{si}(C_{ox} + C_{si})^2}{C_{ox}^2} = k_6/(4d_{avg}nw) \quad (2.36)$$

$$C_p = C_{ox} \frac{1 + \omega^2 (C_{ox} + C_{si})C_{si}R_{si}^2}{1 + \omega^2 (C_{ox} + C_{si})^2 R_{si}^2} = 4k_7d_{avg}nw. \quad (2.37)$$

where $k_6$ and $k_7$ are coefficients dependent on technology and frequency.

Unfortunately, as given in (2.22), the objective function (quality factor $Q$) can not be expressed as a posynomial function of the design parameters. In [14], this problem is solved by introducing a new design variable $Q_{min}$ [14]

$$\begin{align*}
\text{max} & \quad Q_{min} \\
\text{s.t.} & \quad Q \geq Q_{min} \\
& \quad L_s \leq L_g \leq L_{s_{max}} \\
& \quad (2n + 1)(s + w) \leq d_{out} \\
& \quad d_{avg} + n(s + w) \leq d_{out} \\
& \quad d_{out_{min}} \leq d_{out} \leq d_{out_{max}} \\
& \quad w_{min} \leq w \leq w_{max} \\
& \quad s_{min} \leq s \leq s_{max} \\
& \quad n_{min} \leq n \leq n_{max}
\end{align*} \quad (2.38)$$
where the first constraint can be turned into the following posynomial inequality constraint

\[
Q_{\text{min}} \frac{R_s}{R_p} \left[ R_p + \frac{(\omega L_s)^2}{R_s} + R_s \right] + \frac{R_s^2 (C_s + C_p)}{L_s} + \omega^2 L_s (C_s + C_p) \leq 1. \tag{2.39}
\]

The design parameters in (2.38) are \(d_{\text{out}}, w, d_{\text{avg}}, n \) and \(s\). Since only four of these design parameters are independent, an equality constraint reflecting the relationship between them has to be added

\[
d_{\text{avg}} + (n-1)s + nw = d_{\text{out}}. \tag{2.40}
\]

However, because only equality constraints in monomial form are allowed in the GP, (2.40) is relaxed into the fourth inequality constraint in (2.38). It is pointed out in [14] that this constraint is tight in general cases.
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CHAPTER 3

SPACE MAPPING TECHNOLOGY

3.1 INTRODUCTION

With the development of CAD technology, optimization has become a widely used technique in RF and microwave circuit design. A typical design problem is to choose the design parameters (e.g., geometry) to get the desired response (e.g., $S$-parameter). This problem is usually solved by an optimization program on a computer, which needs to evaluate the response and possible derivatives with regard to design parameters. This information is obtained from a model, e.g., a circuit model or an EM simulator.

We can consider two kinds of models: "coarse" models (e.g., computationally fast circuit-based model or low-fidelity EM simulation) and "fine" models (e.g., a cpu-intensive full-wave EM simulation). The coarse model (circuit model) is fast to evaluate but inaccurate. The fine model (EM simulation) is accurate but expensive to evaluate.

In order to incorporate the computational efficiency of the (cheap) circuit model and the accuracy of (expensive) EM simulations, Bandler et al. introduced
space mapping (SM) technology [1] in 1994. SM-based optimization algorithm performs optimization on the coarse model and calibrates it with the fine model response. This process is similar to the learning process of a designer.

The original algorithm of space mapping [1] was proposed in 1994. In this algorithm, a linear mapping is constructed between coarse and fine parameter spaces.

The aggressive space mapping (ASM) [2][10] technique is developed to exploit each fine model evaluation immediately. A linear mapping between coarse and fine parameter spaces is updated through a Broyden-like update. A quasi-Newton step is used to find satisfactory designs in fine parameter space.

Implicit space mapping (ISM) [7] matches the coarse model with the fine model by calibrating a set of preassigned parameters in the coarse model, e.g., dielectric constant or substrate height.

Output space mapping (OSM) [8][12] matches the coarse model with the fine model by reducing the difference between the coarse and fine model responses.

Artificial neural networks can also be exploited to construct the mapping between coarse and fine parameter spaces to calibrate the coarse model [3]-[5]. A comprehensive review on this topic is given in [6].

Comprehensive reviews on the space mapping technique, including both SM optimization and SM modeling, are given in [9].
In this chapter, we review the ISM and space mapping design framework, which are used in the spiral inductor and LC resonator optimization. We also propose a modified parameter extraction method, which is used in the LC resonator optimization.

### 3.2 BASIC CONCEPT OF SPACE MAPPING

The basic idea of space mapping is to match the coarse model (typically computationally fast circuit-based model or low-fidelity EM simulation) and the fine model (typically a cpu-intensive full-wave EM simulation) during the optimization, as shown in Fig. 3.1 [9].

![Fig. 3.1 Matching coarse and fine models through a mapping [9].](image-url)
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As shown in Fig. 3.2, we use $x_c \in X_c$ to denote coarse model design parameters and $x_f \in X_f$ to denote fine model design parameters, where $X_c \subseteq \mathbb{R}^{n \times l}$ and $X_f \subseteq \mathbb{R}^{n \times l}$ are coarse model and fine model parameter spaces of $n$ design parameters. We denote the corresponding vectors of $m$ responses (e.g., $|S_{21}|$ at $m$ different frequency points) for the coarse model and fine model as $R_c \subseteq \mathbb{R}^{m \times l}$ and $R_f \subseteq \mathbb{R}^{m \times l}$, respectively.

The original design problem is to find

$$x_f^* \triangleq \arg \min_{x_f} U(R_f(x_f)) \quad (3.1)$$

where $U$ is an objective function of the response, e.g., minimax objective function with upper and lower specification, and $x_f^*$ is the optimal design.

The original idea behind space mapping is to find a mapping between the fine model and coarse model parameter spaces

$$x_c = P(x_f) \quad (3.2)$$

such that

$$R_c(P(x_f)) \approx R_f(x_f) \quad (3.3)$$

in the region of interest.

With this mapping, we can make an estimation of $x_f^*$ without the optimization of the fine model

$$\bar{x}_f \triangleq P^{-1}(x_c^*) \quad (3.4)$$
where \( x_c^* \) is the coarse model optimal solution.

![Diagram of space mapping notation][1]

**Fig. 3.2** Space mapping notation [9].

### 3.3 IMPLICIT SPACE MAPPING [7]

Implicit space mapping (ISM) [7] calibrates preassigned parameters, e.g., the dielectric constant and substrate height, through parameter extraction (PE) to match the coarse and fine models. The calibrated model (the surrogate) is reoptimized and the result is used for the fine model evaluation, which provides information for the parameter extraction (calibration) in the next iteration.

As in [7], we define the fine model response at a point \( x_f \) in the design space by \( R_f(x_f) \) and the coarse-model based surrogate response at a point \( x_c \) by \( R_c(x_c, x_p) \), where \( x_p \) is a set of preassigned parameters. ISM algorithm involves
iterations of two steps [7][11]: ISM modeling through parameter extraction and ISM prediction through surrogate optimization.

ISM modeling adjusts the selected preassigned parameters to match the surrogate with the fine model. As in [7], we denote $x_c^{*(i)}$ as the surrogate optimal point at the $i$th iteration and $x_c^{*(0)}$ as the initial point. ISM modeling at the $i$th iteration is to find

$$x_p^{(i)} \overset{\triangleq}{=} \arg\min_{x_p} \| R_f(x_c^{*(i-1)}) - R_c(x_c^{*(i-1)}, x_p) \|.$$

ISM modeling can also use multi-point parameter extraction, e.g., exploit all the responses obtained in the previous iterations

$$x_p^{(i)} \overset{\triangleq}{=} \arg\min_{x_p} \left\| e_0^T e_1^T \cdots e_{i-1}^T \right\|.$$

where

$$e_j^T = R_f(x_c^{*(j)}) - R_c(x_c^{*(j)}, x_p), \ j = 0, \cdots, i-1.$$

After ISM modeling, we optimize the (re)calibrated coarse model (surrogate model) in ISM prediction, i.e., we find

$$x_c^{*(i)} \overset{\triangleq}{=} \arg\min_{x_c} U(R_c(x_c, x_p^{(i)}))$$

where $X_c$ is the parameter space of the surrogate model.

This process (ISM modeling and ISM prediction) continues until the stopping criterion is satisfied, e.g., convergence is reached or the specification is met. The basic concept of ISM is illustrated in Fig. 3.3.
3.4 A MODIFIED PARAMETER EXTRACTION SCHEME

Parameter extraction is an important step in ISM. In this section, we propose a modified parameter extraction scheme which is used in the LC resonator optimization.

We denote the vector of component values in the circuit model as $\mathbf{x}_{\text{comp}} \in \mathbb{R}^{q \times 1}$, where $q$ is the number of component values in the circuit model. For example, we have $\mathbf{x}_{\text{comp}} = [L_s, R_s, C_{ax}, C_s, C_{si}, R_{si}]^T$ for the circuit model of the spiral inductor (Fig. 2.6). In the coarse and surrogate models, $\mathbf{x}_{\text{comp}}$ is a function of the design parameters $\mathbf{x}_c$ and the preassigned parameters $\mathbf{x}_p$, e.g., equations for the component values of the spiral inductor given in (2.29) to (2.34). We denote
the corresponding vectors of \( m \) responses of the circuit model calculated from \( x_{\text{comp}} \) as \( R_{c,\text{comp}} \subseteq \mathbb{R}^{m \times 1} \).

In the \( i \)th iteration, we divide the multi-point PE in (3.6) into two separate steps. The first step is to extract the corresponding component values in the circuit model from the fine model responses

\[
x_{\text{comp}}^{(j)} = \arg \min_{x_{\text{comp}}} \left\| R_f (x_c^{* (j)}) - R_{c,\text{comp}} (x_{\text{comp}}) \right\|, \quad j = 0, \ldots, i-1, \quad (3.9)
\]

where \( x_c^{* (j)} \) is the surrogate optimal point in the \( j \)th iteration and \( x_c^{* (0)} \) is the initial point (coarse model optimum).

The second step is to extract the preassigned parameter from the component values we have obtained

\[
x_p^{(i)} = \arg \min_{x_p} \left\| e_0^T e_1^T \cdots e_{i-1}^T \right\|, \quad (3.10)
\]

where

\[
e_j^T = x_{\text{comp}}^{(j)} - x_{\text{comp}} (x_c^{* (j)}, x_p), \quad j = 0, \ldots, i-1. \quad (3.11)
\]

The purpose of dividing the PE into two steps is that hopefully one or both of the steps can be turned into convex optimization problems (in the LC resonator optimization problem, the second step is turned into a convex optimization problem as discussed in Appendix A), which can be solved globally and efficiently.
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The other modification in the new PE is that at the beginning of the algorithm, we fix some of the preassigned parameters to their initial values and only extract those preassigned parameters that we consider important. For example, we divide the preassigned parameters into \( k \) different groups according to their importance

\[
x_p = \left[ x_{p,1}^T, x_{p,2}^T, \ldots, x_{p,k}^T \right]^T.
\]  

(3.12)

In the \( i \)th (\( 1 \leq i \leq k-1 \)) iteration, instead of extracting all preassigned parameters as in (3.10), we only extract those parameters that are important enough and fix the others to their initial values

\[
x_p^{(i)} = \arg \min_{x_p} \left\| [e_0^T, e_i^T, \ldots, e_{i-1}^T]^T \right\|
\]  

s.t. \( x_{p,l} = x_{p,l}^{(0)}, l = i+1, i+2, \ldots, k, \)

(3.13)

where \( x_{p,l}^{(0)} , l = i+1, i+2, \ldots, k, \) are the initial values of the preassigned parameters and \( e_j^T, j = 0, \ldots, i-1, \) are given in (3.11). After the \((k-1)\)th iteration, we start to extract all preassigned parameters as in (3.10).

The purpose of this modification is to ensure that we do not have too many preassigned parameters to extract at the beginning, when we have not obtained enough information for the fine model. It is observed that if we extract too many preassigned parameters from inadequate fine model data, the PE usually gives a surrogate model that is good only at the points used for the extraction, but poor at other points in the design region. This may have a negative effect for the
following iterations or even lead to the failure of the algorithm (an example is discussed in Appendix B).

3.5 SPACE MAPPING DESIGN FRAMEWORK [13]

A space mapping design framework is proposed in [13] to implement the original, aggressive, implicit and output space mapping through widely available software. Generally, the SM-based optimization comprises the following steps [9].

Step 1 Fine-model simulation (verification) (typically Agilent Momentum, HFSS, and Sonnet em).

Step 2 Extraction of the parameters of a coarse or surrogate model (typically ADS, MATLAB, and OSA90).

Step 3 Updating the surrogate (typically ADS, MATLAB, and OSA90).

Step 4 (Re)optimization of the surrogate (typically ADS, MATLAB, and OSA90).

A more detailed flowchart of SM based optimization is shown in Fig. 3.4.
Fig. 3.4 Flowchart of SM-based optimization [13].
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CHAPTER 4

OPTIMIZATION OF SPIRAL INDUCTORS AND LC RESONATORS USING SPACE MAPPING

4.1 INTRODUCTION

As reviewed in Chapter 2, many methods have been proposed recently to optimize spiral inductors and RF circuits with spiral inductors, including exhaustive enumeration, geometric programming (GP) [1][2], sequential quadratic programming (SQP) [3], Mesh-Adaptive Direct Search (MADS) [4] and so on. These optimization methods are usually based on circuit models of spiral inductors, thus their results depend on the quality of the circuit model they use.

On the other hand, EM solvers, such as Sonnet em [6] and ADS Momentum [7], provide more accurate models for spiral inductors. However, full-wave EM simulation is so expensive in time that the direct optimization is
usually impractical, if not impossible. Besides, some EM solvers require the structure to be on a grid (e.g., Sonnet \textit{em} [6]), which makes it difficult for optimizers to obtain accurate gradients.

In order to incorporate the computational efficiency of (cheap) circuit models and the accuracy of (expensive) EM simulations, we apply the space mapping technique to the optimization of spiral inductors and LC resonators.

We introduce the geometric programming formulation of the spiral inductor optimization proposed in [1] into an implicit space mapping optimization framework. A satisfactory EM-validated spiral inductor design emerges in ten minutes. An exhaustive enumeration based on EM simulation, which takes several days, shows that the fine model optimal solution is obtained with our technique.

The same techniques (implicit space mapping and geometric programming) are extended to the optimization of an LC resonator, in which the inductor is implemented as a spiral inductor. An improved GP formulation of the LC resonator optimization is proposed and a new parameter extraction scheme in ISM algorithm is implemented. An in-house user-friendly software engine for SM-based optimization is also tested. Results show satisfactory EM-validated LC resonator designs can be obtained in approximately ten full-wave simulations.
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4.2 A NEW GP FORMULATION OF THE SPIRAL INDUCTOR OPTIMIZATION

As discussed in Section 2.6, the quality factor $Q$ given in (2.22) cannot be directly written into a posynomial function of the design parameters. In [1], a new design variable $Q_{\text{min}}$ and a posynomial inequality constraint are introduced.

In [2], a different approach is used. By noticing that $[(\omega L_s / R_s)^2 + 1]R_s$ is much smaller than $R_p$ in the denominator of (2.22), the quality factor is approximated by [2]

$$Q \approx \frac{\omega L_s}{R_s} - \omega R_s (C_s + C_p) - \frac{\omega^3 L_s^2 (C_s + C_p)}{R_s}.$$ (4.1)

Equation (4.1) is still not a posynomial function of the design parameters. Although it can be solved using the algorithm mentioned in [2], it is not compatible with standard geometric programming and cannot be solved by commercial optimization software such as MOSEK [5].

We further develop the above approach proposed in [2]. It is noticed that maximizing $Q$ is equivalent to minimizing $1/Q$ and the second and the third term in (4.1) is much smaller than the first term. With a first-order Taylor series approximation, $1/Q$ can be approximated

$$\frac{1}{Q} \approx \frac{R_s}{\omega \cdot L_s} \left[ 1 + \omega \cdot R_s \cdot (C_s + C_p) \cdot \frac{R_s}{\omega \cdot L_s} + \frac{\omega^3 \cdot L_s^2 \cdot (C_s + C_p)}{R_s} \cdot \frac{R_s}{\omega \cdot L_s} \right].$$ (4.2)
By substituting (2.29) to (2.34) into (4.2), we can write $1/Q$ as a posynomial function of the design parameters

$$\frac{1}{Q} = \frac{k_1 f(\omega)}{\omega \beta} d_{out}^{-a_1} w_{-a_2-1} d_{avg}^{-a_3+1} n^{-a_4+1} s^{-a_5}$$

$$+ k_3 f^3(\omega) k_7 \frac{1}{\omega \beta^2} d_{out}^{-2a_1} w^{-2a_2-2} d_{avg}^{-2a_3+4} n^{-2a_4+4} s^{-2a_5}$$

$$+ k_3 f^3(\omega) k_7 \frac{1}{\omega \beta^2} d_{out}^{-2a_1} w^{-2a_2-1} d_{avg}^{-2a_3+3} n^{-2a_4+4} s^{-2a_5}$$

$$+ \omega k_1 f(\omega) k_7 n^2 d_{avg}^2 + \omega k_1 f(\omega) k_3 n^2 d_{avg} w$$

(4.3)

where $k_1$, $k_3$, $k_7$ and $f(\omega)$ are coefficients dependent on frequency and technology. Equation (4.3) is GP compatible.

4.3 **SM-BASED OPTIMIZATION FOR SPIRAL INDUCTORS**

We apply the implicit space mapping (ISM) to the spiral inductor optimization problem.

We use Sonnet em [6] as the fine model. A Matlab [12] driver is developed to generate spiral inductor layout file with the required geometry ($d_{out}$, $w$, $n$ and $s$), as shown in Fig. 4.1. This driver also calls Sonnet em [6] to simulate the layout file and retrieve the response. We define $R_f = [1/Q_f L_{of}]^T$ as the response of the fine model, where [9]

$$Q_f = -\frac{\text{Im}(Y_{11})}{\text{Re}(Y_{11})}$$

(4.4)
In (4.4) and (4.5), \( Q_f \) and \( L_{sf} \) are the quality factor and the inductance calculated from the \( Y \) parameters obtained from the EM simulation. \( f \) is the frequency.

Fig. 4.1  A 3.5 turn spiral inductor layout generated by the Matlab driver for Sonnet em.

The coarse model we use is based on the GP-compatible model [1][8], which is reviewed in Section 2.2 to Section 2.4. We define \( R_c = [1/Q_c \; L_{sc}]^T \) as the response of the coarse model, where
Compared with (4.3) and (2.29), two different sets of coefficients, $a_{Qi}$ and $a_{Lsi}$, $i=1, 2, \ldots, 5$, are used for $1/Q_c$ and $L_{sc}$ in (4.6) and (4.7). They are the same in the coarse model (surrogate without calibration), but in the surrogate model, they will be treated as different preassigned parameters and extracted separately to calibrate the quality factor and the inductance.

The new GP formulation of the problem (Section 4.2) is used in surrogate optimization. The final GP formulation is

$$\begin{align*}
\min \frac{1}{Q_c} & = \frac{k_1}{\omega \beta} d_{out}^{-a_{Q1}} w^{-a_{Q2}-1} d_{avg}^{-a_{Q3}+1} n^{-a_{Q4}+1} s^{-a_{Q5}} \\
& + \frac{k_1^3 k_3}{\omega \beta^2} d_{out}^{-2a_{Q1}} w^{-2a_{Q2}+2} d_{avg}^{-2a_{Q3}+4} n^{-2a_{Q4}+4} s^{-2a_{Q5}} \\
& + \omega k_1 k_3 n^2 d_{avg}^2 + \omega k_1 k_3 n^2 d_{avg} w \\
L_{sc} &= \beta d_{out}^{a_{L1}} w^{a_{L2}} d_{avg}^{a_{L3}} n^{a_{L4}} s^{a_{L5}}.
\end{align*}$$

(4.6) (4.7)

where $1/Q_c$ is given in (4.6).
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We solve (4.8) with the “mskgpopt” function in the MOSEK optimization toolbox [5]. One problem in solving (4.8) is that the number of turns $n$ should be discrete in a practical design. We address this problem by first considering $n$ as continuous and solving (4.8) to get the optimal $n^*$. Then we round $n^*$ to the two nearest discrete values $n_1^*$ and $n_2^*$. Fixing $n$ to $n_1^*$ and $n_2^*$, we perform another two optimizations. Finally, we choose the better result of these two optimizations as the solution of (4.8).

Implicit space mapping is used in this problem. We define $\beta$, $\alpha_{L_i}$, $k_1$, $k_3$, $k_7$ and $\alpha_{Q_i}$, $i = 1, 2, \ldots, 5$, as preassigned parameters [10].

\[
x_p = [\beta \quad \alpha_{L_1} \quad \ldots \quad \alpha_{L_5} \quad k_1 \quad k_3 \quad k_7 \quad \alpha_{Q_1} \quad \ldots \quad \alpha_{Q_5}]^T.
\]  

(4.9)

The ISM-based optimization algorithm can be summarized as follows [10].

**Step 1**
Set $j=0$ and pick an initial design parameter $x_c^{*(0)}$.

**Step 2**
Simulate the fine model at $x_c^{*(j)}$ and increment $j$.

**Step 3**
Extract the preassigned parameters $x_p^{*(j)}$ by solving (3.6) (ISM modeling).

**Step 4**
Optimize the (re)calibrated coarse model (surrogate model) to obtain $x_c^{*(j)}$ by solving (4.8).

**Step 5**
Terminate if a stopping criterion (e.g., convergence) is satisfied.

**Step 6**
Go to Step 2.
In Step 3, we extract the coefficients for $L_s$ and the coefficients for $Q$ separately. The PE for $L_s$ can be turned into a quadratic programming and solved globally and efficiently (Appendix A). The PE for $Q$ is solved with the "fmincon" function in Matlab [12]. The constraints used in the PE are discussed in Appendix B.

4.4 A SPIRAL INDUCTOR DESIGN EXAMPLE [10]

We apply ISM to optimizing the spiral inductor built with the sample CMOS process shown in Fig. 2.2. The conductivity of the Si substrate is 5 S/m. Two metal layers of 1 μm thickness, M1 and M2, are used for the spiral inductor and the underpass. The conductivity of the metal layers are $3 \times 10^7$ S/m.

The specification is to achieve the highest quality factor $Q$ and 4 nH inductance at 3 GHz. The tolerance for the inductance is 5%, which means that the $L_s$ should range from 3.8 nH to 4.2 nH. The constraints on the design parameters are listed in Table 4.1. The number of turns $n$ is restricted to discrete values as $k+0.5$, where $k$ is a positive integer.
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TABLE 4.1

CONSTRAINTS ON THE DESIGN PARAMETERS [10]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Minimum Value</th>
<th>Maximum Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{out}$</td>
<td>150 μm</td>
<td>300 μm</td>
</tr>
<tr>
<td>$w$</td>
<td>1 μm</td>
<td>15 μm</td>
</tr>
<tr>
<td>$n$</td>
<td>2.5</td>
<td>7.5</td>
</tr>
<tr>
<td>$s$</td>
<td>2 μm</td>
<td>10 μm</td>
</tr>
</tbody>
</table>

We consider the ISM algorithm converges when the distance between the optimal designs in two consecutive iterations gets less than one ($\|x_c^{(i)} - x_c^{(i-1)}\| \leq 1$). The initial point is selected as $x_c^{(0)} = [230 8 5.5 2]^T$ ($x_c = [d_{out} \ w \ n \ s]^T$). The result of the ISM-base optimization is shown in Table 4.2, with the results of circuit-model-based geometric programming [1] and exhaustive enumeration of the fine model. In enumeration, the sampling steps in the design region are 5 μm for $d_{out}$, 1 μm for $w$, one turn for $n$ and 2 μm for $s$. The $Q$ and $L_s$ shown in the table are all obtained from EM simulations. With the ISM algorithm, a satisfactory design emerges in ten EM simulations. In comparison, the result given by the circuit-model based GP [1] does not meet the specification when validated by the EM simulator. Enumeration of the fine model...
gives a result very close to that of the ISM algorithm, but takes much longer time (several days).

In Fig. 4.2 we compare the inductance $L_s$ of the coarse model and the surrogate model in the last iteration with the fine model over the design region ($n$ is fixed to 4.5 and $s$ is fixed to 2 $\mu$m). It can be seen that the surrogate model is successfully calibrated. A similar result is obtained for the quality factor $Q$.

### TABLE 4.2

<table>
<thead>
<tr>
<th>Method</th>
<th>Optimal Design $([d_{out} \ w \ n \ s]^T$ in $\mu$m)</th>
<th>$L_s$ (nH)</th>
<th>$Q$</th>
<th>EM Simulations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISM</td>
<td>[203 10 4.5 2]$^T$</td>
<td>4.9</td>
<td>3.8</td>
<td>10</td>
</tr>
<tr>
<td>Circuit Model GP [1]</td>
<td>[252 15 3.5 2]$^T$</td>
<td>5.2</td>
<td>3.1</td>
<td>0*</td>
</tr>
<tr>
<td>Enumeration</td>
<td>[205 10 4.5 2]$^T$</td>
<td>4.9</td>
<td>3.9</td>
<td>13950</td>
</tr>
</tbody>
</table>

* One EM simulation is taken to validate the design. It shows that the specification is not met.
Fig. 4.2 $L_s$ over the design region ($n = 4.5$, $s = 2 \, \mu m$): (a) the original coarse and fine models, (b) the calibrated surrogate model in the last iteration and the fine model [10].
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4.5 A GP FORMULATION OF LC RESONATOR OPTIMIZATION [1]

The LC resonator (LC tank) is widely used as the load in tuned amplifiers to provide gain at selective frequencies, as shown in Fig. 4.3. In RF ICs, the inductor in the LC resonator is usually implemented as an on-chip spiral inductor.

![Fig. 4.3 A simple tuned amplifier with the LC resonator as the load [1].](image)

The specification of the LC resonator includes the resonance frequency, the resonant tank impedance and the quality factor. Higher tank impedance leads to higher gain of the tuned amplifier and the higher quality factor leads to narrower bandwidth and better frequency selectivity.

Based on the circuit model of the spiral inductor shown in Fig. 2.6, we can get the circuit model of the LC resonator (Fig. 4.4) by transforming $C_{ox}$, $R_{si}$ and $C_{si}$, into its equivalent $R_p$ and $C_p$, as given by (2.17) and (2.18). In Fig. 4.4, components $L_s$, $R_s$, $C_s$, $C_p$ and $R_p$ forms the equivalent circuit model of the spiral
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inductor. All of them can be expressed as monomial functions of the geometric parameters of the spiral inductor. The capacitor $C_{load}$ represents the additional capacitor used in the LC resonator.

![Circuit model of the LC resonator.](image)

The circuit model in Fig. 4.4 can be further simplified into its equivalent circuit shown in Fig. 4.5, in which the components can be expressed as [1]

\[
L_{tank} = \left[1 + \left(\frac{R_s}{L_\omega}\right)^2\right]L_s \quad (4.10)
\]

\[
C_{tank} = C_{load} + C_s + C_p \quad (4.11)
\]

\[
R_{tank} = \left(\frac{1}{R_p} + \frac{1}{R_{s,p}}\right)^{-1} \quad (4.12)
\]

where $R_{s,p}$ is the parallel equivalent of $R_s$, which is given by [1]

\[
R_{s,p} = \left[1 + \left(\frac{L_\omega}{R_s}\right)^2\right]R_s \approx (L_\omega)^2 / R_s. \quad (4.13)
\]

The quality factor and resonance frequency of the LC resonator can be calculated as [1]

\[
Q_{tank} = R_{tank} / (\omega_{res} L_{tank}) \quad (4.14)
\]
The LC resonator optimization problem can be expressed as [1]

$$\min \frac{1}{R_{\text{tank}}}$$

s.t. $L_{\text{tank}}C_{\text{tank}} \leq \frac{1}{\omega_{\text{res}}^2}$

$$Q_{\text{tank}} \geq Q_{\text{tank, min}}$$

$$C_{\text{load}} \leq C_{\text{load, max}}$$

The design parameters are the geometry parameters of the spiral inductor ($d_{\text{out}}, w, n, s$) and the additional capacitor $C_{\text{load}}$.

As can be seen in (4.12), the objective function $1/R_{\text{tank}}$ can be expressed as a posynomial function of the design parameters. The first inequality constraint is for the resonance frequency. It is relaxed from the equality constraint because this constraint is always tight if there is no constraint on the inductor area [1]. Since both $L_{\text{tank}}$ and $C_{\text{tank}}$ can be expressed as posynomial functions of the design
parameters, the relaxed constraint is GP compatible. Also, since both $L_{tank}$ and $1/R_{tank}$ are posynomial functions of the design parameters, the second constraint on $Q_{tank}$ can be turned into GP compatible form as well. Thus the problem is formulated into a GP.

4.6 AN IMPROVED GP FORMULATION OF LC RESONATOR OPTIMIZATION

As pointed out before, the first constraint in (4.16) is tight only if there is no constraint on inductor area, which will be a limitation in many applications where area constraints are needed. To address this problem, we propose a new GP formulation based on the original one proposed in [1]. We noticed that both $Q_{tank}$ and $R_{tank}$ are only related to the geometry parameters of the spiral inductor $(d_{out}, w, n, s)$, not to the additional capacitor $C_{load}$. So we divide the problem into two steps. In the first step, we optimize only the geometry parameters of the spiral inductor $(d_{out}, w, n, s)$

$$\min \ 1/R_{tank}$$

s.t.  

$$L_{tank} (C_{load,\min} + C_s + C_p) \leq 1/\omega_{res}^2$$

$$1/\omega_{res}^2 \leq L_{tank} (C_{load,\max} + C_s + C_p)$$

$$1/Q_{tank} \leq 1/Q_{tank,\min}$$

where the first and the second constraints are to ensure that there exists a $C_{load}$ to achieve the resonance frequency specified. However, the second constraint is not
GP compatible. To solve that problem, we notice that usually $C_{\text{load, max}}$ is usually much larger than $C_s$ and $C_p$, and $L_{\text{tank}}$ is approximately $L_s$ for practical quality factor ($Q_{\text{tank}} > 1.5$). Thus (4.17) is approximately equivalent to

$$\min \quad 1/R_{\text{tank}}$$
$$\text{s.t.} \quad L_{\text{tank}}(C_{\text{load, min}} + C_s + C_p) \leq 1/\omega^2_{\text{res}}$$
$$1/(L_s C_{\text{load, max}}) \leq \omega^2_{\text{res}}$$
$$1/Q_{\text{tank}} \leq 1/Q_{\text{tank, min}}$$

(4.18)

which is a GP problem.

In the second step, we calculate $C_{\text{load}}$ from the specification of the resonance frequency

$$L_{\text{tank}}(C_{\text{load}} + C_s + C_p) = 1/\omega^2_{\text{res}}$$

(4.19)

where $C_s$, $C_p$ and $L_{\text{tank}}$ are calculated from the geometry parameters of the spiral inductor obtained in the first step.

### 4.7 SM-BASED OPTIMIZATION FOR LC RESONATOR

We apply the implicit space mapping technique to the optimization of the LC resonator.

The fine model of the LC resonator is the combination of a Sonnet em model for the spiral inductor and an ideal circuit model for the additional capacitor, as shown in Fig. 4.6. The layout and the responses of the spiral inductor are generated and retrieved by the Matlab driver (see Section 4.3). We
define $R_f = [Y_{11f,sp}^T Y_{12f,sp}^T]^T$ as the fine model response, where $Y_{11f,sp}$ and $Y_{12f,sp}$ are the $Y$ parameters of the spiral inductor over a range of frequency obtained from EM simulations.

The coarse model of the resonator is shown in Fig. 4.7. We define $R_c = [Y_{1c,sp}^T Y_{12c,sp}^T]^T$ as the coarse model response, where $Y_{1c,sp}$ and $Y_{12c,sp}$ are the $Y$ parameters calculated from the coarse model of the spiral inductor (Fig. 4.7 with $C_{load}$ removed), in which the components are calculated as

\begin{align}
L_s &= \beta d_{out}^{a_l^1} w^{a_l^2} d_{avg}^{a_l^3} n^{a_l^4} s^{a_l^5} \\
R_s &= 4k_1 w^{a_R^1} d_{avg}^{a_R^2} n^{a_R^3} f(\omega) \\
C_{ox} &= 4k_2 w^{a_{ox}^1} d_{avg}^{a_{ox}^2} n^{a_{ox}^3}
\end{align}
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\[ C_s = k_3 w^{\alpha_{c,s1}} n^{\alpha_{c,s2}} \]  \hspace{1cm} (4.23)

\[ C_{si} = 4k_4 w^{\alpha_{c,i1}} d_{avg}^{\alpha_{c,i2}} n^{\alpha_{c,i3}} \]  \hspace{1cm} (4.24)

\[ R_{si} = \frac{k_5}{4} w^{-\alpha_{c,i1}} d_{avg}^{-\alpha_{c,i2}} n^{-\alpha_{c,i3}}. \]  \hspace{1cm} (4.25)

Compared with (2.29) to (2.34), (4.20) to (4.25) are more general. In the coarse model, the coefficients in (4.20) to (4.25) are set to the nominal values, which reduce the expressions to (2.29) to (2.34). For example, we set \( \alpha_{R_1} = -1 \), \( \alpha_{R_2} = 1 \), and \( \alpha_{R_3} = 1 \) in the expression of \( R_s \). In the surrogate model, we treat these parameters as preassigned parameters (implicit SM parameters) and calibrate them in the SM optimization process.

![Fig. 4.7 The coarse (surrogate) model of the LC resonator.](image)

Note that in (4.20) to (4.25), we use the same power coefficients \( (\alpha_{c,i1}, \alpha_{c,i2}, \alpha_{c,i3}) \) for \( C_{ox} \) and \( C_{si} \), and negative values \( (-\alpha_{c,i1}, -\alpha_{c,i2}, -\alpha_{c,i3}) \) for \( C_{ox} \) and \( C_{si} \) in the coarse model. In the surrogate model, we treat these parameters as preassigned parameters (implicit SM parameters) and calibrate them in the SM optimization process.
and \(-\alpha_{c_{ox_3}}\) for \(R_{si}\) to maintain the compatibility with GP in the surrogate optimization. In the GP formulation of the problem, \(C_p\) has to be a posynomial function of the design parameters. This criterion can only be met when the power coefficients for \(C_{ox}\), \(C_{si}\) and \(R_{si}\) cancel out in the denominator of (2.18).

The surrogate optimization is solved as a GP (Section 4.6) with the MOSEK optimization toolbox [5]. The following parameters are selected as preassigned parameters (implicit SM parameters)

\[
x_p = [\beta \alpha_{L_{1}} \alpha_{L_{2}} k_1 \alpha_{R_{1}} k_2 \alpha_{C_{ox}} k_3 \alpha_{C_{si}} k_4 k_5]^T.
\] (4.26)

The modified parameter extraction scheme discussed in Section 3.4 is used in this problem. As the first step, we extract the component values in the circuit model from the fine model responses. To do that in the \(i\)th iteration, we first calculate \(Y_{1_{f,sp}}^{(i)}\) and \(Y_{2_{f,sp}}^{(i)}\) shown in Fig. 4.8 as

\[
Y_{1_{f,sp}}^{(i)} = Y_{11_{f,sp}}^{(i)} + Y_{12_{f,sp}}^{(i)}
\] (4.27)

\[
Y_{2_{f,sp}}^{(i)} = -Y_{12_{f,sp}}^{(i)}
\] (4.28)

where \(Y_{11_{f,sp}}^{(i)}\) and \(Y_{12_{f,sp}}^{(i)}\) are the vectors of the \(Y\) parameter obtained in the EM simulation of the spiral inductor in the \(i\)th iteration.

Then we extract circuit component values from \(Y_{1_{f,sp}}^{(i)}\) and \(Y_{2_{f,sp}}^{(i)}\)
\[
\begin{bmatrix}
R_{si}^{(i)} & C_{si}^{(i)} & C_{ox}^{(i)}
\end{bmatrix}
\]

\[
= \arg \min_{R_{si}, C_{si}, C_{ox}} \sum_{k=1}^{p} \left| \frac{(1 + j\omega_k C_{si}) j\omega_k C_{ox}}{1 + j\omega_k C_{si} + j\omega_k C_{ox}} - Y_{1f,sp,k}^{(i)} \right|
\]  
(4.29)

\[
\begin{bmatrix}
C_s^{(i)} & L_s^{(i)} & k_{R_s}^{(i)}
\end{bmatrix}
\]

\[
= \arg \min_{C_s, L_s, k_{R_s}} \sum_{k=1}^{p} \left| \frac{1}{j\omega_k C_s + \frac{1}{j\omega_k L_s + k_{R_s} f(\omega_k)}} - Y_{2f,sp,k}^{(i)} \right|
\]  
(4.30)

where \( p \) is the number of the frequencies in the frequency sweep and \( k_{R_s} \) is the frequency-independent component of \( R_s \)

\[
k_{R_s} = 4k_1 w^{\alpha_{R_s1}} d_{avg}^{\alpha_{R_s2}} n^{\alpha_{R_s3}} .
\]  
(4.31)

Fig. 4.8  \( Y_1 \) and \( Y_2 \) in the coarse model of the spiral inductor.
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The second step of the modified parameter extraction is to extract the preassigned parameters from the component values $R_{ii}^{(k)}$, $C_{ii}^{(k)}$, $C_{ox}^{(k)}$, $C_{s}^{(k)}$, $L_s^{(k)}$ and $k_{R_s}^{(k)}$, $k = 1, \ldots, i$. Since all the component values are monomial functions of the design parameters, this step can be turned into six separate convex problems and solved globally and efficiently (Appendix B).

As discussed in Section 3.4, we divide the preassigned parameters into three groups

\[
x_{p,1} = \begin{bmatrix} \beta & k_1 & k_2 & k_3 & k_4 & k_5 \end{bmatrix}^T
\]  

(4.32)

\[
x_{p,2} = \begin{bmatrix} \alpha_{L_1} & \alpha_{R_1} & \alpha_{C_{ox1}} & \alpha_{C_{s1}} \end{bmatrix}^T
\]

(4.33)

\[
x_{p,3} = \begin{bmatrix} \alpha_{L_2} & \alpha_{R_2} & \alpha_{C_{ox2}} \end{bmatrix}^T.
\]

(4.34)

In the first iteration, we only extract $x_{p,1}$ and keep the other parameters at their initial (nominal) values. In the second iteration, we only extract $x_{p,1}$ and $x_{p,2}$. After the second iteration, we extract all the parameters. In this way, we avoid extracting too many preassigned parameters at the beginning, when we have not obtained enough information about the fine model. On the other hand, by adding more preassigned parameters at a late stage, we are given more freedom to calibrate the surrogate model so that it can match the fine model better.

The design flow for ISM-based optimization of the LC resonator is the same as that of the spiral inductor (Section 4.3).
4.8 AN LC RESONATOR OPTIMIZATION EXAMPLE

We apply the ISM-based algorithm to the optimization of the LC resonator. The spiral inductor is built with the same CMOS process given in Section 4.4. The additional capacitor in the LC resonator is modeled as an ideal capacitor.

The goal of the optimization is to maximize the tank impedance at the resonance frequency, which is 5 GHz. The 3dB bandwidth of the LC resonator is required to be less than 1.2 GHz. The specification of bandwidth can be turned into the specification of quality factor using the relationship between bandwidth and quality factor $Q_{tank} = \frac{\Delta f}{f_0}$, where $\Delta f$ is the 3dB bandwidth and $f_0$ is the center frequency. The equivalent specification on quality factor is that $Q_{tank} \geq 4.17$.

The constraints on the design parameters are listed in Table 4.2. In this example, the design parameters are the outer diameter $d_{out}$ (in μm), the metal width $w$ (in μm) and the capacitance $C_{load}$ (in pF). The number of turns $n$ is fixed to 3.5 turns and the turn spacing $s$ is fixed to be 2 μm. The frequency sweep is from 1 GHz to 10 GHz with the 1 GHz frequency step. The initial point is selected as $x_c^{(0)} = [200 10 0.5]^T$, where $x_c = [d_{out} \ w \ C_{load}]^T$. 
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TABLE 4.3

CONSTRAINTS ON THE DESIGN PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Minimum Value</th>
<th>Maximum Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{out}$</td>
<td>150 μm</td>
<td>300 μm</td>
</tr>
<tr>
<td>$w$</td>
<td>1 μm</td>
<td>15 μm</td>
</tr>
<tr>
<td>$C_{load}$</td>
<td>0.01 pF</td>
<td>10 pF</td>
</tr>
<tr>
<td>$n$</td>
<td>3.5</td>
<td>3.5</td>
</tr>
<tr>
<td>$s$</td>
<td>2 μm</td>
<td>2 μm</td>
</tr>
</tbody>
</table>

The selection of the preassigned parameters is given in (4.26). The surrogate optimization is solved as a geometric programming problem as discussed in Section 4.6. We consider the ISM algorithm converges when the distance between the optimal designs in two consecutive iterations is less than one ($\|x_c^*(t) - x_c^*(t-1)\| \leq 1$).

The result of the ISM-based optimization is compared with that of the direct optimization of the coarse model in Fig. 4.9 and Table 4.4. The tank impedance in Fig. 4.9, the 3-dB bandwidth and the resonance frequency in Table 4.4 are all obtained from EM simulations.
Fig. 4.9  Tank impedance of the optimal design of the LC resonator given by: (a) ISM, (b) direct optimization of the coarse model. The dashed line at 5 GHz shows the specification of the resonance frequency.
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TABLE 4.4

COMPARISON OF DIFFERENT OPTIMIZATION METHODS FOR THE LC RESONATOR OPTIMIZATION

<table>
<thead>
<tr>
<th>Method</th>
<th>Optimal Design</th>
<th>3-dB Bandwidth (GHz)</th>
<th>Resonance Frequency (GHz)</th>
<th>EM Simulations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISM</td>
<td>([216 \ 8 \ 0.2105]^T)</td>
<td>1.0</td>
<td>5.1</td>
<td>6</td>
</tr>
<tr>
<td>Coarse Model Optimization</td>
<td>([300 \ 10 \ 0.0591]^T)</td>
<td>1.9</td>
<td>5.9</td>
<td>0*</td>
</tr>
</tbody>
</table>

* One EM simulation is taken to validate the design. It shows that the specification is not met.

It can be seen that within six iterations, the ISM-based optimization algorithm converges to a better design than that given by the direct optimization of the coarse model (when checked with Sonnet em). Compared with the design given by the direct optimization of the coarse model, the design given by ISM-based optimization has the resonance frequency that is closer to the specification (5 GHz) and the 3-dB bandwidth that satisfies the specification (1.2 GHz).

As an alternative, we solve the same problem using the SMF system [11], a prototype user-friendly software package for space mapping optimization. The fine and coarse models are shown in Fig. 4.6 and Fig. 4.7. The frequency sweep is from 3.8 GHz to 6.2 GHz with the 0.3 GHz frequency step. The initial point is
selected as \( x^*_c = [200 \ 10 \ 1]^T \), where \( x_c = [d_{out} \ w \ C_{load}]^T \). The specification is turned into the following minimax specification

\[
\| Z_{tank} \| \geq 700 \Omega \quad \text{at 5 GHz}
\]
\[
\| Z_{tank} \| \leq 490\Omega \quad \text{from 3.8 GHz to 4.4 GHz}
\]
\[
\| Z_{tank} \| \leq 490\Omega \quad \text{from 5.6 GHz to 6.2 GHz}
\]

where \( Z_{tank} \) is the tank impedance of the LC resonator. The constraints are the same as that shown in Table 4.3.

The minimax optimization engine of Matlab [12] is used for the surrogate optimization. Implicit space mapping is used in this problem with the following preassigned parameters

\[
x_p = [\beta \ k_1 \ k_2 \ k_3 \ k_4 \ k_5]^T .
\]

As shown in Fig. 4.10, the specification is met in ten iterations and the design obtained is \( x^*_c = [234 \ 6 \ 0.1679]^T \). The LC tank resonates at 5 GHz and has 726 ohms resonance tank impedance.
Fig. 4.10 Results obtained in SMF (the graph in the upper-left corner is the final fine model response, the graph in the upper-right corner is the specification error versus iteration number, and the two graphs below is $\| x_c^*(i) - x_c^*(i-1) \|$ and $\| R_f^*(i) - R_f^*(i-1) \|$ versus the iteration number).
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CHAPTER 5

CONCLUSIONS

In this thesis, we apply the space mapping (SM) technique to the optimization of spiral inductors and LC resonators. With our method, EM-validated designs for spiral inductors and LC resonators usually emerge in ten full-wave EM simulations. Compared with traditional optimization methods, considerable improvement has been obtained.

For the first time, we introduce geometric programming into the space mapping design process, so that the global optimal solution in the surrogate optimization can be ensured. We simplify the GP formulation for spiral inductor optimization and improve the GP formulation for LC resonator optimization.

We propose a modified parameter extraction scheme. By dividing the problem into two steps, we partially transform the parameter extraction in the LC resonator optimization into convex optimization problems, which can be solved globally and efficiently. We propose to use fewer preassigned parameters at the beginning and gradually add preassigned parameters in later iterations. We also discuss the effect of constraints in the parameter extraction.
CHAPTER 5 CONCLUSIONS

In Chapter 2, we reviewed recent work on the modeling and optimization of spiral inductors, including a physically based circuit model, a GP-compatible circuit model and the GP formulation of the spiral inductor optimization problem. We also review the methods for inductance and quality factor calculation.

In Chapter 3, we reviewed the implicit space mapping technique and the general steps for SM-based optimization. We also propose a modified parameter extraction scheme.

In Chapter 4, we present an ISM-based optimization algorithm for spiral inductor design, in which geometric programming is introduced. The same technique is applied to LC resonator design. Two examples show that EM-validated designs of spiral inductors and LC resonators can be obtained in ten full-wave EM simulations.

The author suggests the following future research topics.

1. Apply our technique to the optimization of other RF circuits with spiral inductors, such as voltage-controlled oscillators (VCO) and low noise amplifiers (LNA).

2. Apply our technique to the optimization of spiral inductors of other shapes, multi-layer spiral inductors and spiral inductors with patterned ground shields (PGS).

3. Formulate the parameter extraction into a convex optimization problem.
APPENDIX A

PARAMETER EXTRACTION FOR MONOMIAL FUNCTIONS

As pointed out in [1], the parameter extraction for monomial functions can be turned into a convex optimization problem.

We take the extraction of the coefficients of $L_{sc}$ as an example. The inductance $L_{sc}$ is a function of $d_{out}$, $w$, $d_{avg}$, $n$ and $s$, as given in (4.7). Suppose in the $i$th iteration, we have calculated or extracted $i$ different inductance values $L_{sc}^{(k)}$, $k = 1, 2, \ldots, i$, from the fine model responses in the previous iterations. The corresponding geometric parameters (the surrogate optimal solutions) are $d_{out}^{(k)}$, $w^{(k)}$, $d_{avg}^{(k)}$, $n^{(k)}$ and $s^{(k)}$, $k = 1, 2, \ldots, i$. To extract $\beta$, $\alpha_{L_1}$, $\alpha_{L_2}$, $\alpha_{L_3}$, $\alpha_{L_4}$ and $\alpha_{L_5}$, we first take the logarithm of both sides of (4.7) and we get

$$
\log L_{sc} = \log \beta + \alpha_{L_1} \log d_{out} + \alpha_{L_2} \log w + \alpha_{L_3} \log d_{avg} + \alpha_{L_4} \log n + \alpha_{L_5} \log s. \tag{A.1}
$$

Then the PE process can be turned into the following linear data fitting problem
APPENDIX A PARAMETER EXTRACTION FOR MONOMIAL FUNCTIONS

\[
\begin{bmatrix}
\log \beta & \alpha_{L_1} & \alpha_{L_2} & \alpha_{L_3} & \alpha_{L_4} & \alpha_{L_5}
\end{bmatrix}^T = \arg \min_x \| Ax - b \| \tag{A.2}
\]

where

\[
A = \begin{bmatrix}
1 & \log d_{\text{out}}^{(1)} & \log w^{(1)} & \log d_{\text{avg}}^{(1)} & \log n^{(1)} & \log s^{(1)} \\
1 & \log d_{\text{out}}^{(2)} & \log w^{(2)} & \log d_{\text{avg}}^{(2)} & \log n^{(2)} & \log s^{(2)} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & \log d_{\text{out}}^{(i)} & \log w^{(i)} & \log d_{\text{avg}}^{(i)} & \log n^{(i)} & \log s^{(i)}
\end{bmatrix} \tag{A.3}
\]

\[
b = \begin{bmatrix}
\log L_{sf}^{(1)} \\
\log L_{sf}^{(2)} \\
\vdots \\
\log L_{sf}^{(i)}
\end{bmatrix} \tag{A.4}
\]

If we use the $l_2$ norm in (A.2), the problem can be turned into the following quadratic programming problem

\[
\begin{bmatrix}
\log \beta & \alpha_{L_1} & \alpha_{L_2} & \alpha_{L_3} & \alpha_{L_4} & \alpha_{L_5}
\end{bmatrix}^T = \arg \min_x \left( x^T A^T A x - 2 b^T A x + b^T b \right) \tag{A.5}
\]

which can be solved with the "quadprog" function in Matlab [2] or the "mskqpopt" function in MOSEK [3].
APPENDIX A PARAMETER EXTRACTION FOR MONOMIAL FUNCTIONS

REFERENCES


APPENDIX A  PARAMETER EXTRACTION FOR MONOMIAL FUNCTIONS
APPENDIX B

CONSTRAINTS IN PARAMETER EXTRACTION FOR SPIRAL INDUCTOR OPTIMIZATION

We denote the elements of the preassigned parameter vector $x_p$ as $x_{p,k}$, $k = 1, 2, \ldots, l$. In the optimization of spiral inductors, we use following constraints in the parameter extraction of the $i$th iteration

\[
x_{plb,k}^{(i)} \leq x_{p,k} \leq x_{pub,k}^{(i)}, \quad k = 1, 2, \ldots, l,
\]

where

\[
x_{plb,k}^{(i)} = \begin{cases} (1-r)^i x_{p,k}^{(0)} & \text{for } x_{p,k}^{(0)} \geq 0 \\ (l+ri)^i x_{p,k}^{(0)} & \text{for } x_{p,k}^{(0)} < 0 \end{cases} \quad k = 1, 2, \ldots, l,
\]

\[
x_{pub,k}^{(i)} = \begin{cases} (1+r)^i x_{p,k}^{(0)} & \text{for } x_{p,k}^{(0)} \geq 0 \\ (1-r)^i x_{p,k}^{(0)} & \text{for } x_{p,k}^{(0)} < 0 \end{cases} \quad k = 1, 2, \ldots, l,
\]

where $x_{p,k}^{(0)}$, $k = 1, 2, \ldots, l$, is the element of the initial value (nominal value) of $x_p$. In (B.2) and (B.3), the boundaries for the preassigned parameters extraction...
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are iteration-dependent. We allow more freedom (larger feasible region for preassigned parameters) as the iteration number increases. The coefficient $r$ ($0 \leq r \leq 1$) is used to adjust the rate of this freedom increase. We choose $r$ as 0.2 in our spiral inductor optimization example.

The purpose of the above iteration-dependent constraints is to ensure that the surrogate model does not go too far from the coarse model when we have not obtained adequate fine model data to extract the preassigned parameters.

We compared the effect of different constraints in Table B.1. The first two rows are for the fixed (iteration-independent) constraints (the first row for small feasible region and the second row for large feasible region). The last row is for the iteration-dependent constraint discussed above.

It is observed that the solutions obtained with the fixed (iteration-independent) constraints in the first and the second rows are far away from the fine model optimal (we consider the solution $[205 10 4.5 2]^T$ obtained by enumeration as the fine model optimal). The possible reason is that for the constraints in the first row, the feasible region for the preassigned parameters might be too small to allow the surrogate model to be calibrated well enough. For the constraints in the second row, the feasible region for the preassigned parameters may be so big that the surrogate model goes too far from the coarse model in beginning, only matching the fine model at the points used for parameter extraction. This may lead to the failure of the algorithm.
TABLE B.1

COMPARISON OF DIFFERENT CONSTRAINTS FOR SPIRAL INDUCTOR OPTIMIZATION

<table>
<thead>
<tr>
<th>Constraints</th>
<th>Solution Obtained ( ([d_{out} w n s]^T \text{ in } \mu m) )</th>
<th>Number of Iterations*</th>
</tr>
</thead>
</table>
| \(x_{pb,k}^{(i)} = \begin{cases} 
0.5x_{p,k}^{(0)} & \text{for } x_{p,k}^{(0)} \geq 0 \\
2x_{p,k}^{(0)} & \text{for } x_{p,k}^{(0)} < 0 
\end{cases} \) for \( k = 1, 2, \ldots, I \) | \([287 15 3.5 2]^T\) | 4 |
| \(x_{pb,k}^{(i)} = \begin{cases} 
2x_{p,k}^{(0)} & \text{for } x_{p,k}^{(0)} \geq 0 \\
0.5x_{p,k}^{(0)} & \text{for } x_{p,k}^{(0)} < 0 
\end{cases} \) for \( k = 1, 2, \ldots, I \) | \([150 1 3.5 2]^T\) | 7 |
| \(x_{pb,k}^{(i)} = \begin{cases} 
(1-0.2)^{i}x_{p,k}^{(0)} & \text{for } x_{p,k}^{(0)} \geq 0 \\
(1+0.2)^{i}x_{p,k}^{(0)} & \text{for } x_{p,k}^{(0)} < 0 
\end{cases} \) for \( k = 1, 2, \ldots, I \) | \([203 10 4.5 2]^T\) | 10 |

* We consider that the ISM algorithm converges when the distance between the optimal designs in two consecutive iterations is less than one \( \|x_c^{(i)} - x_c^{(i-1)}\| \leq 1 \).
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