
SENSITIVITY ANALYSIS WITH FINITE

ELEMENT METHOD FOR MICROWAVE DESIGN 

AND OPTIMIZATION 



SENSITIVITY ANALYSIS WITH FINITE

ELEMENT METHOD FOR MICROWAVE 

DESIGN AND OPTIMIZATION 

By 

DONGYING Ll, B. Sc. 

A Thesis 

Submitted to the School of Graduate Studies 

in Partial Fulfillment of the Requirements 

for the Degree 

Master of Applied Science 

McMaster University 

© Copyright by Dongying Li, June 2006 



MASTER OF APPLIED SCIENCE (2006) 

(Electrical and Computer Engineering) 

McMASTER UNIVERSITY 

Hamilton, Ontario 

TITLE: 

AUTHOR: 

SUPERVISOR: 

SENSITIVITY ANALYSIS WITH FINITE-ELEMENT 

METHOD FOR MICROWAVE DESIGN AND 

OPTIMIZATION 

DONGYINGLI 

B. Sc. (Electrical Engineering), Shanghai Jiao Tong 

University 

Dr. Natalia K. Nikolova, Associate Professor 

Department of Electrical and Computer Engineering 

Dipl. Eng. {Technical University ofVarna) 

Ph. D. (University of Electro-Communication) 

P. Eng. (Ontario) 

CO-SUPERVISOR: Dr. James P. Reilly, Professor 

Department of Electrical and Computer Engineering 

B. A. Sc. (University ofWaterloo) 

M. Eng. (McMaster University) 

Ph. D. (McMaster University) 

P. Eng. (Ontario) 

NUMBER OF PAGES: xiii, 84 

ii 



ABSTRACT 

The thesis proposes a novel method for the computation of the design 

sensitivity of microwave network parameters. The approach is based on the 

finite-element method. When combined with the iterative update method (the 

Broyden method) during the gradient-based optimization process, the approach 

requires practically no overhead for the computation of the response Jacobian, 

thus accelerating the optimization. 

The efficiency and accuracy of the gradient-based optimization and the 

tolerance analysis greatly depend on the computation of the design sensitivity. 

However, common commercial full-wave electromagnetic solvers do not provide 

sensitivity information. With them, the design sensitivities are computed from the 

response themselves using finite-difference or higher-order approximations at the 

response level. Consequently, for each design parameter of interest, at least one 

additional full-wave analysis is performed. 

The proposed self-adjoint sensitivity analysis (SASA) is so far the most 

efficient way to extract the sensitivity information for the network parameters 

with the finite-element method. As an improvement of the adjoint-variable 

method (A VM), it eliminates the additional system analyses. With one single 
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ABSTRACT 

full-wave analysis, the sensitivities with respect to all design parameters are 

computed. This significantly improves the efficiency of the sensitivity 

computations. 

When employed in gradient-based optimization, the computational 

overhead of the SASA can be further reduced. Instead of the finite-difference 

approximation, the system matrix derivatives are updated iteratively using the 

Broyden update. This reduces the computational overhead of the sensitivity 

analysis to practically zero. Further, several switching criteria between the 

Broyden update and the finite-difference approximation of the system matrix 

derivatives is proposed to guarantee the robust convergence of the optimization 

algorithm. This leads to our Broyden/finite-difference SASA (B/FD-SASA). 

The efficiency in terms of CPU time as well as the accuracy of the SASA 

is verified by several numerical examples, where the reference results are 

provided through the traditional finite-difference approximations. Also, the 

efficiency of the B/FD-SASA is validated by a filter design example and a 

microwave imaging example, with implementations exploiting different gradient

based optimization algorithms. 
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CHAPTER! 

INTRODUCTION 

Design sensitivity analysis is aimed at the evaluation of the derivatives of 

the system response with respect to the design parameters. In microwave 

structure design, these are typically shape and material parameters. The overall 

design process, including design optimization, yield and tolerance analysis, as 

well as statistical analysis, can greatly benefit from the knowledge of the 

sensitivity information [1]. Sensitivity analysis technique is crucial, especially in 

numerical microwave problems which are electrically large and where analytical 

sensitivity solutions are impossible. 

The adjoint-variable method (A VM) technique is known as the most 

efficient method for the response sensitivity computation of complex linear and 

nonlinear problems [1], [2]. The A VM has a history of applications in the area of 

control theory [1], as well as in finite-element analysis in structural [1], [3] and 

electrical engineering [4], [5], [6], [7], [8], [9]. The application of the A VM in 

the microwave area emerges at the early 1970's with the computation of the 

network sensitivities based on voltage/current state variables and responses [5], 
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[6], [7] and S-parameters [8], [10]. Yet, the computation is based on Tellegen's 

theory of circuit concepts, not field solutions. 

Recently, an adjoint-variable method has been proposed for the sensitivity 

computation in numerical electromagnetic (EM) problems both in the time 

domain (the transmission line method, TLM [11 ], and the finite-difference in 

time-domain method, FDTD [12]) and in the frequency domain (the frequency 

domain TLM [13], [14], the method of moments, MoM, and the finite-element 

method, FEM [15]). For the frequency-domain application, this method uses the 

finite-difference approximation of the system matrix derivatives, which eliminates 

the need for analytical pre-processing [15]. The computational load is 

significantly reduced without sacrificing the accuracy. 

However, all traditional A VM techniques still require one more full-wave 

analysis (the adjoint system analysis) in addition to the original system analysis. 

Moreover, the excitation in the adjoint system analysis depends on the response 

and its relation to the solution of the original problem. This may cause potential 

difficulties in the formulation of this additional analysis problem, and its 

implementation in the framework of a commercial high-frequency CAD package. 

In this thesis, a general approach, named self-adjoint sensitivity analysis 

(SASA), is proposed for the sensitivity analysis of microwave network 

parameters, i.e., S-parameters. With this approach, we eliminate the additional 

(adjoint) system analysis and further improve the efficiency of the sensitivity 
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Chapter 1 Introduction 

computation [16], [17], [18]. This possibility has been first discussed in Akel et 

al. [19], in the case of the FEM formulation based on the tetrahedral edge 

elements. With a commercial high-frequency FEM solver, this standalone 

algorithm runs independently of the underlying analysis algorithm. The only 

information it needs is the field solution at specific grid points. Thus, it is easily 

integrated into any kind of design automation process with a commercial solver. 

The most promising application of the SASA is in the area of gradient

based optimization [15], [20]. The optimization process can be significantly 

accelerated with the Jacobian provided by the SASA, since the computation of the 

Jacobian and/or Hessian is the bottleneck of the optimization efficiency with full 

wave EM solvers. 

In this thesis, the advantage of the SASA is validated by its application in 

gradient based optimization. Notably, the efficiency of the SASA based 

optimization can be further improved by applying the Broyden update [21] at the 

level of the system matrix derivatives. As the overhead of the Broyden update is 

negligible compared to the finite-difference approximation of the system matrix, 

the computational load for the Jacobian calculation is practically zero. 

The accumulation of inaccuracies during the iterative Broyden update of 

the system matrix derivatives may lead to wrong solutions, or even to divergence 

of the optimization process. To guarantee robustness of the convergence, the 

computation of the system matrix derivatives should switch between the fast 
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iterative method and the robust finite-difference approximation. ·Certain 

switching criteria are suggested in this thesis [22]. The resulting algorithm is 

named the Broyden/finite-difference SASA (BIFD-SASA). The BIFD-SASA is 

validated by the optimization of a microwave filter and by the solution of an 

inverse imaging problem using various gradient based optimization algorithms. 

Chapter 2 introduces the basics of the A VM methodology. We review the 

basic sensitivity expression of the A VM and discuss its implementation in the 

sensitivity analysis of complex linear systems. The computational overhead of the 

traditional A VM is analyzed and compared with the overhead of the finite

difference approximation. 

Chapter 3 introduces the SASA with the finite-element method and 

explores its application in S-parameter sensitivity computation for microwave 

structures. The general SASA expression is derived from the 3-D FEM 

formulation. The algorithm is validated by a rectangular waveguide bend example 

and a dielectric coupling filter design example. Error estimation and 

computational overhead evaluation are conducted. Comparisons with the 

traditional finite-difference approximation are provided. 

Chapter 4 integrates the SASA method with the Broyden update in the 

framework of gradient-based optimization. The B/FD-SASA method is 

implemented through switching criteria which ensure the reliability of the 

sensitivity results. The BIFD-SASA method is validated through two 
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optimization examples. The convergence of the optimization using this method is 

compared with that using FD-SASA as well as the finite differences at the 

response leveL 

An overall conclusion is made in Chapter 5 and suggestions for future 

development are given. 

The contributions of this research can be summarized as follows: 

(1) Development of an efficient sensitivity computation algorithm with the 

finite-element method, i.e., SASA [16], [18]. 

(2) Implementation of the SASA algorithm with the commercial finite

element solver FEMLAB® [16], [18]. 

(3) Validation of the efficiency of SASA through numerical design 

examples [ 16]. 

(4) Development of a Broyden-update-based sensitivity computation 

algorithm for gradient based optimization [22]. 

(5) Validation of the efficiency of the sensitivity computation algorithm 

with different optimization algorithms [22]. 
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CHAPTER2 

METHODOLOGY OF THE 

ADJOINT VARIABLE METHOD 

2.1 INTRODUCTION 

Commercial high-frequency electromagnetic (EM) solvers usually do not 

compute sensitivity information, i.e., the Jacobian of the objective function, with 

respect to the design parameters. For design purposes, when sensitivity 

information is required, a finite-difference approximation at the response level is 

usually performed as a simple although inefficient way to obtain the response 

derivatives. The finite-difference approximation is highly inefficient in numerical 

computations, since it requires at least N+ 1 additional full system analyses for a 

problem with N designable parameters [1]. With higher-order approximations, 

the number of analyses increases. The feasibility of this approach becomes 

ql,J~stionable when the design-variable space is large. 

The adjoint-variable method (A VM) is proved to be the most efficient 

method for sensitivity analysis [1], [2], [3], as it requires only one additional 
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system analysis to compute all sensitivities. The additional analysis is known as 

adjoint system analysis, with the adjoint system matrix being the transpose of the 

system matrix ofthe original problem [1], [3], [4]. Thus, the AVM improves the 

efficiency of the sensitivity computation by a factor of N in comparison with the 

forward or backward finite-difference approximations. The performance of the 

A VM has been validated in control theory [3], structural engineering [4], and in 

circuit and computational EM applications in electrical engineering [3], [5]. 

In this chapter, we give a brief introduction into the methodology of the 

A VM, especially its applications with frequency-domain numerical EM solvers. 

Most of the discussion in this chapter and in the rest of the thesis focuses on 

applications with the finite-element method (FEM). 

In Section 2.2, we present the concept of the frequency-domain A VM for 

linear systems. Then, we give a general discussion on the sensitivity analysis of 

complex linear systems in Section 2.3. Section 2.4 discusses the difficulties in the 

implementation of the A VM with commercial solvers. The efficiency and the 

required computational resources are discussed in Section 2.5 along with a 

comparison with the finite-difference approximation at the response level. The 

advantages and the drawbacks of the A VM are also discussed. 

10 
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2.2 FREQUENCY-DOMAIN ADJOINT-VARIABLE 

METHOD 

After proper discretization, a time-harmonic linear EM problem (by linear, 

we refer to the fact that the problem has linear material properties) can be written 

as a linear system of equations [ 6]: 

Ax=b. (2.1) 

Here, A is the M by M system matrix, x is the 1 by M state variable vector, in 

FEM, known as the field solution vector, and b is the 1 by M excitation vector, 

which can be derived from the electromagnetic sources and the inhomogeneous 

boundary conditions according to the FEM formulation. The system matrix is a 

function of the vector of design (shape or material) parameters p, i.e., A(p). 

Thus, the field solution vector x is an implicit function of p . 

For sensitivity analysis purposes, we need to determine the gradient of a 

user defined response function f(p,x(p)) with respect to p at the field solution 

x of(2.1): 

V p/(p,x(p)) subject to AX=b. (2.2) 

Here, the gradient of the response function f(p,x(p)) is defined as a row vector 

[4], [6] 

v,t=[Z Z, ... :J (2.3) 
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Note that the response function f(p,x(p)) is formulated so that it may have an 

explicit dependence on the design variables in addition to its implicit dependence 

on p through the field solution vector x . In some situations, both dependences 

exist. 

We first constrain our problem as a real-number problem, i.e., both the 

system matrix A(p) and the response function f(p,x(p)) are real. The 

sensitivity analysis with complex numbers is discussed in the next section. 

According to [7], an A VM sensitivity expression can be formulated as: 

v pf=V~f +xr[v pb-V p(AX)]. (2.4) 

Here, we divide the gradient of the response function into two parts: 

(2.5) 

V~f stands for the explicit dependence of the response function f on the design 

variables p , and V xf · V pX reflects the implicit dependence on p through the 

field solution x. The vector x is the adjoint solution, which is the solution of the 

adjoint system of equations [4], [8]: 

(2.6) 

The adjoint system excitation is 

(2.7) 

12 
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Here, we need to compute the original system solution x, the adjoint 

system solution x, and the derivative of the system matrix with respect to each 

design variable oAif)p;, i=l, ... ,N. Thus, with only two full-wave simulations, 

namely, the original system simulation and the adjoint system simulation, we can 

compute the sensitivities. 

It is important to notice that we need to compute the system matrix 

derivative with respect to each design parameter oAif)p;, i=l, ... ,N. In some rare 

cases, the matrix derivatives may be analytically available [9], [10]. Then, the 

sensitivities are exact. According to [9], the time needed for the analytical 

computation of one system matrix derivative is comparable with one system 

matrix fill. Thus, the sensitivity computation of a problem with N design 

parameters leads to an overhead of N matrix fills in addition to the original and 

adjoint system analyses. 

For most of the full-wave EM analysis methods, the system matrix 

derivatives are either not analytically available or too complicated to be 

analytically derived for general design software. In these cases, the system matrix 

derivatives are computed by the finite-.difference approximation [ 11]: 

oA(p) A(p+Ap;-e;)-A(p) 

Op; 
(2.8) 

Here, e; is the unit vector whose ith element equals 1 and all others equal 0: 

13 
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0 

e; = 1 ith element (2.9) 

0 

and /lp; is the finite-difference perturbation of the ith design variable. This 

approximation also requires N additional matrix fills, similarly to the exact 

method. Our studies have shown that the accuracy for the sensitivity computation 

using this system-matrix-level finite-difference approximation is satisfactory, with 

a relative error well below 1%, compared with the exact sensitivity computation 

[1]. 

2.3 SENSITIVITIES OF COMPLEX LINEAR SYSTEMS 

The derivations in the above section apply to real-number problems only. 

However, in electromagnetic frequency-domain sensitivity analysis, the system 

equations are complex, and, often, the responses are complex, too. It can be 

shown that the sensitivity formula in the complex case can be derived from the 

real-number sensitivity formula. 

A complex linear system of equations in the form of (2.1) can be 

reformulated in a real-valued form [11]: 

[9U -~AJ[mx]=[mb] 
~A 9U ~x ~b· 

(2.10) 

Here, 9l and ~ stand for the real and the imaginary parts of a matrix, 

respectively. We can re-write (2.1 0) as 
14 
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(2.11) 

where 

(2.12) 

The size of the real-valued system of equations is twice the size of the original 

one. 

With this real-valued system of equations, the A VM sensitivity expression 

for a real-valued response [becomes: 

(2.13) 

Here, Xr is the solution ofthe corresponding adjoint system of equations 

(2.14) 

The real-valued adjoint system excitation br is 

(2.15) 

The adjoint system of equations can be written in a complex form as 

(2.16) 

where 

(2.17) 

Note that here we use the Hermitian transpose of A, which is the complex 

conjugate transpose. For complex matrices, the Hermitian transpose has 

analogous properties as those of the direct transpose for real-number matrices. 
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Thus, with equation (2.16), we can write the A VM sensitivity expression in its 

complex form [6]: 

(2.18) 

Usually, the response function is also complex, i.e. 

(2.19) 

Here, fR and fi represent the real and imaginary parts of f. In most of the cases, 

the response function is analytic, i.e., it satisfies the Cauchy-Riemann equations 

[12]: 

V 'Jtx/R = V :~xfi =9lV xf 

-V:~xfR =V'Rxfi =~V xf· 

In these cases, the A VM sensitivity formula becomes [6], [7]: 

V p/=V~f +xH[V pb-Vp(AX)]. 

(2.20) 

(2.21) 

Still, as in the real-number cases, we only require one additional adjoint system 

analysis to compute the full sensitivity information. 

In some rare cases, the response functions are complex but not analytic 

[6]. In this situation [11], we must perform two separate A VM sensitivity analyses 

for the real and the imaginary parts of the response function: 

(2.22) 

(2.23) 

where XR is the solution of the real-part adjoint problem, 
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A 8 xR=V'Rxf 

and x1 is the solution of the imaginary-part adjoint problem, 

A 8 x1=V::Jxf. 

2.4 DIFFICULTIES IN THE A VM IMPLEMENTATION 

(2.24) 

(2.25) 

As stated above, commercial EM solvers cannot compute sensitivities. 

The major difficulty that prevents the integration of the A VM in commercial full

wave EM solvers is the unavailability of the system matrix derivatives with 

respect to the design parameters oAI8p;, i=l, ... ,N. The computation of the 

system matrix derivatives involves complicated manipulation of the mesh 

structure even when using a finite-difference approximation. 

Therefore, we aim at performing the A VM sensitivity analysis outside the 

EM simulator. The simulator provides the system matrix and the field solutions. 

2.5 COMPUTER RESOURSES AND THE ADJOINT

VARIABLEMETHOD 

The sensitivity analysis usmg response level finite-difference 

approximations is equivalent to N additional full-wave analyses. Each full-wave 

analysis consists of two stages of calculations. The first stage involves the matrix 

fill, and the second one involves solving the system of equations (2.1 ). The latter 

often involves of the LU decomposition of the system matrix and the forward and 

17 
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backward substitutions. Each of these stages is repeated N times if forward (or 

backward) finite-difference approximations are used at the response level for the 

purpose of sensitivity analysis. 

For sensitivity analysis using the A VM, only one additional full-wave 

analysis is performed. For this additional adjoint system analysis, a matrix fill is 

not required, as the system matrix of the adjoint problem is the transpose of the 

original one. The computational time required to transpose a matrix is negligible. 

Thus, the overhead related to this additional analysis is only the time and memory 

required to solve (2.16). This overhead may actually be minimal if the original 

problem (2.1) has already been solved by LU decomposition and the L and U 

factors are re-used in the solution of (2.16) [7]. 

The remaining overhead of the A VM is to compute the sensitivity with 

respect to each design parameters using (2.21 ). This also involves two parts: 1) 

the computation of the system matrix derivatives using (2.8}, which is equivalent 

to a matrix fill for each perturbed system of equations, i.e. A(p+A/};·e;), and 2) 

the calculation of the A VM sensitivity expression (2.21). 

We compare the overhead of the sensitivity analysis using the traditional 

finite-difference (FD) approximation at the response level, and that of the A VM, 

for a problem with N design parameters in Table 2.1. 

18 
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TABLE2.1 
COMPUTATIONAL RESOURCE COMPARISON BETWEEN THE FD AND 

THEAVM 

Method 

FD 
AVM 

Matrix fills 

N 
N 

System solutions 

N 
1 

Sensitivity formula 
computation 

0 
N 

For problems with FEM formulation, the system matrix is often sparse due 

to the nature of the numerical method. Thus, the time required by a matrix fill is 

usually far less than the time required by a system solution, especially for an 

electrically large problem. Also, the time required for the calculation of the 

sensitivity formula (2.21) is negligible compared with the other two computations. 

Thus, the A VM is significantly more efficient than the traditional FD method. 
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CHAPTER3 

SELF -ADJOINT SENSITIVITY 

ANALYSIS FOR THE 

FINITE-ELEMENT METHOD 

3.1 INTRODUCTION 

The importance of the design sensitivity analysis of distributed systems 

stems from the need to improve their performance or to know their uncertainties. 

The design sensitivity comprises the response derivatives with respect to shape or 

material parameters. Manufacturing and yield tolerances, design of experiments 

and models, design optimization, etc., are aspects of the overall design, which can 

greatly benefit from the availability of the response sensitivity. 

The adjoint-variable method (A VM) is known to be the most efficient 

approach to design sensitivity analysis for problems of high complexity where the 

number of state variables is much greater than the number of the required 

response derivatives [1]-[3]. General adjoint-based methodologies have been 

available for some time in control theory [1], and techniques complementary to 
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the finite-element method (FEM) have been developed in structural [2][3] and 

electrical [4]-[9] engineering. Yet, feasible implementations remain a challenge. 

The reason lies mainly in the complexity of these techniques. 

A simpler and more versatile approach has been adopted [10]-[12] for 

analyses in the frequency domain, which is described in Chapter 2. The effort to 

formulate analytically the system matrix derivative - an essential component of 

the sensitivity formula - was abandoned as impractical for a general purpose 

sensitivity solver. Instead, approximations of the system-matrix derivatives are 

employed using finite differences [10]. Neither the accuracy nor the 

computational speed are sacrificed. 

All of the above approaches require the analysis of an adjoint problem 

whose excitation is response dependent. Not only does this mean one additional 

full-wave simulation but it also requires modification of the electromagnetic (EM) 

analysis engine due to the specifics of the adjoint-problem excitation. Notably, 

Akel et al. [6] have pointed out that in the case of the FEM with tetrahedral edge 

elements, the sensitivity of the S-matrix can be derived without an adjoint 

simulation. 

In this chapter, we formulate a general self-adjoint approach to the 

sensitivity analysis of network parameters. It requires neither an adjoint problem 

nor analytical system matrix derivatives. We focus on the linear problem in the 

frequency domain, which is at the core of a number of commercial high-frequency 
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simulators. Thus, for the first time, we suggest practical and fast sensitivity 

solutions realized entirely outside the framework of the EM solver. These 

standalone algorithms can be incorporated in an automated design to perform 

optimization, modeling, or tolerance analysis of high-frequency structures with 

any commercial solver, which exports the system matrix and the solution vector. 

In Section 3.2, we briefly introduce the formulation of the finite-element 

method. Then in Section 3.3, we introduce the definition of a self-adjoint 

problem and show the self-adjoint formulas for network-parameter sensitivity 

calculations, particularly for the S-parameter sensitivities, based on the finite-

element method. Section 3.4 outlines the features of the commercial FEM 

solvers, which enable independent network-parameter sensitivity analysis, and 

gives a general procedure for the implementation of the SASA with commercial 

software. Numerical validation and comparisons are presented in Section 3.5. 

Section 3.6 discusses the relative error and the the computational overhead 

associated with the sensitivity analysis. 

3.2 FINITE-ELEMENT METHOD FOR EM PROBLEMS 

The finite-element method (FEM) is a numerical technique for obtaining 

approximate solutions to boundary-value problems of mathematical physics. The 

FEM was first introduced in the 1950's, mainly in the structural design area. 

Through more than 50 years of development, FEM has been widely applied in all 

kinds of areas such as mechanical engineering, structural engineering, thermal 
24 
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dynamic engineering, as well as electrical engineering. The FEM has been 

recognized as a general method widely applicable to engineering and physics 

problems. 

The FEM was first used to solve electromagnetic problems in 1965, by 0. 

C. Zienkiewicz andY. K. Cheung [13], by discretizing 2-D problems and using 

Poisson's equation. Since then, FEM has been developed as a major numerical 

method in computational electromagnetics and has been applied to a wide variety 

of problems for different frequency bands. 

The FEM implementation mainly consists of four stages [14]: 1) domain 

descretization, 2) selection of interpolation functions, 3) system equation 

formulation, and 4) system equation solution. 

In the first stage, the whole computational domain, denoted as Q , is 

subdivided into a number of small domains, or the "elements", as 

Qe, e=1,2, .. . ,K, where K is the number of the elements. A typical element can 

be a line segment in one-dimensional domains, a triangle or a rectangle in two

dimensinal domains, and a tetrahedron, a triangular prism or a rectangular brick in 

three-dimensional domains, as Figure 3.1 shows [14]. 

In scalar finite element method, the problem is formulated in terms of the 

unknown function fjJ computed at the nodes of each element, while in vector finite 

element method it is computed at the edge of each element. In electromagnetics, 

fjJ is the field solution. The complete description of an element node in the FEM 
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includes the coordinates of the node, its local position in the element and its 

global position in the entire system (referred to as "local number'' and "global 

number"). 

a) 

Figure 3.1 

b) 

c) 

Basic elements in the FEM mesh: a) one-dimensional, b) two
dimensional, c) three-dimensional. 

The second stage is to select an interpolation function, which provides an 

approximation of the solution at coordinates other than the element nodes, or 

element edges in vector finite element method. The interpolation function can be 

a polynomial, which is linear, quadratic, or higher-order. Thus, the solution 

anywhere in an element can be expressed as: 

n 

~e=LNjt/Jj. (3.1) 
J=l 
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Here n is the number of the nodes in one element, f/JJ is the value of fjJ at the jth 

node, and Nj is the interporlation coefficient for the jth node. The latter equals 1 

at the jth node and 0 at all other nodes of the element. 

After proper discretization and interpolation, we can formulate the system 

of equations using the Ritz method or the Galerkin method, both of which solve 

the boundary value problem 

£f/J=f. (3.2) 

Here, £ is the integro-differential operator, and f is the function determined by 

the excitation or the boundary conditions. 

The Ritz method or the Galerkin method cast (3.2) in the general matrix 

form: 

Ktp=b. (3.3) 

Here, K is an M by M matrix where M is the number of the total nodes, tp is an 

M by 1 vector of the solution values at the nodes, b is an M by 1 vector computed 

from the desired excitation/and the boundary conditions. 

For consistency of notations, in this thesis, the solution vector tp is 

expressed as the field solution vector x, and K is expressed as the system matrix 

A. Then, equation (3.3) has exactly the same as equation (2.1). 
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3.3 SELF-ADJOINT SENSITIVITIES FOR S

PARAMETERS IN THE FINITE-ELEMENT METHOD 

The A VM introduced in Chapter 2 needs an additional adjoint system 

analysis for the sensitivity computation. It is well known that this adjoint system 

analysis is hard to set up and carry out in commercial EM software. This limits 

the practical applications of the A VM. 

In this section, we give a detailed derivation of the self-adjoint sensitivity 

analysis (SASA) for the scattering matrix, i.e., the S-parameters. We show that 

SASA needs only the original system analysis to compute the sensitivity 

information [15]. We also comment on how to use SASA to compute other 

network parameter sensitivities. 

Recall the A VM sensitivity formulas discussed in (2.4). For a network 

parameter sensitivity, the gradients V pb and V~F in (2.4) vanish, and the 

formula becomes: 

VPF=-xr ·Vp(AX). (3.4) 

Again, in (3.4), x is fixed, and only A is differentiated. 

To obtain the full scattering matrix of a K-port structure for a particular 

mode v , K solutions of the system of equations (2.1) are carried out with one of 

the ports being excited while the rest of the ports are matched. We assume that 

the jth port is excited and define the SkJ parameters as 
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(3.5) 

Here, E)v)inc is the incident field of the u mode at the jth port, E)v> is the 

resulting E-field solution, an is the unit normal to the respective port surface, and 

e~v), q = j,k, are the normalized real vectors representing the u -mode E-field 

distribution across the respective ports. The modal vectors e~v) form an 

orthonormal basis: 

JJ ( e~v> ·er'> )ds~ = 8vv' (3.6) 
~-port 

where 8vv' = 1 if the modes u and u' are the same, and 8vu' = 0 otherwise. They 

are obtained either analytically or numerically [14], [16]. The analytical 

expressions for the modes e<v> of a rectangular waveguide can be found in [14]. 

We note here that for (3.5), if the S-parameters are computed at planes 

different from their respective ports, de-embedding is applied. It is in the form of 

an additional exponential factor; e.g., for the reflection coefficient, it is e2rLd 

where y is the propagation constant and Ld is the distance between the port and 

the plane of de-embedding. This factor is parameter-independent and does not 

change the derivations which follow. It is omitted for the sake of simpler 

notations. 
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Our formulation (3.5) uses the approach in [14] where the output power 

wave in the kth port is obtained by projecting the transverse components of the 

transmitted/reflected E-field onto the transverse components of the port modal 

vector e~v). In the denominator, the input power wave in thejth port is obtained 

in the same manner. For a single-mode analysis, the typical incident field setup is 

E)v)inc = E0ie)v> where Eoj is a user defined magnitude. Usually, Eoj = 1. We 

note that an alternative formulation, see, e.g., [16], uses the orthonormal set (3.6) 

as well as its dual (H-field) vector set. Both S-parameter definitions lead to the 

same final sensitivity result. We choose to work with (3.5). 

Since we consider the S-parameter sensitivities of a single mode, for 

simpler notations, the superscript (u) is omitted but implied in all formulas 

hereafter. Thus, with the jth port being excited, the respective right-hand side of 

(2.1) is denoted by b i , and its respective solution vector is xi . It represents the 

field solution E i . K such solutions Xj , j = 1, ... , K , are available from the S-

parameter analysis of the structure. 

In the FEM, within each surface element s at a port, the field E8 is 

approximated via the E-field components xf, i = 1, ... , ns, tangential to the ns 

edges of the element [14]: 

n• 

a~ xE8 = ,LBfxf = (x8 )T • {B8
} = {B8 }T ·X8

• (3.7) 
i=l 
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Here, a~ is the unit normal to the surface element, xs = [ x{ · · · x!, f, and Bf are 

the vector basis functions of the element. The column {B5
} has the Bf vectors as 

its elements, {B5
} = [Bf · · · B~. Y . Note that the vector of edge field components 

xs is a subset ofthe solutionx of(2.1). 

If S!rj is the response whose sensitivities we need, i.e., F = S!rj , we must 

consider the solution of the adjoint problem: 

AT x=[V xft (3.8) 

where the respective adjoint excitation becomes blrj = [V xS/rj Y. Instead of 

dealing with the global adjoint excitation vector [V xS/rj Y we can consider its 

elemental subset [V xs S lrj Y . 

From (3.5), we see that S!rj is a linear and, therefore, analytic function of 

the field solution E j , and, therefore, of Xj, as implied by the linear relation (3. 7). 

Then the analysis in (3.8) and (3.4) applies. We first write (3.5) in terms ofthe 

field of the surface elements of the kth port: 

(3.9) 

where O!rj has been already defined in (3.5). Making use of(3.7), 
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(3.10) 

From (3.1 0), we find the derivatives of S~g with respect to the edge field 

components of the Sk element at the kth port: 

(3.11) 

where nsk is the number of edges of the sk element. In gradient notation, (3.11) 

becomes 

Jf {Bsk} · (a~k x ek )dssk 

Sk~lement 

Jf (an xE~nc)·(an xe1 )ds1 · 
}-port 

(3.12) 

After the assembly of the FEM equations, each of the elements of [V XSk S~g Y 

becomes an element of the global adjoint excitation vector b~g = [V xS~g Y. 

We now compare the elements of the adjoint excitation (3.12) with the 

elements of the excitation for the sk element of the kth port in the original FEM 

problem [14]: 

bSk = If {BSk} • (Uinc X a!k) dssk (3.13) 
sk~lement 

where 

(3.14) 
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for a single-mode incident field. Here, ek is the normalized modal vector, Eok is a 

user defined magnitude (usually set as 1 }, and Yk is the modal propagation 

constant of the port. The comparison reveals a simple linear relationship between 

the original and adjoint excitation vectors, bk and b~g: 

(3.15) 

Both bk and b~g are obtained from their respective elemental excitations, bsk and 

[V XSk S~g Y , through identical system-assembly procedures. 

... 
Next, we turn to the adjoint solutions x~g resulting from b~g 

(k,j= 1, ... ,K). We note that the FEM system matrix A is symmetric (see, e.g., 

[14]), 

A=AT. (3.16) 

From (3.15) and (3.16), we conclude that all adjoint solutions x~g needed for the 

S-parameter sensitivities can be calculated from the K original solution vectors 

xk , k = 1, ... , K , by a simple multiplication with a known complex constant: 

1 
X!g = K!g. Xk 'K~g = ------------------

2ykEo JJ (an xE)nc)·(an xe1)ds1 · 
}-port 

(3.17) 

They are then substituted in (3.4) where F can be any of the elements of the S-

matrix. 
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The self-adjoint nature of the solution derived above shows that the 

information necessary to compute the S-parameter sensitivities is already 

contained in the full-wave solution provided by the FEM simulator. The 

sensitivity analysis is thus reduced to a relatively simple and entirely independent 

post-process, which does not require additional full-wave solutions. 

As a conclusion, we state the sensitivity formula for the self-adjoint S

parameter problem: 

(3.18) 

Here, KlrJ is a constant, which depends on the powers incident upon the jth and 

kthports. 

We also notice that the S-parameters relate to all other types of network 

parameters through known analytical formulas. Thus, the S-parameter 

sensitivities can be converted to any other type of network-parameter sensitivities 

using chain differentiation. 

3.4 GENERAL PROCEDURES AND SOFTWARE 

REQUIREMENTSFORSASA 

Assume that the basic steps in the EM structure analysis have already been 

carried out. These include: 1) a geometrical model of the structure has been built 

through the graphic user interface of the simulator, 2) a mesh has been generated, 

3) the system matrix A has been assembled, 4) the syst~ equations have been 
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solved for all K port excitations, and the original solution vectors Xk , k = 1, ... , K , 

of the nominal structure have been found with sufficient accuracy. The self-

adjoint sensitivity analysis is then carried out with the following steps: 

(1) Parameterization: Identify design parameters Pi, i = 1, ... ,N. 

(2) Generation of Matrix Derivatives: For each Pi, perturb the structure 

slightly (with about 1 % of the nominal Pi value) while keeping the other 

parameters at their nominal values. Re-generate the system matrix 

A; = A(p + llpi · ui) , where ui is a N x 1 vector whose elements are all zero 

except the ith one, ui = 1 . Compute the N derivatives of the system matrix via 

finite differences: 

BA M A;-A . 
-~-= ,z=1, ... ,N. 
Bpi llpi llpi 

(3.19) 

Note that (3.19) is applicable only if A and A; are of the same size, i.e., the two 

respective meshes contain the same number of nodes and elements. Moreover, 

the numbering of these nodes and elements must correspond to the same locations 

(within the prescribed perturbation) in the original and perturbed structures. 

(3) Sensitivity Computations: Use (3.18) with the proper constant K. 

The above steps show that the EM simulator must have certain features, 

which enable the self-adjoint sensitivity analysis. First, it must be able to export 

the system matrix so that the user can compute the system matrix derivatives with 

(3.19). Second, it must allow the control over the mesh generation so that (3.19) 
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is physically meaningful. Third, it must export the field/current solution vector x 

so that we can compute the sensitivities with (3.18). The second and third 

features are available with practically all commercial EM simulators. The first 

feature deserves more attention. The system matrix is typically very large. 

Fortunately, in the FEM it is usually sparse and can be compressed and further 

stored in the computer RAM or in a disk file without excessive time delay. Only a 

few of the commercial simulators give access to the generated system matrices. 

This is the reason why our numerical experiments are carried out with FEMLAB® 

[ 17]. FEMLAB® supports all required features. In fact, we can access its system 

and solution matrices directly without the need to write to the disk1
• 

3.5 EXAMPLES 

We compute the network-parameter sensitivities with our self-adjoint 

formula and compare the results with those obtained by a forward finite-difference 

approximation applied directly at the level of the response. This second approach 

requires a full-wave simulation for each designable parameter. In all plots, our 

results are marked with SASA (for self-adjoint sensitivity analysis), while the 

results obtained through direct finite differencing are marked with FD. 

1 This process is done through the FEMLAB® Matlab interface and all the sensitivity computation is 
completed in Matlab. 
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3.5.1 Rectangular Waveguide Bend 

We first validate our theory using a 2-D example of a rectangular 

waveguide bend with a 45° miter. Its H-plane view is shown in Figure 3.2. The 

cross-section of the rectangular waveguide is axb=3.48x1.6 em. The structure is 

analyzed in its dominant TEro mode. The only design parameter in the 

waveguide-bend example is the miter length d, i.e. p = [d]. We compute the S

parameter derivatives with respect to din a frequency band from 5.16 GHz to 7. 74 

GHz (15 frequency points with uniform distribution). The range of parameter 

values is 1 S d S 3.2 em with a step of 1 mm. Figure 3.3 shows the derivatives of 

the real and imaginary parts of S11 with respect to d at 5.16 GHz. Figure 3.4 

shows the derivatives of S2r at the same frequency. Figure 3.5 and Figure 3.6 

show the same values of S11 and S21 at 7.74 GHz. The perturbation of d used in 

the computation of the system matrix derivative is 1 %. The same perturbation is 

used in the FD computations as well. The agreement between the two sets of data 

plotted in Figure 3.3 to Figure 3.6 is excellent. This is true for the whole 

frequency band of interest. 
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Figure 3.2 

Figure 3.3 
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Top view of the H-plane waveguide bend structure used to validate 
the sensitivity analysis. 
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Derivatives of Re(S11 ) and Im(S11 ) with respect to d in the 

waveguide-bend example at f = 5.16 GHz. 
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Figure 3.4 

Figure 3.5 
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Figure 3.6 
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Derivatives of Re(S21) and Im(S21 ) with respect to d in the 

waveguide-bend example at f = 7.74 GHz. 

3.5.2 Dielectric Coupling Filter 

Figure 3.7 shows the top view of the dielectric filter. It is also analyzed in 

its dominant TE10 mode. The dielectric-resonator filter [18] is built from three 

identical rectangular ceramic posts. The material of the posts has a complex 

dielectric permittivity & = &0 x 38.5(1- j2 x 1 Q-4) , where &0 is the permittivity of 

vacuum. The design parameters are: the width of the posts normalized to the 

waveguide width rIa , the distance between the posts normalized with respect to 

the guided wavelength s I Ag, and the length of the posts normalized with respect 

to the waveguide width t I a. Figure 3.8 shows theiSnl and IS21I of a typical design 

with respect to the frequency. Figure 3.9 to Figure 3.11 show the derivatives of 
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I S11 I and I S21 I with respect to rIa , s I Ag and t I a , respectively. The results 

are for a frequency f = 6.88 GHz. Again, very good agreement is observed 

between the self-adjoint derivatives and the respective finite-difference estimates. 

Figure 3.7 

Figure 3.8 

E/!) 

Top view of the dielectric coupling filter structure used to validate 
the sensitivity analysis. 
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ISul and IS21I with respect to the frequency with the design 
parameters of rIa = 0.06, t I a = 0.2 , s I A.g = 0.32. 
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Figure 3.9 
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Derivatives of I Stt I and I S21 I at 6.88 GHz for the dielectric
resonator filter with respect to rIa . The other design parameters 
are fixed at t I a = 0.2 , s I Ag = 0.32. 
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Figure 3.10 Derivatives of I s11 I and I s21 I at 6.88 GHz for the dielectric

resonator filter with respect to s I A.g • The other design parameters 

are fixed at rIa = 0.06, t I a = 0.2 . 
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Derivatives of. 
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Figure 3.11 Derivatives of I SuI and I s21 I at 6.88 GHz for the dielectric
resonator filter with respect to t I a . The other design parameters 
are fixed at rIa = 0.06, s I Ag = 0.32. 

3.6 ERROR ESTIMATION AND EFFICIENCY 

COMPARISON 

3.6.1 Error Estimation 

To estimate the relative error of the SASA and compare it with the error of 

the finite-difference approximation, first we need to establish the reference. As it 

is nearly impossible to compute the exact sensitivities in FEM, we choose to use 

the finite difference approximation with an extra fine mesh as the reference. 

Theoretically, the solutions of the problem converge as the mesh density 

approaches infinity. 
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The reference we use should fulfill the following requirements: 1) the 

convergence error of the response with respect to the mesh must be small enough; 

and 2) the difference between the derivatives computed by the forward finite 

difference, the backward finite difference, and the central finite difference must 

also be small. With these criteria fulfilled, we can guarantee that the finite-

difference approximation, which is used as a reference, is accurate enough. Here, 

we choose both of the errors to be under 1 %. 

To achieve this, we perform mesh refinement from a relatively coarse 

mesh. We refine the mesh during each iteration with a decrease of the length of 

the maximum mesh element edge by 50 %. The convergence error between the 

kth and (k+ 1 )st iteration is computed using the following expression: 

p<k+l) p<k> 
E<k>- - ·100%. 

- p<k+l) 
(3.20) 

Here F is the objective function for our sensitivity analysis. In our examples, F is 

We perform the error estimation with the example in Section 3.5.1. We 

keep refining the mesh until the convergence criterion is fulfilled with a mesh of 

about 36,000 elements, and using 1 % perturbation for the finite-difference 

approximation. The convergence error is 0.58 %, and the least square error 

between the derivatives using forward finite difference and backward finite 

difference is 0.76 %. We use this result as a reference when we compute the 
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relative error of the finite-difference approximation and the self-adjoint method, 

both of which use a coarser mesh than the mesh in the reference simulation. 

Figure 3.12 to Figure 3.15 show the comparison between the reference 

derivatives and the derivatives computed by fotward finite difference as well as by 

the SASA at 5.16 GHz. TABLE 3.1 shows the comparison of the average 

estimated errors of the FD and the SASA. 
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Figure 3.12 Derivatives of Re(Sn) with respect to din the waveguide-bend 

example at f = 5.16 GHz compared with the reference. 
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Figure 3.13 

Figure 3.14 
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Figure 3.15 
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Derivatives of Im( S21) with respect to d in the waveguide-bend 

example at f = 5.16 GHz compared with the reference. 

TABLE3.1 

ERROR ESTIMATION OF THE FD AND THE SASA COMPARED WITH 
THE REFERENCE 

F 
er(FD) 

Er(S4SA) 

ReStt 
3.20% 
3.31% 

3.6.2 Efficiency Comparison 

ImStt 
2.80% 
2.82% 

2.38% 
2.39% 

1.99% 
1.93% 

The computational overhead associated with the self-adjoint sensitivity 

analysis is due to two types of calculations: 1) the system matrix derivatives, 

fJAI()p;, i=1, ... ,N, and 2) the row-matrix-column multiplications involved in 

the sensitivity formula (3.18). Compared to the full-wave analysis, the sensitivity 
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formula (3.18) requires insignificant CPU time, which is often neglected. We 

denote the time required to compute one derivative with the sensitivity formula as 

TsF . In comparison, the calculation of the N system matrix derivatives is much 

more time consuming. Whether it employs finite differences or analytical 

expressions, it is roughly equivalent to N matrix fills. We denote the time for one 

matrix fill as TMF. Thus, the overhead time required by the self-adjoint sensitivity 

analysis is 

TSASA =N·TMF +N·TsF. (3.21) 

On the other hand, if we employ forward finite differences directly at the 

level of the response in order to compute the N derivatives of the network 

parameters, we need N additional full analyses, each involving a matrix fill and a 

linear system solution. Thus, the overhead of the finite-difference sensitivity 

analysis is 

(3.22) 

where T LS is the time required to solve (2.1 ). 

We can define a time-saving factor as the ratio Sr = TFD IT SASA, which is a 

measure of the CPU savings offered by our sensitivity analysis approach: 

Sr = TMF +TLS. 
TMF+TsF 

Since TsF is negligible in comparison with T MF, 

TLs 
Sr~1+-. 

TMF 
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Evidently, the larger the ratio R = 1Ls I TMF, the larger our time savings. Notice 

that Sr ~ 1 , i.e., our approach would never perform worse than the finite

difference approach. R depends on the size of the problem - it grows as the 

number of unknowns M increases. 

Figure 3.16 shows the ratio R=TLsiTMF of the FEMLAB® solver. The 

data are generated with a dielectric-slab waveguide filter [19] where we increase 

the number of unknowns from 254 to 16495 through mesh refinement. The 

plotted ratios are only representative since they depend on the type ofthe mesh 

and on the type of the linear-system solver (direct or iterative). The trend of the 

ratio increasing with the size of the problem is general. We also emphasize that 

we record the CPU time only. With large matrices, a computer may run out of 

memory (RAM), in which case, part of the data is swapped to the disk. This 

causes a significant increase of T LS and R. This usually does not happen in the 

FEM solver since the system matrix ofFEM is sparse. 

In 

TABLE 3.2, we show the actual CPU time spent for response sensitivity 

calculations with our self-adjoint approach and the finite-difference 

approximation using the FEMLAB® solver. We consider the case of one design 

parameter ( N = 1 ), i.e., a single derivative is computed. The size of the system M 

varies. The increase of the time-saving factor Sr as the number of unknowns 

increases corresponds closely to the ratio curve R = TLs IT MF plotted in Figure 
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3.16 in accordance with (3.24). The analyzed structures are the same as those 

used to investigate the T LS IT MF ratios. 

We also carry out a time comparison between our approach and the finite

difference approach when the size of the system M is fixed but the number of 

design parameters N varies. The results are summarized in TABLE 3.3, 

respectively. As predicted by (3.24), the time savings are practically independent 

of the number of design parameters. 

We re-iterate that in optimization, the Broyden update is a far more 

efficient alternative to the computation of the system matrix derivatives [20][21]. 

With it, Sr becomes roughly proportional to (TMF + T LS) I TsF, which is normally 

a very large ratio. The application of this algorithm in optimization is to be 

discussed in Chapter 4. 

It is important to understand that in our implementation we do not have 

access to the meshing and matrix-assembly modules of the EM simulators. As a 

result, full re-meshing and a matrix fill are required to obtain the system matrix 

derivative for each of the N design parameters. If the self-adjoint algorithm is to 

be implemented within an EM solver, which already has parameterization 

available, the time required for a perturbed-geometry matrix fill T MF may be 

drastically reduced [10]. This is because the parameterization necessarily flags all 

mesh elements affected by a parameter perturbation. It is then a relatively simple 

task to link the affected mesh elements to the affected matrix elements, and re-
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compute only the affected elements instead of re-computing the whole system 

matrix. The number of affected matrix elements is very small and the system 

matrix derivative is very sparse when a shape parameter is perturbed. When 

global material parameters are perturbed, many or all of the matrix elements 

change and the system matrix derivative [12] is dense. 

1.8.---...,..-------.------.-----.-----r----.--.----.------, 

' ' t.6 ---------:---------- t----------r---------t---------i----------t---- -----r---------i---------

~ !.4 ....... ----------1········· f---------~---······i········l········-,------------····· 

Figure3.16 
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Number of unknowns 

The ratio between the time required to solve the linear system and 
the time required to assemble the system matrix in FEMLAB®. 

TABLE3.2 

FEMLAB® COMPUTATIONAL OVERHEAD OF SENSITIVITY ANALYSIS 
WITH THE SELF-ADJOINT METHOD AND WITH THE FINITE 

DIFFERENCES (N= 1) 

M 
TsASA (s) 
TFD (s) 
Sr 

254 
17.4 
18.2 
1.04 

555 
17.9 
19.3 
1.08 

1060 
18.2 
20.9 
1.15 
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1951 
19.4 
23.7 
1.21 

4129 
21.1 
31.1 
1.47 

8557 
25.8 
47.3 
1.88 

16495 
32.4 
81.8 
2.52 
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TABLE3.3 

FEMLAB® COMPUTATIONAL OVERHEAD OF SENSITIVITY ANALYSIS 
WITH THE SELF-ADJOINT METHOD AND WITH THE FINITE 

DIFFERENCES (M = 50000) 

N 
TSAsA (s) 
TFD (s) 
Sr 

1 
32.6 
129.1 
3.96 

2 
66.0 

261.0 
3.95 

3 
99.0 

394.6 
3.99 
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4 
135.0 
521.6 
3.86 

5 
167.0 
646.1 
3.87 

6 
200.2 
790.0 
3.95 

7 
236.2 
919.5 
3.89 
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CHAPTER4 

GRADIENT BASED 

OPTIMIZATION USING 

SENSITIVITY ANALYSIS 

4.1 INTRODUCTION 

The optimization algorithms used in computer-aided design can be divided 

into two categories: those which require only objective function values during the 

optimization process and those which require the objective function and its 

derivatives with respect to the optimizable parameters. Examples of the former 

are the traditional pattern search [1], genetic and particle swarm algorithms [1], 

[2], as well as some neural-network based algorithms [3]. Some of these, such as 

the genetic and particle swarm algorithms, are preferable when there is little or no 

information about an initial design. Their drawback is that they require a large 

number of system analyses. With 3-D full wave electromagnetic (EM) solvers, 

which require extensive simulation time, such approaches are often impractical. 

The second category includes gradient-based algorithms based on quasi-Newton, 
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sequential quadratic programming (SQP) and trust-region methods. They need 

the objective function Jacobian and/or Hessian in addition to the objective 

function itself. These optimization methods search for a local optimal point. A 

gradient-based algorithm is expected to converge much faster, i.e., with fewer 

system analyses, than an algorithm in the first category. Its drawback is that a 

global minimum is not guaranteed, and a failure to converge is a possibility. 

Naturally, the solution provided by a gradient-based local optimization algorithm 

depends on the quality of the initial design. For a realistic 3-D EM-based design 

problem with an acceptable starting point, gradient-based optimization is to be 

preferred. 

The efficiency of a successful gradient-based optimization process 

depends mainly on two factors: (i) the number of iterations required to achieve 

convergence, and (ii) the number of simulation calls per iteration. The first factor 

depends largely on the nature of the algorithm, on the proper formulation of the 

objective or cost function, and on the accuracy of the response Jacobians and/or 

Hessian. The second factor depends mostly on the method used to compute the 

Jacobians and/or Hessian, which are necessary to determine the search direction 

and the step in the design parameter space. The sensitivity analysis, which 

provides Jacobians, is very time consuming when finite differences or higher

order approximations are used at the response level. At least N+ 1 full wave 

simulations are needed to obtain a Jacobian for N design parameters. This is 

unacceptable when N is large. 
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In Chapter 3, we proposed a self-adjoint sensitivity analysis (SASA) 

method for the efficient computation of network parameter sensitivities in the 

frequency domain [4], [5], [6]. We refer to this method as finite-difference SASA 

(FD-SASA) since it uses finite-difference approximation to compute the system 

matrix derivatives. The SASA produces the response and its Jacobian with a 

single full-wave analysis when the objective function depends on the network 

parameters, e.g., the S-parameters. The major overhead of the sensitivity 

computation with the FD-SASA is due to the computation of the system matrix 

derivatives via finite differences. This overhead is equivalent to N matrix fills. 

In this chapter, we investigate the feasibility of th~ Broyden update in the 

computation of the system matrix derivatives [7], [8] for use with the self-adjoint 

formula during optimization. We refer to this approach as Broyden-update self

adjoint sensitivity analysis (B-SASA). It is applicable to sensitivity analysis for 

optimization purposes due to the iterative nature ofBroyden's formula [9]. With 

it, the sensitivity analysis has practically no computational overhead as the N 

additional matrix fills are unnecessary. This improvement is significant compared 

with the FD-SASA. In comparison with the response-level finite-difference 

approximations of the Jacobian, the B-SASA overhead is negligible. 

The B-SASA method may produce inaccurate gradient information under 

certain conditions. This drawback has been noticed in [7]. Here, we develop a set 

of criteria for switching back and forth throughout the optimization process 

between the robust but more time-demanding FD-SASA and the B-SASA. This 
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hybrid approach (B/FD-SASA) guarantees good accuracy of the gradient 

information with minimal computational time. 

We validate and compare our method using two kinds of optimization 

algorithms: a minimax algorithm, which is suitable for filter and impedance-

transformer design, and a least-squares algorithm, which is suitable for inverse 

problems. Different gradient-based search algorithms are tested such as the trust-

region and the SQP. All these methods require the Jacobian, which is computed 

using the FD-SASA, B-SASA or B/FD-SASA methods. In the trust-region and 

the SQP algorithms, the Hessian is also needed but it is estimated using the 

classical Broyden-Fletcher-Goldfarb-Shannon (BFGS) update. 

In Section 4.2, we discuss the B-SASA and the B/FD-SASA 

implementation in gradient-based optimization. Section 4.3 gives two numerical 

examples. We compare the performance of the optimization processes in Section 

4.4, using the sensitivity-analysis approaches discussed above. 

4.2 OPTIMIZATION WITH SELF-ADJOINT 

SENSITIVITIES AND BROYDEN UPDATE 

We recall that in Chapter 3, the system matrix derivatives are computed by 

the finite difference approximation, i.e., 

BA M A;-A . 
-~-= ,l=l, ... ,N. 
Bp; !lp; !lp; 

(4.1) 
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Such computation requires at least N matrix fills. To eliminate this overhead, 

here, we compute the system matrix derivative applying Broyden's formula. The 

original Broyden's formula has the form [9]: 

(4.2) 

Here, Gk is the approximated Jacobian V xF at Pk. Gk+l is the approximated 

Jacobian at Pk +hk . F is the vector of response functions, and hk is the 

increment of the design parameter vector between two iterations, i.e., 

hk =Pk+t-Pk · 

We re-write the formula in its matrix form, with respect to the elements of 

A: 

A(p<k>) is the system matrix at the kth iteration, when the design parameter space 

is p<k>, and h(k) is the increment vector in the design parameter space between 

the kth and (k+ 1 )st iteration. The resulting sensitivity-analysis algorithm is 

referred to as B-SASA. With it, the derivatives of the system matrix in the first 

optimization iteration are obtained using a forward finite-difference 

approximation. They are updated iteratively thereafter. The iterative update 

requires negligible computational resources compared to a matrix fill. 
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The derivatives of the Broyden update are less accurate than those in the 

FD-SASA [7]. The inaccuracy tends to be significant when the increment of the 

design parameters is very small, e.g., near a local minimum, as catastrophic 

cancellation occurs. We propose two criteria to switch from B-SASA to FD-

SASA: 1) G(p<k>)>G(p<k-2>), or 2) jjhkjj~d. Here G is the objective function and 

d is the minimum edge length of the mesh elements. The algorithm checks the 

criteria during each iteration. After a switch from B-SASA to FD-SASA occurs, 

only one optimization iteration is performed with the FD-SASA, after which the 

algorithm returns to B-SASA. This B/FD-SASA method is simple and guarantees 

acceptable accuracy of the system matrix derivatives even for small increments in 

the design-parameter space. 

4.3 EXAMPLES 

We validate our algorithm with a finite-element method (FEM) solver 

FEMLAB® [10] by two numerical examples: an H-plane waveguide filter and an 

inverse imaging problem. In both examples, we perform gradient-based 

optimization using the response Jacobian provided by: (1) the proposed hybrid 

B/FD SASA approach, (2) the FD-SASA, and (3) the forward finite-difference 

approximation at the response level denoted by FD. 
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4.3.1 Six-Section H-Piane Waveguide Filter 

The six-section H-plane filter is shown in Figure 4.1 [11]. The rectangular 

waveguide is of width 3.485 em and height 1.58 em. The cutoff frequency of the 

TE10 mode is 4.3 GHz. The 6 resonators are separated by 7 septa of finite 

thickness o =0.625 mm. The design parameters are the resonator lengths L~, L2 

and L3, and the septa widths W~, W2, W3 and W4. A minimax objective function is 

used with the design specifications 

IS2d:s;0.52 J:s;5.0 GHz, 

IS2ti;::0.98 5.0:s;J:s;9.0 GHz, 

IS2tl:s;0.70 J;::O.O GHz. 

(4.4) 

We choose 12 uniformly distributed points in the frequency range from 4.5 GHz 

to 10.0 GHz. The initial design is given by p<O)T=[LI L2 L3 Wi W2 W3 W4] = 

[12 14 18 14 11 11 11] (all in mm). 

We use Madsen's minimax optimization algorithm [12], which employs a 

trust region, and the Matlab minimax algorithm, which employs SQP. We refer to 

these algorithms as TR-minimax and SQP-minimax, respectively. For TR-

minimax, the initial trust-region radius is set to 1b =0.03·jjp<0>jj, where p<0> is the 

initial design parameter vector. We use the FD-SASA, the BIFD-SASA, and the 

response-level finite differences (FD) to supply the Jacobian in the three separate 

optimization processes. 

Figure 4.2 shows the IS2d of the initial design and the optimal design using 

FD and B/FD-SASA method. Figure 4.3 and Figure 4.4 show the parameter step 
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size and the objective function versus the iterations when using TR-minimax with 

all three sensitivity-analysis techniques. Figure 4.5 and Figure 4.6 illustrate the 

same three cases with SQP-minimax. In TABLE 4.1, the optimal designs 

achieved by the three approaches in the case ofTR-minimax are listed. 

We also note that in the TR-minimax optimization process of the H-plane 

filter, the BIFD-SASA method switches from B-SASA to FD-SASA once at the 

5th iteration due to criterion 1, while with SQP-minimax the BIFD-SASA does 

not switch. The optimal points of the different methods are practically the same. 

Figure4.1 Six-section H-plane filter. 

63 



Chapter 4 Gradient Based Optimization Using Sensitivity Analysis 

Figure4.2 

Figure 4.3 
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Figure 4.6 Objective function vs. optimization iterations in the SQP
minimax optimization of the H-plane filter. 

TABLE4.1 

OPTIMAL DESIGN USING DIFFERENT SENSITNITY ANALYSIS 
METHODS WITH TR-MINIMAX 

(all in nun} Lt L2 L3 Wt w2 w3 W4 
FD 12.226 14.042 17.483 14 11 10.922 11.341 
FD-SASA 12.233 14.088 17.485 14 11 10.987 11.378 
MixedB/FD- 12.131 13.855 17.809 14.01 11.1 11.098 11.191 
SASA 

4.3.2 Inverse Image problem 

The 2-D inverse imaging problem is shown in Figure 4.7. The lossy 

inhomogeneous structure is illuminated by a TEM wave for frequencies from 5 

GHz to 9 GHz, with an interval of 0.5 GHz. The objective is to determine the 

position and size of an object immersed in the host medium. The object is 
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modeled as a rectangular area with width w and length l. The distance to the 

interface is d. The object has a relative permittivity Br2 =45 and specific 

conductivity u 2 =4.5. The host medium is characterized by Br1 =12 and u 1 =0.5. 

The computational domain is surrounded by absorbing boundaries. 

To obtain a target response, we perform a simulation with the target shape 

parameters pr =[w l d]=[44 55 5] (in mm). The target response is the 

magnitude of the reflection coefficient. It is denoted as I~ 11. 

We optimize the three shape parameters so that the simulated response 

matches the target response. The objective function for the optimization is the 

least-square error function 

9 2 

G(p)= L[ISu(p,.fi)I-I~I(/i)l] · (4.5) 
i=l 

Here, IS11 (p,.fi)l is the response from the FEM forward solution at the frequency 

Ji, and I St 1 (fi) I is the target response at fi. 

We use Matlab's lsqnonlin optimization algorithm, which employs a trust 

region, with the initial trust-region radius set as r0 =0.03·IIP<o>ll· The objective 

function and the parameter step size versus iterations are shown in Figure 4.8 and 

Figure 4.9. 

We use the FD-SASA and B/FD-SASA methods to supply the Jacobian to 

the optimization algorithm. The initial guess of the shape parameter is 

p<O)T =[ w l d]=[ 40 40 20] (in mm) with both methods. Both FD-SASA and 
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B/FD SASA result in an optimization which takes 8 iterations to converge to an 

optimal point. The optimal point with the FD-SASA is P;&~~ASA = [ 42.8 

57.7 5.51] (in mm), while that of the B/FD-SASA is P~b-sASA = [44.2 

54.1 5.97] (in mm). The B/FD-SASA switches to the FD-SASA method once at 

the 4th iteration due to criterion 1. 

Host Medium 

Ert,O't 

TEM Object i 
d w 

Er2,0'2 l 
~~--

Figure4.7 2-D inverse imaging problem. 

68 



Chapter 4 Gradient Based Optimization Using Sensitivity Analysis 

Figure 4.8 
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4.4 COMPARISON AND CONCLUSION 

We compare the efficiency of the algorithms in terms of CPU time and 

iteration numbers in this section. 

TABLE 4.2 shows the respective number of iterations and the overall time 

cost in the H-plane filter example. We notice that SQP-minimax takes longer 

than TR-minimax despite the smaller number of iterations. This is due to the fact 

that SQP-minimax may call for a system analysis several times per iteration in 

order to determine the next iterate. One FEM simulation (full frequency sweep) 

of this structure takes about 43 s. To obtain the S-parameters and their 7 

derivatives with respect to the design parameters, 8 FEM simulations are 

necessary using the FD-based sensitivity analysis (approximately 344 s). As 

shown in TABLE 4.2, TR-minimax with FD sensitivities takes 11 iterations to 

converge, each iteration involving one system analysis. Thus, the simulation time 

accounts for almost all of the time reported in the first column of TABLE 4.2. 

Also, the overhead associated with the FD estimation of the 7 derivatives is about 

301 s per system analysis. This overhead with the FD-SASA is reduced to 168 s, 

while with BIFD-SASA it is 17 s. The reduction of the overhead of the sensitivity 

calculation as well as the overall time of the optimization process with B/FD

SASA becomes increasingly pronounced as the size of the system matrix 

mcreases. 
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TABLE4.2 

NUMBER OF ITERATIONS AND TIME COMPARISON BETWEEN THE 
DIFFERENT OPTIMIZATION METHODS 

TR-Minimax SQP-Minimax 

Methods 
FD 

FD- B/FD-
FD FD-SASA 

B/FD-
SASA SASA SASA 

Iterations 11 11 9 7 7 5 

Time (s) 3825.7 2402.6 949.2 13561 8523.1 5479.2 

In the 2-D inverse problem example using TR-minimax, the CPU time 

required by the optimization using FD-SASA and B/FD-SASA is 7328 s and 4330 
I 

s, respectively. Thus, the B/FD-SASA optimization is about 1. 7 times faster than 

the FD-SASA one. The computational gain increases as the number of 

optimizable parameters increases and the size of the FEM system matrix increases 

[4]. 

We conclude from these examples that the time cost reduction of the 

B/FD-SASA method is significant when compared with the optimization 

exploiting response-level sensitivities as well as the optimization exploiting our 

original FD-SASA approach, where finite differences are used to compute the 

system matrix derivatives. We also observe that often the optimization algorithms 

exploiting the B/FD-SASA require fewer iterations to converge to the optimal 

point. At the same time, the optimization results are nearly the same as those 

obtained by the optimization algorithms based on either the FD-SASA or the 

finite-difference response level approximation. The time savings depend on the 
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optimization algorithms, as well as the numerical size of the problem. For 

electrically large 3-D problems with many design parameters, the time savings 

may be significant. 
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CHAPTERS 

CONCLUSIONS 

In this thesis, we propose a general approach to the sensitivity analysis of 

the network parameters based on full-wave electromagnetic solvers. The 

approach is referred to as the self-adjoint sensitivity analysis (SASA). Compared 

with the traditional finite-difference (FD) approximation and adjoint-variable 

method (A VM), our method is significantly more efficient. It requires only one 

full wave simulation to compute the responses and the sensitivities with respect to 

all design parameters. The SASA computational overhead is negligible in 

comparison with a full-wave 3-D simulation. We also investigate the application 

of the SASA method in gradient based optimization. 

In Chapter 2, we review the theory of the traditional A VM, both with real 

and complex linear systems. We compare the required computational resources of 

the A VM and the FD method. Also, we point out the difficulties in the 

implementation of the A VM with commercial electromagnetic simulators. 

We introduce the SASA method in Chapter 3, starting from the basic 

concepts of the A VM. We validate the SASA method using several numerical 

examples and compare its efficiency with the FD method in terms of CPU time. 



Chapter 5 Conclusions 

In this implementation, our SASA algorithm uses finite differences in order to 

compute the system matrix derivatives. We refer to this algorithm as FD-SASA. 

The results indicate that the FD-SASA is at least 2 to 4 times faster than the FD 

method, depending on the size of the problem. We also conclude from the error 

estimation that the FD-SASA has comparable accuracy with the FD estimations. 

In Chapter 4, we investigate the application of the SASA in gradient based 

optimization where it provides the Jacobian to the optimizer. The Broyden update 

is used to accelerate the computation of the system matrix derivatives instead of 

the forward finite differences. We refer to this algorithm as B-SASA. To 

guarantee the robustness of the convergence while preserving the sensitivity 

computation efficiency, we propose a hybrid algorithm, which switches between 

the FD-SASA and the B-SASA. The method is named Broyden/finite-difference 

SASA (B/FD-SASA). We test the method under different optimization 

algorithms. The numerical results suggest significant time saving. 

There are difficulties in the implementation of the SASA with commercial 

electromagnetic solvers. The most significant problem is the manipulation of the 

mesh when we compute the system matrix derivatives. As discussed in Section 

4.3, the commercial solver should have certain features regarding the mesh and 

the system matrix, which are not always available. Further research should focus 

on eliminating these constraints. A feasible way to solve this problem is to 

compute a system matrix using a mesh generated independently of the solver. 
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Possible methodology is the one based on the finite differences in the frequency 

domain. 

Also, further investigation regarding the implementation of the SASA in 

gradient based optimization should be conducted. The switching criteria should 

be tested under a wider range of optimization algorithms to verify its robustness. 
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