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Abstract

This thesis addresses the design of fractionally-spaced equalizers for a digital communication
system which is susceptible to Adjacent Channel Interference (ACI). ACI can render an
otherwise well designed system prone to excess bit errors. Algorithms for a trained adaptive
FIR linear fractionally-spaced equalizer (FSE) with explicit sidelobe control are developed
in order to provide robustness to ACI. The explicit sidelobe control is achieved by imposing
a quadratic inequality constraint on the frequency response of the equalizer at a discrete set
of frequency points in the sidelobe region.

Algorithms are developed for both block adaptive and symbol-by-symbol adaptive modes.
These algorithms use interior point optimization techniques to find the optimal equalizer
coefficients. In the block adaptive mode, the problem is reformulated as a Second Order
Cone Program (SOCP). In the symbol-by-symbol adaptive mode, the philosophy of the
barrier approach to interior point methods is adopted. The concept of a central path and
the Method of Analytic Centers (MAC) are used to develop two practically implementable
algorithms, namely IPM2 and SBM, for performing symbol-by-symbol adaptive, fractionally-
spaced equalization, with multiple quadratic inequality constraints.

The performance of the proposed algorithms is compared to that of the Wiener filter, and
the standard RLS algorithm with explicit diagonal loading. In the computer simulations,
the proposed algorithms perform better in the sense that they provide the desired robustness
when the communication model is prone to intermittent interferers in the sidelobe region of

the frequency response of the FSE. Although the proposed algorithms have a moderately

v
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higher computational cost, their insensitivity to the deleterious effects of ACI make them an

attractive choice in certain applications.
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Chapter 1

Introduction

Equalization is an important component of the receiver in many digital communication
schemes. Therefore, it is one of the better studied components in digital communications.
Over the years, many researchers have made significant contributions to this field, and there
is a wealth of knowledge available regarding several useful algorithms and the instances of
those algorithms that are used in individual standards [1], [2]. In particular, the use of
fractionally-spaced equalizers, instead of symbol-spaced equalizers, has greatly improved the
equalization capability, especially when using an FIR filter as the equalizer. The use of
adaptive equalizers further allows equalization over time-varying channels. However, most
of the available equalization algorithms address unconstrained equalization problems. There
can be scenarios in which one would like to implement an equalization algorithm with mul-
tiple equality and inequality constraints. In such a scenario, the conventional equalization
algorithms/architectures are insufficient. In such a case, the path to the development of a
new equalization algorithm is to model the equalization problem as a convex optimization
problem with multiple equality and inequality constraints, and this is the approach that will
be taken in this thesis.

In this work, we solve a training-based constrained fractionally-spaced adaptive equaliza-

tion problem using the theory and concepts of convex optimization. The problem of adaptive
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equalization has been treated several times, but the novelty of the proposed approach lies
in the way in which we handle multiple quadratic inequality constraints. We develop al-
gorithms for adaptive constrained fractionally-spaced equalization, in block adaptive and
symbol-by-symbol adaptive forms. These algorithms are based on the principles of inte-
rior point methods [4], [8] for the solution of convex optimization problems with multiple
quadratic inequality constraints.

The motivation for the development of our constrained fractionally-spaced adaptive
equalizer comes from applications in which there is intermittent adjacent channel interfer-
ence. That is, interference in the sidelobe region of the frequency response of the fractionally-
spaced equalizer that might not be present during the training phase of the equalizer. A
conventional adaptive equalization algorithm, like LMS or RLS [1], [3], might have unac-
ceptably high sidelobes in the frequency response of the equalizer. Should an unexpected
interferer strike the sidelobe region during data transmission, it might result in a severe
symbol error rate at the detector.

In order to achieve robustness to intermittent interferers in the sidelobe region of the
fractionally-spaced equalizer, we constrain the frequency response of the equalizer to be
below a desired sidelobe level over the sidelobe region. This is achieved by imposing multiple
quadratic inequality constraints on the equalizer coefficients, and hence the designer can
exercise explicit control over the sidelobe level.

Using this approach, the problem of performing constrained adaptive equalization is
translated into solving an optimization problem with multiple quadratic inequality con-
straints. We develop both block adaptive and symbol-by-symbol adaptive equalizers with
explicit sidelobe control. In these scenarios, we use different approaches to implement the
principles of interior point methods. To solve the optimization problem in the block adap-
tive case, we model our problem as a Second Order Cone Program (SOCP), and use well-
developed primal-dual interior point methods, such as that implemented in SeDuMi [4]. The

symbol-by-symbol adaptive equalization problem is more challenging because a new filter
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that satisfys the sidelobe constraints must be computed for each received symbol. We solve
this problem using the principles of the barrier method [8] approach. In order to evaluate the
performance of the proposed equalizers, we compare their performance to that of standard
equalizers, such as the Wiener Filter and the RLS algorithm with explicit diagonal loading,

and discuss the advantages and disadvantages of our approach.

1.1 Adjacent Channel Interference (ACI)

In a practical communications scheme, transmitter imperfections result in adjacent channel
emissions which lie in the transmitted band of spectrally neighboring schemes. This occurs
due to insufficiently stringent limitations on the acceptable leakage at the transmitter. These
interfering signals in the adjacent channel pose a threat to the successful communication
for an operator using this adjacent frequency band, and are said to constitute adjacent
channel interference (ACI). The affected operator in the adjacent band has no control over
interference from other users. Therefore, it is possible that a majority of bit errors might be
due to ACI and not due to the given channel or the inherent noise at the receiver. The ability
of a receiver to accept signals at the desired frequencies, and suppressing any signals from
the adjacent channels is called the selectivity of the receiver, or adjacent channel rejection.

In cellular mobile radio systems that employ TDMA and FDMA, there is substantial
amount of frequency re-use in order to achieve high spectral efficiency. Spectrally adjacent
channels are kept in separate cells, so as to minimize the impact of spectral overlap. However,
adjacent channel interference can still occur due to mobile users in different cells. Spectral
overlap between the signal of interest, and interfering signals from adjacent channels, can
result in severe performance degradation. In 2G systems, such as GSM, the ACI was managed
by allocating guard bands of unused spectrum between operators. This would generally
ensure that the adjacent channel interference would attenuate to acceptable levels. However,

in 3G systems using wideband code division multiple access (WCDMA), the higher channel
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bandwidth requirement means that this approach is not feasible.

When the level of ACI is a significant fraction of the desired signal power, it can lead to
disruption of signal quality at the receiver. Sometimes ACI can lead to formation of dead
zones in the network where the adjacent operator blinds the mobile user and the QoS target
cannot be achieved. Therefore, due to the wide bandwidth requirements, a typical WCDMA
system is limited by the extent of interference; hence ACI has become an important issue
for WCDMA.

To combat the problem of ACI, it makes sense to try to curb the problem at the source
itself, by incorporating better transmitter designs at the base station which would reduce
emissions into the neighboring channel. This would certainly help the operator using a
neighboring channel. Ironically, this operator could be a competitor, in which case there
might be little motivation for the wireless company to improve on the transmitter design.
Besides, the user can experience ACI from other mobile users as well. Hence, it is prudent
to make the receivers robust to ACI.

In summary, the design of the receivers ought to incorporate measures to combat ACI,
along with the control of ISI and noise. Conventional receivers with no treatment of the
sidelobe regions often have unacceptably high sidelobe levels and can be quite susceptible to
degradation caused by intermittent interferers in adjacent channels. To ensure robustness to
ACI, explicit control over the sidelobe regions of the spectrum of the equalizer presents itself
as an attractive proposition. This opens up an exciting avenue to improve upon conventional
receiver designs, especially if the user can adjust the robustness of the receiver at will,
depending the extent of interference that is expected. Considering the potentially adverse
effects of ACI, it does not appear unreasonable to invest a moderately higher computational
cost, if required, to attain explicit control over the sidelobe region of the receiver.

In this thesis several ACI immune receiver structures are proposed. We investigate trade-
offs between performance degradation due to ACI and computational complexity. We com-

pare our performance with the standard RLS algorithm with explicit diagonal loading. This



M.A.Sc: Ashish Mittal McMaster - Electrical and Computer Engineering

is a good choice for comparison as it has a lower complexity than our interior point based

algorithms, and also boasts of marginal sidelobe suppression due to explicit diagonal loading.

1.2 Contribution and Organization

The focus of this work is to develop practically implementable block adaptive and symbol-
by-symbol adaptive fractionally-spaced equalization algorithms with multiple quadratic in-
equality constraints on the sidelobe region of the frequency response of the equalizer. We
demonstrate the usefulness of interior point based algorithms in achieving this task. The
aim is to be able to analyze and and develop algorithms which solve the core problem of
attaining a good sub-optimal solution with a limited number of available training symbols.
For simplicity we use linear equalizers and test our symbol-by-symbol adaptive algorithms
in a block fading scenario. Our algorithms can be used in scenarios prone to ACI, as dis-
cussed in the previous section. At a moderately higher computational cost, now we have a
class of receiver structures that is insensitive to intermittent ACI, and in which the level of
robustness can be explicitly controlled by the designer.

The thesis is organized as follows. Chapter 2 provides a general background on popu-
lar equalization algorithms and architectures using a linear filter. This chapter considers
scenarios involving unconstrained equalization. In Chapter 3 we develop a mathematical
formulation of the problem from a block adaptive standpoint, and model the problem as a
Second Order Cone Program (SOCP). Chapter 4 presents the theory of interior point based
techniques for solving optimization problems with multiple quadratic constraints, and bar-
rier methods in particular. We discuss the concept of the central path, and its importance in
using the barrier methods. The application of barrier methods to perform symbol-by-symbol
constrained adaptive equalization is developed in Chapter 5. We discuss different approaches
and their limitations. Chapter 6 demonstrates the application of the theoretical concepts

by computer simulations. Finally we present conclusions and potential avenues for future
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research in Chapter 7.



Chapter 2

Equalization

2.1 Introduction

Equalizers are a fundamental component of many digital communication systems [1], [2].
In a practical scenario, the channel over which the symbols are transmitted is often non-
ideal. Therefore, its frequency response characteristics are such that the channel introduces
amplitude and phase distortion in the frequency response of the received signal. This, in
turn, causes overlapping of some of the received pulses, leading to intersymbol interference
(ISI). If left unchecked, the ISI can be a major source of symbol errors at moderate-to-
high signal-to-noise ratios (SNRs), at the receiver, and hence there is a need to provide a
mechanism by which the receiver can compensate for the channel distortion and free the
received signal from ISI, or at least minimize its deleterious effects. Hence the need for an
equalizer, which compensates or equalizes the channels degrading effects, thereby reducing
ISI.

There are several standard approaches to performing equalization. We can perform opti-
mum detection from a probability of error point-of-view at the receiver by doing a Maximum
Likelihood Sequence Estimation (MLSE) using the Viterbi Algorithm, where decisions are

made on entire sequences of received symbols. However, that approach has a high com-
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putational cost, which increases exponentially with the length of the channel (in symbol
intervals). In a practical scenario, a good sub-optimal equalizer with a lower computational
cost might be more desirable, than a computationally intensive optimal equalizer. Hence,
several sub-optimal equalization algorithms have been proposed, which work well in differ-
ent scenarios. If the channel is unknown at the receiver, and/or time varying, then the
equalizer needs to be consistently updated to keep track of the changing channel conditions.
Hence, the need for adaptive equalization. An adaptive equalizer can either be block adap-
tive or symbol-by-symbol adaptive, depending on the application. Both approaches will be
elaborated on later in the chapter.

Equalization is a very well studied field and in the subsequent sections we give a general
idea of some of the prevalent approaches to equalization. This chapter attempts to provide
a good background which will enable the reader to get a glimpse of the amount of effort
made to perform unconstrained adaptive equalization. This will in turn enable the reader
to understand and appreciate the adaptive equalization algorithms with multiple quadratic
inequality constraints (both block adaptive and symbol-by-symbol adaptive) we develop later

on the the thesis.
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v(t)

—_diﬂl pe(t) UC(t)' c(t) = q.(t) Er(n) Detector

Figure 2.1: Standard model for baseband PAM.

v(n)

d(n) r(n)

— h(n) [ Detector —*

Figure 2.2: Equivalent discrete-time model for baseband PAM.

2.2 Models

Consider the standard model for baseband digital communication shown in Fig. 2.1. The
data is waveform coded by pulse amplitude modulation (PAM). The transmitted waveform

uc(t) can be written as

u(t) = Z d(n)p.(t — nT),

where d(n) is the input data sequence, n is the symbol spaced time index, T is the symbol
interval, and p.(t) is the pulse shaping filter. The signal u.(t) is transmitted through the
linear time-invariant (LTI) baseband equivalent channel ¢ () and the noise, which is assumed
to be zero-mean, white and Gaussian, is represented by v.(t). In general, all quantities are
complex valued. This noisy signal is fed to the demodulator ¢.(t). A popular choice is to
choose the demodulator to be the so-called “matched” filter, g.(t) = pi(—t). This is a good
choice for an AWGN channel where are errors are due to noise. The sampled output of the
matched filter ¢.(t) is a sequence which has sufficient statistics for making a correct decision
on the received signal [2]. Ideally for ISI channels, the prefilter ¢(¢) should be matched to
the cascade of the transmit filter, and the channel model. However, more often the channel

characteristics are not known a priori at the receiver. Therefore, in general the receiver
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prefilter ¢(t) is chosen as a matched filter to the transmit filter.
It is convenient to view the communication model in Fig. 2.1 as a discrete time system.
The equivalent discrete time model for baseband PAM is shown in Fig. 2.2. From Fig. 2.1

and Fig. 2.2, the equivalent discrete time channel model is

h(n) = /cc()\)rpq(nT — A)dA,

where

Tpe(V) = /Qc(ﬁ)pc(l/ — ¥)dd

and

v(n) = /qc()\)'uc(nT — A)dA.

We need to correctly extract the information contained in the samples in order to suc-
cessfully estimate the transmitted symbols. There are several detection schemes that can
be employed for optimal or sub-optimal detection depending on the application. We discuss

some of the standard approaches in the following sections.

2.3 Optimum Receivers

Compensation for ISI or optimum detection of transmitted symbols at the receiver are the
aim of most communication receivers. In an ideal case, the channel is AWGN, and does
not introduce any distortion in the received signal. In that case, the channel corrupts the
transmitted signal only by the addition of white Gaussian noise. An optimum receiver in such
a case would comprise of a matched filter, a symbol rate sampler and a memoryless optimum
detector. The probability of error can be minimized by performing optimum detection at the
demodulator output. This decision criterion can be expressed as a conditional probability
function (likelihood function). For optimum detection we maximize the likelihood function,

hence the name Maximum-Likelihood (ML) criterion. This in turn translates itself into

10
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computing a set of correlation metrices [2] and selecting the signal corresponding to the
largest correlation metric. This symbol-by-symbol detection scheme is optimum when the
signal has no memory.

However, in the scenario when the signal has memory, the optimum detector must make
decisions on a sequence of received signals, and estimate an entire sequence of transmitted
symbols, instead of performing symbol-by-symbol detection. The received signals in succes-
sive symbol intervals are now interdependent, and the optimal detector must calculate the
probability of correct decision on a sequence of received signals. This is done by calculating a
joint pdf of the outputs of the demodulator, and then selecting a sequence which maximizes
this likelihood function. Therefore, this is called the Maximum-Likelihood Sequence Detec-
tor. Due to the Gaussian nature of the noise, maximizing the conditional PDFs translates
itself into minimizing a Euclidean Distance function [2]. If the size of the symbol alphabet
is M and the length of the sequence is K, the task is to calculate the Euclidean distance
function for all the MX possible sequences, and then choose the sequence for which the
Euclidean distance function is minimum.

The computational complexity of the ML sequence detector can be reduced by using the
Viterbi algorithm (VA). This algorithm acts as a Maximum-Likelihood Sequence Estimator
(MLSE) and performs a sequential trellis search, while eliminating sequences with each new
received signal. It reduces the number of paths searched in the trellis to find a sequence
that minimizes the Euclidean distance function and in turn maximizes the probability of
correct decision on a sequence of received signals. Even though VA brings down the initial
computational complexity, it still requires MZ~! channel states [1], where L is the length of
the channel. Hence, MLSE is difficult to implement in a practical scenario having a large
signal constellation, or long channels. This kind of situation might be seen when we compare
the use of MLSE in the Global System for Mobile Communications (GSM) and in Enhanced
Data rates for GSM evolution (EDGE). One of the standard channel models used in GSM
and EDGE is of length 7 [14] . Then, for GSM which uses binary modulation, the VA would

11
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— Al ) et g e e

Figure 2.3: Equivalent discrete-time model for baseband PAM using an equalizer.

need 2% = 64 states. On the other hand for EDGE, where 8-ary PSK is used, the VA would

require 8% = 262144 states.

2.4 Sub-Optimal Receivers

In order to reduce computational cost, sub-optimal channel equalization techniques have be-
come popular in many practical applications. One popular choice is to use a linear transversal
equalizer after the matched filter, followed by a memoryless detector. A linear transversal
filter offers lower computational complexity to perform channel equalization to compensate
for ISI. In the MLSE the cost rises exponentially with the channel length, whereas in this
case it is a linear function of the length of the channel. However, we have to settle for a sub-
optimal solution. A scheme involving the linear transversal equalizer in a communication
model is shown in Fig. 2.3.

There are different approaches to implement a linear transversal equalizer. We discuss

two popular criteria, namely the peak distortion criterion and mean squared error criterion.

Zero-Forcing Equalizer

The worst-case intersymbol interference at the output of the equalizer is called the peak
distortion. An equalizer designed with the aim of minimizing the peak distortion is said to
be based on the peak distortion criterion. It is called a Zero-Forcing Equalizer and it derives
its name from the fact that it attempts to achieve zero ISI. (Zero ISI might not be achievable

using a finite length filter.) Consider the communication scheme depicted in Fig. 2.3. For

12
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convenience, we define, g(n) = h(n) ® f(n), where ® denotes convolution [20], so that
g(n) = > f(Dh(n—1).

The output d(n) can be written as

A

d(n) = d(n) ® g(n) + v(n) ® f(n) (2.1)
=D _9@dn = i)+ f(i)u(n - j) (2.2)
= g(8)d(n—6) + > g(@)dn— i)+ > _ f(G)v(n - 7). (23)

i#£68 i

We assume that the output d(n) is an estimate of the transmitted symbol d(n — §), where
0 represents the system delay. Therefore, the error between the input and output symbols
can be defined as

e(n) = d(n) — d(n - 6). (2.4)

We see that the first term in (2.3) is a scaled version of the desired response. We normalize

g(d) to unity for convenience. Therefore, we have that

e(n) =Y g(i)d(n —i)+Y_ f(i)v(n - ), (2.5)
i£6 j
where the first term is the ISI term and the second term is due to noise. Here we mathe-
matically see that the symbol error results from a combination of the ISI and noise.
The optimum taps of the linear equalizer are those for which the peak value of the

interference, or the peak distortion

> " lgli)l,

i#6
is minimized. For an infinite number of taps it is possible, under the conditions outlined

below, to obtain a set of filter coefficients for which the peak distortion for the given system

13
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goes to zero. Therefore, it is possible to completely eliminate the ISI and thus the symbol
errors would only be due to noise.

It is useful to investigate the given problem using the z transform. If H(z) is the z
transform of the discrete time channel then the z transform F(z) of a zero-forcing equalizer
would be given by 1/H(z). Due to the inverse relation of the z transforms of the channel
and the equalizer, the zeros of H(z) are the poles of F(z), and vice-versa. Therefore, for the
equalizer to be causal and stable, the channel should be minimum phase. A minimum phase
system is one for which the zeros and poles in the z transform are restricted to lie inside the
unit circle [20].

We observe that the peak distortion criterion gives no consideration to the white Gaussian
noise. Due to the inverse nature of the of z transform of the zero-forcing equalizer, it might
enhance noise power when the channel zeros are close to the unit circle. Therefore, for deep
nulls, and even for moderate depressions in the channel frequency response, the performance
of a linear infinite length zero-forcing equalizer might be poor. In a practical scenario, a
finite length (FIR) filter is used instead of the infinite impulse response (IIR) filter that we
have discussed up until this point. For the FIR filter, the taps are chosen so that the peak
distortion is minimized, however it is not possible, in general to make the peak distortion to

go to zero completely due to a finite number of taps.

Minimum Mean Squared Error (MMSE) Equalizer

While the focus of a zero-forcing equalizer is only on reducing the ISI, an MMSE equalize