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Abstract 

InGaAs/InP heterostructure nanowires (NWs) grown by gas source molecular 

beam epitaxy (GS-MBE) have been analyzed by scanning electron microscopy (SEM), 

transmission electron microscopy (TEM), and energy dispersive x-ray spectroscopy 

(EDS). The morphology and interfacial properties of these structures have been 

compared to pure InP NWs and lattice-matched InGaAs!InP superlattice (SL) structures, 

respectively. Based on high-resolution x-ray diffraction (HRXRD) and 

photoluminescence (PL) measurements of the SLs a detailed structural model is 

proposed, consisting of strained InAsP and InGaAsP mono layers due to group-V gas 

switching and atomic exchange at the SL interfaces. The interfaces of the heterostructure 

NW s were an order of magnitude larger than those of the SLs and showed a distinct 

bulging morphology. Both of these characteristics are explained based on the slow 

purging of group-III material from the Au catalyst. Growth of lnGaAs on the sidewalls 

of the InP base of these wires was also observed, and occurs due to the shorter diffusion 

length of Ga adatoms as compared to In. 
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1 Introduction 

1.1 Semiconductor Nanowires: Motivation and Applications 

As electronic devices continue to become smaller the practical shortcomings of 

photolithography techniques become more prevalent and the solutions become more 

costly. These issues include mask fabrication and resolution limitations such as 

diffraction, reduced depth of field, and even the finite size of photoresist molecules, 

causing undesirable variations in the gate length from device to device [1.1, 2]. In recent 

years there has been a tremendous interest in the fabrication of semiconductor nanowires 

(NW s) for electronic, biomedical, and photonic device applications. NW s are effectively 

one-dimensional structures, with diameters as small as 1 0 nm and lengths of several 

rmcrons. NW -based electronics could be a viable solution to the limitations of 

conventional "top-down" microelectronic fabrication and many steps have already been 

taken to create useful NW devices, including resonant tunneling diodes [1.3], p-n 

junctions [1.4], superlattices [1.5], and single-electron transistors [1.6]. Also, NWs have 

been assembled into arrays of diodes, bipolar junction transistors, and logic gates that 

have been used to implement basic computation [1.7-11]. Recently, silicon NW field 

effect transistors (FETs) capable of detecting DNA and single virus particles have been 

demonstrated [1.12, 13], and photonic nanosystems consisting of integrated NW lasers, 

light-emitting diodes, waveguides, modulators, and photodetectors have been fabricated 

[1.14-19]. 
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A useful feature of nanowire technology is the ability of these structures to 

accommodate significant lattice-mismatch. Due to the small cross-section of NWs, 

highly mismatched heterostructures are possible without the generation of dislocations, 

including InP/Ge [1.20], lnP/Si [1.21], GaAs/Si [1.22], InAs/GaAs [1.23], and lnP/GaP 

[1.24]. Thus, 111-V heterostructures and superlattices not attainable in thin films may be 

produced in NW s, allowing for almost unlimited heterostructural design and bandgap 

engineering [1.25]. 

NW devices to date have been mostly limited to simple material systems such as 

Si, or binary 111-V semiconductors such as GaAs and InP. However, functional NW 

devices will only be fully realized by their extension into more complex material systems 

that include multiple group-Ill (e.g., AI, In, Ga) and/or group-V elements (P, As, Sb). 

Few studies exist for NWs in ternary compound material systems that are of interest in 

long wavelength optoelectronic devices, such as InGaAs [1.26, 27]. This thesis considers 

the growth and compositional analysis of InGaAs/InP heterostructure NW s. 

1.2 The Growth of Semiconductor Nanowires by VLS 

The most dominant method for growing semiconductor NWs is the vapour-liquid-

solid (VLS) technique. In the VLS growth process, source material is deposited on a 

substrate that is seeded with small metal (usually Au) particles. Preferential nucleation of 

the source material occurs at the seed particles, resulting in growth of one-dimensional 

semiconductor whiskers or wires. Wagner and coworkers [1.28] first proposed this 

mechanism in the 1960s to explain the growth of Si whiskers. In the early 1990s, Hiruma 

and coworkers were among the first to systematically investigate the VLS approach for 
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the fabrication of GaAs NW s, demonstrating quantum stze effects and 

electroluminescence [1.29]. Since then, VLS has been used as a general synthesis route 

for InP, GaP, and InAs NWs among other material systems [1.30]. 

In VLS growth, the adsorbed atoms ( adatoms) arrive at the NW growth surface by 

one of three pathways: (i) direct impingement of adatoms on the Au catalyst particle 

followed by bulk diffusion of adatoms through the particle and incorporation at the 

growth surface, (ii) direct impingement of adatoms on the Au particle followed by 

diffusion of adatoms along the particle surface to the growth surface, and (iii) diffusion of 

adatoms along the sample surface and along the wire sidewalls to the growth surface 

[1.31, 32]. Ofthese three methods the diffusion ofadatoms along the sample surface is 

dominant in MBE growth ofNWs [1.33-35]. 

Metal-organic vapor phase epitaxy (MOVPE) is often the method of choice in the 

growth of semiconductor NWs [1.24, 29, 36-39]. In this case the Au acts as a site for the 

decomposition of gaseous precursors [1.40], whereas in the case ofMBE the constituent 

elements arrive at the substrate decomposed [1.41]. Thus, VLS growth by MBE includes 

substantial growth on the non-activated surface (the surface not covered by Au) [1.34]. 

This often results in the partial burial of MBE NWs. However, a key advantage of MBE 

is the ability to grow NWs with a large height/diameter ratio at small diameters. This 

property stems from the very high diffusion length of adatoms on the surface [1.33, 35]. 

Thus, nanowire growth by MBE offers the ability to grow whiskers much higher than the 

effective thickness of deposited material because the growth rate is not restricted by the 

deposition rate, as is the case in chemical vapor deposition methods [1.33]. 
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1.3 A Study of Heterostructure Nanowires 

The first samples grown and analyzed in this study were simple planar 

superlattice (SL) structures consisting of alternating layers of lattice-matched 

Ino.s32Gao.46sAs and InP grown by GS-MBE on InP substrates. These InGaAsllnP SLs 

provided a simple starting point in the analysis of material interfaces in InGaAsllnP 

heterostructure nanowires undertaken in Chapter 5. The SLs demonstrate the capabilities 

of the GS-MBE process in the growth of simple planar layers in the absence of the 

growth catalyst used in NW growth. As will be demonstrated, there are many differences 

between NW and SL growth, but there are some effects present in the growth of SLs that 

can help in the explanation of the interfacial properties in NW s. The SL structures 

analyzed in this thesis were labeled with growth numbers 4297, 4298, 4394, 4395, 4396, 

144, 145, and 146, and are described in detail in Chapter 3, which is a more detailed 

description of an article published previously in the Journal of Applied Physics [1.42]. 

Another valuable reference point was obtained in the growth of InP NWs on n­

type (111 )B InP substrate material (growth #219). Analysis of these wires permitted a 

more thorough understanding of the growth of InP wires by GS-MBE and could be 

compared to previous studies of GaAs NWs produced by the same method [1.32] to aid 

comprehension of the results of the InGaAsllnP NW growth. Much of this analysis 

(Chapter 4 of this thesis) has been published previously in Applied Physics Letters [1.43], 

and the analysis of the InGaAs/InP heterostructure NWs (Chapter 5) has recently been 

submitted for publication in Nanotechnology. 
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2 Experimental Methods 

2.1 Molecular Beam Epitaxy 

Molecular beam epitaxy (MBE) is a method by which high-quality single-crystal 

semiconductor thin films can be deposited on a substrate. The flux of the source material 

on the substrate is so small, and the pressure in the growth chamber so low (~10-9 Torr), 

that the particles do not interact as they travel from the source to the substrate. In other 

words, the mean free path of the particles in the source material flux is longer than the 

distance traveled to the target, resulting in a molecular beam. 

MBE growth occurs under conditions far away from thermodynamic equilibrium 

and is governed by the interaction between the atoms of the surface and the impinging 

adatoms. This is different than the case, for example, of chemical vapor or liquid phase 

epitaxy where the growth takes place near thermodynamic equilibrium as the vapor or 

liquid crystallizes on the substrate surface. This characteristic of the MBE technique 

ensures abrupt compositional and doping transitions [2.1]. Also, growth rates during 

molecular beam epitaxy are typically on the order of 1 J.1Il1 per hour. This slow growth 

rate allows for very precise control over changes to the material composition in the 

growth direction, making it possible to obtain the very abrupt material transitions 

desirable for a number of semiconductor applications. Another advantage of this slow 

growth rate is the ability of the adatoms to migrate on the surface, ensuring smooth films 

[2.1]. 
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effusion 
cell 

constituent elements 

substrate 

Figure 2.1. Basic MBE growth chamber schematic. Adapted from 
Herman and Sitter [2.1 ]. 

A basic schematic of an MBE system is shown in Figure 2.1. The substrate is 

fixed to a rotating sample stage that can be heated to the desired growth temperature. 

Since the sources are slightly off centre, the rotation of the stage helps to create a uniform 

film. The molecular beam is usually produced by heating elemental material in effusion 

cells contained within the growth chamber, in which an ultra high vacuum (UHV) 

environment is maintained (10"9 Torr). The temperature-induced elevation in the vapor 

pressure of the material allows atoms to escape from the surface and impinge on the 

substrate. Source material can also be supplied by gas sources, such as AsH3 and PH3, 

which are then thermally cracked to produce a flux of dimers and monomers. The use of 

gas sources results in a high number of these dimers and monomers, which can be 
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incorporated into the growth much more easily than the tetramers typical in solid group V 

sources [2.2]. Also, due to the storage of gaseous material in tanks outside the growth 

chamber, gas sources also offer a nearly infinite supply of material, with no need to break 

the vacuum when replenishing the source. The use of gas sources is referred to as gas 

source molecular beam epitaxy (GS-MBE) and is the arrangement used to produce all the 

growths studied in this thesis. 

2.2 High-Resolution X-Ray Diffraction Instrument and 
Measurement Theory 

High-resolution x-ray diffraction (HRXRD) is a well-known method of 

characterizing crystal structures, and is particularly useful in the study of epitaxial 

semiconductor layers. X-ray sources with wavelengths on the order of a few Angstroms 

are readily available, making it possible to probe the individual atomic plane spacings of 

a semiconductor crystal. The biaxial strain between layers of different materials causes a 

contraction or dilation of the crystal lattice in the growth direction, altering the lattice 

spacing between atomic planes. With knowledge of the constituent materials in the layer, 

measurements of these altered spacings allows for quantification of the material 

composition. In the measurements performed for this thesis, strain at the superlattice 

interfaces allowed for the development of an interfacial composition model in the 

InGaAs/InP material system. 

A typical x-ray diffraction setup is illustrated in Figure 2.2. A sample is mounted 

on a movable stage and irradiated with a collimated and nearly monochromatic beam of 

x-rays. The x-rays enter the sample and interact with the crystal lattice, which acts like a 
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diffraction grating. A movable detector then records the diffraction pattern formed by the 

emerging x-rays. Single-layer growths can often be analyzed by leaving the detector 

stationary and rocking the sample stage through a small angle. Hence, the diffraction 

patterns produced by XRD are often referred to as "rocking curves". 

Slitl 

incident beam 

detector 

Figure 2.2. Basic x-ray diffraction arrangement, adapted from Bowen 
and Tanner [2.3]. 

Through use of the Bragg law one can determine the lattice constant of the crystal 

under investigation [2.4]. 
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Figure 2.3. Bragg diffraction from the crystal planes of a 
semiconductor [2.4]. 

n2=2dsinB (2.1) 

In Equation 2.1, n represents the diffraction order, A, is the x-ray wavelength, dis the 

distance between the diffracting planes, and B is the Bragg angle. Thus, diffraction of the 

x-ray beam from a given set of crystal planes will create a signal, measurable by a 

detector. To probe the spacing between individual atomic layers in 111-V semiconductor 

crystals it is necessary to perform the XRD measurement at the Bragg angle 

corresponding to n = 4. This necessity arises due to the fact that d in Equation 2.1 is 

typically defined as the lattice constant a. In the zincblende lattice there are 4 atomic 

layers in each unit cell. Choosing n = 4 ensures that the { 004} family of planes will be 

probed and information on individual atomic plane spacing will be collected. 
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(a) 

(b) 

Figure 2.4. Channel cut crystal (CCC) beam conditioners used in 
XRD experiments [2.3]. This particular conditioner can be used in 
two different arrangements: (a) high resolution, and (b) high 
intensity. 

To achieve the highest accuracy in the measurement of the lattice spacing from 

Equation 2.1 it is important to ensure that the incident x-ray beam is well collimated and 

nearly monochromatic. Due to the finite spectral width and beam divergence present in 

x-ray beams from common sources it is necessary to make use of beam conditioners to 

achieve the desired characteristics, as illustrated in Figure 2.4. In a channel cut crystal 

(CCC) beam conditioner the beam from the x-ray source is channeled through a series of 

reference crystal reflections. These consecutive reflections reduce the beam divergence 

and eliminate unwanted wavelengths. This results in a beam that is nearly 

monochromatic and very well collimated, allowing high-resolution measurements of the 

distances between crystal planes [2.3]. In the experiments performed for this study the 
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beam conditioner was arranged as illustrated m Figure 2.4a to achieve the highest 

resolution. 

In the characterization of an epitaxial layer on a reference substrate the splitting of 

the layer peak from the substrate peak can be used to quantify the difference in strain 

between the two materials. For example, consider a layer of InGaAs grown on an InP 

substrate with a nominal composition chosen to match the lattice of the substrate. From 

Equation 2.1, splitting of the layer peak from the substrate peak toward lower angles 

indicates compressive strain due to excess indium in the layer. Conversely, splitting to 

higher angles indicates tensile strain and a deficiency of indium in the layer. This 

relationship is demonstrated visually in Figure 2.5. 
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Figure 2.5. Epitaxial layer peak splitting relative to an InP substrate 
peak as a function of the epitaxial layer lattice constant. Compressive 
strain occurs in the lower right quadrant and tensile strain occurs in 
the upper left quadrant. 9 = 28°, A= 1.541 A. 
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Equation 2.1 can be manipulated into a form more useful in quantifying mismatch 

between epitaxial layers and substrates. Taking the derivative with respect to the Bragg 

angle gives: 

od - = -oB cot{} 
d 

(2.2) 

where &1 is the difference between the lattice constant of the epitaxial layer and the 

substrate in the growth direction. For use in the characterization of material strain this 

equation must be modified to account for Poisson ratio effects. As shown in Figure 2.6, 

the strain between the unrelaxed layer and substrate will exaggerate the difference 

between the two lattice constants. This exaggerated lattice constant is the value collected 

from the HRXRD measurement, and must therefore be corrected through use of the 

following expression: 

(
1-v) 

m=m* 1+v (2.3) 

where m * is the effective lattice mismatch, represented by the left hand side of Equation 

2.2, and m is the actual lattice mismatch between the two relaxed materials [2.5]. 

Equation 2.2 and Equation 2.3 can be combined to form a corrected differential Bragg 

equation: 

(
1-v) m =- -- oBcotB 
1+v 

(2.4) 

Figure 2.5 does not account for the Poisson ratio effect included in Equation 2.4. 

Accounting for this additional effect, a plot of peak splitting as a function of lattice 

mismatch can be produced as in Figure 2.7. 
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(a) (b) 

Figure 2.6. Tetragonal distortion of a mismatched epitaxial layer. (a) 
Strained layer conforms to the lattice of the substrate; (b) Layer is 
fully relaxed. Adapted from Bowen and Tanner [2.5]. 
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In the study of superlattices (SLs ), analysis of the rocking curves becomes more 

complex. Instead of the single peak corresponding to the film there are a number of 

satellite peaks. The satellite peaks are spaced symmetrically about a central superlattice 

peak, which represents the average strain in the entire structure relative to the substrate. 

The angular separation between the satellite peaks is given by: 

2A{sinBn -sinB0 }= ±nA. (2.5) 

where A is the period of the SL (equal to the combined thickness of one InP and one 

InGaAs layer), Bn is the diffraction angle for the satellite peak of order n, 80 is the angle 

for the zero-order (n = 0) satellite peak, and A, is the Cu Ka1 x-ray wavelength of 1.541 A 

[2.6]. Note that the definition ofn in Equation 2.5 is different than that of Equation 2.1, 

in that n now refers to the satellite peak order. 

The inability to effectively measure x-ray phase information makes it impossible 

to reconstruct the lattice from measured x-ray rocking curves [2.7]. Instead, specialized 

software can be used to create simulated curves based on variable input parameters. 

These simulated curves can be compared to the experimental curves and fine-tuned by 

adjustment of the input parameters to find the best-fit to the data. 

2.3 HRXRD Experimental Details 

Rocking curves of the (004) reflection were produced using the Bede D1 system 

with the channel cut crystal (CCC) beam conditioner in the four-bounce arrangement 

(Figure 2.4a) to optimize scanning resolution. A sample of the InGaAsllnP SL was 

placed on the sample stage and fixed in place with small metal clips and blocks. The 
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stage was then fastened to the sample stage mechanism with a setscrew. The system was 

run through a calibration routine to optimize the signal strength at the detector by finding 

an ideal translational location for the sample stage. After achieving an acceptable stage 

location, the detector and sample angles were moved to the appropriate positions to 

collect data from the (004) Bragg peak of the substrate (InP). With the detector slit 

removed, manual adjustments were made to the detector angle 8, the sample rocking 

angle ro, the sample tilt angle x, and the sample rotation angle cp, to optimize the signal 

strength. The detector slit was then replaced and the manual optimization was repeated. 

Beam and detector slits were chosen to maximize the number of x-rays incident 

upon the sample and to ensure minimal background signal at the detector. Four different 

slits were used to manipulate the x-ray beam: the initial beam definition slit, located 

between the x-ray source and the first CCC; the primary beam definition slit, located after 

the second CCC; the secondary beam definition slit, located immediately after the 

primary beam definition slit; and the detector slit at the detector opening. These 4 slits 

are illustrated in Figure 2.2 and labeled 1-4 in the order listed below. Shapes and size 

choices for these slits were as follows: 

• Initial beam definition slit: 5 or 1 0 mm diameter circle (depending on size 

of sample) 

• Primary beam definition slit: 5 or 1 0 mm diameter circle (depending on 

size of sample) 

• Secondary beam definition slit: 0.5 mm vertical slit 

• Detector slit: 0.5 mm vertical slit 
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To include the satellite peaks of the superlattices it was necessary to scan over 

much larger angles than is required in the case of a single epitaxial layer. For this reason, 

scans were performed in the ro-26 mode, meaning that the detector angle (9) changed at 

twice the rate of the sample angle ( ro) to stay in line with the diffracted beam from the 

sample. Measurement step sizes were chosen around 10 seconds of arc and measurement 

times ranged from 10 to 35 seconds depending on the angular breadth of the diffraction 

pattern. Scanning in this fashion, individual scans took ~ 10 - 18 hours to complete. 

2.4 Photoluminescence Instrument and Measurement Theory 

Luminescence in semiconductor materials occurs as electron-hole pairs 

recombine, causing the emission of a photon. The emission of photons by this process 

creates a spectrum that can be collected and analyzed to characterize the excited material. 

The electron-hole pairs can be created through a number of excitations, including 

inelastic collisions with high-energy electrons (cathodoluminescence), application of a 

strong electric field (electro luminescence), or the absorption of photons 

(photoluminescence). Photoluminescence spectroscopy (PL) is a simple, non-destructive 

technique, in which the electron-hole pairs are produced through the absorption of laser 

light and the luminescence spectrum is analyzed to characterize the irradiated sample. 

PL measurements are often used in the characterization of semiconductors. The 

emitted photon has energy equal to the difference between the energy levels of the 

electron and hole. Thus, luminescence occurring due to recombination of electrons from 

the bottom of the conduction band and holes from the top of the valence band can be 
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measured to determine the material bandgap. In addition to direct band-to-band 

transitions, luminescence spectroscopy can provide information about impurities (ie. 

donor and acceptor levels) and energy shifts due to temperature changes and quantum 

confinement. Analyzing the combined effect of these variables can provide insight into 

the structural and compositional characteristics of a specimen. 
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L1 L2 

Grating monochromator 
Sample in cryostat 

Figure 2.8. Basic PL system schematic. The sample is excited with the 
Nd:YAG laser and the luminescence is collected by lenses Ll and L2. 
The monochromator permits analysis of specific wavelengths at the 
detector (D). Adapted from Perkowitz [2.8]. 

A schematic of the PL setup is shown in Figure 2.8. The cryostat is used to cool 

the sample to increase resolution by reducing thermal broadening, which is roughly equal 

to kbT, where kb is the Boltzmann constant and Tis the sample temperature. Cooling also 

helps to reduce the probability of non-radiative recombination, increasing the efficiency 

of the luminescence, and prevents the ionization of impurities [2.8]. The sample is 
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excited by a Nd:YAG laser which produces light of wavelength 532 nm to excite the 

InGaAs!InP SL structures (Eg :::::: 1500 nm). The luminescence from the sample is then 

collected by a pair of lenses and focused into the opening of a monochromator. The 

monochromator is used to select a narrow band of wavelengths to send to the detector 

(marked D in the figure), which detects the intensity of the luminescence. The 

monochromator scans through a range of wavelengths and the computer records the 

intensity profile. 

2.5 PL Experimental Details 

Small samples of each of the SLs were cleaved and arranged on a rectangular 

piece of copper ~ 12 mm x 30 mm and ~ 1 mm thick. The samples were fixed in place 

with a small amount of vacuum grease in an arrangement as shown in Figure 2.9. The Cu 

base-plate was then fixed to the sample stage in the cryo-head of the PL system with 

heat-sink paste. The purpose of fixing the samples to the Cu plate was to facilitate the 

ease of placement in, and removal of the samples from, the system with minimal 

contamination of the sample surfaces during handling. 

~ [ID [9 
[Q] [§] [EJ @] 

[8] 

Figure 2.9. SL sample arrangement on Cu base. Sample numbers are: 
(A) 4297 (B) 4298 (C) 4394 (D) 4395 (E) 4396 (F) 144 (G) 145 (H) 146. 
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With the samples fixed to the sample stage of the cryo-head, the cover was 

attached and the system evacuated with a roughing pump while being heated with the 

stage heater and an external heating tape to expedite the degas process. After the system 

reached ~10 mTorr the cryo-pump was turned on to cool the samples. This process took 

~4 hrs. 

Having achieved the lowest possible temperature (~23 K), the Nd:YAG laser and 

the electronics were turned on. The laser, operating at a wavelength of 532 nm, was 

focused on the Cu base between samples to get a rough alignment of the optics using the 

scattered laser light. The laser was then focused on sample A of Figure 2.9 and the 

monochromator was scanned through wavelengths around the expected peak energy. 

After fmding the main PL emission peak with the monochromator, the signal intensity 

was optimized by adjustments to the optical alignment and the phase of the lock-in 

amplifier, with the detector slits open to 500 j..Ull. A reference reading from the detector 

was taken to facilitate normalization of the curve during analysis, and the system was 

then set to scan over a range encompassing the details of the peak in 1 nm steps using the 

plscan. bas computer program. 

After completion of the scan, the temperature was increased by use of the stage 

heater, another reference intensity reading was taken, and another scan was collected. 

This process was repeated for 12 temperatures: 23, 27, 30, 35, 40, 50, 60, 80, 100, 150, 

200, and 300 K, with the optical alignment left undisturbed. The cryo-head was re­

cooled and the laser was then focused on the next sample and the whole alignment and 

scanning process was repeated for each sample 
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2.6 Scanning Electron Microscopy Instrument and 
Measurement Theory 

Imaging with electrons is a very powerful tool in the characterization of 

semiconductor crystal structures. The advantage of this technique lies in the electron de 

Broglie wavelength A, defmed by 

A=hlp (2.6) 

where h is Planck's constant and p is the particle momentwn. Neglecting relativistic 

effects, the kinetic energy of an electron accelerated through a potential difference V can 

be written 

1 2 
-mv =eV 
2 

(2.7) 

where m, v, and e are the electron mass, speed, and charge, respectively. Equations 2.6 

and 2.7 can be combined to describe the electron wavelength as a function of the 

accelerating voltage V: 

A= h 
.J2meV 

(2.8) 

Thus, electrons accelerated through a potential difference of tens of volts can quickly 

achieve a wavelength on the order of Cu Ka.1 x-ray radiation (1.541 A). And, when 

accelerated through 100 kV, wavelengths on the order of a few picometres are possible. 

The ability to probe materials with such small wavelengths creates the potential for 

extreme resolving power. 

Unlike x-rays, the charge of electrons permits focusing of the beam via magnetic 

lenses, preserving the phase information that would be lost in HRXRD experiments [2.7]. 
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The charged nature of electrons also causes significant interaction with the sample 

material. Therefore, electrons are best suited to probing samples thinner than ~ 1 J..Lffi, 

whereas the penetrating power of x-rays makes them useful in the analysis of thicker 

samples [2.4]. This short penetration depth makes the electron probe a valuable tool in 

the characterization of topographical features, and is exploited in the scanning electron 

microscope (SEM). 

As electrons from the energetic electron beam (~ 20 ke V) enter the sample, they 

participate in elastic and inelastic scattering events. Inelastic scattering events produce 

secondary electrons, x-ray photons, cathodoluminescence, and Auger electrons, while 

elastic scattering events produce backscattered electrons. These events limit the 

penetration depth of the beam and form an interaction region as illustrated in Figure 2.1 0, 

which shows the classical teardrop shaped region of x-ray production (region 1), the 

depth from which backscattered electrons can escape (region 2), the thin film from which 

secondary and Auger electrons can escape (thin hatched region), and the entire 

interaction volume (region 3). 
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PE 

Figure 2.10. Interaction volume of the SEM electron beam. Primary 
electrons (PE), x-ray photons (X), backscattered electrons (BSE), 
secondary electrons (SE), and Auger electrons (AE) are identified. 
Four regions of interest are also identified: (1) teardrop shaped region 
of x-ray production, (2) escape depth of backscattered electrons, (3) 
entire volume of interaction, (thin hatched region) escape depth of 
Auger and secondary electrons. Adapted from Reimer [2.9]. 

The SEM images produced for this thesis report were created from the collection 

of either secondary electrons or backscattered electrons. Auger electrons and 

cathodoluminescence are mentioned above for completeness, while x-rays will be 

discussed in Section 2.8.2 with regard to EDS measurements. 

Secondary electrons are created through inelastic collisions between the incident 

electrons and atomic electrons in the sample. The incident electrons are energetic enough 

to impart some of their kinetic energy to atomic electrons in the sample, permitting them 

to move within the material until they either escape from the surface into the vacuum, or 
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are brought to a halt by inelastic collisions with other atomic electrons in the specimen. 

These secondary electrons have much less kinetic energy than incident electrons ( <1 00 

eV), and so are only able to escape from a small depth (~2 nm) below the surface. This 

shallow escape depth makes secondary electrons very useful in the characterization of 

topographical features [2.10]. 

Images constructed from the collection of backscattered electrons are also useful. 

Backscattered electrons have a much higher energy than secondary electrons, and are 

produced through elastic scattering from the positively charged nuclei in the lattice. The 

large mass of the nuclei compared to the incident electrons causes a negligible loss in 

electron kinetic energy after the collision. Thus, these collisions simply redirect the 

incident electrons. This higher energy allows for a longer escape depth and makes 

backscattered electrons less capable of resolving fine topographical details than 

secondaries. However, the scattering probability of backscattered electrons increases 

with increasing atomic number (Z), making backscattered electron imaging useful in 

creating contrast between materials of different atomic number (high z-contrast) [2.11]. 
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Figure 2.11. Basic SEM instrument schematic. Adapted from Egerton 
[2.12]. 
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Figure 2.12. SEM electron beam diagram showing the lens focal 
lengths (t) and the lens spacings (L). Adapted from Reimer [2.13]. 
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The basic SEM set-up is shown in Figure 2.11. Incident electrons are produced in 

an electron gun and focused by a set of magnetic condenser lenses. The beam is focused 

to a fme point on the sample surface by a fmallens called the objective lens [2.12]. A 

more detailed diagram of the electron lens system is shown in Figure 2.12, which shows 

the effects of the lenses and apertures on the beam. The beam interacts with the sample, 

ejecting secondary and backscattered electrons. These escaping electrons are then 

collected by a detector, positioned to collect either secondary or backscattered electrons. 

The beam is then scanned across a small rectangular area of the sample surface, while the 

detector records the number of electrons captured at each point on the surface. Contrast 

is created from changes in the number of electrons ejected from the surface (electron 

yield) as the beam is scanned from point to point on the sample surface. This information 

is sent to a computer to construct an image of the surface. 

Figure 2.13. The relationship between topographical features and 
secondary electron yield. Adapted from Egerton [2.1 0]. 

Changes in secondary electron yield are due to topographical variations as 

illustrated in Figure 2.13. An incident electron beam of diameter d will produce a 

minimum secondary electron yield when incident on a surface that is normal to the beam 
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(region A in Figure 2.13). When incident on an angled surface, secondary electrons are 

generated in a larger volume within the escape depth o (region Bin Figure 2.13). 

To image in secondary electron mode, a scintillator-photomultiplier combination 

detector, set to the side of the sample chamber (Figure 2.11 ), collects the escaping 

electrons as the beam scans the surface, creating contrast according to the number of 

electrons collected at each point. This detector is called the Everhart-Thornley detector. 

The detector is biased ( ~ 1 00 V) to exploit the low kinetic energy of secondary electrons 

and direct them into the detector opening. This bias is too low to redirect the 

backscattered electrons, making this technique well-suited to secondary electron imaging 

[2.14]. The electrons are then accelerated through a large potential (~10 kV) to give them 

sufficient energy to excite the scintillator material. The photomultiplier tube then detects 

light from the scintillator. 

Backscattered electrons are more efficiently collected by a Robinson detector, 

which is placed directly over the specimen, and is ring-shaped to allow the primary beam 

to pass through the centre [2.11]. The physics of operation are the same as the Everhart­

Thornley detector, except that there is no additional acceleration of the electrons toward 

the scintillator, making this detector insensitive to secondary electrons. 

2. 7 SEM Experimental Details 

All SEM images produced for this thesis report were made with a JEOL JSM-

7000F SEM equipped with a field-emission electron gun. Small samples were cleaved 

from each NW growth and marked for orientation. Marking was accomplished by 
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scoring each sample with a small chevron pointing in the direction of the major flat ([O­

Il] direction of a (lll)B-oriented wafer). Samples were fixed to steel stubs using silver 

paint or carbon adhesive tape to ensure a good electrical contact. Stubs were fixed to the 

sample stage with a setscrew and placed into the load-lock, which was then pumped to a 

pressure of ~ 1 o-3 Pa. The stage was then transferred into the main chamber and onto a 

movable stage via a transfer arm. After reaching a pressure of ~ 1 0-4 Pa the valve to the 

field emission electron gun was opened. With the secondary electron detector selected, 

the stage was raised to the smallest working distance possible with the coarse focus knob 

and an image was formed at the lowest magnification (30x). 

Before increasing the magnification or making fme adjustments to the focus the 

sample stage was rotated on the axis of the electron probe so that the chevron marking on 

the sample surface pointed upward in the image, ensuring that the [0-11] direction of the 

sample aligned with the vertical of the image. This adjustment ensured uniformity in the 

orientation of the images when characterizing surface feature orientation, as in the case of 

NW sidewall facets. 

Images were focused by use of the stage height adjustment at low magnification 

and by adjustments to the objective lens at high magnification. For magnification above 

~5,000 times it was necessary to make careful adjustments to the beam stigmators to 

avoid distortions due to astigmatism. The accelerating voltage ranged from 5 to 15 ke V 

and was adjusted to achieve the best balance between resolution and background noise. 

Focus and astigmatism adjustments were made using a high scan rate to make fme 

adjustments easy to see. After optimizing the sharpness of the image, the brightness and 
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contrast were adjusted and the scan rate was reduced to achieve the best signal-to-noise 

ratio. To image using backscattered electrons a Robinson detector was inserted directly 

above the sample. All images were exported as 8-bit TIFF files, displaying the 

magnification, detector type, working distance, and accelerating voltage. 

2.8 Transmission Electron Microscopy and Energy Dispersive 
X-Ray Spectroscopy Instrument and Measurement Theory 

2.8.1 Transmission Electron Microscopy 

Similar to the operating principle of a light microscope, a transmission electron 

microscope (TEM) can reconstruct an image from electrons transmitted through a thin 

portion of the sample. To permit the transmission of electrons it is important to have a 

thin sample (<200 nm) and an energetic electron beam (>100 keV) [2.15]. Thinning of 

samples often requires a time-consuming mechanical abrasion process followed by 

precise ion milling. Fortunately, the nanowires analyzed in this thesis were often thinner 

than 100 nm, making the sample preparation procedure much simpler. 

In contrast to the highly focused incident beam used in SEM, the TEM incident 

beam is slightly defocused at the specimen by the condenser lenses to create a nearly 

uniform illumination over the area of interest on the specimen. The electron gun and 

condenser lenses of the TEM, although larger, are arranged in much the same way as in 

the case ofthe SEM [2.12]. However, the objective lens is placed behind the specimen 

and there are a number of additional lenses and apertures required to form an image from 

the transmitted electrons. A basic schematic of the TEM imaging system is shown in 

Figure 2.14. As the electrons are transmitted through the specimen they are redirected as 
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they encounter atomic nuclei (elastic scattering) and atomic electrons (inelastic 

scattering). The dashed line in the figure illustrates the path of a scattered electron. 

These scattering events, especially elastic scattering events, are the key to the formation 

of a TEM image. The emerging electrons are then collected by the objective lens, 

providing the initial magnification of the specimen image. Fine adjustments to the 

current in the objective lens allow the operator to tune the focus of the image. Since the 

objective lens provides the first 20-30 times magnification the quality of this lens (low 

spherical and chromatic aberrations) is critical to the quality of the final image [2.16]. 
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Figure 2.14. Basic schematic of the TEM imaging system. The dotted 
line follows the path of electrons scattered at a small angle to the 
incident beam and the solid line follows the path of an electron 
traveling parallel to the incident beam. The single arrows show the 
electron path with the intermediate lens set to form an image on the 
viewing screen; the double arrows show the electron path with the 
intermediate lens set to form a diffraction pattern on the viewing 
screen [2.17]. 
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The objective lens is followed by two apertures: the objective aperture, which is 

located at the back focal plane of the objective lens; and the selected-area diffraction 

(SAD) aperture, located at the plane of the specimen image created by the objective lens. 

The objective aperture enhances the contrast of the image by absorbing electrons 

scattered through large angles, causing regions of high scattering probability to appear 

darker at the viewing screen [2.18]. As the name suggests, the SAD aperture allows the 

user to select a small area of the specimen for diffraction, eliminating contributions from 

the surrounding material. The diameter of this aperture corresponds to a magnified 

region of the specimen. 

The intermediate lens serves two purposes. First, the current in the lens can be 

adjusted by the user to alter the magnification of the image at the viewing screen. 

Second, the intermediate lens can be toggled to display either the magnified image or the 

diffraction pattern of the specimen on the viewing screen. The final image is then 

expanded to fill the viewing screen by the projector lens. 

2.8.2 Energy Dispersive X-Ray Spectroscopy 

It has already been demonstrated that an energetic electron beam can eject 

electrons from the sample (Section 2.6). The energy of the incident electrons is often 

high enough that K- and L-shell electrons can be liberated from the specimen (Figure 

2.1 0), which is especially true in the TEM due to the high energy (> 1 00 ke V) of the 

electron beam. The emission of x-ray photons can occur as the upper-level electrons 

loose energy to fill the vacancies. The energies of these x-rays are specific to the atom 
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and energy transition from which they originate [2.19], making it possible to identify the 

chemical elements illuminated by the beam. Detailed analysis of the x-ray spectrum 

forms the basis of energy dispersive x-ray spectroscopy (EDS). Through this technique, 

one can identify different atomic species present in the sample and make local 

compositional measurements. 

To make characteristic x-ray measurements with high spatial resolution it is 

necessary to adjust the incident beam so that it forms a small point to scan across the 

specimen, much like the case ofthe SEM. Use of the TEM in this arrangement is called 

scanning transmission electron microscopy (STEM). The x-ray spectrum collected at the 

EDS detector can be directly related to a small region under the electron beam. Since 

TEM samples are much thinner than those prepared for SEM, and the electron energy is 

much higher, the interaction volume becomes significantly reduced. This gives x-ray 

analysis higher resolution capabilities in the TEM than in the SEM. 

To extract compositional information from the spectrum, beyond simply 

identifying which elements are present, it is important to understand the origin of the x­

rays. The probability that a K- or L-shell electron will be ejected (the ionization cross­

section) and the probability that the ionized atom will emit an x-ray photon instead of an 

Auger electron (the fluorescence yield) are strongly dependent on the excited element. 

The ionization cross-section is also dependent on the energy of the electron beam, having 

an optimum value for ionization of each shell of each element [2.20, 21]. With an 

understanding of these dependencies, and utilizing specialized computer software [2.22], 

specific concentrations of different elements in the specimen can be mapped. 
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2.9 TEM and EDS Experimental Details 

After sample preparation the specimen was loaded into the double-tilt TEM stage 

with vacuum tweezers. The stage was then inserted into a Gatan Model 950 Advanced 

Plasma System and submitted to a 2 min plasma treatment to remove hydrocarbon 

contaminants that would otherwise cause blackening of the sample surface under the 

electron beam. After the plasma cleaning treatment, the tip of the stage was inserted into 

the microscope column through the load-lock ofthe JEOL 2010F high-resolution TEM. 

A beam alignment procedure was then performed to optimize the instrument resolution. 

To obtain images capable of resolving individual columns of atoms in the lattice it 

was necessary to carefully adjust the tilt of the specimen to align these columns with the 

electron beam (zone axis alignment). This orientation was achieved by carefully tilting 

the specimen while watching the diffraction pattern. After achieving the zone-axis 

orientation high-resolution images were recorded using a CCD camera and saved into the 

Digital Micrograph [2.23] proprietary file format. 

The microscope was switched into STEM mode to perform EDS measurements. 

The image was adjusted in the CRT display to optimize the orientation and magnification 

for the desired measurement. Points or lines of interest were selected in the INCA EDS 

software [2.22] and the x-ray detector was opened to begin collection of the spectra. The 

INCA software was also used in the analysis of the x-ray spectra to gather the element 

concentrations in samples. 

Note: all of the TEM images and EDS spectra were produced with by, or under 

the supervision of, Fred Pearson. 
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3 High-Resolution X-Ray Diffraction and 
Photoluminescence Analysis of lno.s3Gao.47As/lnP 
Superlattices 

3.1 Introduction 

Superlattices (SLs) consist of multiple layers of materials of various compositions 

and/or doping. These structures often have a periodic structure that can be analyzed by 

high-resolution x-ray diffraction (HRXRD) measurements. With the aid of computer 

simulations these measurements allow for very detailed determination of material 

composition, and are utilized in the characterization of the interfaces between the SL 

layers. Photoluminescence (PL) measurements were made at a range of temperatures for 

each SL to provide some additional support to the HRXRD results. These characteristics 

were used as a baseline in the explanation of the InGaAs/InP heterostructure NW s 

analyzed by TEM measurements in Chapter 5. 

InGaAs/InP multiple quantum wells and superlattices have numerous 

optoelectronic applications including semiconductor photodiodes, light sources, and 

modulators [3.1-6]. InGaAs/InP heterostructures are also a model system for 

understanding semiconductor growth processes where mixed group-III and group-V 

interfaces are involved. The growth of nominally lattice-matched InGaAs/InP 

heterostructures and SLs grown by chemical beam epitaxy (CBE), metalorganic vapor 

phase epitaxy (MOVPE), or molecular beam epitaxy (MBE) has therefore been 

investigated by numerous authors [3. 7 -16] and a number of widely varying growth 

models have been developed. 
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During the gas-switching phase of InGaAsllnP heterostructure growth, there is an 

exchange of group-V atoms across the interface. This exchange results in changes to the 

structural properties of SLs or multiple quantum well structures. Benzaquen et al. [3.7], 

for example, developed a CBE growth model with three mono layers (MLs) of 

lnAso.1sPo.2s at the InGaAs-on-InP interface and 2 MLs of lno.s2Gao.4sAso.21Po.79 at the 

InP-on-InGaAs interface. In another CBE study, McKay eta!. [3.10] arrived at a similar 

result, with a 5 A InAso.6sPo.3s layer at the InGaAs-on-InP interface and a 5 A 

Ino.s32Gao.46sAS0.2Po.s layer at the InP-on-InGaAs interface. Through an XRD study Leys 

et a!. [3 .17] reported a model consisting of one ML of InAs and one underlying ML of 

InAso.sPo.2 at the InGaAs-on-InP interface but provide no composition for the other 

interface, which is noted to be a compressively strained quaternary layer. Finally, a 

larger interfacial effect has been proposed by Sherwin eta!. [3.11], which involves an 

interfacial region of ~5 ML oflno.7sGao.2sAso.sPo.s. 

InGaAsllnP SLs grown by MOVPE have also been reported with 2-3 MLs of 

InGaAsP at the InP-on-InGaAs interface and 2-4 ML of InAsP at the InGaAs-on-InP 

interface due to As/P exchange [3.12, 13] Krost et a/.[3.9], suggested that only a fraction 

of a monolayer of InAs is created during the gas switching from PH3 to AsH3 after 

completion of the InP layer and that a fraction of a monolayer of lno.4Gao.~so.7~0.296 is 

created at the inverted interface to create the strain balance necessary to fit their XRD 

rocking curves. 

In SLs grown by MBE, Vandenberg et al. [3.14] performed an analysis using a 

kinematical diffraction step model which suggested that interfacial compositional 
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deviations occur over less than one ML. As will be shown, this is not believed to be the 

case in the structures studied in this article. In another article by the same authors [3.15], 

the presence of a 9 A thick layer oflno.sJGao.47Aso.9ssPo.ots at the InP-on-InGaAs interface 

is reported due to substitution of P for As in the lno.s3Gao.47As layer during growth 

interruption. This larger interfacial region is reinforced by Shiau et al. [3.16] who 

suggested the presence of 4 ML of compositionally graded InAsP at the InGaAs-on-InP 

interface. 

This chapter describes a comprehensive HRXRD study in which an alternative 

interface model is proposed for InGaAs/InP SLs prepared by gas source MBE (GS-

MBE). This model accounts for grading in the interfacial layers and is shown to be valid 

over a range of superlattice periods. 

3.2 Super/attice Growth Procedure 

The samples studied in this work were lattice-matched lno.S32Gao.46sAs/InP SL 

structures grown by GS-MBE in which the lnP barrier and InGaAs well layers were of 

equal thickness. Samples were grown with nominal SL periods ranging from 36 to 400 

A, corresponding to a range of 12 to 136 monolayers (MLs), with one ML defmed as one 

layer of group-III atoms and one layer of group-V atoms. The structures were all grown 

with 30 periods of InGaAs/InP with the exception of the 400 A samples, which were 

grown with 20 periods. One of the 400 A samples (sample 4394) was terminated with a 

500 A InP cap layer, grown at low-temperature (300 °C). This cap layer made it possible 

to perform a detailed annealing study of the interface smearing, not reported in this thesis. 

Three of the samples (4297, 4298, and 4394) were grown on n-type (100) substrates with 
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the remaining five grown on semi-insulating (100) InP substrates to allow for 

characterization by magnetoresistance measurements (not presented in this thesis). These 

growths were performed during an equipment upgrade period, in which the GS-MBE 

system was replaced. Thus, some of the samples were grown in a custom-built MBE 

system ("old" MBE system) and some were grown in a commercial system designed by 

SVT Associates, Inc., ("new" MBE system). As will be discussed below, there are some 

observed differences in the results based on this distinction. Table 3.1 shows the nominal 

period, substrate doping, and system on which each of the samples was grown. 

SL Sample Nominal InP Substrate MBE 
Number Period (A) Do pin~ System 

4297 60 n-type Old 
4298 42 n-typ_e Old 
4394 400* n-type Old 
4395 36 semi-insulating Old 
4396 90 semi-insulating Old 
144 60 semi-insulating New 
145 42 semi-insulating New 
146 400 semi-insulating New 

Table 3.1. Tabulated InGaAs/InP superlattice sample parameters. 
*Sample 4394 was grown with a low-temperature, 500 A InP cap 
layer. 

All samples were grown with a substrate temperature of 465 °C. The growth 

times required to achieve each nominal layer thickness were determined by stylus 

profilometry measurements on previous thick-layer (3000- 4000 A) calibration samples. 

The IniGa flux ratios required for lattice-matching of the InGaAs layers to InP were 

established by (400) double-crystal high-resolution x-ray diffraction (HRXRD) rocking 

curves on the same thick-layer calibration samples. Based on these measurements, the 

mismatch of the InGaAs layers to the InP lattice is expected to be less than 0.02%. 
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In GS-MBE, the group-V constituents are supplied primarily in the form of As2 

and P2 from the pyrolysis of AsH3 and PH3 in a dual filament cracker operating at 950 to 

1000 °C. Throughout growth, the In flux rate remained constant corresponding to an InP 

growth rate of 0.532 J.Ulllhr and a VIlli flux ratio of 2.0. Growth of the InGaAs layer 

occurred at a total growth rate of 1.0 J.Ulllhr and a VIlli flux ratio of 1.5. Switching of the 

molecular beams at the InGaAs-on-InP interface occurred by ftrst shuttering the In beam 

to terminate growth of the InP layer, initiating AsH3 flow, terminating PH3 :flow, waiting 

30 seconds, and then opening the In and Ga shutters to initiate growth of the InGaAs 

layer. Similarly, molecular beam switching at the InP-on-InGaAs interface occurred by 

fust shuttering the In and Ga beams to terminate growth of the InGaAs layer, initiating 

the PH3 :flow, terminating the AsH3 :flow, waiting 30 seconds, then reopening the In 

shutter. This sequence is illustrated schematically in Figure 3 .1. 

lnP Laye;:---=G=rowt=h;c___~ 

~ '===============~ 
~ 
Q:] =========!== 

lnGaAs Laxer Growth 

~ ==~============~==== 

lnP Laye;: Growth 
r 

Figure 3.1. MBE gas switching sequence for InGaAsllnP SL growth. 

3.3 HRXRD Results 

The structure of each SL sample was determined by comparing the measured 

rocking curves to simulated curves based on the interface model explained below. The 

simulated curves were obtained by using the Bede RADS Mercury (version 3.88) x-ray 

rocking curve simulation software [3.18] based on the Takagi-Taupin equations of 
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dynamical diffraction theory. Using this software the parameters of the model were 

varied to optimize agreement between the simulated and the measured rocking curves. 

Parameter values were optimized by minimization of an error function based on the 

mean-absolute error of the log-transformed data, instead of a typical mean-square error 

function. This choice of error function is particularly well suited to x-ray diffraction 

studies since the relevant features of the experimental data span many orders of 

magnitude [3.19]. 

The measured HRXRD rocking curves are shown in Figure 3.2, which exhibit the 

expected satellite peaks (order n = ±1, ±2, ... )centered around the average composition 

peak (order n = 0). The SL periods determined from Equation 2.5 are summarized in 

Table 3.2 (see page 56) and shown on the left side of each curve in Figure 3.2. As 

expected from Equation 2.5, the satellite separation increases as the superlattice period is 

decreased. 
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Figure 3.2. Measured BRXRD ( 400) rocking curves. The measured 
SL period is indicated on the left of each rocking curve in units of 
Angstroms and the sample numbers are shown on the right. Satellite 
orders are labeled and the curves are offset for visual clarity. The 
prime indicates the sample with the cap layer. 

146 

4394 

1 

In the samples with A = 400 A, the average composition peak can just be resolved 

from the substrate layer peak in Figure 3 .2, indicating a slight compressive strain of 

0.012% as calculated from Equation 2.4. This splitting is emphasized in Figure 3.3. The 

splitting of the zero-order satellite peak from the substrate peak increases with decreasing 

SL period as illustrated in Figure 3.4. The splittings range from ~30 to ~300 arcsec, 
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corresponding to compressive strain ranging from 0.012% to 0.12% as calculated from 

Equation 2.4. In the case of exact lattice-matching and perfectly abrupt interfaces it is 

expected that the zero-order peak will not be resolvable from the substrate peak, 

regardless of SL period. Even if the InGaAs composition was not lattice-matched the 

peak splitting would remain constant with changes in SL period. A lack of abrupt 

interfaces can explain the trend demonstrated by the solid line in Figure 3.4, which is a 

theoretical fit to the data using the structural model (model 2-1) discussed below. 

Another notable feature in Figure 3.2 is the presence of weak even-order satellite peaks, 

providing further evidence of non-abrupt interfaces in the SL structure. The intended SLs 

were to have layers of equal thickness, creating a square wave potential. Thus, for 

perfectly abrupt interfaces, the even-order satellite peaks are expected to be absent. The 

presence of even-order peaks in the x-ray diffraction patterns of Figure 3.2 indicates a 

failure to achieve perfectly abrupt interfaces. 
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Figure 3.3. Detailed XRD rocking curves of the two samples with A = 
400 A. The sample with the cap layer is shown as the lower curve. 
The zero-order superlattice (labeled 0) peak can just be resolved from 
the substrate peak. 
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Figure 3.4. Zero-order peak splitting versus superlattice period for 
measured (triangles) and simulated (solid line) data. 
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In terms of the consistency in the period of the SLs, the quality is quite good. 

This is apparent from the small amount of satellite peak broadening that occurs with 

increasing satellite order. A quantitative analysis of the peak broadening for the A = 400 

A samples shows that the FWHM of the satellite peaks increased by only about 1.5 

arcseconds with each consecutive order. Clear broadening with increasing satellite order 

is a sign of significant variations in the SL period [3.20]. When compared to data from 

other studies [3.21] the variation in the SL period can be estimated at about 0.3% (~ 0.5 

ML). 

3.4 Interface Modeling and Simulation 

To extract more information on the structural details of the interfaces, the 

HRXRD curves were simulated using different interface models and compared to the 

measured curves. The general model, shown in Figure 3.5, represents all five of the 

models considered. Previous work has shown that the P-terminated InP barrier layer in 

Figure 3.5(a) can have a large portion of its final atomic layer replaced by As during the 

gas-switching phase of growth [3.22]. The value Yia indicates the fraction of atomic P 

replaced by As in the top group-V layer of the InP surface at the InGaAs-on-InP interface 

(interface 1). A second interface layer with As composition given by Yib is introduced to 

account for the possible deeper penetration of As into an underlying group-V atomic 

layer. Similarly, Y2a and Y2b in Figure 3.5(b) indicate the atomic fraction of As at the InP­

on-InGaAs interface (interface 2). The resulting interface layer compositions used in the 

HRXRD simulations are indicated to the right in Figure 3.5(a) and (b). Using this 
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flexible model, various combinations of interface layer compositions were tested and 

compared to the experimental results. 

(a) As-

In!Ga-

(b) p-

In-

P-} In_ 1 1\U, 
lnAs P 

Y As+(1-y )P Yz:v2a l-Yzy2a 
2a 2a -} 

IniGa -- 1 l\U .. 

A +(1 )p ln0.532Gao.46sAsy,6·2a+Y2b)pl-Yi(~·2a+:v2b) 
Y2b s - y 2b --

In/Ga -- } 1 ML 
As~ 111o.532Ga0.46sAsy,(l+nhl Yz(L Y2b) 

IniGa~ l I•o.mGa, ... ,As 
As"--

Figure 3.5. Structural model for (a) interface 1 (InGaAs on InP) and 
(b) interface 2 (InP on InGaAs). 

Due to the switching of both the group-III and group-V composition at each 

interface, an intrinsic strain is present in the structure [3 .14]. This strain is present even 

in the case of perfect lattice matching of the InGaAs wells to the InP barriers, and no 

group-III or -V atomic exchange across the interfaces (Yt a = 0, Ytb = 0, Y2a = 1, Y2b = 1), 
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as illustrated in Figure 3.6. Due to the sharing of the group-V atomic layers by the 

adjacent group-III layers, there exists 1 ML of lno.s32Gao.46sAso.sPo.s at interface 1, and 1 

ML oflnAso.sPo.s at interface 2. If the structure is grown such that either the group-III or 

group-V composition remains unchanged across the interfaces, the intrinsic interfacial 

strain is avoided. This situation is illustrated in Figure 3.7 with an InGaP/InP SL as an 

example. 

I nGaAso.sPo.s 
Interface 1 

Well Layer 

Figure 3.6. Interface layers of a perfect InGaAsllnP SL structure. 
Transitional material compositions occur at the interfaces due to 
switching of both the cation and anion species across the interface. 
These transitional compositions create strain in the structure. 

Well Layer 

Interface 1 Interface 2 

Figure 3.7. Perfect interface model with no group-V change. No 
intrinsic interfacial strain is present because no transitional material 
compositions occur. 

From a weighted average of the end-member lattice parameters, the lattice 

parameter of InAso.sPo.s is 5.9635 A and the lattice parameter of lno.s32Gao.468Aso.sPo.s is 

5.7708 A, resulting in a compressive strain of 1.62% and a tensile strain of 1.67% in 

these layers, respectively. Thus, a net strain of 0.05% exists for each period of the SL. It 
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is assumed that this strain is confined to the interfaces and not graded through the 

surrounding layers. The thinnest SLs have a period of 36 A (12 ML) so the average 

strain in the structure is at most 0.05%/12 ML = 0.004% and the zero-order SL peak 

becomes unresolvable from the substrate peak. The primary effect of this intrinsic strain 

is to increase the intensity ofthe satellite peaks [3.14]. Thus, for an accurate simulation 

of the XRD rocking curves of the SLs it is necessary to include this effect. 

Simulated HRXRD rocking curves of the structure in Figure 3.6 are shown in 

Figure 3.8, using the measured period for each sample from Table 3.2. As expected for 

this model, the satellite peaks spread according to Equation 2.5, and the observed zero­

order peak splitting of the measured curves (Figure 3.4) does not appear. Also, the weak 

even-order satellite peaks in Figure 3.2 are absent in the simulated curves of Figure 3.8. 

It is therefore necessary to use the more general model of Figure 3.5 to explain the 

HRXRD measurements. 
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Figure 3.8. Simulated HRXRD rocking· curves of the SL structure 
illustrated in Figure 3.6. The measured SL period is indicated for 
each rocking curve in units of Angstroms. 

Due to limitations in computing power, and to prevent unphysical results, it was 

necessary to fix some of the parameter values before commencing the optimization 

routine. These parameters were: the group-III composition of the InGaAs wells, the 

individual interfacial monolayer widths, and the superlattice period. Based on previous 

thick-layer InGaAs calibrations, the In content of each InGaAs well was estimated to 

deviate by less than 0.3% from the lattice-matched value of 0.532. This was confirmed 

by the negligible splitting of the average composition peak from the substrate peak in the 

HRXRD curve for the large period (A= 400 A) SLs in Figure 3.3 and modeling of In-

segregation as will be discussed below. This made it reasonable to fix the In content of 

the wells at 0.532 for the simulations. Negligible exchange of group-Ill atoms at the 
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interfaces was assumed due to the high sticking coefficients of these elements under the 

growth conditions used in this work [3.23]. 

To account for the possibility of residual P present during growth of the InGaAs 

wells, the P content of the bulk InGaAs in the wells was allowed to vary between 0 and 

5%. It was found that the average value of this parameter for all the simulations was 

0.9997 ± 0.0005 and thus, by this simulation model, there is insignificant P 

contamination of the InGaAs wells. 

The widths of the interfacial monolayers were estimated from an average of the 

end member composition lattice parameters. It was found, upon further analysis, that 

small changes (~ 0.1 A) in the thickness of these interfacial layers due to biaxial strain 

had little effect on the simulated curves, thus confirming the appropriateness of the 

estimated values. With the InGaAs layer composition and thickness of the interfaces 

fixed as explained above, an appropriate thickness of the well/barrier layers was found by 

manual adjustment of the SL period to match the satellite peak spacings in the 

experimental data. The resulting periods, shown in Table 3.2, are the same as those 

determined by Equation 2.5. The InP and InGaAs layers were each assumed to constitute 

half the SL period. 

The models were labeled using the notation 1-1, 1-2, 2-1, and 2-2, the first 

number indicating the number of mixed group-V mono layers in the InP layer at interface 

1 and the second number indicating the number of mixed group-V mono layers in the 

InGaAs layer at interface 2. For the models with only one mixed monolayer at interface 

1, Ylb was fixed at 0. Likewise, for the models with only one mixed monolayer at 
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interface 2, Y2b was fixed at 1. With the appropriate parameters fixed as described above 

and with parameter value limits set to ensure physical results, the optimization routine 

was allowed to run. Each simulation took 24 - 48 hours to minimize the error function. 

Figure 3.9 shows all 4 simulated curves compared to the experimental data for 

each ofthe samples studied. To emphasize the need for group-V atomic exchange at the 

interfaces, a simulation of the perfect interface structure of Figure 3.6 is also included. 

Note that the satellite peak positions of the perfect interface model in Figure 3.9 do not 

match those of the measured rocking curves due to the absence of splitting between the 

substrate and zero-order peak in the perfect interface model. Also, it can be seen that the 

1-1 and 1-2 models have insufficient peak intensities to fit the measured curves, and is 

particularly prevalent in the samples with period 47 A, 60 A, and 92 A. This observation 

is clarified in Figure 3.1 0, in which peak intensities are plotted as a function of peak order 

for these SLs. It is clear that the solid lines representing the 2-1 and 2-2 models provide 

an improved fit to the experimental peak intensity data points compared to the dotted 

lines representing the 1-1 and 1-2 models. 

A good fit to the measured peak intensities can be obtained with the 2-1 model, 

providing evidence of a partial substitution of P with As in the last two mono layers of the 

InP barrier. Only a slight improvement in fit is observed in the 2-2 model. Based on the 

fact that As-for-P exchange is preferred toP-for-As exchange [3.23], significant P-for-As 

exchange in an underlying layer may be unlikely. Therefore, the negligible improvement 

in fit of the 2-2 simulated curves over the 2-1 curves is not compelling evidence to 
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support a model with a multi-layer P-for-As exchange at interface 2. Thus, it is believed 

that the 2-1 model best describes the structures. 
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Figure 3.9. Measured and simulated (004) BRXRD rocking curves for 
each SL sample: (a) A= 39.3 A, (b) A= 42.2 A, (c) A= 47 A, (d) A= 60 
A, (e) A= 65 A, (t) A= 92 A, (g) A= 400 A, (h) A= 400 A with cap. 
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Figure 3.9 (continued) 
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Figure 3.10. Comparison of peak intensities for samples of period 47, 
60, and 92 A for each of the models. The solid lines represent the 2-1 
(thick line) and 2-2 (thin line) models, and the dashed lines represent 
the 1-1 (thick dashed) and 1-2 (thin dashed) models. The 
experimental peak intensities are shown as square data points. 
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The compositions of the interface layers, as determined by fitting the 2-1 model to 

the experimental HRXRD curves, are shown in Table 3.2. For all samples the Yia values 

are close to unity. This indicates that the top atomic layer of P in each InP barrier is 

completely replaced by As. The fact that the optimized Yib value is approximately 0.5 on 

average indicates that about half of the P in the underlying layer is replaced by As. This 

could be due to the growth of an incomplete monolayer of InP at the time the group-III 

flux is terminated, allowing the As-flux to cause substitution in a second P-layer. At 

interface 2 the value of Y2a for the 2-1 model was found to be about 0.1 on average 

indicating that almost all ( ~90%) of the As at the top interfacial layer is replaced by P. 

The sensitivity of the model parameters (Yia, Yib, and Y2a) on the "goodness of fit" 

was estimated by consecutively varying each parameter until the shift in the average 

composition peak exceeded the full width at half maximum (FWHM) of the substrate 

peak. This provided a range of interface compositions, shown in Table 3.2, within which 

a "good fit" of the model to the experimental rocking curves was still obtained. Note that 

for the 2-1 model the value of Y2b was fixed at 1. The relative insensitivity displayed by 

the A = 400 A sample may be attributed to the almost negligible thickness of the interface 

layers in comparison to the SL period in this sample. 
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Interface 1 Interface2 

Sample Measured (lnGaAs on lnP) (lnP on InGaAs) 

Number Period (A) Yta 
Yta 

Ytb 
Ytb 

Y2a 
Y2a Best Best Best 

Fit Range 
Fit Range Fit Range 

4395 39.3 0.98 0.96-1 0.43 0.39-0.47 0.04 0.02-0.06 
145 42.2 1.00 0.98-1 0.53 0.51-0.55 0.02 0-0.04 

4298 47 1.00 0.95-1 0.44 0.40-0.48 0.14 0.09-0.19 
144 60 1.00 0.83-1 0.56 0.41-0.71 0.08 0-0.23 

4297 65 0.97 0.91-1 0.58 0.52-0.64 0.05 0-0.20 
4396 92 1.00 0.87-1 0.54 0.41-0.67 0.00 0-0.12 
4394 400' 0.86 0.16-1 0 0-0.7 0.32 0-0.87 
146 400 1.00 0.65-1 0.26 0-0.61 0.30 0-0.65 

Table 3.2. Simulation results for the 2-1 model. Note that y2b was 
fixed at 1. 

From the interface compositions in Table 3.2, parameter values were chosen (Yta = 

1, Ytb = 0.5, Y2a = 0.1, and Y2b= 1) and substituted into the Figure 3.5 model, resulting in 

interfacial layer compositions as shown in Figure 3.11. This model was then entered into 

the software for each SL period to create simulated HRXRD curves using consistent 

interface compositions for all of the samples. These simulations are shown in Figure 3.12 

compared to the measured curves for each sample. 
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Figure 3.11. Interface 2-1 model from Figure 3.5 with consistent best­
fit values derived from computer simulations: Yta = 1, Ytb = 0.5, Y2a = 
0.1, and Y2b= 1. 
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Figure 3.12. Experimental and simulated rocking curves using the 
same model (model2-1) and interface layer compositions {yta= 1, Ytb= 
0.5, Y2a = 0.1, and Y2b= 1) for each sample. The curves are shown offset 
for visual clarity with the experimental curve above the simulated 
curve for each sample. The measured SL period is indicated for each 
sample in units of Angstroms. 

1 

Figure 3.12 shows excellent agreement between the measured and simulated 

curves. The shifting of the zero-order peak as a function of SL period as in Figure 3.4 is 

reproduced. This feature is due to the effect of the additional As in the InP interfacial 

layers (interface 1) causing the average composition peak to shift further into 

compressive strain for the shorter period SLs where the interfacial layers constitute a 

larger fraction of the total structure. Also, the intensities of the measured and simulated 

SL peaks are in excellent agreement, including the weak even-order peaks. In terms of 
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discrepancies, the simulations were unable to reproduce the second-order peaks of the A 

= 400 A (sample 146). This sample shows even-order peaks on the positive-angle side of 

the curve that match the odd-order peaks in intensity. But, as will be discussed below, 

the fit can be improved upon with the addition of an As tail in the InP barriers. Also, 

none of the models were able to fit the asymmetry in the satellite peaks. This asymmetry 

is most obvious in the thinner samples. Figure 3.13 shows the peak asymmetry for the 

sample with a measured SL period of 47 A. It is clear from the figure that the asymmetry 

is not reproduced in the simulation. Furthermore, as can be seen in Figure 3.2, the 

asymmetry is more pronounced on the negative-order peaks for samples grown on the old 

MBE system, and roughly symmetric about the zero-order peak for samples grown on the 

new MBE system. The reasons for this remain unclear. None of the simulations were 

able to reproduce this effect. 

-Measured 
---- Simulation 

-4500 -4000 -3500 -3000 -2500 
e (arcsecondsx 1cf) 

Figure 3.13. Satellite peak asymmetry (n = -1) in the A= 47 A sample. 
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Figure 3.14. Measured (triangles) and simulated (solid lines) FWHM 
of the n = -1 satellite peak for each sample. Simulated lines based on 
0, 2, and 4 ML of interface roughness are shown. 

Figure 3.14 compares the measured and simulated FWHM versus SL period for 

each of the samples studied. The simulated curve labeled 0 ML indicates the FWHM 

obtained from the 2-1 model results of Figure 3.12. A deviation between the simulated 

FWHM (0 ML curve) and the measured data is evident for the small period SLs where no 

interface roughness effects are considered. The influence of interface roughness on the 

FWHM was estimated by simulating the angular shift in the n = -1 satellite peak due to 

changes in SL period of2 ML and 4 ML, as indicated in Figure 3.14. The 2 ML interface 

roughness line provides the best fit to the experimental data. The origin of this roughness 

may be partially attributed to the Ylb and Y2a layers of the 2-1 interface model. The Yla 

and Y2b layers of the 2-1 model, both with full As coverage on average, are unmixed and 

would therefore not contribute to the roughness. Further evidence of interface roughness 

has been provided by Raman spectroscopy measurements on these samples as reported 

elsewhere [3.24, 25]. 
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Our analysis thus far has assumed no As carry-over into the InP barriers after 

growth of each InGaAs well. However, the presence of graded lnASyPt-y layers has been 

suggested by a number of authors [3.26-28]. To determine the influence of this effect, we 

replaced the single interface layer of InAsY.y2aPt-Y.y2a and the subsequent InP monolayers 

of each barrier layer in our previous model with an exponential As tail along the growth 

direction as described by: 

(3.1) 

where Ym is the fractional As content of monolayer m (m = 1, 2, ... ), Yo describes the 

initial As content, and f3 is a constant describing the composition gradient in the growth 

direction. A y0 value of 0.06 and a f3 value of 0.077 provided some improvement to the 

fit of the experimental data. The advantages of including the As carry-over effect in the 

2-1 model can be seen in the improved fit of the even-order peaks in Figure 3.15, which 

shows the two samples (144 and 146) for which this improvement was the most 

noticeable. In particular, this model better characterizes the positive even-order peaks of 

sample 146 than the 2-1 model. Thus, the composition of the first InAsP monolayer 

(m=1) in this new model was 0.06, as compared to 0.05 (=~Y2a) on average for the 

previous model. The small f3 value indicates that this As tail can be spread across many 

monolayers, reducing the barrier potential. The presence of As in the InP barriers will be 

further supported by the photoluminescence results in the following section. 
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Figure 3.15. As carry-over simulations as compared to experiment 
and 2-1 models for (a) sample 144 and (b) sample 146. 
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Previous studies have shown that, during growth of the InGaAs well, a fraction of 

the available In can segregate to the growth front [3.29]. To model this effect, the indium 

content (xm) of each monolayer m (m = 1, 2, ... ) of InGaAs in the previous model was 

allowed to vary according to: 

(3.2) 

where R is a constant describing the composition profile [3.29]. The best results were 

achieved with an R value of 0.0078. Thus, simulations allowing for this effect suggested 

that there was no significant In-segregation in the samples investigated in this study. 

3.5 Photoluminescence Results 

Photoluminescence spectra of each of the SL samples were gathered at 

temperatures ranging from 23 K to 300 K (room temperature). The spectra of one of the 

SLs is shown in Figure 3.16, showing a low-temperature main emission peak at 0.927 eV 

and lower energy transitions around 0.90 eV which are probably due to unresolved 

donor- and acceptor-related transitions as observed by other authors [3.30]. 
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Figure 3.16. PL spectra measured at various temperatures for sample 
4297 (A = 65 A). The spectra are divided into two temperture 
brackets to aid visual clarity. 

With rising temperature the spectrum intensity decreases due to competitive non-

radiative transitions [3 .31] and the main emission peak shifts to lower energies. This red-

shift occurs due to the combined effect of the electron-phonon interaction and thermal 

expansion ofthe lattice [3.32, 33], and can be described by the Varshni equation: 

(3.3) 

where Eg and T represent the material bandgap and temperature, respectively. a and p 

are material dependant, empirically determined parameters. To summarize the 
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temperature-dependence of the peak emission observed in the present study, Figure 3.17 

displays the main emission peak location for all samples as a function of temperature. As 

the SL period decreases the energy of the emission increases. This effect is due to the 

strengthening of the quantum confinement as the wells become thin. 

An interesting feature of the data is the subtle blue-shift as the temperature rises 

from 23 to 45 K. This peak is present in only the thinnest SLs (A < 60 A). One possible 

suggestion as to the origin of this peak is that it is caused by phase separation of the 

InGaAs into small lnAs- and GaAs-rich regions. This effect is explored further in 

Section 3.6.2. 
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Figure 3.17. Temperature dependence of PL emission energy for all 
measured spectra. 
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In support of the interface model derived from the HRXRD experiment, the 

FWHM of the PL spectra show, in general, an increase in peak broadening as the SL 

period is decreased. These results are shown in Figure 3.18. The increase in PL peak 

width with decreasing SL period is further evidence of the presence of the interfacial 

layers described by Figure 3.5 and phase separation [3.34-36] discussed in Section 3.6.2. 

As an inconsistency in these results (not shown), the FWHM of sample 146 is widest at 

almost all temperatures even though it has a large SL period of 400 A for which the 

effects of small potential variations should not be noticeable. This sample also showed 

the highest emission intensity. 
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Figure 3.18. FWHM of SL PL spectra as a function of SL period for a 
number of temperatures. 
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3.6 Photoluminescence Modeling and Discussion 

To better understand the observed trends, simulated curves were produced to 

estimate the expected peak energies for each SL at each temperature. To simplify the 

simulation process, the potential profile of the lno.s3Gao.47As regions were approximated 

by single finite square wells (FSWs). It is important to note that this simplification 

neglects the effects of carrier wave:function interactions from tunneling between adjacent 

wells in the superlattices [3.37]. However, the model suffices as a starting point from 

which the contribution of many additional effects can be discussed. With this 

simplification of the problem, the InP and In0.s3Gao.47As band parameters were gathered 

from the work of Vurgaftman et al. [3.38], and a temperature-dependent model of the 

quantum well was constructed. This model took into account the temperature­

dependence of both the energy bandgap, according to Equation 3.3, and the band offset, 

according to empjrical studies. A schematic of the model used for these simulation 

calculations is shown in Figure 3.19. 

67 



~ 
--w------------- r-

.,. 
Eg l:n.!\sP 

_i_ g!nGa.tts • 
E 

Eulh r---------------- ~· -:r-
I 

~ 

~, 

Figure 3.19. Finite square-well model of lno.53Gao.47AsllnP quantum 
well (not to scale). The model shows the transition (Et) from the 
ground-state electron level to the ground-state heavy-hole energy 
level. The decreased barrier height caused by the slowly decaying As 
tail in the barriers is also illustrated. 

Using this model, the FSW potential problem can be solved for the energy levels 

by a simple iterative process, as demonstrated by Murphy and Phillips [3.39]. For a 

potential well of depth V0, defmed by the bandgap and valence band offset of the InGaAs 

and InP, and of width 2a, the bound states can be described by the following 

transcendental equations: 

y = qjcosyj (3.4) 

for even-parity solutions, and 

y = 17jsinyj (3.5) 

for odd-parity solutions, where 

y=qa (3.6) 
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and 

(3.7) 

where m is the effective mass of the particle (electron or hole). Equations 3.6 and 3.7 

arise out of a need to arrive at equations in the form y = f(y) so that the method of direct 

iteration can be used to fmd numerical solutions for y [3.39]. Having obtained y, the 

confmement energy for a particle in such a potential well can be extracted from the 

equation, 

(3.8) 

These calculations were carried out for temperatures ranging from 20-300 K and 

well widths ranging from 30-400 A, with the potential barriers adjusted accordingly to 

account for changes in temperature [3.38]. Transition energies were calculated based on 

a transition from the ground-state electron level in the Ino.s3Gao.47As well conduction 

band to the ground-state heavy-hole level in the Ino.s3Gao.47As well valence band. Due to 

the much lower effective mass of the light-hole as compared to the heavy-hole, the 

transition probability to the light-hole band is significantly lower [3.40]. Through these 

calculations the energies of the electron and hole in their respective quantum wells can be 

calculated separately and added to the Ino.s3Gao.47As bandgap to arrive at the theoretical 

energy transition. 

As stated above, the simulated curves are based on a FSW model, and so are 

expected to overestimate the peak transition energy. This overestimation results from the 

failure of this model to account for the interaction effects between carrier wavefunctions 
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as they tunnel through the thin barriers of the quantum wells in the SLs. This effect 

increases as the barrier layer thickness decreases (shorter SL period) since the thinner 

barriers permit a higher tunneling probability. Figure 3.20 shows the simulated curves as 

compared to the experimental results from Figure 3.17, with Simulation 1 resulting from 

the calculation as described above. As expected, this simulation shows a large 

overestimation of the emitted photon energy in the case of the shorter SL period and a 

much better agreement as the period increases, especially at higher temperatures. In the 

case of Figure 3.20g and Figure 3.20h the well width is large enough that the 

confmement effects can be ignored and the analysis becomes similar to the analysis of 

bulk lno.sJGao.47As. Note that the model also fails to reproduce the small blue-shift in the 

thin SLs (A< 60 A). 

In addition to the neglected SL effects, there are a number of other physical 

effects that can cause the observed problems with Simulation I. Improvements to the 

model can be made by including the As tail in the barriers, as described by Equation 3.1 

(Simulation 2), and the effect of 2 MLs interface roughness shown in Figure 3.14 

(Simulation 3). Also, the effect of phase separation in the lnGaAs wells on the line shape 

must be considered. These effects are described below. 
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Figure 3.20. Simulated and experimental photoluminescence emission 
peak location as a function of temperature for all SL samples. 
Simulation 1 is a FSW model with pure InP barriers. Simulation 2 
accounts for a 5% As content in the barriers. Simulation 3 adds to 
Simulation 2 an estimate of the effect of the interface roughening from 
Figure 3.14. Simulation 4 accounts for all of the above effects and also 
includes the interaction of the carrier wavefunctions across the SL 
barriers. 
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Figure 3.20 (continued) 

3.6.1 Exciton Binding Energy 
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The formation of excitons can reduce the PL emission energy due to the amount 

of energy contained in the exciton bond. Excitons occur as an interaction between an 

electron and a hole, forming a quasi-particle similar to a hydrogen atom, with the electron 

and hole orbiting each other. The energy of the photon emitted from recombination of 

these carriers is reduced by the binding energy of the exciton. In Ino.53Gao.47As this 

binding energy has been measured as 2.5 meV [3.41]. Excitons can also be bound to 

impurities such as donor or acceptor atoms, in which case they cause a milder reduction 
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in the recombination energy of ~0.1 meV. Since the InGaAs wells were grown with no 

doping they are expected to be quite pure. Thus, the presence of free excitons can then 

account for a small part of the discrepancy between the simulated and experimental data 

shown in Figure 3.20. 

3.6.2 Phase Separation 

As has been observed in previous studies on ternary InGaAs and quaternary 

lnGaAsP alloys, phase separation of the material into In- and Ga-rich regions is possible 

and depends on the growth temperature [3.34-36]. At our growth temperature of 460 °C, 

growth takes place just on the borderline of the miscibility gap. Therefore, this effect 

cannot be ruled out. The phase separation of InGaAs into regions of InAs- and GaAs­

rich material has the effect of creating pockets of small wells in which the lower bandgap 

material (lnAs-rich) acts as a collector for the carriers, catching them in a potential well 

with a slightly deeper profile than the pure lnGaAs wells (Figure 3.21 ). A relationship 

between these potential variations and the subtle low-temperature shift observed in 

Figure 3.17 has been suggested in other lnAIAs/InGaAs/lnP SL studies [3.42, 43]. The 

shifts created in these other studies are on the order of 0.1 meV, whereas in the current 

study we observe shifts on the order of 4 meV. This discrepancy is due to the fact that 

the potential wells in which this effect is observed in the present study are deeper and 

narrower than the lnAIAs/InGaAs wells studied by Pocas et al. [3.42, 43]. Thus, 

potential variations in these deep, narrow wells create a greater shift in the carrier energy 

as they are localized to the InAs-rich regions. 
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EginP 

Figure 3.21. Schematic depiction of the effect of phase separation on 
InGaAs quantum wells. 

3.6.3 Arsenic Carry-Over into the lnP Barriers 

As mentioned in section 3.4, the XRD results indicate that the presence of a 

significant As content in the InP barriers (Figure 3.15) is probable [3.26-28]. In terms of 

PL, this As tail has the effect of shifting the barrier composition to ~InAso.osPo.9s, a 

composition with a larger lattice constant and a smaller bandgap (Figure 3.19). The low 

p value from Equation 3 .I means that this barrier height reduction is almost completely 

flat as illustrated in the schematic. Thus, the result is a lower barrier, less confinement, 

and a lower transition energy. Simulated curves were produced from this modified model 

and are identified in Figure 3.20 as Simulation 2. These curves provide some 

improvement to the model, bringing the simulated curve closer to the experimental data 

at low A values, but having no effect at high A values. 
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3.6.4 Interfacial Layers 

The presence of interfacial layers, as described by Figure 3.5 is another possible 

cause for the increasing overestimation of the expected emission energy at shorter SL 

period. These interfaces cause a warping of the edges of the quantum well, reducing 

carrier confinement, and permitting a lower ground-state energy. The curves labeled as 

Simulation 3 in Figure 3.20 show the combined effect of the As tail in the barriers and an 

approximation of the interface layer effects of Figure 3.11. For simplicity, this effect is 

modeled as a simple widening of the barriers by 2 ML as estimated from Figure 3.14. 

This simulation provides additional improvement to the fit of the simulated curves to the 

experiment. 

3.6.5 Superlattice Mini-Band Effects 

The significance of the superlattice effects is made clear in Figure 3.20, in which 

the combined effects of the As carry-over and interfacial effects as part of the FSW 

model are unable to fit the experimental data (Simulation 3). To quantify this effect the 

Kronig-Penney model was employed, along with the calculated band parameters at 30 K 

[3.38]. This model is particularly applicable to the SL structures since its prime use is a 

simplified square-well potential model of a one-dimensional lattice of atoms. As the SL 

period becomes thinner, the tunneling between the wells becomes more significant, and 

just as the effect in a lattice of atoms is to create energy bands, the discrete energy levels 

of the FSW model split into mini-bands [3.37]. Using the mathematical treatment 

described by Pierret [3.44] and solving graphically, the energy difference between the 
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lowest edge of the electron mini-band and the highest edge of the heavy-hole mini-band 

was calculated at 30 K for each SL period. This effect, coupled with the As tail and 

interfacial layer effects, is shown in Figure 3.20 as Simulation 4. The fit to the 

experimental data is excellent, with some deviation due to the phase separation effects 

described in 3.6.2. 

3.7 ChapterSummary 

HRXRD studies of InGaAs/InP SLs have suggested an interface model in which 

complete exchange of P with As in the top monolayer, and partial (-50%) exchange in 

the second monolayer, occurs in the InP layer for growth oflnGaAs on InP. In the case 

of InP on InGaAs, about 90% exchange of As with P occurs in the top monolayer of 

InGaAs with no exchange in the underlying monolayers. Surface roughness was 

estimated to be -2 ML. HRXRD simulations also support the presence of -5% As 

content in the InP barriers due to residual As in the growth chamber. Asymmetry in the 

satellite peaks was not reproducible in the simulated curves. The presence of interfacial 

layers and As carry-over into the InP barriers are supported by temperature-dependent PL 

measurements. This analysis provides a baseline for an understanding of the interface 

growth mechanism in the InGaAs/InP heterostructure NWs discussed in Chapter 5. 
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4 lnP Nanowires 

4.1 Introduction 

VLS can be implemented in a variety of growth systems, but InP NW s have been 

grown predominantly by metal-organic vapor phase epitaxy (MOVPE) [4.1-5]. The 

growth oflnP NWs by GS-MBE provides a starting point in the understanding of ternary 

InGaAs/InP heterostructure NWs presented in the following chapter. Further to this end, 

MBE NW growth and the Au particle self-assembly process in the InP material system is 

compared to the GaAs system in order to develop an understanding of how the VLS 

process changes with changes to the source material. 

Also, this study oflnP NWs grown by GS-MBE showed an important connection 

between NW length and rotational twinning (stacking faults). Semiconductor NWs grow 

almost exclusively along the low-energy (111 )B direction where they often exhibit 

stacking faults consisting of zincblende (ZB) and wurtzite (W) polytypism [4.2, 4, 6]. 

Since crystal structure can influence optical and electrical properties, it is important to 

control and possibly eliminate stacking faults in NWs [4.3]. This chapter presents, NWs 

grown by GS-MBE along the (111)B direction that are free of stacking faults below a 

certain critical length. 

4.2 lnP Nanowire Growth and Sample Preparation 

The NWs in this study were grown by the VLS process on ann-type InP (111)B 

substrate using self-assembled Au nanoparticles as catalysts. The substrate was exposed 

to a 20 minute UV -ozone treatment, etched for 30 seconds in a 10% buffered HF 
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solution, and rinsed in de-ionized water. The substrate was then transferred to an 

electron-beam evaporation system in which 4 run of Au was deposited, as measured by a 

quartz crystal thickness monitor. The substrate was then transferred in ambient air to the 

GS-MBE system for NW growth. In the GS-MBE system, group-III species (In) are 

supplied from a heated solid elemental effusion source, and the group-V species are 

supplied as dimers (P2) from a hydride (PH3) gas cracker operating at 950 °C. Prior to 

growth, the substrate was heated to the growth temperature of 465 oc and subjected to a 

5-minute hydrogen plasma treatment under Pz overpressure for oxide removal. Under 

these conditions, the Au deposit evolves into self-assembled Au nanoparticles suitable for 

VLS growth as reported previously [4.7]. NW growth was then initiated by opening the 

shutter to the In effusion cell, which was preheated to give a nominal 2-D growth rate of 

1 !J.mlhr at a V !III flux ratio of 2. After 1 0 minutes the In shutter was closed, terminating 

the growth. This growth was labeled growth #219. 

After growth, the morphology of the resulting NWs was observed using a JEOL 

JSM-7000F scanning electron microscope (SEM) in the secondary electron imaging 

mode. The diameter and height of the NW s were obtained directly from the SEM 

images. During NW growth, there is a simultaneous 2-D growth on the non-activated 

surface (i.e. those areas not covered by Au particles). The reported heights represent the 

portion of the NWs visible above this 2-D layer and include any correction necessary to 

account for sample tilt.during the SEM imaging. SEM samples were prepared by fixing a 

small piece ( -0.5 cm2
) of the as-grown material to a SEM mounting stub with a small 

amount of silver paint at each comer. 
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A Philips CM-12 transmission electron microscope (TEM) in bright field mode 

was used to observe the defect structure of the NWs. NW samples for TEM analysis 

were prepared by sonicating small pieces of the as-grown material in methanol solution 

for 1 to 2 minutes to break the NW s near their base. A small volume (-50 ~) of the 

methanol solution was placed onto a holey carbon TEM support grid and allowed to 

evaporate. After methanol evaporation the NW s remained fixed to the grid. 

4.3 lnP Nanowire Morphology 

4.3.1 SEM Analysis of lnP Nanowires 

Plan-view (Figure 4.la) and 60-degree tilted (Figure 4.lc) SEM images reveal 

that GS-MBE growth results in rod-shaped NWs oriented in the (lll)B direction, 

orthogonal to the substrate surface. Au is evident at the top of the NW s, confirming that 

the NW s grew by a catalytic process. The NW diameters, defmed by the initial size 

distribution of the Au nanoparticles, ranged from 20 to 700 nm, consistent with earlier 

results for GaAs NWs [4.7]. The height of the NWs was measured, and plotted as a 

function of the catalyst diameter in Figure 4.2. The NW height is inversely proportional 

to the NW diameter as observed previously for GaAs NWs [4.7]. This well-known 

dependence of NW height on diameter confirms that growth is driven by diffusion of 

adatoms from the base to the tip of the NWs according to the VLS process [4.8, 9]. 
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Figure 4.1. SEM images of InP NWs as compared to GaAs NWs: (a) 
plan-view InP wires, (b) plan-view GaAs wires, (c) 60-degree tilted 
InP wires, and (d) 45-degree tilted GaAs wires. Note the differences in 
magnification. The crystal orientation indicated in (a) also applies to 
(b). InP NWs were grown at 465 °C, and GaAs NWs were grown at 
550 °C. 
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Figure 4.2. InP NW height and diameter data. The characteristic 
inverse proportionality supports growth by diffusion of adatoms from 
the base to the tip of the wire. 

4.3.2 lnP versus GaAs NW Morphology 

300 

The InP NWs were compared to GaAs NWs with the same (111)B substrate 

orientation, surface preparation, and growth conditions. The SEM images shown in 

Figure 4.1 highlight some of the morphological differences between NW growth in the 

InP and GaAs material systems: (1) the areal density of the InP NWs is much smaller 

than that of the GaAs NWs; (2) the number of thin wires is much greater in the GaAs 

system while the number of thick wires is greater in the InP system; (3) the sidewalls of 

the InP wires are oriented along the { -211} family of planes for all wire sizes, whereas 
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the GaAs sidewall facets are difficult to identify, resulting in a more rounded cross­

section; (4) the shape of the InP wires is rod-like with uniform diameter, whereas the 

GaAs wires are typically tapered. 

To quantify the differences in particle density and size between InP and GaAs 

NWs (observations 1 and 2 from above), an image analysis program (ImageJ [4.10]) was 

implemented to measure the area of the particles from a number of plan-view images. 

Due to the fluctuating contrast caused by the irregularities on the sample surface, and 

some noise in the image, it was not practical to allow the software to process the images 

directly. Instead, a mask of each of the images was generated manually in Adobe 

Photoshop Elements [ 4.11] to highlight the wire tips and eliminate image noise. The 

resulting images were then processed in the lmageJ software, which measured the plan­

view area of each of the particles, allowing for a calculation of the particle diameter. 

Since most of the particles analyzed were either round, slightly elliptical, or hexagonal, it 

was reasonable to assume a circular shape when calculating the diameter of the wires 

from the area measurement. A histogram was plotted to quantify the NW diameter 

frequency distribution for each material system (Figure 4.3), including a surface density 

value calculated by dividing the total wire count by the total area of the images analyzed. 

Also included in Figure 4.3 are estimates of the integrated volume of all of the Au 

particles (treated as hemispheres defined by the calculated particle diameter), the volume 

of the deposited Au film, and the ratio of these two parameters. Figure 4.3 provides 

quantitative support to statements I and 2 above. 
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Figure 4.3. Diameter distributions, surface densities, and estimated 
Au volume data from SEM images at 15,000 times magnification for 
(a) InP NWs and (b) GaAs wires. Note the differences in the vertical 
scales. The bin size was chosen as 10 nm. 

It is quite clear from Figure 4.3 that the GaAs NWs are much more densely 

packed than the InP NW s with a diameter centered around 50 run. The range of sizes 

available to the InP NWs is much greater, with the highest frequency residing around 100 

run. The distribution gradually trails off to higher diameters, with significant counts for 

particles as large as 600 run. As shown in Figure 4.3 , the mean diameter of the InP wires 

is almost 4 times larger than that of the GaAs NW s. 

The integrated Au particle volume of the InP NWs is about 40% larger than the 

initial film volume. This is likely due to the fact that the Au particles are not quite as 
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large as hemispheres defined by their radii, but are better described by a more flattened 

shape (i.e. the Au-wire contact angle is less than 90°). This will become clear in later 

discussions (Figure 4.6). The integrated Au volume of the GaAs NW s is ~ 70 % of the 

film volume, underestimating the amount of Au on the sample surface. Previous work in 

the GaAs material system has shown that Au can become embedded in the 2D film 

growth that takes place on the surface (Figure 4.4). This effect is not well understood, 

but may be the reason for the underestimation of the Au volume in the GaAs NW 

analysis. 

Figure 4.4. SEM image of GaAs NW sample surface cut by focused 
ion beam. Buried gold is visible as bright spots in the 2D growth that 
encases the cross-sectioned NW. 

We now turn our attention to observations (3) and (4) mentioned above. The 

alignment of the InP NW sidewall facets with the { -211} family of crystal planes is 

clearly evident in Figure 4.1 a and further magnified in Figure 4.5. In a previous GaAs 
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NW study [4.7], where the GaAs wires were grown cooler (500 °C) and for a longer 

(growth time = 30 min), the sidewall facet orientation was noticed to change from {-

211 } -type to { 0-11 } -type crystal planes as material was deposited on the sidewalls of the 

NWs over the 30-minute growth period. 

The adatom diffusion length of In in the present growths is known to be greater 

than that ofGa [4.12, 13] . As a result, In adatoms are expected to diffuse to the top of the 

NWs with negligible sidewall deposition, even at the temperature of 465 OC used in this 

work. This is confirmed by the SEM images where rod-shaped NWs with clear {-211} 

sidewalls are evident. Conversely, the GaAs NWs show a strongly tapered morphology 

due to sidewall deposition. This difference in the ability of In and Ga adatoms to diffuse 

to the wire tip influences the composition and morphology of the InGaAs/InP 

heterostructure NW s as will be further explored in the next chapter. 

Figure 4.5. Magnified plan-view InP NW. The hexagonal shape of the 
NW is clear, as well as the inability of the Au particle to conform to 
the wire cross-section. 
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As a fmal interesting point regarding the Au particles on the InP NW s, we note 

that the Au does not conform to the hexagonal NW cross-section. It appears that the 

particle pulls away from the edges to take on a more circular shape. This circular shape 

is a lower energy form than that which would be required to cover the hexagonal shape of 

the wire tip. 

4.4 lnP-Au Particles versus GaAs-Au Particles 

To further investigate differences in the surface density and catalyst diameter 

between GaAs and InP NW s an analysis of annealed, Au-covered substrates was 

conducted. To produce samples for this study, InP and GaAs (111)B substrates were 

submitted to a 20-minute UV ozone treatment, etched in 10% buffered HF for 30 

seconds, metallized with 4 nm of Au, then annealed for 5 minutes in a rapid thermal 

annealer (RTA) at the InP NW growth temperature of 460 °C. The same procedure was 

repeated with an annealing temperature of 550 °C, the GaAs NW growth temperature. 

Samples were capped with the matching substrate material to mitigate the effect of 

surface degradation due to heating in the absence of a stabilizing group-V flux. The goal 

of this experiment was to simulate the Au particle self-assembly process on InP and 

GaAs ( 111 )B surfaces. Images typical of this annealing experiment are shown in Figure 

4.6 and Figure 4.7. 

These images demonstrate the higher density of particles on the GaAs substrate as 

compared to the InP substrate. Note also the propensity for larger particles on the InP 

surface compared to the GaAs surface and that the number of very small particles appears 

much greater on the GaAs surfaces, consistent with observations (1) and (2) from Figure 
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4.1. These differences between the Au particle distributions on the two material systems 

are similar to the measured differences between InP and GaAs NW diameters (Figure 

4.3) showing how the Au particle size influences NW size and distribution. Note also 

that the particles in Figure 4.6a often take on a six-sided form, aligned with the {-211} 

planes as in the InP NWs of Figure 4.1a. As observed in Figure 4.5, many of the Au 

particles on the surface of Figure 4.6a seem to have pulled away from the six-sided base 

to form more rounded shapes. Due to the lack of frequency with which these irregular 

shapes are observed in the NW growth it is possible that this pulling away occurs during 

the cooling phase. Further annealing experiments in the GS-MBE chamber can be 

carried out to explore this possibility. 
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Figure 4.6. SEM backscattered electron images of annealed, Au 
covered surfaces: (a) InP annealed at 460 °C, (b) GaAs annealed at 
460 °C, (c) InP annealed at 550 °C, and (d) GaAs annealed at 550 °C. 
The lf.lm scale bar from (a) applies to all4 images. 
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Figure 4.7. 65-degree tilted SEM images of annealed surfaces: (a) InP 
annealed at 460 °C, (b) GaAs annealed at 460 °C, (c) InP annealed at 
550 °C, and (d) GaAs annealed at 550 °C. The 1 ).1m scale bar from 
(a) applies to all4 images. 

To further quantify these observations, the size and distribution of the Au 

particles on the annealed surfaces were analyzed using a process similar to that used to 

quantify the NW results. However, the plan-view images shown in Figure 4.6 were 

produced using the backscattered electron imaging mode of the SEM instead of the 

secondary electron imaging mode. The reason for this change in imaging mode is 

elucidated in Figure 4.8, which shows a comparison between a secondary electron image 

and a backscattered electron image from the same sample surface. Analysis of images 
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such as Figure 4.8a in ImageJ is unreliable, even with use of the manual particle selection 

process used to produce the results in Figure 4.3, since it is difficult to identify contrast 

due to Au particles. Imaging via backscattered electrons creates greater contrast between 

different chemical elements (higher z-contrast) than secondary electron imaging [4.14] , 

and produces much cleaner images, suitable for analysis in ImageJ. Images of the four 

annealed sample surfaces were then analyzed using the Photoshop and ImageJ process 

described above. 

Figure 4.8. SEM images of GaAs sample annealed at 460 °C and 
imaged in (a) Secondary Electron Mode, and (b) Backscattered 
Electron Mode. 

As in Figure 4.3, the parameters analyzed were the mean particle diameter, the 

areal density, and the integrated particle volume as a fraction of the 4 nm film volume. 

To calculate the integrated volume the shape of each particle was approximated by a 

hemisphere defined by the calculated diameter from the image analysis data. The results 

of this analysis are shown in Figure 4.9 and are discussed below in terms of the effect of 

changes to the annealing temperature and substrate material. 
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Figure 4.9. Diameter distributions, surface densities, and estimated 
Au volume data for annealed surfaces: (a) InP annealed at 460 °C, (b) 
GaAs annealed at 460 °C, (c) InP annealed at 550 °C, and (d) GaAs 
annealed at 550 °C. Particle diameter is shown on the horizontal axis 
and the counts are shown on the vertical axis. 

4.4.1 Annealing Temperature 

As described above, Au covered substrates of both InP and GaAs were annealed 

at the NW growth temperatures of 460 °C and 550 °C. This experiment offered the 

opportunity to explore the Au behaviour on a given material as a function of temperature. 

Figure 4.9 shows that the surface density decreases when the temperature is increased, as 

observed in a previous GaAs NW temperature study [4.7]. This means that the Au 

particles on the surface have a tendency to coalesce, forming larger particles and reducing 
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the total particle count. However, the data of Figure 4.9 indicate that the mean particle 

diameter decreases with increasing temperature, which is unexpected if the Au volume is 

to be conserved. The change in shape of the Au particles on the high temperature surface 

(especially on InP) can explain this apparent discrepancy. As identified above in Figure 

4.6a, the large Au particles on the low-temperature InP surface tend to form large, thin, 

six-sided plates. The tilted SEM image of this surface shown in Figure 4.7a confirms that 

the particles often form thin plates on the InP surface at 460 °C. These particles have a 

large plan-view area and, as such, cause a large overestimation of the integrated Au 

volume when using the hemispherical particle approximation in Figure 4.9a In 

comparing Figure 4.6a and Figure 4.6c it is clear that the Au particles on the InP surface 

become much more circular and have a smaller maximum plan-view area at the higher 

annealing temperature, resulting in a smaller calculated mean diameter. Note also that 

the high-temperature particles show much better agreement with the hemispherical model 

used to calculate the integrated Au volume in Figure 4.9c. Figure 4.7c confirms that the 

particles seem to 'ball-up' on the InP surface at the higher annealing temperature, taking 

a more hemispherical form. Although less pronounced, this effect is also observed in the 

GaAs material system (Figure 4.7b versus Figure 4.7d). 

4.4.2 Substrate Material: lnP versus GaAs (111 )B Surfaces 

Of particular interest to the study of InP and GaAs NW growth is a comparison of 

the Au particle self-assembly process on these two material surfaces. By changing the 

material system from InP to GaAs Figure 4.9 shows that the mean diameter decreases and 
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the surface density increases. This is consistent with observations made in the 

comparison of InP to GaAs NW s (Figure 4.3), providing evidence that the differences in 

the wire diameter and density are related to the differences in the way that the Au 

particles distribute on the two different substrate material surfaces during the 5-minute 

pre-anneal phase of NW growth. The exact parameter values, however, do not match, 

and the NW growth surfaces of Figure 4.1 are visually very different from the 

corresponding annealed surfaces (Figure 4.6a and Figure 4.6d). The surface annealing 

that takes place prior to NW growth in the MBE chamber has some important differences 

with the process that takes place in the RTA. First, the MBE system is operated at ultra­

high vacuum pressures, whereas the R TA operates at atmospheric pressure in a nitrogen­

purged environment. Secondly, the MBE annealing is performed under a hydrogen 

plasma to remove the surface oxides while the surface is stabilized with a group-V flux, a 

treatment not available in the RTA. The rough surfaces characteristic of the annealing 

experiment (Figure 4.8) might be due to the lack of a stabilizing group-V flux to prevent 

surface degradation. As noted above, the samples were capped with the matching 

substrate material but this may have been insufficient to prevent degradation of the 

surfaces. 

A more appropriate comparison can be made between NW s and surfaces annealed 

in the MBE chamber, a study that will be conducted in future work. However, as 

described above, the differences observed in the particle distributions between the InP 

and GaAs annealed surfaces and the corresponding NW growths do show the same 
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trends, demonstrating the influence of the substrate material choice on the Au self­

assembly process and the subsequent NW growth. 

4.5 Stacking Faults in lnP Nanowires 

TEM observations were conducted for InP NW s of varying length, as shown in 

Figure 4.10. Stacking faults, visible as dark bands, are evident in the long NWs such as 

those shown in Figure 4.1 O(b) and (c). This is the result of rotational twins, due to an 

alternation between ZB and W crystal structures, as described elsewhere [4.1, 15]. This 

high concentration of stacking faults is common in (111)B oriented NWs grown by 

MOVPE [4.1, 2, 4]. However, unlike these earlier studies, the GS-MBE-grown InP NWs 

presented here reveal no stacking faults for NW lengths below about 300 run, such as that 

shown in Figure 4.10(a). Furthermore, it is found that stacking faults are only present in 

longer NWs (grown from smaller Au catalysts) and that these faults are concentrated at 

the wire tips near the Au catalyst, as shown in Figure 4.10(b) and (c). None of the wires 

examined showed faults near the base. This was true regardless of the viewing direction, 

which is known to influence the visibility of faults [4.15]. 
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Figure 4.10. TEM images of InP NWs of different length. The scale 
bars represent 200 nm in each image. 

These results indicate that there is a transitional wire height at which the crystal 

structure becomes disrupted and the formation of stacking faults becomes frequent. An 

empirical potential approach has shown that the energy difference between W and ZB 

structures is very small for III-V NWs [4.6]. For bulk InP, this energy difference is only 

3.4 meV/atom, decreasing and becoming negative as the NW diameter approaches ~20 

nrn. Given this small energy difference between the two structures, the observed 

bistability ofNWs is not surprising. Soshnikov et al. [4.16] suggested that this bistability 

may be driven by a quasi-periodic fluctuation in supersaturation of the Au particle due to 

the effective filling of the growing adatom layer. Hirurna et al. [ 4.17], for example, 

showed in their early work on InAs and GaAs NWs grown by MOVPE that either the ZB 

or W crystal structure could be favored, depending on growth conditions (temperature 

and VIlli flux ratio). Similarly, previous studies of CdTe grown by colloidal methods 

[ 4 .18] showed that the polytypism of ZB and W was related to the level of 

supersaturation, with high levels of supersaturation favoring ZB and low levels favoring 

W. In the case of InP NW growth by GS-MBE, adatom supersaturation of the Au 
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particle relies on diffusion of adatoms from the base to the tip of the NW. It is plausible 

that as the NW height increases, the supersaturation diminishes, leading to a change from 

metastable to bistable conditions (i.e., the introduction of stacking faults). In a previous 

study on the growth of GaAsP/GaP heterostructure NWs grown by GS-MBE, it was 

noted that NWs with diameters below 20 nm exhibited no stacking faults at all [4.19]. 

This is consistent with previous empirical potential models that show the energy 

difference between ZB and W increases for NW diameters below 20 nm, in favor of the 

W structure [4.6]. However, for NWs with diameters greater than 20 nm, it was noted 

that the GaAsP segment contained a large density of stacking faults, while the GaP 

segment showed very few or no stacking faults. It is interesting to note that in the case of 

GaAs/GaP growth by MOVPE, a trend opposite to this has been observed: that is, GaP 

exhibited a large stacking fault density while GaAs showed none [4.20]. It is clear from 

this discussion that further elaborate growth models are necessary to predict the structural 

stabilities in 111-V NWs. 

4.6 Chapter Summary 

InP NWs were grown by gas source molecular beam epitaxy on InP (111)B 

substrates, using Au nanoparticles as a growth catalyst. These structures were 

characterized by the analysis of SEM and TEM images. The rod-shaped NW s exhibited 

hexagonal sidewall facets oriented along the { -211} family of crystal planes for all NW 

diameters, indicating minimal sidewall growth. Stacking faults, when present, were 

concentrated near the NW tips, and NW s with lengths of less than 300 nm were 

completely free of stacking faults. Above this length, it appears that the changing 
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supersaturation conditions of the Au particle introduce a bistability in the crystal 

structure, which depends on growth method (GS-MBE versus MOVPE), III-V 

composition (As- versus P-containing alloys), and growth conditions (temperature and 

Villi flux ratio). Compared to GaAs NWs, InP NWs were found to have a larger mean 

diameter and a lower areal density than GaAs NW s grown by the same method. An 

analysis of the Au particle distributions on both InP and GaAs (Ill )B substrates and 

under different annealing temperatures confirms that the differences between InP and 

GaAs Au particle distributions are reflected in NW diameter distributions. These 

differences, in particular the longer In adatom surface diffusion length, are important in 

the analysis ofinGaAs/InP heterostructure NWs. 
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5 lnGaAs/lnP Core-Shell and Axial Heterostructure 
Nanowires 

5.1 Introduction 

NW devices to date have been mostly limited to simple material systems such as 

Si, or binary III-V semiconductors such as GaAs and InP. However, functional NW 

devices will only be fully realized by their extension into more complex material systems 

that include multiple group-III (e.g., AI, In, Ga) and/or group-V elements (P, As, Sb). 

Few studies exist for NW s in ternary compound material systems that are of interest in 

long wavelength optoelectronic devices, such as InGaAs [5.1, 2]. In this chapter, we 

report the growth and compositional analysis of InGaAsllnP heterostructure NW s. 

In this study InGaAsllnP heterostructure nanowires (NWs) were grown by gas 

source molecular beam epitaxy on InP (111 )B substrates using self-assembled Au 

particles as a growth catalyst. These structures were analyzed by scanning electron 

microscopy (SEM), high-resolution transmission electron microscopy (HR-TEM), and 

energy-dispersive x-ray spectroscopy (EDS). The material interfaces showed significant 

transition regions and a distinct bulging morphology, attributed to transient group-III 

material in the Au catalyst. Sidewall growth of InGaAs on InP and a deficiency of Ga in 

the InGaAs section were observed, and occur due to the shorter surface diffusion length 

of Ga adatoms compared to In. 
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5.2 Experimental Details 

The NW s studied in this work were grown on (Ill )B n-type InP seeded with Au 

nanoparticles. The as-received Epi-Ready substrate was first submitted to a 20-minute 

UV -ozone treatment to remove any contamination from hydrocarbons and grow a 

sacrificial layer of oxide. After etching in a 10% buffered HF solution for 30 seconds and 

rinsing with deionized water, the sample was transported in ambient air to an e-beam 

evaporation system (base pressure better than 10-8 Torr), where a 1 run-thick film of Au 

was deposited at room temperature and at an average rate of 0.1 nm/sec as monitored by 

a quartz crystal monitor. The substrate with Au deposit was then transferred in ambient 

air to the gas source molecular beam epitaxy (GS-MBE) growth chamber where the 

substrate temperature was ramped to the target growth temperature of 460 °C under a P2 

flux. These conditions allow a spontaneous reordering of the Au film into Au 

nanoparticles. Simultaneous desorption of native oxide was enhanced by the use of a 

hydrogen inductively coupled plasma source. After oxide removal and Au nanoparticle 

formation, the In shutter was opened to initiate the NW growth. 

The NW s consisted of an initial InP segment, an InGaAs middle segment, and a 

terminating InP segment. In GS-MBE, the group-V constituents are supplied primarily in 

the form of Asz and Pz from the pyrolysis of AsH3 and PH3 in a dual filament cracker 

operating at 950 °C. Throughout growth the In flux rate remained constant, 

corresponding to a nominal 2D InP growth rate of 1 ~ with a V /III flux ratio of 2. 

Growth of the InGaAs layer was initiated by opening both the Ga and In shutters, giving 

a total growth rate of 1.88 ~ with a V /III flux ratio of 1.25. Group-III flux values 
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were selected to achieve a lattice-matched Ino.s3Gao.47As composition as determined by 

earlier thin-film calibration growths. Switching of the molecular beams at the InGaAs­

on-InP interface occurred by first shuttering the In beam to terminate growth of the InP 

segment, initiating AsH3 flow, terminating PH3 flow, waiting 30 seconds, and then 

opening the In and Ga shutters to initiate growth of the InGaAs layer. Similarly, 

molecular beam switching at the InP-on-InGaAs interface occurred by first shuttering the 

In and Ga beams to terminate growth of the InGaAs layer, initiating the PH3 flow, 

terminating the AsH3 flow, waiting 30 seconds, then reopening the In shutter. Growth 

times were I 0, 1.06, and 2 minutes for the initial InP segment, the InGaAs segment, and 

the final InP segment, respectively. The growth number for this sample was #328. 

After growth, the sample was characterized by scanning electron microscopy 

(SEM) using a JEOL JSM-7000F microscope set to image secondary electron emission. 

For further analysis by bright-field transmission electron microscopy (TEM), the NWs 

were removed from the InP substrate by sonicating in methanol solution for I-2 minutes. 

A small volume (~50 J..LL) of the methanol solution was placed onto a holey carbon TEM 

support grid. After methanol evaporation, NW s were found to be dispersed onto the grid 

as observed by a JEOL 20IOF high-resolution TEM (HR-TEM). To extract further 

compositional information energy dispersive x-ray spectroscopy (EDS) measurements 

were made with the TEM in scanning mode, using a probe size less than I nm, and 

measuring the In La~, Ga Ka1, As Ka~, P Ka~, and Au La1 x-ray transitions. In this 

manner, the abruptness of the InGaAs!InP NW heterointerfaces and the elemental 

distributions throughout the NW s were investigated. Axial scans along the NW centre 
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were performed to gather information on the interface abruptness and layer composition, 

while radial scans gave insight into composition variation across the wire with particular 

attention to sidewall growth. Point measurements were taken to quantify the composition 

at various locations along the wire. 

5.3 Results and Discussion 

6D-degree tilted (Figure 5.1a) and plan-view (Figure 5.lb) SEM images reveal 

NWs oriented in the (lll)B direction, orthogonal to the substrate surface. Au is evident 

at the top of the NW s, confirming that the NW s grew from the seed particles. The NW 

diameters ranged from 20 to 250 nm, as defmed by the initial size distribution of the Au 

nanoparticles, and the height of the NWs ranged from 40 to 350 nm. Due to the thin Au 

film (1 nm) used in this growth, the maximum particle diameter is smaller than observed 

in earlier studies ofGaAs and InP NWs grown using a 4 nm Au film [5.3, 4]. Faceting of 

the wire sidewalls with the { -211} family of crystal planes was usually observed as in 

Figure 5.1b, consistent with earlier observations for InP wires [5.4]. 

The InGaAs!InP wires grown by GS-MBE in this study revealed an unusual 

morphology with a prominent bulge near the wire middle followed by a slight reduction 

in wire diameter (Figure 5.1c). Slight kinking of the wires near the bulge was 

occasionally observed as illustrated in Figure 5.1a. Neither GaAsP/GaP heterostructure 

NWs nor binary (GaAs and InP) wires, grown in the same GS-MBE system, showed any 

bulges along their length [5.3-5]. Heterostructure NWs grown by metal-organic vapor-

phase epitaxy (MOVPE) were also free of this bulging morphology [5.6-8]. As will be 

elaborated below, the bulging can be related to the effect of the group-III material 
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transition in the GS-MBE system. The NW kinking is probably due to the influence of 

elastic strain energy introduced by the lattice mismatch between the InP and InGaAs 

segments. Although grown nominally lattice-matched, EDS measurements (discussed 

below) indicated a composition oflno.14G8o.2~s, resulting in a lattice mismatch of 1.4% 

relative to InP. GaAs NWs have been observed to grow along the [110] direction rather 

than the usual [111] direction due to the strain energy induced by proximity effects of 

neighboring NWs [5.9]. For similar reasons, compressively strained InAs NWs on GaAs 

substrates have been observed to grow along the [100] direction [5.10]. 
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Figure 5.1. (a) 60-degree tilted SEM, (b) plan-view SEM, and (c) TEM 
images of InGaAs/InP heterostructure NWs. 

To further examine the nature of the wire morphology and heterostructure 

interfaces, an EDS linescan was made along the centre axis of the wire shown in Figure 

5.lc. Figure 5.2 shows these measurements along with corresponding TEM images. 

Several distinct growth regions were identified as labeled in the figure: ( 1) an InP base 
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(far right portion of Figure 5.2b) with a diameter somewhat larger than the Au particle; 

(2) a transition region from the InP to the middle InGaAs segment in which a pronounced 

bulge disrupts the uniformity of the growth; (3) the InGaAs middle segment with about 

the same diameter as the Au particle; (4) a slight bulge immediately below the Au 

particle representing a transition region from the InGaAs segment to the final InP 

segment; (5) the terminating InP segment; and (6) the Au particle alloy (far left portion of 

Figure 5.2a). Each region is described in further detail below. 
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Figure 5.2. Axial EDS linescan of the InGaAs/InP heterostructure NW 
from Figure S.lc, showing the 6 regions of interest as described in the 
text. The figure is split into two sections to aid visual clarity. The 
corresponding TEM image is aligned above the EDS results. 
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5.3.1 Au Alloy Particle 
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First, we examine the EDS results for the Au particle (region 6 in Figure 5.2a) . 

NW growth wa completed by shuttering the group-Ill (In) source and cooling the sample 

under a group-V flux (P2). The EDS linescans of Figure 5.2a suggest that both In and P 

remain in the Au particle after growth of the final InP segment. However, care is needed 

in the interpretation of the linescan results. The observation of significant group-V 

content in the Au particle is unexpected since it appears that group-V elements are not 
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soluble in Au from phase diagram considerations and as confirmed by analysis ofNWs 

grown by MOYPE and chemical beam epitaxy (CBE) methods [5.11, 12]. Indeed, EDS 

point measurements of the Au particle revealed a binary alloy of 46 atomic percent In and 

54 atomic percent Au, close to the Auln phase. Interestingly, if the Auln alloy phase also 

persists during growth, then a solid phase NW growth mechanism may be occurring 

(Auln alloy is solid at the growth temperature of 460 OC) [5.13], contrary to the case of 

GaAsP/GaP NWs in which there is evidence that the Au particle enters the liquid phase 

during growth [5.5]. The discrepancy between the linescan and point EDS measurements 

can be attributed to the method by which the INCA software [5.14] correlates x-ray 

counts. Point measurements involve a full deconvolution of overlapping peaks, while 

linescans collect counts based on a simple energy spectrum window, making the linescan 

measurement susceptible to confusion of the partially overlapping Au and P x-ray 

emission peaks (P Ka1 = 2.014 keY and Au Ma1 = 2.123 keY). This suggests that NW 

growth occurs by bulk diffusion of group-Ill elements in the Au particle, while group-Y 

elements, being insoluble in Au, may only diffuse to the growth front via the Au-wire 

interface. The consequences of these different growth mechanisms on interface 

abruptness are now discussed. 

5.3.2 lnP-to-lnGaAs Transition 

The InP base region of the NW is identified as region 1 in the EDS linescan of 

Figure 5.2b. In addition to In and P, Ga and As are also present in region 1, which will 

be explained later in terms of InGaAs sidewall growth. As described above, switching of 
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the molecular beams at the interface occurred by first shuttering the In beam to terminate 

growth of the InP segment, initiating AsH3 flow, terminating PH3 flow, waiting 30 

seconds, and then opening the In and Ga shutters to initiate growth of the InGaAs 

segment. When applied to 2D growth, this gas-switching sequence results in an abrupt 

group-III transition and an interface consisting of a few mono layers of lnGaAsP ( ~ 1 nm 

thick), due primarily to exchange ofP with As during the growth interruption [5.15]. In 

the case of NWs, it is evident from the EDS measurements in Figure 5.2b that the 

transition zone (region 2) is much wider than the 2D analogue, demonstrating the 

retarding effect ofthe Au catalyst on changes to the material (group-III) supply. Region 

2 contains two overlapping transitions, and begins with initiation of a group-V transition, 

resulting in a graded InAsP composition (InP to InAs). This group-V transition (region 

2-V) is ~20 nm thick with relatively small changes in the group-III profile. The group-III 

transition (region 2-III) is spread across the latter ~37 nm of region 2 and comprises a 

graded InGaAs composition with relatively little change in the group-V profile. Note that 

the slight decline in the As signal within region 2-111 may be attributed to the decreasing 

wire diameter associated with the bulge morphology discussed below. 

Assuming a nominallno.53Gao.47As composition, the Ga concentration is expected 

to rise from 0 atomic percent in the InP segment to 24 atomic percent in the InGaAs 

segment (region 3), while the In concentration is expected to decline from 50 to 27 

atomic percent. However, EDS point measurements in the InGaAs region (region 3) of a 

similar wire indicated a Ga content of only 13 to 17 atomic percent. This Ga deficiency 

can be explained based on differences in the adatom diffusion lengths of In and Ga. 
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Since In adatoms have a longer diffusion length [5.1, 16] they can migrate along the NW 

sidewalls and deposit at the growth interface to a greater extent than Ga adatoms, 

resulting in the observed Ga deficiency in the InGaAs section of the heterostructure NWs 

studied here. 

The bulging of region 2 is a conspicuous morphological feature of our wires. 

During VLS growth, the wire diameter is defined by the size of the Au alloy particle. 

Therefore, the bulge morphology is presumably due to a change in Au particle size that 

may be attributed to transient supersaturation with group-Ill material. Several 

observations are of interest: (I) For the InGaAs-on-InP interface of Figure 5.2b and for 

other wire interfaces examined, a partial group-V exchange precedes the bulge; (2) The 

bulge coincides predominantly with changes in group-III composition; and (3) 

GaAsP/GaP heterointerfaces grown by the identical GS-MBE system, which involve only 

group-V elemental exchange at the interfaces, did not exhibit any bulge morphology 

[5.5]. 

Although not completely understood at present, a reasonable suggestion based on 

these observations is that the bulging is due to a transient group-III material supply 

associated with group-III supersaturation of the Au particle (as opposed to transient 

group-V material). Note that the presence of the bulge at the InGaAs-on-InP interface 

cannot be attributed to the increased growth rate (nominal 2D growth rate of I f.tm/hr for 

the InP segments compared to 1.88 f.tmlhr for the InGaAs segment) since a similar, albeit 

smaller, bulge is observed for the inverted lnP-on-InGaAs interface where the growth 

rate is reduced. Growth oscillations exhibiting NW diameter fluctuations have been 
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associated with twinning phenomena [5.17-19], an interplay of the wire geometry and the 

surface energies of the wire and Au particle [5.20], or continuous changes in contact 

angle or Rayleigh instability [5.21-23]. Unlike these previous studies, the "oscillation" 

(i.e., the bulge) in our NW s is confined to the material interfaces. 

At the lnP-to-InGaAs interface (region 2), the group-V elements seem to achieve 

equilibrium more rapidly than the group-III elements. As a result, at this interface, 

growth initially takes place by purging the Au particle of In atoms remaining from 

growth of the previous InP segment. Hence, the In profile of region 2-V remains nearly 

constant during the group-V transition. With the purging distance (the wire length 

between the initiation of the group-V transition and the initiation of the group-III 

transition) estimated as 11 nm and the average NW diameter estimated as 105 nm over 

this distance, the number of In atoms in this region can be approximated as 1.8 x 106
• 

The Au particle can be modeled as a hemisphere having a diameter of 79 nm with an In­

Au alloy composition of 46 atomic percent In as measured above. Based on a triclinic 

unit cell [5.24], the number ofln atoms contained in the particle can be estimated as 0.8 x 

106
, reasonably close to the required amount. 

It is unclear whether this purging takes place during the growth interruption or 

after the group-III flux is reestablished. Others have observed a reduction in wire 

diameter at the wire tip (pinching) due to purging of the Au particle under a group-V flux 

at the end ofthe growth ofGaAs NWs [5.12, 25]. This effect is not explicitly observed at 

the interfaces analyzed in Figure 5.2. In our work, the bulging phenomena associated 
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with group-III transients, or overgrowth on the NW sidewalls discussed in section 5.3.4, 

may mask any anticipated pinching effect. 

5.3.3 lnGaAs-to-lnP Transition 

After growth of the uniform InGaAs segment (region 3) was completed, an 

InGaAs-to-InP growth transition occurred (region 4). Though a similar gas-switching 

sequence was used, the resulting elemental transitions in Figure 5.2a are somewhat 

different when compared to the InP-to-InGaAs transition. The group-V transition is 

spread across the ftrst ~40 nm of region 4 (region 4-V) with a nearly constant In and Ga 

concentration spanning ~33 nm. The Ga concentration drops rapidly over the latter ~15 

nm of region 4 (region 4-III), leaving only In and Pin region 5 as in region 1. Based on 

the earlier analysis of the InP-to-InGaAs transition (region 2), we surmise that growth in 

region 4 begins with a purging of the In and Ga remaining in the Au following 

completion of the previous InGaAs segment. The long, constant In and Ga levels at the 

start of the group-V transition support this assertion. Once again, a bulge at the top of the 

wire coincides with the onset of the group-III transition. 

The group-V transition of region 4-V occurred over a thickness of ~40 nm, twice 

as long as the group-V transition of region 2-V (20 nm). In a previous MOVPE 

GaP/GaAs heterostructure wire study [5.6, 7] the authors observed a similar lengthening 

of the As-to-P group-V transition and suggested that the effect was due to residual AsH3 

that lingers in the growth chamber after gas-switching. Similarly, in the case of GS-MBE 

as in this work, significant concentrations of As2 can remain after growth of the InGaAs 
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section, leading to an As tail that prolongs the group-V transition [5.26, 27]. The results 

of a previous x-ray diffraction study of thin-film superlattices grown in the same GS­

MBE system provide evidence of a slowly dropping As tail of about 5% As in the InP 

barriers [5.15]. This As carry-over effect is also supported by the photoluminescence 

analysis presented in Chapter 3. 

A comparison can be made between the NW s and the equivalent 2D growth for 

the same incident materials and growth times. In the latter case the intended InGaAs 

section (regions 2 to 3) and the intended final InP section (regions 4 to 5) would each 

have had a 2D interface abruptness on the order of 1 ML (in terms of group-III) and a 

layer thickness of 33 nm (5.15]. In the NW, the group-III transition regions are 

significant, and the lengths of regions 2-3 and 4-5 are ~61 nm and ~78 nm, respectively; 

roughly double the corresponding 2D thicknesses. Catalytic growth is expected to be 

faster than 2D growth due to adatom collection by the Au particle [5.3]. The slightly 

slower growth rate of the final InP section of the NW is not unexpected. As the wire 

lengthens the rate of adatoms migrating from the sample surface is diminished, reducing 

the effect of this adatom pathway, and the associated growth rate. 

5.3.4 Sidewall Growth 

Radial EDS linescans of different regions of the wire gave information regarding 

sidewall growth. The EDS linescan along the bottom InP segment, shown in Figure 5.3, 

indicates that significant growth takes place on the InP sidewalls during growth of the 

InGaAs segment. Significant counts of both Ga and As are present at the edges of the 
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NW as well as detectable levels throughout the scan. Within about 5 atomic percent, the 

sidewall is estimated to contain 34, 16, 24, and 26 atomic percent of In, Ga, As, and P, 

respectively. This sidewall growth on the InP bottom segment occurs as an effect of the 

migration of adatoms from the substrate surface along the sides of the wire [5.3, 5]. P 

may be present in the sidewalls either due to some lingering P after growth of the bottom 

InP segment, or due to some further unresolved sidewall deposition during growth of the 

top InP segment. 
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Figure 5.3. Radial linescan of the bottom InP segment of the NW 
shown in Figure S.lc. The black line in the TEM image indicates the 
location of the scan line. 
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The sidewall growth was verified by HR-TEM imaging. Figure 5.4 shows a HR-

TEM image of the bottom InP portion of the identical wire analyzed in Figures 2 and 3. 

The horizontal contrast lines perpendicular to the growth direction in Figure 5.4 are 

stacking faults observed frequently in (lll)B oriented wires [5 .28-30]. The InGaAs 

sidewall growth on InP is suggested by the lighter contrast along the outside of the wire, 

indicating a core-shell structure. This region measures about 6 nm in width, consistent 

with the full-width at half-maximum of the EDS peaks at the wire edge evident in Figure 

5.3 (~5 nm). 

Figure 5.4. HR-TEM image of bottom InP portion of the NW shown 
in Figure 5.2 and Figure 5.3. 

A radial EDS linescan of the top InP segment is shown in Figure 5.5. As 

expected, there is no evidence of InGaAs sidewall growth in this segment. In this case, 

no InGaAs sidewall growth is possible since the top InP segment is grown following 
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completion of the InGaAs segment. Radial scans of the InGaAs section of one of these 

wires (not shown) showed no signs of P peaks due to InP sidewall growth. InP sidewall 

growth on the InGaAs sections was either too thin to detect or absent due to the ability of 

In adatoms to diffuse to the wire tip. 
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Figure 5.5. Radial EDS linescan of top loP portion of the NW shown 
in Figure 5.1c. The black line in the TEM image indicates the location 
of the scan line. 

5.4 Chapter Summary 

In contrast to the control of epitaxial film growth, variations in the EDS profile of 

InGaAs/lnP heterostructure NWs grown by GS-MBE show that transient growth occurs 
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during group-III switching at the material interfaces. The observed bulging morphology 

has been attributed to a transient group-III material supersaturation of the Au particle, and 

the exaggerated group-V exchange at the InGaAs-to-InP transition is due to the presence 

of residual As in the growth chamber after completion of the InGaAs segment. The Ga 

deficiency of the InGaAs section and the presence of significant InGaAs sidewall growth 

on the InP base are the result of the short ditfu.sion length of Ga as compared to In. 
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6 Conclusions and Future Work 

InGaAs!InP heterostructure nanowires were grown on n-type (111 )B InP 

substrates by the vapor liquid solid growth mechanism, using Au as the metal catalyst, 

and gas source molecular beam epitaxy as the deposition method. The morphology of 

these wires was compared to pure InP nanowires grown in the same system. It was found 

that the InP NWs grew normal to the (lll)B InP substrate with a uniform cross section 

(hexagonal rod-like shape) and sidewall facets aligned with the {-211} family of planes. 

These wires were also found to have stacking faults only near the wire tips, indicating 

that the wires grow free of stacking faults up to a height of ~300 nm. Since NW growth 

via MBE is diffusion induced, it is suggested that the onset of stacking faults results from 

changes to the supersaturation conditions of the Au particle due to the reduced rate at 

which source material reaches the Au-wire growth surface as the wire lengthens. It 

appears that the changing supersaturation conditions of the Au particle introduce a 

bistability in the crystal structure, which depends on growth method (GS-MBE versus 

MOVPE), 111-V composition (As- versus P-containing alloys), and growth conditions 

(temperature and V /Ill flux ratio). 

In contrast to the rod-like morphology of the InP NWs, the InGaAs/InP 

heterostructure NW s exhibited a distinct bulging morphology at the material interfaces. 

Based on the analysis of energy dispersive x-ray spectroscopy profiles these bulges are 

attributed to group-III transients in the Au catalyst during the gas-switching sequences. 

Sidewall growth of InGaAsP on the InP base and Ga deficiency in the InGaAs sections 

are caused by the low diffusion length of Ga compared to In adatoms. 
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A detailed structural model was developed to describe the material interfaces of 

InGaAs/InP superlattice structures grown by GS-MBE. A model consisting of 2 mixed 

group-V atomic layers at the InGaAs-on-InP interface and 1 mixed group-V atomic layer 

at the InP-on-InGaAs interface was supported by HRXRD and PL measurements. The 

results also indicated an As contamination of -5% in the InP barriers due to residual As 

in the growth chamber after gas-switching. The asymmetric shape of the superlattice 

satellite peaks was not reproduced in the XRD simulations. Further simulations will be 

required to determine the cause of this rocking curve characteristic. The abruptness of 

the superlattice interfaces was compared to those of the InGaAs!InP heterostructure NW s 

and it was found that the VLS growth results in significant smearing of the interfaces due 

to the retarding effect of the Au catalyst particle on changes to the source material. The 

presence of a significant As tail in the top InP section of the heterostructure NW s is 

caused by residual As in the growth chamber as was the case in the SL growths. 

Annealing experiments were also conducted on Au-covered GaAs and InP (111 )B 

substrates to illustrate the link between the size distributions of the Au particles on 

annealed Au-covered substrates and NWs grown on the same surfaces. It was found that 

the same trends existed between InP and GaAs NW s, and InP and GaAs surfaces. 

However, deviations between the size and distribution of the Au particles and the 

resulting NW s are believed to be due to differences between the annealing processes 

occurring in the rapid thermal anneal and MBE chamber. To achieve a more appropriate 

comparison future annealing experiments should be conducted in the MBE chamber 

under a hydrogen plasma treatment as would be used before a NW growth. This would 
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provide a more appropriate annealed surface to compare to the NW growths in terms of 

Au particle size distribution. 

During the annealing experiment it was found that small areas of the Au-covered 

lnP surface annealed at 550 °C were covered with nanowires several microns in length 

(Figure 6.1 ). These structures are notable since they were produced in the rapid thermal 

annealer at atmospheric pressure, not the ultra-high vacuum MBE system. These long 

nanowires were not observed in the lower temperature annealed surface ( 460 °C). The 

source material for these wires might come from the lnP cap, but the reasons for growth 

and the composition of these structures has not yet been explored. Future experiments 

will be conducted to understand the growth mechanism of these structures. 
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Figure 6.1. Secondary electron SEM images of nanowires grown in the 
rapid thermal annealer at atmospheric pressure. (a) 3,000 and (b) 
10,000 times magnification. 
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To further elucidate the cause of the bulging, future growths will be conducted in 

which the growth of pure InP NW s is interrupted and resumed to simulate the gas­

switching process without actually changing the source materials. The observation of 

bulging at the point of interruption would provide evidence that the bulging phenomenon 

is due to the slow purging of transient material from the catalyst and not changes to the 

source material. In the case that this interrupted InP NW growth shows no bulging, the 

growth of heterostructure NWs in which the group-III material remains constant (e.g. 

InAs!InP) will help to determine if the bulging and smearing observed at the interfaces is 

due to the interplay of different group-III materials in the Au catalyst or at the growth 

surface. Growths, in which the group-III material is changed but the group-V is not (e.g. 

InGaP/InP) will provide further evidence. 
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