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.Abstract 

In nuclear astrophysics, there are still undiscovered areas involving unstable nuclei, 

like the nucleosynthesis in exploding stars. The unstable nuclei are extremely 

difficult to produce in the laboratory for study since they decay away quickly 

once they are formed. To make the unstable nuclei available in the laboratory, 

Canada has built one of the best facilities in the world for nuclear astrophysics 

studies with radioactive beams, called TRIUMF-ISAC. Its recent upgrade to ISAC-

2 can produce even heavier radioactive beams with higher energy. To fully utilize 

the ISAC-2 facility, a high-segmented HPGe 1-ray detector-TIGRESS, has been 

developed to study exotic nuclei using the well-established technique of Coulomb 

Excitation. 

As an essential part of the TIGRESS facility, auxiliary detectors, such as silicon 

detectors, are used to improve the sensitivity of the experiments through Doppler 

correction. Two types of silicon detectors will be used. One is the CD-shaped 

double-sided silicon strip detector,which is the topic of this thesis. The other one 

is the silicon barrel detector. This thesis will discuss the computer simulations and 

experimental tests of the CD detector. 

Simulations were made using a simulation toolkit GEANT4, which was run 

under the Linux system. The goal was to test the hypothesis that measurements 

of the energies of heavy ions in Coulomb excitation may improve the Doppler 

correction by constraining the scattering location in a thick target. To test the 

performance of the simulated CD detector, simple simulations were performed for 
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shooting calibration alpha particles from an 241 Am source first directly onto the CD 

and second through a thin target onto the CD. The goal of additional simulations 

was to attempt to determine the corresponding scattering depth in a thick target 

by putting an energy cut on the spectrum of the scattered beam detected in the 

CD. These simulation results verify the possibility of such localization, though the 

resolution is not very good. 

Experimental tests for the CD detector are aimed to obtain the energy resolu­

tion for each strip element of the CD and to have at least 8 channels instrumented 

in our test lab before this detector is sent to TIGRESS facility. The test station 

including electronics and detector systems and all results from initial tests are 

described in detail in this thesis. 
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C:l 
Introduction 

This thesis is about a silicon CD detector, which will be used as an auxiliary 

detector for the TRIUMF-TIGRESS spectrometer [1] at the ISAC-2 [2, 3] facility. 

In this chapter, I will give some introduction to these facilities. Before that, I will 

give some background to these facilities and to our research in nuclear astrophysics. 

1.1 Nuclear Astrophysics 

When you look into the sky dotted with countless shining stars, you might say 

"how the stars are shining". But, you might never think of these further: why 

the stars are shining, where do these stars come from, and furthermore, our uni­

verse and even human beings. In nature, all the matter is made from chemical 

elements, which are created through nuclear reactions occurring during the early 

evolution of our universe. To explore the evolution and structure of our universe, 

a new scientific field was developed, called nuclear astrophysics-the combination 

of astronomy and nuclear physics. Those nuclear processes responsible for the for­

mation of the elements in our universe are collectively called "nucleosynthesis" [4]. 

One of the main goals of nuclear astrophysics is to study these nucleosynthesis pro-
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cesses by measuring the properties of the nuclei that participate in them. These 

nucleosynthetic processes are discussed in the following sections. 

1.1.1 Big Bang N ucleosynthesis 

According to the big bang theory [5, 6, 7], our universe originated from a "big 

bang" cosmic explosion. During this Big Bang phase, the universe was very hot and 

dense, however, since then it has been expanding and cooling, allowing galaxies, 

stars, planets, and also the living beings on our earth to form. The primordial 

processes are known as Big Bang nucleosynthesis. 

Big Bang nucleosynthesis (BBN) took place shortly after the Big Bang, and is 

responsible for the production of some light elements (mainly hydrogen, helium, 

and some lithium) [8, 9]. BBN has a very short life time, only about three minutes, 

after which the universe began to cool and expand, reducing the temperature and 

density. When the gravitational energy became larger than the thermal energy, the 

interstellar gas (mainly hydrogen and helium) condensed and this converted the 

gravitational energy to thermal energy and so the temperature rose again. If the 

temperature became high enough, nuclear reactions commenced with the ignition 

of the most easily burned nuclear fuel-hydrogen. Then the basic nucleosynthetic 

process of the hydrogen burning ensued. 

1.1. 2 Hydrogen Burning 

In this nucleosynthetic process, hydrogen is burned and finally converted into he­

lium. There are two different sets of reactions in this process-the proton-proton 

(p-p) chain and the CNO (carbon-nitrogen-oxygen) cycle. 

The pp chain reactions 

The proton-proton fusion reactions are the main reactions that take place when the 

Sun and other stars with the mass of our Sun or less burn [10, 11]. This reaction 
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chain includes two major steps. 

The first step is the fusion of two hydrogen nuclei 1 H (protons) into deuterium 

2H, resulting in one proton changing into a neutron and the emission of a positron 

and a neutrino. 
1 H + 1 H ---+ 2 H + e+ + Ve 

As this is a weak interaction, this first step is extremely slow allowing a proton 

to wait for a very long time before fusing into deuterium. But once the deuterium 

is formed, it quickly fuses with another hydrogen to produce a light isotope of 

helium, 3He, and release a gamma-ray: 

There are three main branches following this step, namely, the ppl, pp2 and 

pp3 chain reactions, all of which lead to the same end-generating the helium 

isotope 4 He. 

CNO cycle 

The CNO cycle is another fusion reaction sequence by which helium is produced 

from hydrogen [11]. This cycle begins with 12C and ends with a return to 12C, 

while converting four protons to produce one helium nucleus just like the p-p chain 

reactions described above. Here the carbon is simply a catalyst. The CNO cycle 

is shown in figure 1.1. In the N-Z plane, the cycle takes the form as shown in 

figure 1.2. At the even higher temperatures resulting from the energy released by 

the fusion reactions, proton capture on 13 N can begin to compete with its ,6-decay 

in the CNO cycle, leading to "break out" into the Hot CNO cycle. Figure 1.3 

shows one Hot CNO cycle branch at temperature 1T9 =0.2. The Hot CNO cycles 

are the main source of energy generation in novae, and in the early stages of X-ray 

1This is the denotation of temperature in astrophysics. T9 = 109K, which means T9 =0.2 
equivalent to T=0.2x109K. 
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bursts [12]. 

Figure 1.1: The CNO cycle [13] . 

Figure 1.2: The CNO cycle in the plane of neutron number and proton number. 
This figure is adapted from [13] . 

1.1.3 Helium Burning 

In the hydrogen burning phase , a balance between the thermal pressure and the 

gravitational force is established by the released energy, which stabilizes the star 

until the exhaustion of the hydrogen. Then the star contracts again causing grav-
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Figure 1.3: One Hot CNO cycle branch at T 9=0.2 in the plane of neutron number 
and proton number [13] . 

itational energy to be converted to thermal energy. The temperature and density 

keep increasing till the next available nuclear fuel, helium, begins to burn. In this 

burning process, three helium nuclei can fuse to form a carbon nucleus by the 

so-called triple-alpha process [14, 15]. 

With the energy released from burning helium, the gravitational force is bal­

anced again by the thermal pressure. Once the 4 He fuel is also exhausted , the star 

begins to cool down again and the gravitational collapse resumes. At some stage, 

the star then moves into its next phase. 

1.1.4 Advanced and explosive Burning 

The carbon burning phase starts when the temperature reachs a high level due 

to further gravitational collapse after helium burning. As carbon burns, heavier 

reaction products , such as 0 , Mg, Ne, are produced [16]. After the star runs out 

of carbon, the core again contracts until Neon ignition. During the neon burning 

phase, Oxygen and Magnesium are created [17]. As the star consumes all its neon 
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and the star contracts still further, its density and temperature keeps rising until 

oxygen burning becomes energetically possible. When the star finally consumes 

its oxygen, a new core rich in silicon comes into being [18, 19]. 

In further silicon burning, silicon nuclei are broken down into helium nuclei, 

which are then added into other silicon nuclei to produce the elements, namely, 

chromium, manganese, iron, cobalt, and nickel [20]. 

No more burning processes can happen after the silicon burning in a star's 

evolution, since its final product, 56Fe, is very stable and iron burning is not en­

ergetically possible. Therefore, the star core keeps cooling down and the gravita­

tional force is no longer balanced by thermal energy, so this leads to the collapse 

of the star. A supernova explosion may occur with a neutron star or a black hole 

coming into being. A huge amount of energy is released from such an explosion, 

making possible the production of elements beyond iron by other nucleosynthetic 

mechanisms, e.g. the rapid capture of neutrons (r-process). 

1.1. 5 N ucleosynthesis beyond Iron 

Now it is well known that there are two types of evolutionary mechanisms [21], 

the s-process and the r-process, responsible for producing the heavier elements 

with the iron-peak nuclei as seeds. Both processes bypass the proton-rich nuclei 

along the valley of stability. But there are some proton-rich nuclei thought to be 

those from 74Se to 196Hg, which can not be produced by the two neutron-capture 

(r and s) processes and are believed to be produced by a third mechanism called 

p-process. Figure 1.4 shows the paths of the three processes in the plane of neutron 

and proton number. 

The r-process 

In a hot and neutron-rich environment, the radioactive nuclei can absorb neu­

trons very rapidly with the absorbing time shorter than their f)-decay life-times. 
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Production of the elements: 
• s process (50%) 
• r process (50%) 
• p process (<1 %) 

Ni 
Co 
Fe 

Seed tor s·Process 
s·Process Reaction 

Path 

' 
' ' ' 

N=50 

... ' 
' ' 

' 

... ... 
' ' ... 

' 

' 

terminates at 209 Bi 

... 
' -...-= 

• p-only 

• s-only 

• r-only 

r·Process Region 

s·Branchings 
( 

63Ni, 19Se, 15Kr, ... ) 

7 

Figure 1.4: The paths of the r-,s- and p- processes in the plane of neutron and 
proton number. 

Highly unstable neutron-rich nuclei are formed but then quickly f3 decay to stable 

ones. Such a nucleosynthetic process is called the "r-process". About half the 

elements heavier than iron on the neutron-rich side of the valley of stabili ty have 

been produced through this process. Due to the high neutron density requirement 

(exceeding rv l020 cm-3), t he r-process likely occurs in supernova explosions and 

neutron star mergers. 

The s-process 

The s-process is a slow neutron-capture process, relative to the {3-decay. It takes 

place in an environment with lower neutron density and lower temperature. Stable 

isotopes are produced as the process moves along the valley of stability, while in 

the r-process nuclei are produced very far away from the valley of stability due to 

continuous neutron captures before their {3-decays. The s-process produces nearly 

the same number of isotopes as the r-process does. 
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The p-process 

The p-process includes two mechanisms of the nucleosynthesis of some rare heavy 

proton-rich nuclei. One is the photodisintegration of the product nuclei from the 

r-process and the s-process in a hot environment where photons obtain enough 

energy to remove neutrons or a-particles from the nuclei. A series of ( 1,n) and 

(r ,a) reactions are involved in this mechanism; that is why the "p-process" is 

sometimes called the "1-process". In a hot and proton-rich environment, proton­

capture reactions become possible. When the temperature and proton density 

become extremely high, rapid proton-capture occurs, which is called "rp-process". 

Till today the cosmic site for the rp-process is still not firmly established like the 

s-process, but is believed to occur in X-ray bursts on accreting neutron stars. 

1.2 The TIGRESS Spectrometer at ISAC 

Nuclear processes in nucleosynthesis involving stable nuclei in pp-chains, CN 0 

cycles have been well established, but those involving unstable nuclei-neutron­

rich nuclei on the path ofr-process and proton-rich nuclei on the path of rp-process 

in exploding stars- are still unclear(Figure 1.5). It is because unstable nuclei are 

very difficult to produce in the laboratory due to their extremely short life-times. 

To make unstable nuclei available, many facilities for nuclear astrophysics studies 

with radioactive ion beams (RIB) have been built worldwide. TRIUMF-ISAC [3], 

is one of them, which is located in Vancouver, Canada. With the TRIUMF-ISAC 

facility, we have been able to perform experiments with RIB and sophisticated 

detection systems, in some cases reproducing the actual nuclear processes that 

happen in the universe [22]. The recent upgrade of ISAC-1 to ISAC-2 [2] will make 

the ISAC facility more efficient for studies of very exotic nuclei using the technique 

of Coulomb excitation, for example. To fulfill this task, a 1-ray spectrometer, 

TIGRESS, has been developed and is now under construction. 
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PhYsics with RIB 
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Figure 1.5: Physics with radioactive ion beam. This figure is from [23]. 

1.2.1 ISAC 

9 

ISAC- the isotope separator and accelerator , is one of the most advanced RIB 

facilities of the isotope separator on-line (ISOL) [22] type in the world. The RIB 

is produced by bombarding thick production targets with up to lOO{lA of 500Me V 

protons from TRIUMF's main cyclotron. Then the produced high-quality RIB can 

be delivered directly to a variety of experimental facilities, or can be re-accelerated 

to energies typical of explosive astrophysical events (rv0.5-1.5MeVIA) [3]. Fig­

ure 1.6 is a schematic of the TRIUMF-ISAC facility. 

The old version of ISAC, ISAC-1 , can produce RIB with the mass number up 

to A=30 and energy up to 1.5MeV I A. Its upgrade version, ISAC-2, will be able 

to produce RIBs with the mass number extended to A=150 and the energy to 

6.5Me VI A for the entire mass range and 15Me VI A for light nuclei [2]. Figure 1. 7 

shows a photograph of ISAC-2 experimental hall. 
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ISAC at TRIUMF 

Figure 1.6: Schematic of the TRIUMF-ISAC facility. 

Figure 1. 7: A photograph of the ISAC-2 experimental hall. 
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1.2.2 TIGRESS spectrometer 

TIGRESS- (TRIUMF-ISAC Gamma-Ray Escape Suppressed Spectrometer) [1] ­

is designed to study the exot ic nuclei from the !SAC facility, in part icular ISAC-2. 

It is a highly segmented gamma-ray spectrometer which consists of 12 Compton­

suppressed HPGe detectors in closed-packed geometry. TIGRESS can be used in 

the fields of nuclear astrophysics, nuclear structure, nuclear reactions, and funda­

mental interactions. 

The early experiments with TIGRESS will be to measure quadrupole matrix 

elements using low-energy Coulomb excitation of RIBs. Auxiliary detectors will 

be necessary to detect , in coincidence with the 1-ray detection, the scattered beam 

particles and the target recoils as well. A silicon CD detector will be used at the 

early stages of these experiments. A silicon barrel detector will also be included in 

the fut ure. Figure 1.8 shows the schematic of the TIGRESS spectrometer. 

Figure 1.8: Schematic of the TIGRESS spectrometer. 
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1.2.3 Experimental Technique-Coulomb Excitation 

Coulomb excitation ( coulex) is a nuclear excitation of the target nucleus caused 

by the long-range Coulomb interaction between colliding nuclei. Coulex is an 

established technique which has been extensively used as a probe for studies of 

nuclear structure. The target nucleus to be studied is bombarded by heavy ions 

with kinetic energy below that needed to cause nuclear interaction. The beam or 

target nucleus can be excited to a higher energy level by the Coulomb interaction, 

and subsequently de-excite by emitting a gamma-ray. By detecting a coincidence 

of the 1-ray in the TIGRESS spectrometer and the scattered radioactive beams 

ion and/ or the target recoil in large solid angle detectors, one can obtain infor­

mation about nuclear structure, such as the energy of the excited states and the 

electromagnetic transition rates. 

1.2.4 Auxiliary Detectors-Silicon Barrel detector and CD 

detector 

For the Coulex studies with the TIGRESS facility, auxiliary detectors are indis­

pensable for detection of scattered beam particles or target recoils in coincidence 

with gamma-ray detection. The sensitivity of the overall experiment and the ac­

curacy of the results will get improved with the auxiliary detectors added in. The 

charged particle detector of good energy resolution, large solid angle coverage and 

highly compact geometry, will be fitted into the TIGRESS target chamber. The 

auxiliary silicon detector chosen consists of two components shown in figure 1.9. 

One is an annular double-sided silicon strip detector (CD detector) discussed in 

detail in this thesis, covering forward angles up to 40 degrees with respect to the 

beam direction; the other one is a silicon barrel detector array which surrounds 

the target and covers scattering angles from about 40 degrees to 137 degrees in 

the laboratory frame. The CD detector is used for small-angle scattering, partic­

ularly when the target particle is lighter than the beam particle, while the silicon 
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barrel detector array is important in measurements where the target part icle is 

heavier than the beam part icle and therefore scattering angles get much larger. 

Figure 1.10 shows the placement of the silicon CD detector within the T IGRESS 

target chamber. 

Barrel element 

Annular CO 
detector 

Beam 
43<mi ' "'"" 

------~... • ----=5:-:.0-c_m _ _. ! 1.5 em hole 

Target 

Barrel element 

9.8 em (3.2 em wide) 

Figure 1.9: A schematic of the auxiliary silicon detector for TIGRESS.Two barrel 
detector elements and a CD detector are shown. 

Germanium Detectors 

Radioactive Ion Beam 

Silicon CD Detector 

Figure 1.10: A schematic of TIGRESS showing the placement of the silicon CD 
detector whirr the TIGRESS target chamber. 



Silicon CD Detectors 

For charged particle detection, silicon is the most widely used semiconductor ma­

terial. As has been noted, future TIGRESS experiments will use a silicon CD 

detector to measure the energy and position of the scattered radioactive beam 

particle and target recoil. In this chapter, I will briefly review the theory of semi­

conductor detectors [24] and then describe the silicon CD detector. 

2.1 Theory of Semiconductor Detectors 

The semiconductor detectors, also called "solid-state detectors", are made of crys­

talline semiconductor materials, usually silicon or germanium. This kind of detec­

tor is used extensively in nuclear physics and high energy physics. Silicon is used 

in the diode detectors for charged particle detection, e.g. the CD detector [25], 

which is discussed in this chapter, whereas Germanium is more widely used in 

detectors for gamma-ray detection, e.g. the TRIUMF-TIGRESS spectrometer [1]. 

More details about germanium detectors can be found in reference [26]. 
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2.1.1 Energy Band Structure in Solids 

In solids the periodic lattice structure of crystalline materials creates a periodic 

potential, which results in two energy bands for all electrons in the solids - the 

conduction band and valence band [27]. The energy bands are actually regions of 

many closely spaced energy levels. The valence band is composed of the lower en­

ergy levels in which the electrons are tightly bound and not free to move, whereas 

in the conduction band composed of the higher energy levels, the electrons have 

enough energy to become free from bound states and therefore can move through 

the entire crystal. These electrons in the conduction band contribute to the elec­

trical conductivity of the material. Between the two energy bands, depending on 

the types of the materials in the solids, there may exist a region in which there 

are no confined electrons and which is thus given a name "forbidden" energy gap. 

The figure 2.1 shows the energy band configurations of three different solids for 

comparison- insulators, semiconductors and conductors. 
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Conduction 
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Figure 2.1: Energy band structure of insulators, semiconductors and conductors 

In insulators and semiconductors, the forbidden energy gap exists and all the 

electrons lie in the valence band at room temperature. So the materials do not 

show electric conductivity until the electrons in the valence band can obtain enough 

external energy to jump across the energy gap into the conduction band. For 
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insulators, the energy gap, or the energy required to jump across the gap, is 5 

eV or more, whereas for semiconductors, the gap is much smaller, about 1 eV. 

In conductors, however, the valence band and conduction band overlap, that is 

no energy gap, and the electrons in the valence band can easily migrate to the 

conduction band. 

2 .1. 2 Charge Carriers in Semiconductors 

The forbidden energy gap between the valence band and the conduction band in 

semiconductors is very small,as we know from above, only 1 eV for Si and 0.67 

e V for Ge. At room temperature, therefore, only by intrinsic thermal excitation 

some electrons in the valence band can be excited into the higher energy level in 

the conduction band and become free electrons, leaving vacancies (called "holes") 

in the original position of each electron. If an external electric field is applied, the 

free electrons in the conduction band can move to conduct the electric current. At 

the same time, their corresponding holes will move in directions opposite to those 

of the electrons. So the holes act like a positive charge carrier and also conduct 

the electric current. There are thus two kinds of charge carriers in semiconductors 

- free electrons in the conduction band and holes in the valence band, whereas in 

conductors only electrons act as charge carriers. 

In pure semiconductor crystals the number of holes in the valence band is the 

same as that of the electrons in the conduction band. However, in practical appli­

cations, a small amount of impurity atoms is doped into the crystal to improve the 

efficiency of the production of the charge carriers. Usually a pentavalent dopant 

is used to provide extra electrons in the conduction band, and a trivalent dopant 

is used to provide extra holes in the valence band. Semiconductor materials with 

the former dopant have the negative electrons as the majority charge carriers and 

are thus called n-type semiconductors, whereas those with the latter dopant have 

the positive holes as majority charge carries and are thus called p-type semicon­

ductors. If heavily doped, the two types of semiconductors will be called n+-type 
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semiconductors and p+ -type semiconductors, respectively. 

2.1.3 The p-n Semiconductor Junction 

If an-type semiconductor and a p-type semiconductor are pressed together, a so­

called p-n junction will be formed, on which all present semiconductor detectors 

are based. In practical fabrication, the p-n junction is made by diffusing p-type 

impurities into one end of ann-type semiconductor to change that end into p-type. 

Because of excess of electrons in the n-type end and holes in the p-type end, 

there is an initial diffusion of electrons towards the p-side and holes towards the 

n-side during the formation of the junction. This is illustrated in figure 2.2. This 

diffusion makes negative electrons and positive holes accumulate on the initial 

electric neutral p-side and n-side respectively, which establishes an intrinsic electric 

field across the junction with the direction from the n-side to p-side. This electric 

field prevents the charge carriers from further diffusing, leaving a region associated 

with the electric field, of immobile space charges, called "depletion region". Any 

electron entering the depletion region will be swept towards the n-side by the 

electric field and any hole similarly will be swept towards the p-side. This is just 

the property of the p-n junction that is used for the detection of radiation. 

2.1.4 Ionizing Radiation of Charged Particles in the p-n 

Junction 

When passing through semiconductors, charged particles lose energies through 

interactions with the electrons in the semiconductors. Although some other pro­

cesses also occur simultaneously, they contribute much less to the energy loss and 

can thus be ignored [26]. In these interactions, energy is transferred from the 

charged particle to the electron, promoting it to the conduction band to produce 

an electron-hole pair. Such a process is called ionization. As we have seen, a semi­

conductor has a very small forbidden energy gap. To create an electron-hole pair 
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Figure 2.2: The formation of p-n junction by carriers diffusion 
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in Si, only an average energy, denoted by E, of about 3 eV is required, compared 

with about 30 eV in typical inert gas-filled ionization detectors. 

2.1.5 Semiconductor Diode D etectors and Reverse Biasing 

If the total energy loss of incident charged particles in a p-n junction is denoted 

by !:lE , then the total number of electron-hole pairs produced is: 

n·umber of electron - hole paiTs = !:lE/ E 

where E is the average energy required to produce an electron-hole pairs. These 

electrons and holes are then swept out by the electric field in the depletion region 

of the p-n junction and accumulate on then-side and p-side respectively. Through 

a charge-sensitive preamplifier , a signal can be brought out from each side of the 

junction. 

The key aspect of a semiconductor diode detector is the depletion region whose 

width is proportional to the strength of the electric field in it. In general, the 

intrinsic electric field caused by the initial diffusion of charge carriers is not in-
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tense enough to provide efficient charge collection and therefore an external bias 

is needed. If a forward bias is applied to the p-n diode junction, from p-side to 

n-side, obviously the intrinsic electric field of the depletion region will be canceled 

resulting in the disappearance of energy gap, and thus the p-n junction becomes a 

conductor. On the contrary, if a reversed bias is applied, the potential between the 

two sides of the n-p junction will increase, broadening the width of the depletion 

region and thus the sensitive volume for charge collection will increase. The higher 

the external bias voltage, the wider the depletion region and the more efficient the 

charge collection. Of course, there exists a voltage limit dependent on the resis­

tance of the diode junction beyond which the junction will breakdown and become 

conductive. Figure 2.3 shows the Bias Voltage vs. Current properties of a diode. 
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breakdown point 1s diode the turn-on voltage 
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Reverse F o rwat·d 
VQUage Voltage 

Figure 2.3: Current vs Voltage characteristics of p-n Junction 

2.1.6 Silicon Micro-Strip Detectors for Position Detection 

In experiments of nuclear physics, the measurement of the energy of the charged 

particles after interaction alone is not enough. Position sensitivity is also required. 

To this end, two types of silicon position-sensitive detectors were developed. One 

is the continuous position-sensitive detector [26]. The other is the silicon micro­

strip detector, which is more widely used today. The CD detector discussed in this 

thesis is also based on the silicon micro-strip detector. 

The micro-strip detector is actually a discrete array of many silicon micro-strip 
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elements. Each micro-strip element has its own readout, through which a signal 

can be taken when the incoming particle hits this strip, and its position information 

is then determined by the location of the strip. In the next section, the possibility 

of more accurate position determination is discussed with a double-sided silicon 

strip detector. 

2.2 Compact Disc Double Sided Silicon Strip De­

tector 

The silicon CD detector is a double-sided silicon strip detector array. It was de­

signed by the Edinburgh-Louvain collaboration [25] for Coulomb Excitation and 

charged-particle reactions with radioactive beams. The detector can be fabricated 

small enough to fit inside a large solid angle (-detector, e.g. TIGRESS spec­

trometer [1] at TRIUMF and serve as an auxiliary detector. More details about 

this detector are given below and the instrumentation for this detector system is 

described in Chapter 4. 

2.2.1 Description of the CD Detector 

The CD detector has a size and shape similar to a real music CD and thus gets 

its current name. It has active outer and inner diameters of 84 mm and 16 mm 

respectively and consists of four quadrants. Figure 2.4 shows its schematic struc­

ture. Each quadrant of the detector has 16 annular strips of 1.9 mm width and 

2 mm pitch on the front side and 24 sector strips of 3.4° pitch on the back side, 

which results in 40 discrete detector elements and total 160 elements for the whole 

detector. Therefore, it can provide a very close compact geometry in the target 

region with a horizontal and azimuthal angular resolution at a distance of 5 em 

away from the target of .6.8 rv 2°, .6.<I> rv 3.4° respectively. 

The actual CD detector, as shown in figure 2.5, is a little different from what 
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Figure 2.4: Schematic structure of CD detector (dimensions in mm) [25]. The two 
right-hand quadrants show the schematic layout of the front side of the detector , 
the lower left-hand quadrant shows the layout of the back side, and the upper 
left-hand shows the quasi-pixels formed by the overlap of front annular strips and 
back sector strips. 

is described above. The azimuthal angular coverage for each quadrant is reduced 

down to 82° from 90° to leave necessary space for the signal PCB tracks of the 

annular strips on the front face of the detector, as can been seen on the top of 

figure 2.5. 

The silicon wafer of the detector can be made with different thicknesses for 

different uses. A thin CD detector can be used as particle identification detector 

when combined with a following residual detector [25]. The CD detector used in 

our program will serve as an end detector and thus has a considerable thickness of 

about 400 J-tm so as to stop the incident charged particles in the detector. 

Figure 2.6 shows the cross-section of the detector. The detector is fabricated 

using an ion-implantation method. When fabricated , annular strips of p+ -type 

silicon are directly implanted on one side of an n-type silicon bulk and sector 

strips of n+ -type silicon are implanted on the other side. The implantation depth 
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Figure 2.5: Photograph of a mounted CD detector quadrant showing the p+ junc­
tion side of the device. 

for both sides is 0.4-0.5 {tm. On the top of each strip , an aluminum contact of 

0.2-0.3 MID thickness is plated. The neighboring aluminum contacts are isolated 

by an insulating Si0 2 gap with the same thickness as the contacts. 

2.2.2 Detection Mechanism of the CD detector 

As mentioned in the last section, a strip detector can measure the energy deposited 

in the detector , as well as the position of the incident particles on it . But for an one­

sided silicon strip detector , we can only obtain lD information, that is, we can just 

tell which strip the incident particles hit and do not know the particular position 

on that strip. Then we can imagine that since a one-sided detector can provide lD 

information, a double-sided detector will be able to give 2D information. That is 

why we use the double-sided silicon strip detector (DSSSD). When particles shoot 

onto the detector, two coincident signals are produced: one from one strip on one 

side and the other from the orthogonal strip on the other side. These give the 
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Figure 2.6: Cross-Section of CD detector. It just shows the details for the front 
face. The back face has the same structure. 

particle position for a single event in the detector. We have used a rect angular 

detector an end detector for the DRAGON facility [28, 29] at TRIUMF and the 

ISOLDE facility [30] at CERN. Our CD detector is designed to provide closer 

compact geometry. 

Experimental tests for the silicon CD detector are described in Chapter 4. 

In the next chapter , a simulat ion toolkit used to simulate the CD detector is 

introduced followed by a discussion on the simulat ions for the CD detector. 



GEANT4 Simulations 

Before performing experimental tests for the CD detector in our laboratory, I 

carried out some computer simulations for the CD, with the goal of locating the 

collision spot for scattering in a thick target from the residual energy of the beam 

particles detected in the CD. The specific software for this task is the so-called 

GEANT4 package, a very powerful new object-oriented simulation toolkit [31]. In 

this chapter, a detailed introduction to this software is given, followed by one of 

the topics of this thesis-the simulations of the CD detector in GEANT4. 

3.1 The GEANT4 Toolkit 

GEANT4 is a software package used to simulate the interactions when particles 

pass through matter. It is used extensively in many research fields, such as par­

ticle physics, nuclear physics, accelerator design, space engineering and medical 

physics. In fact, wherever particles interact the GEANT4 toolkit can be used for 

simulations. 
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3.1.1 Introduction 

GEANT4 was designed and developed so as to meet the ever-increasing demand 

for large-scale, accurate and comprehensive simulations of the particle detectors 

used in modern particle and nuclear physics. It is based on an abundant set of 

physics models, which come from the accumulated experience of many contributors 

to the field of Monte Carlo simulation of particle detectors and physical processes, 

to handle the interactions between incident particles and matter for a wide energy 

range, from rv250 eV to rv1 TeV. 

A GEANT4 simulation process usually includes the following aspects: 

1. the geometry of the system 

2. the materials involved 

3. the fundamental particles of interest 

4. time generation of primary particles for events 

5. the tracking of particles through materials and external electromagnetic fields 

6. the physics processes governing particle interactions 

7. the response of sensitive detector components 

8. the generation of event data 

9. the storage of events and tracks 

10. the visualization of the detector and particle trajectories 

11. the capture for subsequent analysis of simulation data at different levels of 

detail and refinement 
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To cover these aspects, there exist 17 class categories1 in GEANT4. The cat­

egories and their relations are shown in figure 3.1 [31]. Each box in the figure 

represents a class category, and the straight line with an open circle represents a 

usage relationship: the category at the circle end uses the adjoining category. The 

organization of the GEANT4 source codes follows basically the structure of this 

class category. 

In the following, we describe some of the main GEANT4 units in the diagram 

in figure 3.1. 

Run is the largest unit of simulation in GEANT4. One Run represents per­

forming the simulation once. It consists of a sequence of events. Conceptually, a 

run is a collection of events which share the same detector conditions. Within a 

run, users can not change the detector geometry and settings of physical processes. 

In other words, the detector is inaccessible during a run. 

Event is the main unit of simulation. An event represents the whole process of 

an incident particle from its emission from the particle gun, through interactions 

with the target particles if applicable, to coming to rest in or leaving the detector 

system. The number of events is set before each run. 

Track is a snapshot of a particle. It represents a temporary state of a particle 

at an instance within an event and includes information for position and physical 

quantities of the current state of the particle. An event consists of thousands of 

tracks. 

Step is "delta" information from the track of a particle. The information in­

cludes energy loss in the step, time of flight during the step, etc. 

The GEANT4 toolkit is designed using the C++ language and adopts object­

oriented methodology. 

1 In the object-oriented analysis and design methodology by Grady Booch [32], class categories 
are used to create logical units. 
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Figure 3.1: Class category diagram designed for GEANT4. 

3.1.2 Using GEANT4 

When making a simulation using GEANT4, the user does not need to care about 

the details of every aspect shown above. The toolkit can take care of most of 

them. What the user needs to do is just to construct the geometry of his/her own 
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detector system, and then add the necessary physical processes and finally set up 

the simulation conditions. 

Figure 3.2 is the flow process diagram showing how GEANT4 works. 
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Figure 3.2: Flow process diagram of GEANT4 

From the diagram, all that users need to do is in the user program: constructing 

the geometry of the system and defining the materials needed in the "detector con­

struction" part ; adding the relevant particles and physics processes in the "physics 

list" part ; defining the user 's actions and setting up the ini tial conditions in the 

"initial conditions" part. A simple example is given in the next section. 

Fundamentals about some key components of GEA T4, like defining the ge­

ometry and materials, are described in the Appendix. 
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3.1.3 A Simple Example Using GEANT4 Toolkit 

In this section, a simulation of geantino transportation2 is constructed according 

to the diagram in figure 3.2. From that diagram, there are three steps in making 

a simulation: 

Detector Construction 

In the source file for detector construction, a tracker tube made of material Al and 

used to measure the coordinates of the incoming beam particles, and a calorimeter 

block made of material Pb and used to measure the energy of the incoming beam 

particles are constructed, using G4Tub and G4Box classes respectively. 

Physics List 

In the source file for the physics list, the particle which should be defined is only 

the geantino, and the relevant physics process is only transportation. 

Condition Setup 

In this simple example, we do not need to define any user's actions and we just set 

up the "particle gun" with desired energy, position and direction. 

After finishing all of these, we can run the simulation and get the results of 

every event shown in figure 3.3: 

2geantinos are virtual particles created in GEANT4 for simulation which do not interact with 
materials and undertake transportation processes only, in which no interaction happens between 
the particles and matter and thus no energy loss when particle is passing through matter, just 
like the particles are traveling in the vacuum. 
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************************************************************************************************** 

• G4Trac k ln l'ormati on: Particle ~ geamino, Track ID ~ I , Parent iD ~ 0 

************************************************************************************************** 

Step# X(mm ) Y(mm ) Z( mm) Kin E(MeV) dE( MeV) StepLeng TrackLeng Next Volume ProcName 

0 -2.00E+03 0 0 I. OOE+03 0 0 0 ex pH all ini tStep 

-1 .60E+03 0 40 I.OOE+03 0 402 402 tracker Transportat ion 

2 -400 0 160 I.OOE+03 0 1.2 IE+03 1.6 1 E+03 ex pH all Transponation 

0 0 200 I. OOE+03 0 402 2.0 1 E+03 caloB iock Transpon ation 

4 90 0 209 I. OOE+OJ 0 90.4 2. 10E+03 caloLayer Transportation 

5 11 0 0 2 11 I. OOE+03 0 20. 1 2. 12E+03 ca loBiock Transportati on 

6 190 0 2 19 I.OOE+03 0 80.4 2.20E+03 caloLayer Transportati on 

2 10 0 22 1 I.OOE+03 0 20. 1 2.22E+03 ca loB iock Transportati on 

8 290 0 229 I.OOE+03 0 80.4 2.30E+03 ca loLayer Transporlation 

9 3 10 0 23 1 I.OOE+03 0 20. 1 2.32E+03 ca loB iock Transportat ion 

10 390 0 239 I.OOE+03 0 80.4 2.40E+03 ca loLayer Transportation 

II 4 10 0 24 1 I.OOE+03 0 20. 1 2.42E+03 ca loBiock Transportation 

12 490 0 249 I.OOE+03 0 80.4 2.50E+03 ca loLayer Transponation 

13 5 10 0 25 1 I.OOE+03 0 20. 1 2.52E+03 ca loB iock Transponati on 

14 590 0 259 I.OOE+03 0 80.4 2.60E+03 ca loLayer Transportation 

15 6 10 0 26 1 I.OOE+03 0 20. 1 2.62E+03 ca loBiock Transportat ion 

16 690 0 269 I.OOE+03 0 80.4 2.70E+03 caloLayer Transportation 

17 71 0 0 27 1 I.OOE+03 0 20. 1 2.72E+03 ca loBiock Transportation 

Figure 3.3: Display of the results m GEANT4 simulations 

0 -
-

~ 
-

0 
Figure 3.4: Visualization of geantinos transporting through a tracker tube and a 
calorimeter block. 
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3.2 GEANT4 Simulations for the CD Detector 

This thesis is mainly about the simulations of the CD detector in G EANT 4. The 

task of the simulations is to test the performance of the CD detector on the com­

puter to get the information such as energy resolution of the detector, position 

sensitivity, etc. The details for all of these computer simulations are described in 

this section. 

3.2.1 Geometry of the CD Detector in Geant4 

The geometry of the CD detector was constructed according to the information 

in Ref. [25], as has been described in Chapter 2. Similarly to the fabrication pro­

cess of the detector, the n-type silicon wafer with thickness 400 f.J,m is constructed 

first, then the strips of thickness 0.4 f.J,m together with their 0.2 f.J,m aluminium 

contacts on top of them are constructed and placed on the top and bottom inside 

of the wafer, which is like the implantation process, and what is constructed after­

wards are the inter-strip regions of Si02 with the same thickness as the aluminium 

contacts and they are placed in the region between strips. See this structure in 

figure 2.6 in Chapter 2. Figure 3.5 shows the visualization of the geometry of the 

CD detector in GEANT4. 

3.2.2 The Simulation of Shooting Alpha Particles Directly 

onto the CD 

The first simulation produced an energy spectrum using alpha particles impinging 

directly onto the CD detector at different angles. The particles considered in this 

simulation are only alpha particles, and the relevant physics process responsible 

for energy loss of the beam particles in the CD is electron ionization. The other 

process involved is the multiple scattering. These are all the information that 

needs to be included in the physics list part of the user's program. 
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Figure 3.5: Visualization of the geometry of the CD detector in GEANT4 

In order to simulate the performance of the real detector precisely, the energy 

loss in the aluminium contacts should be subt racted from the alpha energies since 

this part of energy loss does not contribute to electron-hole pair creation inside 

the depletion region of the detector element, which requires a sensitive detector 

volume to be chosen. The sensit ive volume of a detector is the volume inside the 

detector responsible to count the energy deposit for energy measurement. The 

sensitive volumes of the CD detector are the silicon wafer and the heavily doped 

silicon strips on both sides of the detector. This is set in the user-action programs. 

The particle gun for the alpha beam is set in the PrimaryGeneration program, 

with alpha particles from the most common calibration source 241 Am which emits 

alpha particles of energy 5.486 MeV (abundance: 85.2%) and 5.443 MeV (abun­

dance: 12.8%) . The particle gun is set to point towards the CD at a fixed angle, 

and its distance to the detector is 5 em. Figure 3.6 is the visualization of the 

simulation obtained by the DAWNFILE visualization driver [31]. The angle of 

15.8 degrees is just an arbitrary angle chosen for the visualization. The direction 
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of incident particles can be easily changed in the settings for the particle gun. 

Figure 3. 7 illustrates the alpha spectrum from the results of this simulation. 

______ £1 ____________ ___ _ 

a source ---241 Am 

Figure 3.6: Visualization of alpha particles shooting onto the CD detector 
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Figure 3. 7: Alpha energy spectrum from the simulation results 
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To get the spectrum of the alpha particles from 241 Am, the simulation was 

run twice, because during each run the particle gun can shoot only one kind of 

particle with one specific energy. So I ran twice with the different particle guns 

with only the energy different, and with the total number of events for each run 

chosen according to the respective abundance, and then combined the two groups of 

results from the two runs into one. The energies of alpha particles in the spectrum 

are a little smaller than the initial energies of incident alpha particles, because the 

particles lost some energy in the aluminium contacts, with the magnitude of about 

30 keV. But we can still see from the spectrum that the energy resolution is very 

high, about 11 keY (FWHM) for both E(o:) = 5.401 MeV and E(o:) = 5.453 MeV. 

3.2.3 The Simulation of Shooting Alpha Particles onto a 

Thin Target 

On the basis of the first simulation, a thin target(l JJg/cm2 12C foil) was added to 

simulate alpha particles with energy of 5.486 MeV shooting onto the target and 

the residual energy of the particles was detected in the CD detector at different 

angles and to get an angular distribution of energy for the incident particles. The 

target was a disk with diameter of 3 em, and its distance from the alpha source 

was 3 em. Figure 3.8 is the visualization of this simulation in GEANT4. 

For one run of the simulation, I obtained one result for a fixed angle, and then I 

changed the direction of the particle to get the result for another angle. I repeated 

this process and got the residual energies for different angles. Figure 3.9 illustrates 

the angular distribution of residual energy from these results. 
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Figure 3.8: Visualization of alpha particles shooting onto a thin target 
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Figure 3.9: Angular distribution of a energy detected in the CD 

35 



CHAPTER 3. GEANT4 SIMULATIONS 36 

3.2.4 Discussion for the First Two Simple Simulations 

In the first simulation, the position information of the measured particles on the 

CD detector can also be easily obtained to determine which strips the particles hit . 

The angular distribution of energy in the second simulation shows that t he residual 

energy detected on the CD detector decreases as the incident angle increases. That 

is because the path length of the incident particle through the target becomes 

longer as the incident angle increases, which causes more energy loss in the target . 

Figure 3.10 is the illustration of shooting alpha particles at different angles. So 

there should be a correlation between the path length through the target and the 

energy of particles detected in the CD detector. 

Beam Source 

.... 
.,.... --­.,.,. ---.. --.. -- --

Target 

__ .. 
.... .. 

--- ---

CD Detector 

Figure 3. 10: Illustration of shooting beam particles onto a thin target at different 
angles. The particles passed the target straight ly and no scattering happening in 
the target is assumed. 

In the above situation, it was assumed that t here was no scattering happening 

and the incident particles just passed straight through the target and lost energy. 

This situation is similar to the scattering situation shown in figure 3.11 , in which 

the incident particles are shot along the horizontal axis onto the thin target , and 

then at the front face of the target they are scattered into different angles. Com­

bining this with the simulation results above, one can say the scattering angle and 
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Beam with Energy Eo 

a thin target 

CD 

Figure 3.11: Illustration of beam particles impinging onto a thin target along the 
horizontal axis and scattered into different angles. It is similar to the situation in 
figure 3.10. 

the residual energy in the CD have an one-to-one correlation. However, in a real 

situation, beam particles observed at a specific angle can be scattered from any 

point along the horizontal axis inside the target , not just at the beginning. Con­

sidering a very thin target , one can find that it almost makes no difference where 

the scattering takes place along the horizontal axis inside the thin target for a 

specific angle and the difference between their path lengths through the target can 

be ignored. This is shown in figure 3.12. Then, how about for the thick target? 

Things are different. For scattering taking place at different points along the axis 

inside the target, the path length of the incident particle through the target is 

different because the thickness of the target is considerable. Therefore, the total 

energy loss for different scattering position is different. Consequently, instead of 

getting one energy for each different angle as in the simulation for the thin tar­

get, apparently for the thick target one should get an energy distribution of the 

scattered particles detected in the CD detector for one angle and different energies 

in this distribution correspond to different scattering positions, or depth in the 

target. Then, we can hypothesize that if we find out the correlation between the 
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corresponding scattering depth in the target and the detected energy on the CD 

for a fixed angle, we can localize the scat tering position t hrough this correlation 

just by detecting the residual energy of t he beam part icles on the CD detector , 

which can provide information for Doppler correction of the gamma-ray energy 

resolut ion of the TIGRESS facility [1] . 

Beam with Energy Eo 

a thin target 

CD 

Figure 3.12: Illustration of beam part icles scattered at the beginning (represented 
by the reel solid line) and the end (represented by the green dashed line) of the 
target thickness at a same angle. Their energy losses can be considered as equal 
because the difference between their path length through the thin target can be 
ignored. 

When 1-rays are emitt ed from moving nuclei and observed by a st ationary 

detector , they will undergo a Doppler shift causing a relative frequency shift and 

consequently a spread in measured energy, which is called Doppler broadening. To 

correct this broadening, according to the equation below, e must be determined, 

which is the angle between the emission direction of the 1-ray and the original 

direction of propagation of the radiating nucleus, and the velocity of the scat­

tered beam must be determined as well as possible. This requires an accurate 

measurement of the origin of the 1-ray. That is, the scattering position should 

be determined as well as possible. The energy spread I:J.E'Y caused by Doppler 

broadening effects for an 1-ray detector at angle e is given by 
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!:::.E"~ = E1 {3 sin et:::.e (3.1) 

where {3 = v / c is the ratio of the velocity of the scattered beam to the speed of 

light and t:::.e is the opening angle of the detector. 

The illustration of different scattering depths is shown in figure 3.13 
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Figure 3.13: Illustration of shooting beam particles onto a thick target , with scat­
tering at different angles (not to scale) . 

From the figure above, one can easily find the correlation of the elastic scattering 

depth Z with the detected energy EcD, in terms of the target thickness t, the initial 

energy of the beam particle E0 , the specific scattering angle e and the stopping 

power S of the target material. The correlation is written as in the form below3 : 

case t 
Z = · (EcD - Eo) + --.....,. 

(1 - case) . s 1 - case 
(3.2) 

where the stopping power S is assumed to be constant and can be obtained by 

3T he results are just for an ideal situation: elastic scattering from an infinitely heavy target 
nucleus, that is with no energy transfer through the elastic scattering. However , in reality, we 
must consider inverse kinematics and the results will be different. Here we just discuss the ideal 
results to simply explain the localization technique. 
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deriving it from this equation: 

case 
s = t + (case - 1) . z . (Eo - Ec D) (3.3) 

To determine the stopping power S and verify the correlation, a SRIM [33] 

calculation was used. In the calculation, 110Sn ions were chosen as the beam 

particles with the initial energy of Eo = 330 MeV and the 58 Ni was chosen as the 

target with the thickness of t = 2 J-Lm. Then an investigation was made for the 

particles scattered into the angle of 8 = 20°, and the EcD for different depths Z 

was calculated in SRIM simulation, such as Z = 0 JLm, 1 J-Lm, 2 J-Lm. Figure 3.14 

is the histogram of the simulations for the three depths. In the SRIM calculations 

for the EcD, actually the depth values were not used directly. Instead, simulations 

were firstly made for the path length of the incident particle through the target 

up to each scattering depth, and simulations were then performed for the incident 

particle impinging normally onto a target with the thickness equal to the remaining 

path length for each depth after scattering. The remaining energy after this target 

of those incident particles which traverse this target without deflection is just the 

EcD· But unavoidably, deflection happened for some particles due to multiple 

scattering and consequently the particles emerging from the target have a spread 

in energy. That is why an energy distribution was obtained instead of a single 

energy value. And the EcD should be the peak value of the distribution. So, from 

the distribution, one obtains, 

EcD = 241 MeV, for Z = 0 JLm; 

EcD = 245 MeV, for Z = 1 J-Lm; 

EcD = 247 MeV, for Z = 2 J-Lm; 

Then one can calculate the stopping power using equation 3.3, 

S = 41.8 MeV I JLm, for Z = 0 JLm; 

S = 41.2 MeV I JLm, for Z = 1 J-Lm; 

S = 41.5 MeV I JLm, for Z = 2 J-Lm; 
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Figure 3.14: Histograms of Ec o for different depth Z in SRIM simulations 
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The Z-Eco correlation using theseS values are plotted in figure 3.15. 

Calculating the stopping power for 110Sn in the 58 Ni target directly with SRIM, 

gives, 

S = 41.5NfeV/p,m 

which is consistent with t he results calculated from the correlation within the 

uncertainty range of SRIM software- 6% [34] and this result verifies the correlation 

between Z and EcD to some extent . 

3 .2.5 Locating the Scattering Position with the Al-Sphere 

Detector 

In the last section, we noted that by measuring the energy of the scattered par­

ticle detected in the CD detector , one can potentially locate where in the target 

the scattering has taken place, through a correlation between the energy and the 

penetration depth of the particle in the target material before scattering. Such a 
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Figure 3.15: Correlation between Z depth in t arget and E cD detected in the CD 
detector. 

localization of interaction depth in the target can be used for Doppler correction of 

the ')'-ray detected in TIGRESS. A further investigation was made using GEANT4. 

For simplicity, a simple Al-sphere detector was used for simulations instead of the 

CD detector. 

The Al-sphere is a virtual detector just used for simulations. The CD detector 

can only cover the scattering angles from 10 degrees to 40 degrees with the detector 

5 em from the target while the sphere det ector can cover all angles: the sphere 

shape is a simpler structure and is isotropic . These aspects make the Al-sphere 

detector ideal for simulations of scattering localization. 

Figure 3.16 shows the geometry of this detection syst em in GEANT4. 

In t he case of 330 MeV u os n impinging onto a 2 p,m 58 Ni t arget , the physical 

process involved is elastic scattering. Figure 3.17 shows the simulation results. 

The energy spectrum in the above figure is the whole energy distribution for all 
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Figure 3.16: Visualization of simulations withAl-sphere detector in GEANT4. 
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Figure 3. 17: Spectra for depth in target,scattering angle and beam energy detected 
in Al-sphere. 
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scattering angles. By specifying an angle, one can obtain an energy spectrum 

for this angle. This energy spectrum should correspond to the whole range of 

the scattering depths in the target given by the correlation discussed in the last 

section. Therefore, by placing an energy cut on this specified energy spectrum, one 

should get a narrow depth distribution corresponding to this energy cut. And if a 

different energy cut is placed on the same energy spectrum, ideally one should get 

a completely separate depth distribution from the former one. Neighboring energy 

cuts should have neighboring depth distributions. Figure 3.18 and figure 3.19 

illustrate this ideal situation. The two line-shaded rectangles in the top graph 

of the figure represent two energy cuts on the energy spectrum for a specified 

scattering angle. The bottom graph shows the corresponding depth distributions. 

However, the actual results from the simulations cannot reach this ideal level. 

Figures 3.20- 3.23 illustrate the actual situation in the simulations. The figures 

are explained in the following. 

Each figure includes three spectra. The spectrum for a given parameter is de­

termined by the other two parameters. The three parameters are : detected energy 

in the Al sphere detector ~ Esph, scattering angle ~ T h_proj, and depth in target ~ 

Z _proj. The top one is the energy spectrum of detected ions in the Al sphere detec­

tor, which is thus determined by the parameters Th_proj and Z_proj. The middle 

one is the spectrum of scattering angle Th_proj, which is thus determined by the 

parameters Esph and Z _proj. The bottom one is the spectrum of depth in target 

Z _proj, which is subject to the parameters Esph and Th_proj. For the results in 

all of these figures, the three parameters were set in the following way: parameter 

Z _proj is always set through the whole range of the target thickness, parameter 

Th_proj is fixed to an arbitrary range of chosen angles~ 20-21 degrees (channel 

40-42), and only the cut on Esph is changed to obtain all the spectra. With these 

settings, the top spectrum shows the distribution of all possible energies when the 

scattering angle is 20-21 degrees, the middle one shows the distribution of all the 

possible scattering angles corresponding to the specific energy Esph cut set in each 
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energy graph and the bottom one shows the distribution of scattering depth cor­

responding to events in the Esph cut, when the scattering events are observed at 

an angle in the range of 20-21 degrees. Every time the Esph cut is changed, that 

selects an energy range in the top spectrum, and the corresponding distribution of 

possible scattering depths Z _proj is created in the bottom spectrum. An offset-

40 channels - is set only in this spectrum and the full target thickness indicated 

in the spectrum is thus from the 40th channel to the 60th channel. 

The following list gives the calibrations of all the horizontal axes of the graphs 

in figures 3.20- 3.23. The total number of events in the simulations is set to 0.5 

billion. 

Top spectrum: 2.5 MeV per channel 

Middle spectrum: 0.5 degree per channel 

Bottom spectrum: 0.1 micron per channel 

From these graphs, we can see that every different energy cut surely corresponds 

to a different depth distribution, and also, the peak of the distribution moves 

considerably as the energy cut changes. It seems at first sight that one can use these 

results for scattering location analysis and therefore use them as good reference 

datasets for Doppler correction. However,we found in the figure 3.24 below that 

the depth distribution covers the whole range of the target thickness. This shows 

a problem: for a specified energy cut, one cannot definitely tell at which spot or in 

which portion of the target thickness Z _proj the scattering takes place. One can 

only say that any position along the Z _proj is possible and only the probability 

of each position differs. This is not very helpful for Doppler correction. What we 

need for this correction is a definite scattering position, or at least a small range of 

the position within the whole range of the target thickness. It would be more useful 

if, corresponding to a specific energy cut, the depth distribution did not cover the 

whole range of the target thickness, because then at least one can exclude some 

target regions for scattered ions with the specific energy. 

In these graphs, it seems that the depth distribution is more useful when the 
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energy cut is placed far away from the peak value of the energy spectrum, for 

example when the energy cut is set as channel 54-55 or channel 60-61. But in fact 

the reason why the depth distribution looks like that is that, as the energy cut is set 

farther and farther away from the peak value, the number of events corresponding 

to the energy cut will become fewer and fewer, which therefore causes the number 

of events in the depth distribution to decrease as well, resulting in even no counts in 

some region of less probable scattering depths. Actually, we found that increasing 

the number of incident particles will make the counts reappear in that region. 

Anyway, the depth distribution from the simulations always covers the whole range 

of the target thickness, no matter what scattering angle is specified, no matter 

what energy cut is chosen. This problem was also found in the simulations with 

a 4 p,m target. What we can find useful from the results of the simulations is the 

probability of each possible scattering depth for a specific energy cut, by which 

together with statistical analysis some useful information can still be gathered for 

Doppler correction. 

There might be a possibility that this problem is caused by the different energy 

losses of the scattered ions during the elastic collisions with the target ions. That 

is, for a specific scattering angle, although the peak position of the distribution 

is the most possible scattering spot, at other spots along the depth of the target 

thickness, the beam ions might transfer different energies to the target ions during 

the collision but at last combined with the different energy loss caused by ion­

ization, the scattered ions may still have the same remaining energy as the most 

possible ones. But such events have less possibility and the farther away from the 

peak, the less the possibility is. That might be why the position distribution looks 

like what our simulations show. 
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Figure 3.18: Energy Spectrum for a fixed scatt ering angle. 
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Figure 3.19: Locations corresponding to the energy cuts in above figure. Red peak 
corresponds to red cut above and blue peak to blue cut. 
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Figure 3.20: Energy cut: channel 54-55 , angle cut : channel 40-42 
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Figure 3.21 : Energy cut: channel 60-61 , angle cut: channel 40-42 
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Figure 3.22: Energy cut: channel 64-65 , angle cut: channel 40-42 
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Figure 3.23: Energy cut: channel 68-69, angle cut: channel 40-42 
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Figure 3.24: Main result of the simulations: The location distribution for a cut 
covers the whole thickness of the target. (angle cut: channel 40-42) 



Experimental Tests 

In order to obtain the optimal working conditions for the CD detector and also 

to avoid damaging the expensive and fragile CD detector, we first used a test 

detector-a silicon ULTRA detector- to test all the electronics. Only after fin­

ishing that did we begin to instrument the CD detector and perform energy mea­

surement tests with it. 

4.1 Test Station 

The test station for the CD detector was assembled in our laboratory at McMaster 

University. All the tests for the CD are being performed here and after that the 

working detector system will be moved to TRIUMF at Vancouver and integrated 

with the future TIGRESS facility in the ISAC-2 experiment hall. The test station 

primarily consists of a vacuum system and an electronics and data acquisition 

system. Figure 4.1 shows the full test station. 

4.1.1 Vacuum System 

The main part of the vacuum system is a stainless steel vacuum chamber, inside of 

which the CD detector and the test source were mounted, as shown in figure 4.2. 
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Figure 4.1: The test station for the CD detector 

All feed-throughs, such as for t he bias and signals, of the detector and electronics 

are located on the bottom plate of the chamber. 

The required vacuum condit ion inside the chamber is achieved by a roughing 

pump (VARIAN SH-100 Dry Scroll Vacuum Pump) and together with a turbo 

pump (VARIAN 1\lrbo-V70). The chamber pressure is measured by an ion-gauge ( 

VARIAN 564 Ionization Gauge 1\1be) and read out by a gauge controller (VARIAN 

senTorr Gauge Cont roller). These parts are shown in figure 4.3. When operating, 

we first turn on the rough pump t ill the gauge controller reads 10-3 Torr and then 

turn on the turbo pump. The best vacuum condition we can achieve with our 

pumping system is of the order of 10- 5 Torr. It is well known that applying a 

bias to a double-sided silicon detector in the 10-1 Torr gas pressure range can be 

damaging to the detector ; therefore pumping and venting should never be done 

with the detector bias on. 

The turbo pump is located at the end of the turbo pump line and supported 
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Figure 4.2: Vacuum chamber. 

only by a spring system hung on a support frame designed to damp mechanical 

vibrations. In addit ion, a vibration damper was used in the coupling between the 

t urbo pump and the chamber. However , we have found that vibrations from the 

turbo pump still introduced unwanted noise into the detector signal. On the other 

hand, we also found that only keeping the rough pump on was enough for our 

tests. 

4.1.2 Electronics and Data Acquisition System 

The CD detector has 16 front strips and 24 back strips per quadrant , which results 

in a total of 160 detector elements for the entire detector. Therefore, to instrument 

all the elements, the same number of charge-sensit ive preamplifiers is needed. For 

our test , we only used 8 channels of preamplifiers placed in a shielded box (SWAN 

RESEARCH BOX8CHLEMO). So, of the 160 detector elements of the CD, we 
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Figure 4.3: Photographes of other parts of t he vacuum system. 

Top left: rough pump Top right: turbo pump 
Bottom left: ion gauge Bottom right: gauge controller 

only instrumented 8 elements for initial tests . All tests for the CD were performed 

with t he SWAN preamplifier. There are also two other preamplifiers, Canberra 

2004DM and Ortec 142, which were only used in the ULTRA detector tests for 

looking for the optimal working condition of the detector system. Each preamplifier 

has inputs for the detector signal, preamplifier power, detector bias, and a test 

pulse. The output of the preamplifier is fed into an ORTEC 572A amplifier and 

then the amplifier output is input directly into the acquisition system, an Ortec 

TRUMP PCI card directly plugged inside the PC case. The associated software 

for data acquisition is the Ortec MAESTRO package, which is also used to display 

and analyze data. A digital oscilloscope is also used for displaying signals. The 
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amplifier together with the ORTEC 4001 C BI power supplies for the preamplifiers 

and the amplifier are housed in a CANBERRA NIM BIN. We also have an ORTEC 

710 QUAD Bias Supply in place for providing detector bias for the CD detector 

tests . We did not use it for ULTRA detector tests, where instead we used batteries. 

Figure 4.4 and figure 4.5 show photographs of the electronics and data acquisition 

system (DAQ). 

Figure 4.4: Photographs of electronics. 

Top left : SWAN preamplifier Top right: Canberra preamplifier 
Bottom left: ORTEC preamplifier Bottom right : ORTEC amplifier and bias supply 
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(a) (b) 

Figure 4.5: Photographs of the data acquisition system. (a) PC; (b) Ortec TRUMP 
PCI card in the PC case. 

4 .2 Tests with ULTRA Detector 

The ULTRA detector used in our tests is an ion-implanted-silicon surface bar­

rier detector for alpha and beta spectroscopy manufactured by the ORTEC com­

pany [35]. The guaranteed energy resolution of the ULTRA detector by the man­

ufacturer is 20 keV and the maximal detector bias voltage is 100 V. Figure 4.6 is 

a photograph of our ULTRA detector and its setup in the vacuum chamber. 

4 .2.1 Testing the Electronics 

vVe have tested three different preamplifiers: ORTEC preamplifier, Canberra pream­

plifier and SWAN research preamplifier. Among them, the SWAN preamplifier was 

the one thereafter used for the CD tests and the other two were just used here to 

check the noise condition of the detector system. 

The alpha source we used in these tests is 241 Am of about 0.1 microcurie, 

which primarily emits alpha particles with energy of 5.486 MeV (85.2%), 5.413 

MeV(12.8%) and 5.389 MeV(l.3%). What we are concerned about for our energy 

resolution tests are those with energy of 5.486MeV. The energy resolution of the 
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Figure 4.6: ULTRA detector setup. 
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ULTRA detector around this energy was measured under different condit ions, such 

as different preamplifiers, different shaping time of the amplifier , different detector 

bias and different source-to-detector distance. vVe also used a test pulser for com­

parison . The test results under different working condit ions are given in the follow­

ing figures. Figure 4. 7 shows measured alpha spectra using different preamplifiers. 

Figure 4.8 shows measured alpha spectra for different shaping t imes. Figure 4.9 

shows measured alpha spectra for different detector biases. The energy resolut ion 

for these conditions are listed in table 4.1. Compared with the simulation results 

in Chapter 3, these measured energy resolution are worse, which is caused mainly 

by the effect of the electronics noise and the thickness of t he alpha source in real 
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experiments. 

From these tests , it is shown that the best spectrum was obtained with the 

Canberra preamplifier under a working condition of 2 ps shaping time and the 

highest bias, with an energy resolution much better than the guaranteed 20 ke V. 

But in fact , the Swan preamplifiers were finally used for the later CD tests and the 

Ortec and the Canberra ones were only used here for testing the electronic setup. 
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Figure 4. 7: Alpha spectrum with different preamplifiers. (a) ORTEC preamplifier; 
(b) Canberra preamplifier; (c) SWAN preamplifier portl (d) SWAl preamplifier 
port2. The portland port2 preamplifiers have the same time constant but different 
capacitances: 2pf and 6pf respectively, which will be used for different experiments 
with TIGRESS: one for ( d , p) experiments and the other one for Coulex experi­
ments. 
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Figure 4.8: Alpha spectrum with different shaping time. (a) 0.5 p,s; (b) 2 p,s; (c) 
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Figure 4.9: Alpha spectrum with different detector bias . (a) 36 V; (b) 45 V. 
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Preamplifier FWHM (keV) 

ORTEC 18.75 

Canberra 15.29 

SWAN Port-1 18.32 

SWAN Port-2 19.81 

Shaping time of the amplifier ( J1S) 

0.5 19.81 

2.0 15.29 

3.0 17.13 

6.0 19.99 

Detector bias (V) 

36 18.32 

45 16.97 

Table 4.1: ULTRA detector measured energy resolution for different preamplifiers, 
shaping time and detector bias. 
(When using different preamplifiers, the shaping time was kept at 2.0 /-LS and the bias at 
36 V. Measurements for different shaping times were made with Canberra preamplifiers 
and with a bias of 36 Von. Measurements under different detector biases were made for 
SWAN preamplifiers at port-1 with the shaping time set at 2.0 /-LS· The runtime for all 
measurements was set to 600 s.) 
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4.3 CD Detector Testing 

The CD detector tested in our lab will act as an auxiliary detector detecting the 

scattered heavy ion beam particles or the target recoils in coincidence with 1-ray 

detection in the TIGRESS spectrometer. The aim of the testing is to carry out 

energy resolution measurements for each strip of the CD detector and make an 

energy calibration. In addition, 8 channels out of the 40 channels per quadrant are 

expected to be instrumented as we only have 8 SWAN preamplifiers. 

4.3.1 CD Detector in our lab 

The geometry and properties of the CD detector have been described in chapter 2. 

The actual CD detector in our lab is shown in figure 4.10, which was fabricated 

by MICRON Semiconductor Ltd. [36]. Figure 4.11 shows the front and the back 

views of one of the four quadrants. Each quadrant has two high-density 0.025" IDC 

connectors at the periphery of the PCB board, bringing out a total of 40 signals to 

the ribbon cables-16 signals from the front strips and 24 signals from the back 

strips. The tiny bronze wires connecting the strips to the connectors are very 

fragile and careful attention must be paid when conducting any operations on the 

CD. 

4.3.2 The Setup for the Tests 

To avoid damaging the whole CD detector, only one quadrant of the CD detector 

was chosen for testing. The setup for the tests is shown in figure 4.12. The CD 

quadrant lies in the vacuum chamber and the 241 Am source is right above the pixels 

to be tested at a distance of 3-4 em. The sector strips on the rear ohmic side are 

grounded to a common ground and the annular strips on the front junction side are 

biased to -100 V, which is the full depletion voltage indicated by the manufacturer. 
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Figure 4.10: The CD detector in our lab & a real CD disk. 

ribbon cable 
PIN for front strios PfN for back strios 

Figure 4.11: Front and back view of the CD detector. 

4.3.3 Energy Resolution Measurements 

To bring out all 40 signals from the strips on both sides of the CD at one time, 

40 preamplifiers are needed. The SWAN preamplifier module used in testing only 

provides 8 channels. In our initial testing, four channels were instrumented to 

obtain the signals from 4 detector elements out of 40, which results in four detector 

pixels , two signals for each - one from the front ring and one from the back sector. 
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Figure 4.1 2: Photograph of testing setup for the CD detector. 

It was found t hat whether or not the preamplifiers for other strips were installed 

made the signals from the tested strips different , an effect which was verified by a 

computer simulation of the circuit 1 . To eliminate or reduce this effect caused by 

the absence of the preamplifiers for other strips, a capacitor was connected to each 

of them to make an analog of a preamplifier. But later it was found that those 

capacitors can not work quite like the preamplifiers and the difference mentioned 

above still existed. 

'vVe also noticed that from each ring or sector, besides the pnmary pulses, 

secondary pulses were observed with the polarity opposite to the primary ones 

and amplitude smaller than that of the primary ones. It was believed that the 

smaller pulses resulted from a coupling effect between the signals from the ring 

and the sector at each pixel since the silicon CD detector has capacitance in the 

depletion region between the front strips and the back strips. This was also verified 

by a computer simulation using a capacitor to model each detector pixel with the 

corresponding capacitance of each pixel. But this effect will not be a problem, 

1The circuit simulations were made using a simulation program named CircuitMaker2000. 
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since it is thought to be a normal inter-strip event and can easily be eliminated by 

requiring equal energy from the front junction side and the back ohmic side of the 

CD detector. To do this, a coincidence gate signal generated from the outputs of 

the ring and sector strips at a pixel was introduced to the data acquisition system 

(DAQ) through an Ortec universal coincidence unit 418A, so that signals were 

collected by the DAQ only when the coincidence happened. Figure 4.13 shows the 

alpha spectra acquired from both sides at a pixel of the CD quadrant with the 

alpha source not collimated. The energy resolution of the front strip is FWHM = 

22.85 keY, below the guaranteed resolution 30 keY, whereas that of the back one 

is FWHM = 40.33 keY. These energy resolution are worse than those in ULTRA 

testing. The reason is that, besides the same effect of the electronics noise and 

the thickness of the alpha source as in ULTRA testing, CD detector's back sectors 

potentially have an intrinsic contribution to the overall energy resolution. 

The spectra indicate that the front annular strip has better energy resolution 

than the back sector strip. This result was also found in the results from other 

pixels under the same condition and was orientation-independent with respect 

to the direction of the alpha source emission. As it is known from above that 

the preamplifiers play an important role in the measurements, it is thought that 

introducing all preamplifiers to all detector elements will improve the performance 

and make the results better. Due to the limited number of the preamplifiers in our 

laboratory, further tests will be made to utilize all of our current 8 preamplifiers, 

by grouping 4 front detector elements to the same preamplifier and grouping 6 

detector elements on the back side; that means only 8 preamplifiers are required, 

4 for the 16 front annular strips and 4 for the 24 back sector strips. 
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Figure 4.13: Alpha spectra acquired from both sides at a pixel of a CD quad­
rant: (a) the spectrum from the front annular strip , run-time about 3600s; (b) the 
spectrum from the back sector strip, run-time about 9000s. 



Conclusions and future work on the 

CD Detector in our lab 

With GEANT4 simulations, the CD detector has been modeled and tested using 

a virtual 241 Am alpha source. The results have shown that the simulations work 

very well. Further locating simulations using an alternate Al-sphere detector were 

performed by shooting 330 MeV 110Sn onto a 211m 58 Ni target. This simulation 

also works; that is, by placing different energy cuts on the energy spectrum of 

the scattered ions obtained by the Al-sphere at a specific angle, we can actually 

get different position distributions corresponding to the cuts, with the peaks of 

the distributions moving along the depth of the target thickness. Although these 

results indicate the possibility of locating the scattering position in the target by 

this simulation, which can provide useful information for Doppler correction of 

1-ray detection in TIGRESS, it is not very useful and efficient since the position 

distributions cover the whole range of the thickness of the target. When there 

are only a few scattering events, the scattering positions can not be definitely 

determined, or they can be determined probabilistically at best. This problem 

has also been seen in other simulations using different thicknesses of the target. 

It might be caused by the different energy losses of the scattered ions during the 

interactions with the target ions. Because the angle cut set in the simulations 
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was not a definite value but a small range of angles, which allowed the scattered 

beam ions not to have the completely same scattering angle and also resulted in an 

energy distribution over this small range, some of these ions might transfer different 

energies from the majority to the target ions during the collision; but combined 

with the different energy loss caused by ionization, these ions may have the same 

energy upon leaving the target as the others that were scattered from different 

spots along the depth of the target thickness, but scattered into the same angle 

range, about 0.5 degree wide. We might be able to improve the above situation 

by decreasing the width of the angle cut in the simulations; however, this is not 

useful since in reality the resolution of the scattering angle is limited by the finite 

solid angle of real CD pixel. Nevertheless, our simulations can be used to provide 

probability distributions of scattering locations, which can be useful for Doppler 

correction of 1-rays detected with TIGRESS. 

Experimental tests have been performed first with a standard silicon ULTRA 

barrier detector to test all the electronics and experimental conditions for the 

CD tests. A SWAN preamplifier module, which can house 8 preamplifier units 

inside, has been used to bring out 8 signals from the 8 strips, which can give 

information for at most a total of 4 x 4 individual pixels. There exists a coupling 

effect between the p junction side and the n ohmic side, which creates a smaller 

polarity-inverted pulse relative to the regular pulse for each strip. This effect can 

be easily eliminated by requiring equal energy from the front strip and the back 

strip at a pixel. The energy resolution guaranteed by the manufacturer is about 

30 ke V for a 5.486 MeV alpha source. The testing results are satisfactorily below 

this level. Subsequent tests for a quadrant of our CD detector has given nice alpha 

spectra for the front annular strip but spectra with worse resolution for the back 

sector strip. It is thought that instrumenting all 40 channels with preamplifiers 

will make improvements. What can be presently done with the limited number 

of the preamplifiers in our laboratory is to group a few detector elements into 

one channel. That will make it possible for the whole quadrant work only with 8 
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preamplifiers. This next phase of tests is already in progress. 

In the near future, measurements of the energy resolution for all strips will be 

completed and all four CD quadrants will be tested. We also expect to be able to 

have all of the 40 channels instrumented at the same time for the full quadrant 

testing. 



Fundamentals about using GEANT4 

Here the fundamentals of some key components of GEANT4 are described. All 

the examples are directly quoted from the GEANT4 manual [37]. 

A.l Geometry 

To define a detector system in a simulation, we need the representation of the ge­

ometrical elements, their shapes, their materials and electronic structure of the 

system, together with visualization attributes and user defined properties. In 

GEANT4, these things can be done when defining the geometry of the detec­

tor system. The geometry in GEANT4 is, in fact, made of a number of volumes. 

Each volume represents an object with its shape and its physical characteristics, 

except the largest volume called "World" volume, which in fact is a virtual volume 

and contains, with some margin, all other volumes in the detector geometry. A 

small volume can be placed in a big volume. We call the big one "mother" volume 

and the small one "daughter" volume. A coordinate system of the mother volume 

is used to specify where the daughter volume is placed. 

To create a volume, firstly, one should draw the shape of the volume, which 

can be done by creating a solid in GEANT4. A solid is a geometrical object that 

has a shape and specific values for each of that shape's dimensions. GEANT4 has 

a library of predefined solids (box, torus, cones, cylinders, etc.), and we can thus 
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choose any one we need and just define its name and its extent along each of the 

Cartesian axes. For examples, to create a box, we can just add the following C++1 

code in the source file of the detector construction part: 

G4double expHalLx = 3.0*m; 

G4double expHalLy = 1.0*m; 

G4double expHalLz = 1.0*m; 

G4Box* experimentalHalLbox 

=new G4Box("expHalLbox", expHalLx expHalLy, expHall_z); 

This creates a box named "expHalLbox" with extent from -3.0 meters to +3.0 

meters in X axis, from -1.0 to 1.0 meters in Y, and from -1.0 to+ 1.0 meters in Z. 

After creating the solid shape for the volume, the concept of "logical volume" is 

used to add other attributes of the volume, like materials of the volume, to the 

solid. Just below the code above, one can create a simple logical volume filled with 

argon gas for the box by entering the code: 

G 4Logical Volume* experimentalH al Llog; 

= new G4LogicalVolume(experimentalHalLbox, Ar, "expHalLlog"); 

This creates a logical volume named "expHalLlog" for the box created above 

and this logical volume contains the attributes of the box. 

Till now, there is only one more thing that is required to complete the geom­

etry construction of the volume, that is, to place the volume inside of an already 

existing one. There is an exception that the "world" volume, usually created as 

the experiment hall, does not need to be placed in any other volume. To finish 

the placement, one needs to decide where to place its center and how to rotate 

it. This work can be done by creating a physical volume. For example, to place a 

tracker used to track the particles passing through it, which has been created and 

has its logical volume named "tracker Jog". Inside the volume of the experimental 

hall above, one can just enter the following code: 

G4double trackerPos_x = -1.0*m; 

G4double trackerPos_y = -1.0*m; 

1 For C++ programming, refer to [38, 39] 
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G4double expHalLz = 1.0*m; 

G4 VPhysicalVolume* tracker_phys 

=new G4PVPlacement {0, 

71 

G4 Three Vector (trackerPos_x, trackerPos_y,trackerPos_z), 

"tracker", 

Tracker_log, 

experimentalHalLlog, 

false, OJ 

This places the logical volume with name "tracker_log" at the origin of the 

mother volume "experimentalHalLlog", shifted by one meter along X and unro­

tated. The resulting physical volume is named "tracker". 

Now the construction of the geometry for a volume is finished and other volumes 

can be created in the same way. 

A.2 Materials 

When defining the geometry, one needs to provide information on the materials to 

the detector system, such as the materials ofthe detector, the target, the chamber, 

etc. The class of the materials must contain the information on the properties of 

the atoms and matter in these materials. In nature, general materials (chemical 

compounds, mixtures) are made of elements and elements are made of isotopes. 

In GEANT4, there is a library of preconstructed elements, isotopes and materi­

als, and users can also create new materials through three classes: G4Isotope, 

G4Element, and G4Materials. 

The G4Isotope class describes the properties of isotopes: 

• Atomic number 

• Number of nucleons 

• Atomic mass 

• Shell energy 

• Quantities such as cross section per atom, etc. 
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An example of an isotope definition is shown by the following code: 

G4Isotope* U5 = 

new G4Isotope(name= "U235", iz=92, n=235, a=235.01 *gjmole); 

This creates an isotope named 235 U with atomic number 92, 235 nucleons and 

atomic (molar) mass 235.01 gjmole. 

The G4Element class describes the properties of elements: 

• Effective atomic number 

• Effective number of nucleons 

• Effective mass per mole 

• Number of isotopes 

• Shell energy 

• Quantities like cross section per atom, etc. 

An example of an element definition is shown by the following code: 

G4Element* elH = 

new G4Element(name= "Hydrogen", symbol= "H", z=1, a=1.01 *gjmole); 

This creates an element named Hydrogen with symbol "H", atomic number 1 

and atomic (molar) mass a=l.01 gjmole . 

Also, an element can be created from isotopes by their relative abundances 

when the elements consist of different percentage of isotopes. An example of an 

element definition from isotopes is shown by the following code: 

G4Element* elU = 

new G4Element(name= "enriched Uranium", symbol= "U", ncomponents=2); 

elU->Addlsotope(U5, abundance= 90. *percent); 

elU->Addlsotope(U8, abundance=20. *percent); 

This creates an element with the name "enriched Uranium", symbol "U" and 

two components: 90% isotope U5 (Uranium-235) and 10% isotope U8 (Uranium-

238). 
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The G4Materials class describes the macroscopic properties of matter: 

• Density 

• State 

• Temperature 

• Pressure 

• Macroscopic quantities like radiation length, mean free path, stopping power 

dE/dx, etc 

An example of an simple material definition is shown by the following code: 

density =2.33*gjcm3 ; 

a =28.09*gjmole; 

G4Material* Si = new G4Material(name= "Silicon", z=14, a, density; 

This creates a simple material - Silicon. 

There are also two other ways to define a material: by defining a chemical 

molecule from elements by components, and by defining a mixture from elements 

by fractional mass. For example, to define the gas molecule C02 , one just needs 

to add the following code in the program for detector construction: 

density = 27. *gjcm3 ; 

pressure = 50. *atmosphere; 

temperature = 325. *kelvin; 

= new G4Material ("C02", density, nComponents=2, 

kStateGas, temperature, pressure); 

C02->AddElement(elC, nAtoms=1); 

C02->AddElement(elO, nAtoms=2); 

This creates the C02 molecule through its density, chemical composition, state, 

temperature and pressure. 
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A.3 Particles 

There are a large number of elementary particles and nuclei in the world. In 

GEANT4, there is a library of predefined particles covering all the particles we 

know and the user can just select the relevant particles from the library and add 

them to the program in the physics list part. There are three classes of defini­

tions for a particle in GEANT4, each of which characterizes a different aspect of 

the particle's properties. The G4ParticlesDefinition class includes the static 

information of the particle, such as name, mass, spin, life time, and decay mode. 

The G4DynamicParticle class provides the dynamic information of the particle, 

such as energy, momentum, polarization, and proper time. The G4 Track class 

has all the information necessary for tracking a particle in a detector simulation, 

such as time, position, and step length. 

The user can also define any particles they want. The categories of particles in 

the library are: 

• leptons 

• mesons 

• baryons 

• bosons 

• short-lived particles 

• lOllS 

A.4 Physics processes 

When an incident particle with some specific energy impinges on a target of some 

thickness in a GEANT4 simulation, what will happen? The program has to know, 

according to the properties of the incident particles and the target particles, their 

relative position, and the external conditions, how they interact, etc. That is the 

role of the physics process in the program. In a simulation, users can just select the 
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relevant processes from the seven major categories and add them to the program 

in the physics list part: 

• electromagnetic 

• hadronic 

• transportation 

• decay 

• optical 

• photolepton-hadron 

• parameterization 

A.5 Condition Setup 

This is the final step to complete a simulation. As the detector geometry has 

been constructed and the physics processes have been added for a simulation, 

what is left is to implement the simulation and to gain control of the simulation at 

various states, e.g., controls of the Run, Event, Track and Step. GEANT4 provides 

five optional virtual methods to enable users to customize the simulation to their 

specific situations. They are: 

• G4 UserRunAction 

This is for actions at the beginning and end of every run. It can be used, 

for a particular run, to set variables which affect the physics table (such as 

production thresholds), to initialize and book histograms at the beginning 

and analyze the results from the processed run at the end. 

• G4 UserEventAction 

This is for actions at the beginning and end of every event. It can be used, 

for a particular event, to initialize and book histograms at the beginning and 

analyze the results from the processed event at the end. 
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• G4 UserStackingAction 

This is a class for controlling the various track stacking mechanisms and 

customizing access to the track stacks. 

• G4 UserTrackingAction 

This is for actions at the creation and completion of every track. It can 

be used, for a particular track, to create a predefined trajectory and decide 

whether the trajectory should be stored or not at the beginning and analyze 

the results from the processed track at the end. 

• G4 UserSteppingAction 

This is a class representing actions taken place by the user at each end of 

stepping. It is used for customizing the behavior at every step. 

Apart from these user-defined actions, users can also define their own visual­

izations for the whole detector system. In Chapter 3, a simple example is given to 

show how to use G EANT 4. 
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