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Abstract

This thesis presents several descriptor selection schemes for video-content pairwise-

matching tasks. Those proposed schemes attempt to leverage two signi�cant proper-

ties of videos, temporal correlation and motion information.

Aiming to �nd an e�cient and descriptive representation for a video sequence,

the concept of descriptor persistency is de�ned. Those descriptors that satisfy this

de�nition are called persistent descriptors. In order to exploit descriptor persistency,

an encoder is proposed.

The proposed encoder consists of �ve main components. First, keyframe labelling

is introduced to reduce complexity and ensure a reasonable size of persistent sets.

After that, persistent descriptor detection is performed on group of pictures (GOP)

separately. The second component is the standard SIFT descriptor extraction. The

third part is to identify persistent descriptors from each GOP, called persistent de-

scriptors extraction. In this stage, three di�erent methods are proposed: The direct

method and two approximation approaches. Persistent descriptors selection, which is

the fourth stage, is carried out to control the size of the persistent set. For this stage,

three selection methods are proposed. All of them attempt to utilize the motion infor-

mation to select more descriptive descriptors among all the persistent descriptors in

the GOP. In order to perform pairwise-matching, in this thesis, a simple but e�cient
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pairwise-matching method is proposed.

Experiments are carried out to evaluate the performance of the proposed schemes.

The datasets used for performance evaluation are subsets from the categories that

describe in [1]. Two metrics de�ned in [2], namely false positive rate (FPR) and true

positive rate (TPR), are used for the performance evaluation.
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Notation and abbreviations

SIFT: Scale Invariant Feature Transform

SURF: Speeded up Robust Features

CHOG: Compressed Histogram of Gradients

HOG: Histogram of Oriented Gradients

CDVS: Compact Descriptors for Video Search

CDVA: Compact Descriptors for Visual Analysis

RANSAC: Random Sample Consensus

PROSAC: Progressive Sample Consensus

LDR: Logarithmic Distance Ratio

NMF: Non-Negative Matrix Factorization

GOP: Group of Pictures

KL: Karhunen-Loeve

FPR: False Positive Rate

TPR: True Positive Rate

PKU: Peking University

KBps: Kilo-Byres Per Second
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Chapter 1

Introduction

1.1 Background

In the modern world, especially in the new digital era, images and videos have become

two of main sources of information. Motivated by the growth of online multimedia

content, signi�cant attention has been drawn to the problem of how to handle this

massive amount of visual data, which, in turn, results in a variety of promising re-

search topics in the area of visual content analysis, such as image search [3], object

recognition [4] and 3D reconstruction [5].

Feature extraction is the �rst stage of most computer vision tasks, thus, extracting

features that e�ciently describe the content of a video or an image is very important

yet challenging. Therefore, instead of focusing on describing high level content of

image, extraction starts from local features.

The research on local feature extraction from images could be traced back to the

early 1970s. The initial applications were image matching problems: In 1973, Horn

made use of edge detectors to obtain edge-fragments for clean-line drawing of simple
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geometry [6], which in some sense proved that edges could be treated as features for

describing local regions. Later on, inspired by the fact that a corner can be viewed as

the intersection of two edges, in 1980, Moravec improved original edge detector and

proposed a corner detector to capture corner information for stereo matching [7]. As

a corner has two di�erent edge directions, in most of the cases, a corner can be viewed

as an interest point. Therefore, after Moravec's work, the concept of detecting local

interest points for image matching started receiving attention. From that time, most

of the advancements in feature detection are based on detecting a set of local interest

points. Typical examples are Harries corner detector and its developments [8, 9, 10].

Feature detection was extended to handle more complex problems in the following

years. One of the landmarks is the work of Schmid and Mohr in 1997, which addressed

the image matching problem in a large image database [11]. They did not only use

Harries detector to extract local interest points, but also introduced an orientation-

invariant descriptor that is used to match two images. That means, if two images

have almost the same object but with slightly di�erent orientations, they can still be

matched.

From that time, the de�nition of descriptor arises. In general, a descriptor is

composed of two parts: the feature part and its associated location. In most of the

work in visual analysis, those descriptors are often high-dimensional vectors.

However, these schemes were still sensitive to variations in image scale, orienta-

tion and so on, which made them unpractical for real-world applications. Not until

the end of the 20th century was a new type of local features that is robust to some

of those variations proposed. This local descriptor is called Scale Invariant Feature
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Transform (SIFT) descriptor, and it was presented by David Lowe in 1999. This de-

scriptor was further improved in 2004 [12]. In general, a SIFT descriptor is designed

to provide a brief but distinctive representation of visual data. Compared to previous

descriptors, it has been proven to be stronger in the robustness and the distinctive

character experiments [13]. Then, after SIFT descriptor was proposed, a large num-

ber of di�erent kinds of descriptors sprang up to address the descriptor extraction

problem, such as Speeded up Robust Features (SURF) [14], Compressed Histogram

of Gradients (CHOG) [15].

It is worth noting that these descriptors have found their way to a large class of

challenging visual problems. For example, Histogram of Oriented Gradients (HOG)

descriptors are widely used in human detection. As it is well known, it is not easy to

detect humans in images because humans have di�erent poses and appearances, which

are di�cult to capture. To solve this complicated problem, the extracted descriptors

of a person must be discriminating and clean enough for further processing. As HOG

descriptor can be computed on a dense grid of uniformly spaced cells, it turns out to

be suitable and is widely used in human detection, such as hand gesture recognition

[16] and pedestrian detection [17].

However, given an image or a video frame as input, these schemes might generate

a large amount of raw descriptors, which may su�er from huge bitrate demand and

computational complexity. For instance, more than one thousand SIFT descriptors

can be extracted from an image of size 640�360 (230400 pixels). As a consequence,

the problems of computational burden and storage requirements arise when those

descriptors are used.

In order to better exploit these descriptors, the Motion Picture Expert Group
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(MPEG) standardized a compact representation of image descriptors, which they

called Compact Descriptors for Visual Search (CDVS) [18]. The standard was �nal-

ized and published in 2015. Later on, in an e�ort to extend their work to video de-

scriptors, the group has launched another project for video analysis, that is Compact

Descriptors for Video Analysis (CDVA) [1]. This standard is still under development.

Both of two standards are built to solve the problem of generating distinctive, yet

compact sets of descriptors. Besides, they attempt to standardize bitstream syntax

for search, match and retrieval applications.

1.2 Previous Video Coding Schemes

Since CDVS standard was completed, generating compact descriptors for video se-

quences has been gaining much more attention in these few years. Partly motivated

by the CDVA project, some research groups attempt to address the issue for video

analysis, resulting in a variety of coding schemes for video descriptors. In this section,

three popular approaches are briey introduced.

The �rst approach is designed based on applying clustering to video frame descrip-

tors. For example, [19] attempts to discover a small set of descriptors to represent the

dominant object. In order to achieve this goal, SIFT descriptors are extracted from

consecutive frames in a group of pictures (GOP) and stacked together to form a large

set of descriptors. After this step, every GOP has an associated set of descriptors.

Then, the Non-Negative Matrix Factorization (NMF) is proposed to perform cluster-

ing to those descriptors in each GOP and to generate a set of compact descriptors by

using the centroids of clusters. The proposed clustering approaches show the merit of

e�ciency and conciseness compared with K-means clustering in the experiment part.
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The clustering-based approach is also adopted to encode descriptors in [20]. Instead

of using NMF, a two-stage approach is followed in [20] for clustering to obtain vector

of locally aggregated centers. However, this kind of approach fails to make use of

motion information to simplify the process of video analysis. Additionally, they treat

video sequences as a set of images and process them all, which may also cause a

redundancy problem.

Focusing on video descriptors compression by utilizing image-based techniques is

also a popular option. For instance, in 2015, a coding scheme was proposed in [21] to

address the redundancy of inter-frame problem. First of all, CDVS-based descriptors

are selected from several successive frames. Then, novel concept of "reliable key-

points" is de�ned, which represent the descriptors that exist in di�erent frames but

capture the same objects. Thus, consecutive video frames are matched to generate

the reliable descriptor sets and encode these descriptors by predictive coding. Similar

work is done in [22]. In some sense, motion information is used in these schemes,

but they only use the limited number of reliable descriptors to describe the complex

motion of video object. Since the size of descriptor set is small, those descriptors may

oversimplify the motion description, which might introduce errors when it turns to

the real-world applications.

Another approach is to take advantage of trajectories for motion tracking. The

earlier work was done by [23]. Their work is based on the motion descriptors that

were de�ned in MPEG-7 standardization. Motion activity and motion trajectory are

together exploited to provide a comprehensive representation of the motion of each

object in the video. Following this line, each object has a unique associated point

along with its trajectory. Since most videos may not contain that many objects, by
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using this method, the processed video only includes very few points and trajectories.

This high-level description will in turn lead to the reduction of motion reliability and

matching accuracy. More recently, in 2016, a coding scheme was proposed in [24]

that also adopts trajectories for predictive coding. In their work, �rst of all, several

sets of CDVS-based descriptors are extracted from a video sequence. Then, a smaller

set of descriptors will be obtained after feature matching stage. Also, the trajectories

of those descriptors will be tracked. Finally, two di�erent approaches of keypoint

trajectories compression have been generated for di�erent application requirements.

Compared with other schemes, the approach with trajectories tracking can not only

make use of temporal information but also better utilize motion correlation.

As can be seen in the schemes introduced in this section, most of works use

approximately the same process for videos, which can be summarized in three stages.

First, descriptors are extracted from video sequence. The popular choices are SIFT

descriptor or CDVS-based descriptors. The second stage is to select descriptors which

are better to meet the requirements of application. Lastly, the selected descriptor sets

are compressed using a lossy coding scheme for low-rate transmission. As the �rst

stage is usually standard, most of the novel work will take place in the last two stages.

1.3 Thesis Statement and Contribution

In this thesis, we address the problem of how to select a compact set of video descrip-

tors that is suitable for video pairwise-matching tasks and very e�cient in terms of

discriminability and bitrate.

At the heart of the thesis is the novel concept of descriptor persistency. First

of all, the de�nition of descriptor persistency is given along with its properties. An
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encoder designed for taking advantage of persistent descriptors is then proposed,

which consists of �ve main components. The �rst is the keyframe labelling that

works for reducing complexity and ensuring a reasonable size for the persistent set.

Then, the second component is SIFT descriptor extraction, which is standard.

The third and fourth stages are persistent descriptor extraction and selection. In

the persistent descriptors extraction, three di�erent approaches are presented: the

direct method and two approximation method. Three selection approaches, that are

selection based on displacements, clusters and blocks, are proposed in the persistent

descriptors selection. The last component is descriptor compression. After describing

the encoder, a corresponding decoder is described along with the pairwise-matching

method. Finally, experiments are carried out to evaluate the performance of these

descriptor-selection schemes.

There are �ve chapters in the rest of this thesis, which are organized as follows:

Chapter 2 provides a brief introduction of the technologies used in this thesis. Detailed

descriptions of the main components of the video encoder are presented in Chapter 3.

Chapter 4 briey describes the decoder and the method of pairwise-matching. Some

experimental results of the proposed video descriptor selection schemes are presented

in chapter 5. Chapter 6 concludes the whole thesis and gives a glance on possible

future work.
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Chapter 2

Preliminaries

Prior to introducing the coding schemes in this thesis, brief descriptions of basic

technologies that are used in the work are reviewed in this chapter. This chapter is

divided into four parts. Since SIFT method plays a signi�cant role in the extraction

stage, Section 2.1 introduces how SIFT is applied to extract local descriptors from

images or video frames. The matching scheme of SIFT called ratio test is discussed

in Section 2.2. As matches obtained by ratio test may include some errors, Section

2.3 describes a method called geometric consistency check which is able to remove

outliers. Lastly, since motion information should be utilized in video analysis, classical

methods for motion estimation are briey described in Section 2.4.

2.1 SIFT Method

SIFT is a popular method for capturing and depicting local descriptors. As it is

mentioned in Chapter 1, the descriptors extracted by SIFT are invariant to image

scaling, translation and rotation. Moreover, they are robust to lighting change, a�ne
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transformation and certain additional noises.

Among all the advantages of SIFT, scale invariability is a signi�cant property.

For the same object, no matter what the image scale is, SIFT can always extract the

same descriptors from the same object. This property is obtained from scale-space

theory.

As it is well known, one object in real world can be meaningful only when it is in

a limited scale. For example, the concept of a cup can make sense when we observe

it on the scale of few meters. However, it is insigni�cant to talk about a cup on a

table in the scale of more than ten thousand kilometers, which implies that scale is a

crucial concept in visual analysis. In 1991, Lindeberg proposed scale-space theory in

a systematic way [25], indicating that one way to deal with this issue is to represent

visual data in multi-scale domain. Furthermore, it has been proved that under some

reasonable conditions and assumptions, Gaussian function is the unique function that

can be applied to build the scale-space [26].

Following this line, in order to extract keypoints that are invariant to scaling, the

�rst step in the SIFT method is to identify keypoints across all possible scales. We

de�ne the scale of an image I(x; y) as L(x; y; �), where � is the scale parameter, which

is derived from the convolution of a Gaussian function G(x; y; �) with image I(x; y):

L(x; y; �) = G(x; y; �) � I(x; y): (2.1)

As shown in [27], it is e�cient to compute extreme points using the result of

convolving di�erence-of-Gaussian function with the image in scale-space. Therefore,

by calculating the di�erence between two adjacent Gaussian functions and convolv-

ing the di�erence with the image, the di�erence-of-Gaussian function D(x; y; �) is

9
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obtained:

D(x; y; �) = (G(x; y; k�)�G(x; y; �)) � I(x; y); (2.2)

where two adjacent scales are separated by a constant k. After generating di�erence-

of-Gaussian functions, the way to detect extrema points is to compare sampled points

(pixels) with their eight neighbors in the current image as well as with the nine

neighbors in the image of scale above and below. Then, a set of potential local

keypoints are obtained.

At the second stage of SIFT, the unstable points in the potential keypoints set

including the points on the boundaries and the points with low contrast are �ltered out

to improve robustness. In SIFT method, Taylor expansion of the scale-space function

is used to reject the points with low contrast. Meanwhile, the Hessian matrix is

utilized to ignore the edge points. Only the points which pass the above two tests are

viewed as stable keypoints.

After the two steps mentioned above, keypoints of an image are invariant to scal-

ing. However, in order to achieve rotation invariability, each keypoint should also be

assigned a consistent orientation, which is the third step in SIFT. Within the third

stage, �rst of all, for each keypoint pi, the nearest scale image, L(x; y), is found. Then,

for all points in L(x; y), the gradient magnitude, m(x; y), and orientation, �(x; y), are

computed, paving the way to form an orientation histogram. This histogram is gen-

erated within a region around pi. Each bin in the histogram represents a direction

angle, and the angle with the largest value is the orientation of the keypoint.

Since each keypoint has scale, orientation and location, it is time to generate the

descriptors. Each descriptor is formed using its Gaussian scale image. In Gaussian

scale image, keypoint is used as a center to compute Gaussian weighting of gradients

10
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in 4�4 regions. Within each region, 8 directions are included. Therefore, each feature

descriptor is a 4� 4� 8 = 128 dimensional vector.

2.2 Matching scheme of SIFT

Once SIFT descriptors are extracted from two images, the image matching problem

can be converted to descriptors matching problem. Note that there are two images,

the query and the reference, and all descriptors in the query are matched with those

of the reference image. As it is discussed in Section 2.1, a SIFT descriptor is a

128-element feature vector. Therefore, descriptor matching can also be treated as a

vector matching problem in which Euclidean distance is used to measure the similarity

between two descriptors. For a descriptor in the query image, the nearest neighbor in

the reference image can be de�ned as the descriptor with smallest Euclidean distance

among all descriptors in reference image.

Although every descriptor in the query image can always �nd a nearest neighbor

from the reference image in the sense of Euclidean distance, we cannot declare they

are all matches. Thus, it is important to �nd a way to distinguish such descriptors

that do not have any matches in the reference image. In [28], Lowe generated a

matching scheme called ratio test. At the heart of ratio test is the idea that correct

matches need to be signi�cantly better than other features. It means that the nearest

neighbor should be signi�cantly closer than any other possible descriptor. Therefore,

we can take the second-closest neighbor as an estimate of false match to measure

whether the nearest match is good or not.

The test can be described as follows:

1. All descriptors in both query image and reference image are extracted.

11
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2. Take a descriptor di from the query. The Euclidean distances between di and all

descriptors in the reference image are calculated and only two descriptors with

the smallest and the second-smallest distances are maintained. These distances

are referred to as dist1 and dist2, respectively.

3. The ratio r of the smallest distance to the second-smallest distance is obtained

by:

r =
dist1

dist2
: (2.3)

4. If r < 0:8, di is a match to the descriptor with the smallest Euclidean distance

in the reference image. Otherwise, di has no match in the reference image.

5. Repeat step 2 until all query descriptors are processed.

What needs to be emphasized is that a descriptor in the reference may have several

matches in the query, that is, two or more descriptors in the query are matched to

the same descriptor in the reference image because all these pairs pass the ratio test.

To deal with this issue, a matching score is assigned to each matching descriptor pair,

which is computed as:

� = cos(
�r

2
); (2.4)

where r represents the distance ratio obtained from (2.3). This matching score is

used for removing duplicate matches. To be more speci�c, when multiple descriptors

in query image are matched to the same descriptor in the reference, a unique match

that has the largest score will be kept and declared as the best match and the other

matches will be discarded.

Therefore, each descriptor matching pair will have an associated matching score.
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By summing up all the matching scores of descriptors that are declared matches, the

total matching score for the two images is obtained.

2.3 Geometric Consistency Check

As discussed in Section 2.2, matching descriptor pairs are formed by �nding the closest

neighbor using Euclidean distance. However, even for the descriptor pairs that pass

ratio test, there still exists some wrong matches. For example, as it is shows in

Fig. 2.1a, it is clear that there are three incorrect matches although they pass the

ratio test.

In order to separate these wrong matches from correct ones, the concept of ge-

ometric consistency checking arises. Several methods are used to solve this issue,

like Random Sample Consensus (RANSAC) [29] and Progressive Sample Consensus

(PROSAC) [30]. These methods are designed to verify the consistency of a geomet-

ric model and obtain the properties of correct matching descriptors. Since incorrect

matches perform di�erently from correct ones, removing bad matches becomes pos-

sible. Note that a match is called an inlier if the descriptor is correctly matched in

ratio test. Otherwise, this match will be called outlier.

As shown in [31], CDVS adopted the histogram of logarithmic distance ratios

(LDR) for geometric consistency check, which consists of two stages. In the �rst

stage, the method aims to determine whether this two images have the same scenes

(match) by using a hypothesis test. The details are introduced in [32]. In their work,

by making use of LDR, a histogram of LDR values is built. Furthermore, a probability

density function is generated for incorrect matches. These two functions together are

used in a goodness-of-�t test to check whether these two images are indeed a match

13
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or not. Compared to other schemes, [32] di�ers in focusing on generating a statistic

model for incorrect matches. When the pairs of images passes the �rst stage, inliers

will be estimated in second stage. The steps for �nding inliers can be briey described

as follows:

1. After ratio test, N pairs of matched keypoints are obtained, which are denoted

by

f(x1; y1); (x2; y2); � � � ; (xn; yn); � � � ; (xN ; yN)g;

where xn represents the two coordinates of the location of nth descriptor in the

query image, and yn is the coordinates of its matching descriptor location in

the reference image.

2. The LDR values for these matches are calculated. More precisely, LDR statistic

function is computed as:

Ldrij = ln(
kxi � xjk

kyi � yjk
); i; j 2 f1; 2; � � � ; Ng: (2.5)

What needs to be emphasized is that xi 6= xj and yi 6= yj must be satis�ed since

descriptors must be distinct. Thus, a large set of LDR values can be obtained

after this stage.

3. A histogram with K bins is generated by LDR values, denoted by h(k), where

k 2 f1; 2; � � � ; Kg. This histogram will be compared to the model function [32].

Furthermore, the model function (continuous function) is discretized to obtain a

histogram with the same length as h(k). Therefore, a set of model probabilities

p1; p2; :::; pk::: will be obtained, which is denoted by p(k) and k 2 f1; 2; � � � ; Kg.

14



M.A.Sc. Thesis - Ting Yin McMaster - Electrical Engineering

4. The two histograms, p(k) and h(k), are together passed to a goodness-of-�t

test, and i 2 f1; 2; � � � ; Ng. If the result exceeds a threshold given by chi-

square function, move to the next step, which is the inliers estimation stage.

Otherwise, these two image will be declared nonmatching.

5. The inliers estimation is performed using an eigenvalue problem. First of all,

the factor � is computed as

� =

KP
k=1

h(k)p(k)

KP
k=1

(p(k))2
; (2.6)

then the outliers normal function is created as follows:

d(k) = h(k)� �p(k); k 2 f1; 2; � � � ; Kg: (2.7)

6. Compute inlier evidence metrix D. Each element in D is denoted by Dij.

If i 6= j, Dij equals the corresponding d(k) of Ldrij, which is denoted as

Ldrij ! d(k), and i; j 2 f1; 2; � � � ; Ng. Otherwise, if i = j, Dij equals to

zero. Mathematically,

Dij =

8><
>:

Ldrij ! d(k) i 6= j

0 i = j
: (2.8)
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(a) Before

(b) After

Figure 2.1: An example of the e�ect of geometric consistency check.

7. The dominant eigenvector of D is computed as well as its corresponding eigen-

value. Then, the number of inliers m̂ is estimated by

m̂ = 1 +
�

max
k=1;2;��� ;K

d(k)
: (2.9)

8. The estimated inliers indices (descriptor indices) correspond to the indices of m̂

largest element in the obtained eigenvector.

When geometric consistency check is applied to the matches, majority of incorrect

matches will be �ltered out. Fig. 2.1b shows the e�ect of geometric consistency check.
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2.4 Motion Estimation Methods

One of the main di�erence between videos and images is temporal information and

motion correlation. Therefore, compared to image analysis, more attention should be

paid to utilizing temporal information and motion correlation in video analysis. Two

typical motion estimation approaches are introduced in this section.

2.4.1 Optical Flow

The concept of optical ow was proposed by Gibson in 1950 [33]. In general, optical

ow is designed to estimate the apparent object motion between two video frames.

By calculating the motion vector of interest points and regions in di�erent times,

an estimation model is generated. In computer vision, optical ow is performed on

pixel-level in digital images.

There are a variety of schemes for better estimation [34, 35]. In this section, the

work of [36] is introduced.

In their way to estimate motion of pixels, a signal transformation method called

polynomial expansion is adopted to estimate the neighborhood of each pixel in two

consecutive frames. To be more speci�c, for each pixel, a quadratic polynomial is

generated to approximate its neighbors and pixel intensities, and the coe�cients of

this polynomial are estimated by weighted least squares of the neighborhood pixels.

Then, the displacement of each pixel will be estimated over its approximated neigh-

borhood. Thus, dense optical ow �eld will be computed by the displacement of

pixels.

Compared to the previous optical ow algorithm, the discussed approach ignores

the original limitation of other schemes, that is, the motion �eld must be consistent.
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(a) In the �rst frame (b) In the second frame

(c) In the second frame

Figure 2.2: The schematic diagram of block-motion estimation.

Therefore, this approach is more robust to deal with real-world videossuch as high

frequency vibrations videos.

2.4.2 Block-Motion Estimation

In digital image processing, block-motion estimation is another popular approach for

motion estimation. An example of how this algorithms works for estimation is showed

in Fig. 2.2. De�ne the point that needs to be estimated as pi. The location of p1i

is displayed as a red point in Fig. 2.2a. There are two input frames, the goal is to

estimate the location of pi in the second frame.

The process of block-motion estimation works as follows:

1. Use the location of pi to generate the patch of pi in the �rst frame. As described

in Fig. 2.2a, the location of p1 is treated as the center and a square with length

l is formed, which generates patch A. The obtained patch is used for further

search.
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2. Generate a search window in the second frame. In Fig. 2.2b, the bigger green

square with length n, n > l, is the search window in the second frame.

3. Search patches exhaustively in the search window and �nd out the most similar

patch B of patch A. Hence, patch B will be considered as the match of patch

A. Here, the sum of absolute di�erence (SAD) is used to measure the similarity

between two patches [37].

4. The center of patch B, p1, is considered as the estimated location of p1�est. In

Fig. 2.2c, the green point is the predicted location of p1.

Since optical ow is too sensitive to illumination changes, in this thesis, the block-

motion estimation is used for motion estimation.

19



Chapter 3

Encoding of Video Descriptors

The most signi�cant di�erence between still images and video sequences is that videos

contain temporal information. In order to fully make use of that, the novel concept

of descriptor persistency is proposed as the core concept of the descriptor-selection

schemes in this thesis.

The encoder tries to exploit the concept of descriptor persistency to �nd an e�-

cient and compact representation to all the descriptors of a video sequence. Fig. 3.1

shows the block diagram of the encoder, which consists of �ve main components:

keyframe labelling, SIFT descriptors extraction, persistent descriptors extraction, se-

lection and compression. The designed schemes are all based on SIFT descriptors due

to its widely use in local descriptors extraction. However, it is worth noting that the

designed schemes could also be applied to other kinds of descriptors, such as SURF.

For the compression, the quantization method proposed in [38] is used. The rest three

components are detailed in the following few sections.

This chapter is organized as follows. In the �rst section, the concept of descrip-

tor persistency is given along with its associated properties. In Section 3.2, the
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Figure 3.1: The block diagram of the proposed encoder.

keyframe labelling process is explained. Then, di�erent approaches to extract persis-

tent descriptor sets are discussed in Section 3.3. The selection methods within these

extracted descriptor sets are explained in details in Section 3.4.

3.1 Persistent Descriptors

As discussed in Section 2.2, after matching process, two descriptors that are extracted

from two di�erent images can be considered nearly the same when the Euclidean

distance between these two features is very small. If two descriptors are declared

a match, with high probability these two are extracted from the same object and

capture the same characteristic. Motivated by this fact, we start considering the

correlations within consecutive video frames.

Two consecutive frames in a video are likely to have similar scenes. Thus, if the

descriptors from two consecutive frames are matched, with high probability, a set of

matching descriptor pairs between these two frames can be found. Those descriptors

tend to capture common local regions in these two frames. Besides, the number of
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matches depends on the correlation between the two frames. The more similar the

scenes in these two frames are, the more matching pairs are found.

Extending the size of consecutive frames to multiple, the terminology descriptor

persistency is proposed and de�ned as:

De�nition 1. A descriptor d that is extracted from a frame, called the base frame

fbase, is said to be k-persistent if it can �nd matches in all the K following frames

after fbase. These matches must have very small Euclidean distance to d and should

describe the same local region that d describes in fbase.

If De�nition 1 is applied to all the descriptors in the base frame fbase, a subset

of descriptors that are K-persistent can be obtained, which are called persistent

descriptors. In this subset, each descriptor can �nd a match in all the following K

successive frames. Mathematically, if the group of all descriptors detected from base

frame fbase is de�ned as descriptor set S, and the subset that satis�es the de�nition

of K-persistent is Sper, then,

Sper � S: (3.1)

Based on the above de�nition of the persistent descriptors, several experiments

on di�erent-content videos have been performed and the following two interesting

properties have been found:

1. The size of a persistent set decreases dramatically when the number of processed

consecutive video frames increases.

One inherent property of videos is that objects are moving almost all the times.

During the changes of objects and scenes, some descriptors disappear and some

new ones appear, which results in a subset of the descriptors in the base frame
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(a) The �rst video case (b) The second video case

Figure 3.2: The size of persistent set drops dramatically as the number of processed
consecutive frames increases.

that does not have matches in all consecutive frames. Therefore, it makes sense

that as the number of consecutive frames increases, the size of persistent set

tends to drop rapidly. Two examples are listed in Fig. 3.2, showing that the

number of persistent descriptors experiences dramatic changes as the number

of the processed consecutive frames increases. To be more speci�c, in Fig. 3.2b,

when the base frame is matched with its next adjacent frame, there are 640 de-

scriptors �nd matches. The number decreases to 11 as the number of processed

frames reaches to 20.

2. The locations of persistent descriptors comply to the motion �eld in the video

sequence.

Persistent descriptors are extracted from di�erent regions in the frame in which

some are stationary and some are moving. Experiments show that the locations

of persistent descriptors comply with the motion �eld of the K-frames video

segment. In other words, for those descriptors that can �nd matches in the
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(a) n = 2 (b) n = 3 (c) n = 4

(d) n = 5 (e) n = 6 (f) n = 7

(g) n = 8 (h) n = 9 (i) n = 10

Figure 3.3: The locations of persistent descriptors as the number of processed con-
secutive frames increases.

following K successive frames, they are detected in the same region as their

counterparts in the base frame and describe the same characteristics of the

objects. Examples are displayed in Fig. 3.3, where n represents the number of

successively processed frames. Compared to the base frame, locations of the

remaining persistent descriptors stay the same.

Since persistent descriptors exist in several successive video frames and they cap-

ture the characteristics of the same interest regions, these descriptors are potentially

describing the visually salient objects that appear in all the K frames. Those ob-

jects always convey the most important video information, thereby persistent sets
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Figure 3.4: The illustration of keyframe labelling and GOP assignment.

can roughly preserve that information. From the observation of the behaviors of per-

sistent descriptors, a conclusion can be drawn: The set of persistent descriptors might

be a good compact representation of the sequence of K consecutive frames.

3.2 Keyframe Labelling

As discussed in Section 3.1, persistent descriptors are helpful for generating a com-

pact description for a video sequence. In order to leverage the concept of descriptor

persistency for further processing, persistent descriptor sets should be extracted �rst.

Persistent descriptors identi�cation and extraction are kind of challenging in prac-

tice. The challenge comes from two aspects. If we detect persistent descriptors by

extracting and matching all descriptors from consecutive frames, computational com-

plexity is high. On the other hand, if the processed consecutive frames are too long

(K is too large), the size of the persistent set is very small. Fig. 3.2 demonstrates an
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example. Although the sets of persistent descriptors are good to some extent and rep-

resent some salient objects, due to the small sizes, these descriptors cannot perform

well when they are used for video pairwise-matching. Thus, in prior to extracting

persistent descriptors, it's better to restrict the number of the processed successive

frames to ensure a reasonable size of the persistent set. One way to overcome these

two problems is to choose pairs of keyframes each of which encloses a GOP. Fig. 3.4

illustrates the keyframe labelling and GOP assignment process. The brief process can

be described as follows: �rst of all, keyframes are chosen and labeled. The �rst frame

of the video sequence is labeled as "keyframe1". Then, the rest keyframes are labeled

with the principle that every two adjacent keyframes are with the same distance of

K frames. Lastly, GOPs are formed by the set of frames sandwiched by every two

keyframes. Note that adjacent GOPs share one keyframe. For instance, in Fig. 3.4,

both GOP1 and GOP2 contain keyframe 2.

After applying keyframe labelling, persistent descriptors detection and approxima-

tion are done in every GOP separately. Furthermore, the size of persistent descriptors

can be reasonable if K is chosen appropriately.

3.3 Persistent Descriptors Extraction

After keyframe labelling process, the video sequence gets decomposed into a sequence

of GOPs. Extraction of persistent descriptors is performed in every GOP individu-

ally. Within each GOP, a set of persistent descriptors is extracted to represent the

information the for whole GOP.

To be more speci�c, in this section, three di�erent persistent descriptors extraction

approaches are proposed. In the beginning, the direct method is introduced, which
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is very accurate but computationally expensive. In the rest subsections, two less

complex approximation methods are presented to take advantage of the two keyframes

in each GOP and approximate the persistent set of that GOP.

3.3.1 The Direct Method

From De�nition 1 in Section 3.1, it is straightforward to come up with an idea to �nd

persistent descriptors by extracting and matching SIFT descriptors across all frames

in a GOP. Assume that there are K frames in a GOP, the detailed procedures for

�nding the persistent set of the GOP are given by:

1. Extract SIFT descriptors in all frames in the GOP. Each frame produces a SIFT

descriptor set, denoted by Sfi , where i is the index of the frame in the GOP,

i 2 f1; 2; � � � ; Kg.

2. Match the descriptors of the �rst frame in the GOP with those of the second

using the ratio test and geometric consistency check, that is, matching Sf1 with

Sf2 . Thereby, pairs of unique matches between Sf1 with Sf2 can be found. Let

those pairs be denoted by:

Smatch = f(df1
1
; d

f2
1
)
1
; (df1

2
; d

f2
2
)
2
; :::; (df1N1

; d
f2
N1
)
N1
g;

where N1 is the number of matching pairs, df1t 2 Sf1 and d
f2
j 2 Sf2 , t; j 2

f1; 2; � � � ; N1g. All df2j can form a descriptor subset Df2
match, which represents

descriptors from Sf2 that can �nd matches in Sf1 .

3. Match D
f2
match with Sf3 by applying ratio test and geometric consistency check.

A smaller subset of matches, denoted D
f3
match, can be formed by the descriptors
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from Sf3 that can �nd matches in D
f2
match.

4. Repeat step 3 until DfK
match is obtained.

D
fK
match is thereby the persistent descriptor set for this GOP. By applying the proce-

dures described above to the whole video, several persistent sets can be generated.

The number of these sets equals to the number of GOPs.

Actually, the direct method to get the persistent sets fully obeys De�nition 1,

indicating that it can be viewed as a very accurate method for �nding persistent

descriptors. However, we cannot declare that the sets obtained by the direct method

are the exact persistent descriptors since the matching process could still produce

some errors.

Despite its accuracy, it is really computationally expensive. Complexities comes

from two main sources. On one hand, extracting SIFT descriptors from all video

frames will result in a quite redundant representation of video contents in terms of

rate. Removing the redundancy resulting from processing every frame in the GOP

is complex. On the other hand, searching across all frames for �nding matches is

time-consuming and is expected to be ine�cient.

Consequently, two approaches are proposed to overcome the complexity issue.

Instead of processing all the frames in each GOP, these proposed approximation

methods attempt to extract descriptors only from keyframes. Followed by this line

of work, they push much of the computational complexity down. However, since the

direct method is the most accurate method, it can be considered as the baseline.
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3.3.2 The First Approximation Approach

In order to reduce the complexity, an idea arises that instead of extracting descriptors

across all the frames in the GOP, we only process some of the intermediate frames.

In each GOP, with high probability, frames have almost the same content and

characteristics. These high frame correlations suggest that only two frames in the

GOP might produce the majority of persistent descriptors in this GOP.

This statement is derived from experimental observations. The experiments are

implemented by matching two frames in a GOP. To be more speci�c, assume that

the GOP size is de�ned as K and K is �xed. The experiments start by randomly

choosing two frames fi and fj, where i and j refer to the indices of frames in the

GOP, i; j 2 f1; 2; � � � ; Kg and i < j. Extracting SIFT descriptors from both frames

produces two descriptor sets Sfi and Sfj . Then, by matching these two descriptor sets,

a subset Si;j is generated, which consist of the descriptors in fi that have matches

in fj. By comparing Si;j with the persistent descriptors that are obtained by the

direct approach discussed in Section 3.3.1, the number of descriptors in Si;j that can

�nd matches is obtained. Two examples are illustrated in Fig. 3.5 and Fig. 3.6. In

each example, four experiments are displayed. These two video sequences are with

di�erent contents and the GOP size is de�ned as K = 11.

On the top of Fig. 3.5 is the persistent descriptors obtained using the direct

method. The locations of descriptors are displayed in red points. Also, there are

four di�erent results for the same video GOP, that are, the subset S1;2 from matching

the �rst frame with the second, the subset S1;5 from matching the �rst frame with

the �fth, the subset S2;7 from matching the third frame with the seventh and the

subset S5;10 from matching the �fth frame with the tenth. The corresponding sizes
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(a) Descriptors obtained by the direct method

(b) Match the �rst frame with the second (c) Match the �rst frame with the �fth

(d) Match the third frame with the seventh (e) Match the �fth frame with the tenth

Figure 3.5: Examples 1 that indicating two frames can roughly represent the whole
GOP.
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(a) Descriptors obtained by the direct method

(b) Match the �rst frame with the �fth (c) Match the third frame with the fourth

(d) Match the sixth frame with the eighth (e) Match the seventh frame with the eleventh

Figure 3.6: Examples 2 that indicating two frames can roughly represent the whole
GOP.
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of each subset are 480, 401, 511 and 448, respectively. The green points are the

descriptor locations in each subset. As can be seen from these four �gures, descriptor

sets obtained from di�erent cases locate at almost the same locations. Although they

are not exactly the same, they roughly capture the same salient objects, for instance,

the ship and wooden dock in this video sequence. Most importantly, compared with

Fig. 3.5a, these subsets do not only include the descriptors in the persistent sets,

but also capture more video-content information, which are more valuable in further

process. The similar situation happens in Fig. 3.6. These four di�erent matching

cases almost cover the same characteristics in the frames, and most descriptors focus

on the buttery. Besides, most of the persistent descriptors derived from the direct

method are contained in all the four di�erent cases.

From these two examples, it can be concluded that extracting descriptors from two

frames in a GOP could produce the majority of the persistent descriptors. Therefore,

only matching two frames in a GOP to get a persistent set is a good alternative to

the direct method. Moreover, treating any two intermediate frames in the GOP as

input can generate roughly the same descriptors.

In order to make use of keyframes and standardize the procedures, the approxi-

mation method is developed on two keyframes. Another more important reason for

choosing two keyframes is that these two are the �rst and the last frame in the GOP.

If a descriptor is indeed a persistent descriptor, it should appear in the �rst frame

and the last frame for sure. Therefore, matching these two frames can guarantee the

persistent descriptors are included in the obtained matching descriptor set.

The detailed process of approximating a persistent set from a GOP is shown as:

1. Extract two sets of SIFT descriptors, Skf1 and Skf2 from the �rst keyframe fkf1
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and the second keyframes fkf2, respectively. These two sets can be of di�erent

sizes.

2. Match Skf1 and Skf2 by the ratio test. Then check the outliers by geometric

consistency check. Thus, unique pairs of matches between Skf1 and Skf2 are

obtained, which are denoted by:

Smatch = f(dkf1
1

; d
kf2
1

)
1
; (dkf1

2
; d

kf2
2

)
2
; :::; (dkf1N1

; d
kf2
N1

)
N1

g;

where d
kf1
i 2 Skf1 and d

kf2
j 2 Skf2, i; j 2 f1; 2; � � � ; N1g. Note that N1 must

be smaller or equal to the size of Skf1 and Skf2. All d
kf1
i can form a descriptor

subset Dkf1
match whereas all d

kf2
j can form a descriptor subset Dkf2

match, where i; j 2

f1; 2; � � � ; N1g.

3. Form the approximate persistent set Sper�approx�1 in the GOP by using the

descriptors in the �rst keyframe that can �nd matches in the second keyframe.

That is, Sper�approx�1 is composed of the subset Dkf1
match.

In this approximation method, there are three advantages. First, the complexity

of identifying persistent descriptors is reduced by only processing two frames in the

GOP, not all of them. In some sense, this method exploits the temporal information

of a video sequence, which is the second advantage of this approach. Furthermore,

as seen from Fig. 3.5a and Fig. 3.6a, the size of persistent sets obtained by the direct

method is very small. For example, in Fig. 3.6a, the number of descriptors obtained by

the direct method is only 16. Although these descriptors are indeed appearing in all

frames in the GOP, the limited number of descriptors is expected to reduce the ability

to describe the objects in the GOP. If the solution is only performed based on two
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keyframes, more persistent descriptors are obtained, which contain more information.

It is the third advantage of the proposed solution.

Next, two di�erent approaches are presented to measure the accuracy of the pro-

posed approximation method.

The �rst one is matching descriptors obtained by the approximation method with

those obtained by the direct method. As mentioned in the last paragraph of Section

3.3.1, the direct method to extract persistent sets can be considered as the baseline of

persistent descriptors due to its high accuracy to satisfy the de�nition of descriptor

persistency. The detailed process in each can be described as:

1. Extract the persistent set in the GOP using the direct method. De�ne the

obtained descriptor set as Sdir.

2. Approximate the persistent descriptors in the GOP using the approximation

method. The formed descriptor set is denoted by Sper�approx�1.

3. Match Sdir and Sper�approx�1 by ratio test. De�ne the subset of descriptors from

Sdir that can �nd matches in Sper�approx�1 as Smatch�1.

4. The match percentage is then given by N
M
�100%, whereM and N are the sizes

of Sdir and Smatch, respectively.

By applying the above process to a video sequence, the results can be obtained.

Here are three examples shown in Table 3.1, Table 3.2 and Table 3.3, respectively.

The di�erence between these three cases is the size of the GOP. Table 3.1 is with

GOP size of 5, that is, K = 5, and the other two tables are of K = 10 and K = 15,

respectively. The same 60-frames video sequence is processed in these three di�erent

cases. Therefore, twelve GOPs are generated for K = 5 and six GOPs are generated
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Table 3.1: The comparison of Sper�approx�1, Sdir, Smatch�1 and match percentage when
K = 5

GOP index size of Sper�approx�1 size of Sdir size of Smatch�1 match percentage

GOP No.1 401 210 198 94.28%

GOP No.2 439 199 196 98.49%

GOP No.3 486 147 143 97.28%

GOP No.4 501 165 165 100.00%

GOP No.5 508 259 249 96.14%

GOP No.6 549 225 221 98.22%

Table 3.2: The comparison of Sper�approx�1, Sdir, Smatch�1 and match percentage when
K = 10

GOP index size of Sper�approx�1 size of Sdir size of Smatch�1 match percentage

GOP No.1 382 92 92 100.00%

GOP No.2 398 67 67 100.00%

GOP No.3 433 108 107 99.07%

GOP No.4 468 87 87 100.00%

GOP No.5 436 100 99 99.00%

GOP No.6 446 65 65 100.00%

for K = 10. Here, the �rst six GOPs when K = 5 are shown in 3.1 from GOP No.1

to GOP No.6. For K = 10, all the GOPs from No.1 to No.6 are shown in Table 3.2.

For K = 15, there are 4 GOPs, that are from GOP No.1 to GOP No.4.

From these three tables, there are two interesting observations:

1. The size of Sper�approx�1 is much larger than size of Sdir. This observation can

also be seen from Fig. 3.5 and Fig. 3.6. As discussed in Section 3.3.1, persistent

descriptors obtained by direct method have a stricter requirement, that is, they

must exist in all the frames in the GOP. Therefore, as we expect, compared to

the direct method, matching two keyframes produces much more descriptors.
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Table 3.3: The comparison of Sper�approx�1, Sdir, Smatch�1 and match percentage when
K = 15

GOP index size of Sper�approx�1 size of Sdir size of Smatch�1 match percentage

GOP No.1 336 38 38 100.00%

GOP No.2 373 19 19 100.00%

GOP No.3 401 40 40 100.00%

GOP No.4 426 41 40 97.56%

2. In all three cases, the sizes of Smatch�1 are closer to the size of Sdir. Furthermore,

the associated match percentages are all above 94%. As it can be seen from

these three tables, the highest match percentage is 100%, which happens a lot.

Even for the lowest match percentage, it exceeds 94%. It can be claimed that the

approximation method can extract most of the persistent descriptors obtained

by the direct method. Furthermore, Sper�approx�1 also includes other descriptors

that describe other features of the frames, providing more information for the

overall video content.

Therefore, by these two observations, we can declare that the the �rst approxima-

tion method is able to capture most of the descriptors obtained by the direct method,

which is our baseline.

Another way to measure the accuracy of the approximation is to match the ob-

tained persistent set with every frame in the GOP. The approximated persistent set

is generated for producing a good representation of the whole GOP, that means this

set can be used for describing all frames in the GOP. Therefore, if the representation

is of good quality, the majority of descriptors in each frame would �nd matches in the

approximate descriptor set. The process of this experiment in each GOP is shown

follows. Also, the size of GOP is K.
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(a) GOP No.1 (b) GOP No.2 (c) GOP No.3

(d) GOP No.4 (e) GOP No.5 (f) GOP No.6

Figure 3.7: The results of matching the approximate set with each frame in the GOP
when K = 5.

1. Approximate persistent descriptors by the approximation method. The ob-

tained descriptor set is denoted by Sper�approx�1 with size M .

2. Extract SIFT descriptor sets from all frames in the GOP. De�ne the descriptor

sets as Sfi , i is the index of frame in the GOP, where i 2 f1; 2; � � � ; Kg.

3. Match Sper�approx�1 with all Sfi(except for Sf1 since Sper�approx�1 is the subset

of Sf1) individually by ratio test and geometric consistency check, the numbers

of descriptors from Sfi that can �nd matches in Sper�approx�1 are denoted by

Ni, where i 2 f1; 2; � � � ; Kg. This subset is de�ned as Sfi
match, i 2 f1; 2; � � � ; Kg.

4. Compare Ni with M , where i 2 f1; 2; � � � ; Kg.

The comparison results are illustrated in Fig. 3.7, Fig. 3.8 and Fig. 3.9. These
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(a) GOP No.1 (b) GOP No.2 (c) GOP No.3

(d) GOP No.4 (e) GOP No.5 (f) GOP No.6

Figure 3.8: The results of matching the approximate set with each frame in the GOP
when K = 10.

experiments are conducted on the same 60-frames video sequence as those tables

shown in Table 3.1 to Table 3.3. In each sub-�gures in Fig. 3.7 to Fig. 3.9, the blue

line refers to the size of the approximate descriptor set Sper�approx�1 in the GOP, and

the red line indicates the set of descriptors from each frame that can �nd matches in

Sper�approx�1, that are, S
fi
match, where i 2 f1; 2; � � � ; Kg. Note that the x-axis is the

index of frames in the GOP, starting from 2. In each GOP, two things need to be

pointed out:

1. The size of Sfi
match of each frame is close to the size of Sper�approx�1, where

i 2 f1; 2; � � � ; Kg. As we can see from all �gures in Fig. 3.7, Fig. 3.8 and

Fig. 3.9, the red lines are always close to the blue lines, demonstrating that

most descriptors in Sper�approx�1 can �nd matches in each frame within the
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(a) GOP No.1 (b) GOP No.2

(c) GOP No.3 (d) GOP No.4

Figure 3.9: The results of matching the approximate set with each frame in the GOP
when K = 15.

GOP. Thereby, Sper�approx�1 can o�er a good representation of each frame in

the GOP.

2. Compared to the last frame, intermediate frames have less descriptors that can

�nd matches in Sper�approx�1. In most of the cases in the listed �gures, the

middle part of the red lines are a little bit far way from blue lines, mean-

ing that Sper�approx�1 performs slightly poorer in representing the intermediate

frames. As we know from keyframe labelling stage, keyframes are the �rst

and the last frame in the GOP. Also, Sper�approx�1 is obtained from matching

these two frames. Thus, more descriptors in the keyframes can �nd matches

in Sper�approx�1. For the intermediate frames, some descriptors in Sper�approx�1

may not exist in their descriptor sets, resulting in a smaller matching set.
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Two conclusions are drawn in these two experiments. One is that the proposed

persistent descriptors approximation approach performs well to cover almost all per-

sistent descriptors obtained by the direct method. Furthermore, it can provide a good

representation for each frames in the GOP. Therefore, the proposed approach can be

viewed as a nice way for persistent descriptors approximation.

However, although this approximation approach utilizes the temporal information

of video sequence, it fails to exploit motion correlation, which is one of the inherent

properties of video sequences. In the next section, instead of using geometric consis-

tency check for removing outliers, block-motion estimation is performed to �lter out

wrong matches. It is another method to approximate persistent descriptors.

3.3.3 The Second Approximation Approach

In Section 3.3.2, it is veri�ed that only processing two keyframes in a GOP can roughly

provide a good representation of the contents in that GOP. However, how to use the

intermediate frames to enhance the performance and how to use motion information

should be considered. In this section, another persistent descriptor approximation

approach that makes use of these two aspects together is presented.

Geometric consistency check is used to discard wrong matches after ratio test.

Most of the time, those outliers also do not comply with the motion �eld in the

video. If the intermediate frames in the GOP are exploited to estimate motion �eld,

those outliers that do not obey the estimated motion �eld can be found and then be

�ltered out. Therefore, in some sense, motion �eld estimation can be an alternative to

geometric consistency check stage. Block-motion estimation is used here to estimate

the motion of descriptors.
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Using video motion information to distinguish bad matches is the core of this

approximation approach. Similar to the approach discussed in Section 3.3.2, the

proposed approach in this section also starts from matching two keyframes in the

GOP: SIFT descriptors are extracted from these two keyframes and ratio test is then

used to generate matches between them. Instead of applying geometric consistency

check, by using block-motion estimation, the location of each matching descriptor in

the �rst keyframe is tracked across all the frames until it reaches to the last frame in

the GOP. Therefore, each matching descriptor in the �rst keyframe has an associated

estimated location in the second keyframe. By calculating the Euclidean distance

between the location of the estimated location and its actual match in the second

keyframe, it can be cleared that whether this descriptor obeys the estimated motion

�eld or not. Speci�cally, if the obtained distance is small, it can be claimed that this

descriptor complies with the motion �eld of the video sequence. On the other hand,

if the distance is large, it means that this descriptor does not obey the estimated

motion �eld. This descriptor thereby with high probability is not a correct match

and will be removed. The detailed process to generate persistent descriptors in the

GOP using this approximation approach goes through the following steps (note that

the GOP size is K):

1. Extract two sets of descriptors, Skf1 and Skf2 from the �rst keyframe fkf1 and

the second keyframes fkf2 in the GOP, respectively. These two sets can be of

di�erent sizes.

2. Match Skf1 and Skf2 using ratio test. Unique pairs of matches between Skf1
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and Skf2 are given by

Smatch = f(dkf1
1

; d
kf2
1

)
1
; (dkf1

2
; d

kf2
2

)
2
; � � � ; (dkf1N2

; d
kf2
N2

)
N2

g;

where dkf1i 2 Skf1,d
kf2
j 2 Skf2 and i; j 2 f1; 2; � � � ; N2g. Note that the number

of matching pairs, N2, must be smaller or equal to the size of Skf1 or the size of

Skf2. All d
kf1
i form a descriptor subset Dkf1

match while all dkf2j form a descriptor

subset Dkf2
match, where i; j 2 f1; 2; � � � ; N2g.

3. Estimate the location of each descriptor in D
kf1
match in the second keyframe.

De�ne the location of dkf1i as l
kf1
i and the locations of dkf2j as l

kf2
j , where

i; j 2 f1; 2; � � � ; N2g. Therefore, all lkf1i form a set Lkf1 that consists of all

the locations of descriptors in set Dkf1
match. Meanwhile, all lkf2j form a set Lkf2

that consists of all the locations of descriptor set Dkf2
match. Then, the location of

each descriptor from D
kf1
match in the second keyframe is estimated across all the

intermediate frames using block-motion estimation. The detailed procedures of

the method are given in Chapter 2. Thus, each descriptor dkf1i will have an

estimated location l
kf2
i�est in the second keyframe, where i 2 f1; 2; � � � ; N2g. All

these predicted locations form a set Lkf2
est .

4. For each descriptor dkf1i , calculate the Euclidean distance between the estimated

location and the location of its match in the second keyframe. To be more spe-

ci�c, for each descriptor d
kf1
i in the �rst keyframe, there is a corresponding

match d
kf2
j in the second key frame. The locations of these two descriptors are

l
kf1
i and l

kf2
j , respectively, and i = j. Also, from the third step, there is an esti-

mated location of lkf1i , lkf2i�est. Calculate the Euclidean distance between l
kf2
j and
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Table 3.4: The comparison of Sper�approx�2, Sdir, Smatch�2 and match percentage when
K = 5

GOP index size of Sper�approx�2 size of Sdir size of Smatch�2 match percentage

GOP No.1 208 210 102 48.57%

GOP No.2 208 199 97 48.74%

GOP No.3 218 147 77 52.38%

GOP No.4 217 165 75 45.45%

GOP No.5 233 259 111 42.85%

GOP No.6 235 225 111 49.33%

average 220 201 96 47.89%

l
kf2
i�est, denoted as disti, where i 2 f1; 2; � � � ; N2g. By applying this process to all

descriptors in D
kf1
match, all Euclidean distances between the estimated locations

and the locations of the matches in the second keyframe can be obtained.

5. Remove those matches with a large distance. This is done using a threshold

distthre. For all disti where i 2 f1; 2; � � � ; N2g, if disti > distthre, the matching

pair (dkf1i ; d
kf2
i )i is removed since this pair does not obey the estimated motion

�eld. The rest of the matches form the set Sper�approx�2. Note that descriptors

in Sper�approx�2 are taken from the �rst keyframe.

There are two advantages for this new approximation approach. The �rst is that

it is simpler than the method presented in Section 3.3.2. As discussed in Chapter 2,

geometric consistency check is complicated in computation. The proposed approxi-

mation approach replaces geometric consistency check with motion �eld estimation to

address the complexity issue. Secondly, the intermediate frames in the GOP are uti-

lized in the motion estimation. Thus, the approximated persistent descriptors cover
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Table 3.5: The comparison of Sper�approx�2, Sdir, Smatch�2 and match percentage when
K = 10

GOP index size of Sper�approx�2 size of Sdir size of Smatch�2 match percentage

GOP No.1 126 92 35 38.04%

GOP No.2 113 67 25 37.3%

GOP No.3 118 108 38 35.18%

GOP No.4 126 87 29 33.33%

GOP No.5 121 100 26 26.00%

GOP No.6 119 65 21 32.3%

average 121 85 29 33.69%

Table 3.6: The comparison of Sper�approx�2, Sdir, Smatch�2 and match percentage when
K = 15

GOP index size of Sper�approx�2 size of Sdir size of Smatch�2 match percentage

GOP No.1 87 38 17 44.73%

GOP No.2 82 19 3 15.79%

GOP No.3 85 40 11 27.50%

GOP No.4 86 41 9 21.95%

average 85 35 10 27.49%
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more feature information from the GOP, indicating that these descriptors might pro-

duce a better representation for the GOP.

The two methods proposed in Section 3.3.2 can also be used here to measure the

accuracy of this new approximation approach. Same experiments as these in Section

3.3 are carried out using this new approximation method. Also, in our examples

shown in the rest of this section, the processed video sequence is the same 60-frames

video.

The �rst approach to measure the performance of the approximation is to match

the obtained descriptors with the descriptors obtained by the direct method. The

results are shown in Table 3.4, Table 3.5 and Table 3.6. The GOP size are K = 5,

K = 10 and K = 15, respectively. And the threshold for distance distthre is �xed as

10.

As shown in these three tables, there are two observations that are worth analyz-

ing:

1. The matching percentages are all below 50%. As we can see from these three

tables, the match percentages are relatively low. For example, in Table 3.6, in

GOP No.2, only 15:79% descriptors in Sdir can �nd matches in the approxima-

tion set Sper�approx�2. It indicates that Sper�approx�2 obtained by the approxima-

tion method proposed in this section is unable to contain that many descriptors

obtained by the direct method. Therefore, the proposed approximation method

does not perform well in capturing persistent descriptors.

2. As the GOP size increases, the size of approximation persistent set decreases

signi�cantly. As it is illustrated in Table 3.4, when K = 5, the average size

of Sper�approx�2 is 220. The average size of Sper�approx�2 drops to 121 when K
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(a) GOP No.1 (b) GOP No.2 (c) GOP No.3

(d) GOP No.4 (e) GOP No.5 (f) GOP No.6

Figure 3.10: The results of matching the approximate set with each frame in the GOP
when K = 5.

increases to 10, and it falls to 85 when K = 15. Therefore, descriptors tends to

have large displacements that exceed the preseted threshold distthre when the

size of GOP increases.

The second measure approach is to distinguish whether the approximated set can

produce a nice representation for the GOP. Following the same procedures shown

in Section 3.3.2, by matching Sper�approx�2 with all intermediate frames in the GOP

except for the �rst frame, the number of descriptors in each frame that can �nd

matches in Sper�approx�2 can be obtained. This can be used to judge the performance

of representation. The results are depicted in Fig. 3.10, Fig. 3.11 and Fig. 3.12.

From these three �gures, here comes two similar observations to those in Section

3.3.2. First, most descriptors in the approximated set can �nd matches in each
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(a) GOP No.1 (b) GOP No.2 (c) GOP No.3

(d) GOP No.4 (e) GOP No.5 (f) GOP No.6

Figure 3.11: The results of matching the approximate set with each frame in the GOP
when K = 10.

frame in the GOP. In this sense, the approximated descriptor set can generate a

good description for the feature information of the GOP. Secondly, compared to the

keyframes, the intermediate frames in the GOP �nd less matches in Sper�approx�2.

It is reasonable because descriptors in Sper�approx�2 are derived from the subset of

matching the two adjacent keyframes, which are the �rst frame and the last frame in

the GOP. Therefore, the last frame in the GOP can �nd more matches in Sper�approx�2

than the intermediate frames.

By analyzing the results of these two di�erent performance measures, we conclude

that the proposed approximation approach behaves well for providing a compact

representations of each frames in the GOP. Furthermore, it utilizes the intermediate

frames in the GOP to predict the estimated motion �eld for bad matches. However,
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(a) GOP No.1 (b) GOP No.2

(c) GOP No.3 (d) GOP No.4

Figure 3.12: The results of matching the approximate set with each frame in the GOP
when K = 15.

it is weak to cover majority of persistent descriptors in the GOP, which might be a

problem in the pairwise-matching stage.

3.4 Persistent Descriptors Selection

Three di�erent persistent descriptors extraction approaches are presented in Section

3.3.1 to Section 3.3.3. It is obvious that the size of the persistent set would change

when the video content and motion speed of the video sequence vary. Even in the same

video, di�erent GOPs might produce di�erent numbers of approximated persistent

descriptors. Therefore, in order to generate a size-controlled persistent set for each

GOP, the selection stage is crucial. Another important reason for descriptor selection
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Table 3.7: Matching results in random selection

reference frame index test 1 test 2 test 3

frame 1 26 34 35

frame 2 27 35 36

frame 3 27 36 38

frame 4 27 38 34

frame 5 30 39 38

average 27.4 36.4 36.2

is that di�erent approximated persistent descriptors perform di�erently when they

are used for matching with reference videos. This statement is tested by a simple

experiment. Assume there is a GOP from the query video and persistent descriptors

are extracted using any approach described in Section 3.3.1 to Section 3.3.3. There is

another reference video, and the goal is to do matching between the persistent set and

the descriptors extracted from each frame in the reference video. In each experiment

run, a �xed number of descriptors are randomly selected from the persistent set. If

the matching result varies every time, conclusion can be drawn that even in the same

persistent set, di�erent descriptors contribute di�erently to pairwise-matching.

The result is shown in Table 3.7. In this experiment, the �rst approximation

method presented in Section 3.3.2 is used to create a set of persistent descriptors from

the GOP. 80 descriptors are randomly selected from this set out of the total number

of descriptors in the set. We know that the ground truth of the query GOP and

the reference video is a match pair. By matching the selected persistent descriptors

with all the extracted SIFT descriptors in these �ve frames using both ratio test and

geometric consistency check, the number of persistent descriptors that �nd matches

in each reference frames is obtained.
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As can be seen from the table, in the �rst test, for the �rst reference frame, 26

out of 80 persistent descriptors can �nd matches. However, in the second test, the

number of matching descriptors is 34. It turns out that the numbers of matches

for di�erent reference frames uctuate. This can be explained by the randomness

in selecting in the persistent set. We know that random selection means that the

selected descriptors are not exactly the same each time. From these results, even for

the same approximated persistent descriptor set, di�erent selected descriptors have

di�erent matching performance. The similar situation happen in the other tests. The

average number of matches for each test also shows the di�erence in these three tests.

Therefore, it is clear that favoring di�erent descriptors within the persistent set greatly

inuences the behavior of pairwise-matching. In order to select those descriptors that

are more likely to be matched in pairwise-matching, persistent descriptors selection

component must be included in the encoding scheme.

In this section, three di�erent selection approaches are presented to address the

descriptor selection problem, they are: selection based on displacements, selection

based on clusters and selection based on blocks. The detailed description of these

selection methods is given in the following subsections. Like persistent descriptors

extraction, the selection stage also operates on GOP level. The number of selected

descriptors depends on the data rate budgets. Usually, there are several di�erent

operating modes.

In order to discuss these selection methods, the persistent descriptors extraction

method is �xed. Here, the method discussed in Section 3.3.2, which is matching two

keyframes in the GOP by ratio test and geometric consistency, is applied for persistent

descriptors approximation. The obtained persistent set is Sper�approx�1. What needs
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(a) The �rst keyframe (b) The second keyframe

Figure 3.13: The illustration of displacement de�nition.

to be emphasized is that those selection methods can be applied to any extraction

approach. In the following subsections, the number of selected descriptors is denoted

as Nselect.

3.4.1 Selection Based on Displacements

As mentioned in Section 3.3.2, in the extraction stage, estimated motion �eld can be

an alternative to geometric consistency check. However, motion prediction cannot

only be used in persistent set extraction, but it also can be exploited in the selection

stage. The rule for the selection is based on displacements.

The de�nition of displacement is illustrated in Figure.3.13. Assume that point i is

the location of a persistent descriptor in Sper�approx�1. The location of the correspond-

ing match in the second keyframe is point j, which is the green point in Fig. 3.13b. By

predicting the location of point i in the second keyframe using block-motion estima-

tion, an estimated location for point i is obtained. Then, the displacement is de�ned

as the Euclidean distance between the estimated location of point i and the location

of point j in the second frame. Displacement is a parameter for measuring the extent
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of the descriptor obeying the motion �eld. Suppose the estimation of motion �eld is

perfect. Smaller displacement means that the descriptor is more likely to be better

in terms of motion information consistency.

Following this line, the detailed procedure of selection within a GOP based on

displacements is described as follows:

1. Estimate the locations of all the approximated persistent descriptors in Sper�approx�1

in the second keyframe.

2. Compute the displacements of all the descriptors in the �rst stage.

3. Rank all the displacements in descending order. The descriptors with smallest

Nselect displacements are selected.

Therefore, by measuring displacements, a set of descriptors in Sper�approx�1 is

selected. In terms of displacement ranking, these descriptors with higher ranks are

more likely to be complaint with the estimated motion �eld. In this sense, the rank

reects the con�dence in what we select.

In summary, the proposed selection method based on displacements makes use of

motion information by using motion �eld prediction. By calculating the di�erence

between the estimated location and the location of its actual match, the displacement

of each descriptor is obtained for ranking descriptors.

3.4.2 Selection Based on Clusters

As discussed in Section 1.2, some novel schemes of video descriptor coding are de-

signed by applying clusterings to video descriptors. Those schemes do clustering to

descriptors by using NMF, K-means and so on. Inspired by their work, the idea of
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Figure 3.14: An example of frame clusters.

selection based on clustering arises. Instead of doing clustering based on the feature

part of descriptors, our approach mainly focuses on doing clustering of the descrip-

tors locations. In order to make the process easier, K-means algorithm is applied for

location classi�cation due to its e�ciency [39]. In the experiments shown in Chapter

5, K-means is implemented by using the function that is available in OpenCV library.

An example of the frame clusters is displayed in Fig. 3.14. Here, the number of

clusters Kcluster is �xed as Kcluster = 4. As shown in Fig. 3.14, each point is the

location of a descriptor in Sper�approx�1, and four di�erent colors represent di�erent

clusters. Thereby, after clustering, the descriptors selection problem is transfered

from the whole frame to each cluster.

Another important problem is to select descriptors within each cluster. It is very

straightforward to utilize the motion information, which is a signi�cant property of

videos. Nevertheless, instead of making use of the estimated motion �eld, the actual

movement is exploited, which is named by travel distance. A simpli�ed illustration
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(a) The �rst keyframe (b) The second keyframe

Figure 3.15: Illustration of the travel distance de�nition.

of the travel distance is shown in Fig. 3.15. Point i represents the location of a

descriptor from Sper�approx�1. The location of its corresponding matching descriptor

in the second keyframe is point j. By calculating the Euclidean distance between

the location of point i and the location of point j, the distance that the persistent

descriptor travels across all the frames in the GOP is obtained. The travel distance

becomes a parameter to measure the quality of the descriptor.

Within each cluster, the descriptors with smaller travel distances are favored. The

reason is that compared with the descriptors with larger travel distances, descriptors

with small travel distances are more likely to be stationary. Therefore, they are

more likely to be persistent. The detailed procedure for selection based on clusters is

described here:

1. Partition all the locations of descriptors in Sper�approx�1 into Kcluster clusters by

K-means algorithm.

2. Calculate the travel distance for each matching descriptor pair.

3. Rank descriptors within each cluster by the travel distance. The larger travel
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distance is, the lower the descriptor is ranked.

4. Select the descriptors with higher rank in each cluster. The number of se-

lected persistent descriptors in each cluster depends on the ratio of the num-

ber of the descriptors to its cluster over the size of Sper�approx�1. To be more

speci�c, denote the number of descriptors in the current cluster as Ni, where

i 2 f1; 2; � � � ; Kclusterg and i is the index of cluster and the size of Sper�approx�1

is denoted as Ntotal. It has
KclusterP
i=1

Ni = Ntotal. The number of descriptors that

are supposed to be selected from cluster i is given by

Nselect�i =

�
Ni

Ntotal

�Nselect

�
: (3.2)

Therefore, by measuring the travel distances within each cluster, a set of descrip-

tors from Sper�approx is selected. In conclusion, the novelty of this proposed selection

approach comes from two di�erent aspects. On one hand, this method introduces

the idea of clustering for descriptor location classi�cation. Clusters can roughly de-

scribe how many interesting regions or objects in the frame. By selecting descriptors

within each cluster, we can make sure that the selected descriptors can approximately

cover all the features in the persistent set. On the other hand, the de�nition of the

travel distance is applied for descriptor ranking in each cluster. Stationary descrip-

tors are favored to guarantee that descriptors could obey the de�nition of descriptor

persistency.
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Figure 3.16: The partitioning method of the selection based on blocks.

3.4.3 Selection Based on Blocks

Another selection approach is designed based on blocks. The original motivation for

generating such selection method is to cover as much information as possible for the

whole frame. Compared with the clustering method, a simpler way is to partition all

the descriptors into four blocks based on their locations. The partitioning method for

the selection is displayed in Fig. 3.16. The green points are the location of descriptors

in Sper�approx�1. The red lines illustrate the method for partitioning. In each GOP,

the �rst keyframe is divided into four big blocks. These four blocks are equally sized.

In this stage, the descriptor selection problem in the whole frame is converted to a

selection problem within each block.

Di�erent from the discussion in Section 3.4.2, the selection method has changed a

little bit. Although within each block, the descriptors with smaller travel distances are

still favored, the number of descriptors that should be kept in each block is di�erent

from that used in the method based on clusters. In this selection approach, in the
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block with sparse descriptors, more descriptors are selected since those descriptors are

more likely to be important to capture the information in such block. For the blocks

with dense descriptors, smaller number of descriptors in such set can still describe

the feature information. Thus, less descriptors are required. The details about the

selection method based on blocks is shown in Algorithm 1.
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Algorithm 1: Selection algorithm based on blocks

� Partition all descriptors in Sper�approx�1 into four sets using the method
shown in Fig. 3.16. These four sets are denoted by SSE, SSW , SNE and
SNW .

� Find the sort index for the four sets in ascending order of their size. Denote
the indices as sort1, sort2,sort3, sort4. The obtained descriptor sets are
thereby Ssorti with the denoted by Nsorti , where i 2 f1; 2; 3; 4g. The size of
descriptors set respectively selected from these four sets are denoted as
Nselect�sorti , where i 2 f1; 2; 3; 4g.

� Compute all the travel distances of descriptors in each block.

� For Ssort1 and Ssort2 that are with the least number of descriptors and the
second least, respectively, Nselect�sorti number of descriptors with smaller travel
distance are selected. Denote the ratio parameter as �. Nselect�sorti is
computed by:

Nselect�sorti = min

8>>><
>>>:

6666664
0
BBB@ Nsorti

4P
j=1

Nsortj

+ �

1
CCCA�Nselect

7777775 ; Nsorti

9>>>=
>>>;
;

where i 2 f1; 2g and � 2 (0; 0:5).

� For Ssort3 and Ssort4 , the number of descriptors selected from each set is
computed as:

Nselect�sorti =

66664
 
Nselect �

X
i=1;2

Nselect�sorti

!
�

NsortiP
j=3;4

Nsorti

77775 :
Also, the descriptors with smaller travel distances are kept.
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Chapter 4

Decoding and Pairwise-Matching

Figure 4.1: The block diagram of the proposed decoder and pairwise-matching.

In this chapter, a decoder designed for performing pairwise-matching of videos

is proposed. The main components of the decoder are described in Section 4.1. In

Section 4.2, a simple method for pairwise-matching is presented along with its pseudo-

code.
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4.1 Decoding

The block diagram of the proposed decoder and pairwise-matching is showed in

Fig. 4.1. There are two parallel input streams that are fed to the decoder. Pairwise-

matching is based on two videos, which are the query video and the reference video.

Therefore, the �rst stream is the query video that is encoded using schemes described

in Chapter 3. The other input stream is the reference video stream. This stream

includes uncoded SIFT descriptors from all reference frames.

In the �rst stage of the decoder, the query video stream is processed to reconstruct

several persistent sets. According to Chapter 3, the number of the persistent sets

is determined by the number of GOPs in the query. Meanwhile, the reference video

stream is quantized using the same quantization method as which is used for persistent

descriptors. Note that there is no selection for the operations of reference video. All

SIFT descriptors extracted from all frames in the reference video are preserved.

Now, these two processed streams are ready be fed to the pairwise-matching pro-

cess. This is the second stage of the decoder. The detailed method for pairwise-

matching is discussed in the next section.

4.2 Pairwise-Matching Method

We de�ne two videos to be a matching pair if these two contain the same objects or

describe the same content. A simple pairwise-matching method is presented in this

thesis. That is, the query video and reference video are declared a match if more than

half of the GOPs from the query video can �nd matches in the reference frames. The

detailed pairwise-matching method is shown in Algorithm 2.
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Algorithm 2: Pairwise-matching algorithm

Input:
Query video stream: reconstructed persistent descriptor sets Sper�approx�i,
where i 2 f1; 2; � � � ; NGOPg;
Reference video stream: compressed reference descriptor set for each
reference frame Sref�j, where j 2 f1; 2; � � � ; Nrefg;

Pairwise matching:
Nmatch = 0;
for i = 1 to NGOP do /* traversing all persisent sets */

for j = 1 to Nref do /* traversing all reference frame

descriptor sets */
Match Sper�approx�i to Sref�j using ratio test and geometric
consistency check;
Calculate matching score scorei;j for these two sets;

end

Find the largest matching score scorei�max over all scorei;j as the
matching score for Sper�approx�i;
if scorei�max > scorethre then

Nmatch = Nmatch + 1;
else

The persistent set Sper�approx�i cannot �nd a match in the reference
video;

end

end

Decision Making:

if Nmatch >
NGOP

2
then

These two video are declared a match;
else

These two videos are declared not a match;
end
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To be more speci�c, assume there areNGOP GOPs in the query video. Then, NGOP

sets of reconstructed persistent descriptors, Sper�approx�i, where i 2 f1; 2; � � � ; NGOPg

are generated in the reconstruction stage at the decoder side. Denote the number

of frames in the reference video as Nref . Nref sets of compressed descriptors de-

noted by Sref�j are obtained after compression of the reference video stream, where

j 2 f1; 2; � � � ; Nrefg. Denote the number of persistent sets that �nd matches as

Nmatch. In order to match these two videos, descriptors from Sper�approx�i where

i 2 f1; 2; � � � ; NGOPg are matched to those of every reference frame. For each

operation between Sper�approx�i and Sref�j, where i 2 f1; 2; � � � ; NGOPg and j 2

f1; 2; � � � ; Nrefg, ratio test and geometric consistency are applied to generate match-

ing scores in which the highest matching score is considered as the matching score for

GOP i. If this highest matching score exceeds the prescribed threshold scorethre, it

is declared that the persistent set Sper�approx�i can �nd match in the reference video.

Otherwise we declare this set cannot �nd a match in the reference video. After all

GOPs are processed, if Nmatch >
NGOP

2
, these two videos are declared a match.
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Chapter 5

Experimental Results and

Evaluation

This chapter assesses the overall performance of the proposed descriptors selection

schemes. In Section 5.1, the experiment description is given. The datasets used for

performance evaluation is introduced in Section 5.2. In the last section, the results

of the experiments are discussed and analyzed.

5.1 Experiment Description

In order to evaluate the performance of videos pairwise-matching, two performance

metrics de�ned in Evaluation Framework for CDVA [2] are adopted in this thesis,

namely false positive rate (FPR) and true positive rate (TPR). These two rates are

de�ned as follows:

FPR =
FP

FP+TN
; (5.1)
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TPR =
TP

TP+FN
; (5.2)

where TP is the number of true positives, FP is the number of false positives, TN is

the number of true negatives and FN is the number of false negatives. These two rates

are evaluated using three datasets, that are query set, reference set and distractor

set. The detailed description of the datasets is given in the next section.

5.2 Description of Datasets

In this thesis, the datasets used for performance evaluation are from MPEG-CDVA

database [1]. It is composed of more than 10000 videos that cover various categories,

for instance, animals, people, books, buildings, cars and so on. Due to the limita-

tions of our computational resources, we randomly selected 180 videos from this huge

database as the query videos from six categories: animals, buildings, people, plants,

books and food. The reference set is selected from the categories as those used for the

query set. The ground-truth is that query videos and reference videos are matching

video pairs. The distractor set contains videos that are non-matching to the query

videos, i.e., cross category pairs. All videos in the three sets have a resolution of

640� 360 and a frame rate of 30 frames per second (fps).

5.3 Performance

This section presents the results of several experiments that were run for performance

evaluation. The performance of the direct method is given along with its drawbacks

in Section 5.3.1. In Section 5.3.2, the performance of the �rst approximation method,
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Table 5.1: Encoder and decoder con�gurations

GOP size K 10

Threshold distthre 30

Threshold scorethre 15

Ratio parameter � 0.06

which extracts persistent sets using keyframes, ratio test and geometric consistency

check, is evaluated. The results for the second approximation method introduced in

Section 3.3.3 is given in Section 5.3.3.

In each subsection, three di�erent selection methods are applied after approxima-

tion to control the bitrate. In order to test the performance of the selection methods,

four operating modes are set in all experiments. These are 80 descriptors, 120 de-

scriptors, 150 descriptors and 200 descriptors. An operating mode is a parameter

representing the number of descriptors that are selected in each GOP.

The detailed encoder and decoder con�gurations are given in Table 5.1. distthre

is the threshold for displacements for the second approximation method. scorethre is

the matching score threshold for pairwise-matching. Ratio parameter � is used in the

selection method based on blocks.

The target false alarm rate is set to be equal or less than 1% according to [2].

That means, for TPR evaluation, the target for FPR is less or equal to 1%.

5.3.1 Performance of the Direct Method

As discussed in Section 3.3.1, the direct method is the most accurate method for

identifying persistent descriptors in the GOP. Therefore, the performance evaluation

for the direct method is very crucial. However, when it comes to experiments, we
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Figure 5.1: The sizes of persistent sets in �ve di�erent-content video cases.

notice that when K = 10, there is only a few persistent descriptors that can be

obtained in majority of GOPs. Moreover, the sizes of the persistent set in di�erent

GOPs signi�cantly uctuate. In order to verify this statement, �ve di�erent-content

videos are randomly picked from the query dataset. The direct method is applied to

extract the persistent sets in these �ve videos. The sizes of persistent sets are shown

in Fig. 5.1. Five GOPs in each video are processed in this example.

As shown in Fig. 5.1, two observations should be pointed out:

1. In all these �ve video sequences, within each GOP, the size of the persistent set

is small. In Fig. 5.1, in case 1, 2 and 4, the number of the persistent descriptors

in each GOP is less than 10. Among all the �ve videos, the largest persistent

set is the one obtained from case 5, that is 35. Those numbers are much smaller

than the �rst operating mode, 80 descriptors.
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Table 5.2: TPRs for di�erent Ks of the direct method

GOP size K TPR (%) for � 1% FPR

5 81.01
8 70.39
10 65.36

2. For a video sequence, the numbers of persistent descriptors in di�erent GOPs

uctuate. For example, in the �rst GOP of case 3, the number of persistent

descriptors is 19. It increases to 28 in the second GOP, which is a big jump. In

the following two GOPs, the sizes of persistent set slightly drop. It decreases to

16 in the �fth GOP. The similar situation also happens to the other four videos.

From observation 1, we expect that majority of GOPs in the query dataset fail to

produce more than 80 descriptors. Therefore, selection stage is no longer necessary

when the direct method is used to �nd persistent descriptors. The result is given in

Table 5.2, where TPR = 65:36% when K = 10. Even if all the extracted persistent

descriptors are used in pairwise-matching, the performance is still relatively poor.

The reason for this could be attributed to the small sizes of persistent sets generated

by the direct method. From Chapter 2, it is known that more matching descriptor

pairs will produce higher matching score for two video frames. If a GOP can not

produce a reasonable number of persistent descriptors, it is obvious that the obtained

matching score is relatively low. Therefore, smaller sizes of persistent sets might

result in lower TPR in pairwise-matching process.

In order to further analyze the behavior of the direct method, two more results

for K = 5 and K = 8 are listed in Table 5.2. As we can see, TPR is 81:01% when

K = 5, which is much better than the case when K = 10. As K increases to 8, TPR

decreases to 70:39%. Although it is still better than the TPR for K = 10, there is
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more than 10% gap between K = 5 and K = 8.

From the previous analysis, it turns out that when K decreases, the performance

of the direct method gets much better. However, the sizes of some persistent sets

exceed the �rst operating mode, indicating that the bitrate can not be controlled.

Due to the uncontrollability of the number of descriptors in each persistent set, we

cannot totally rely on the direct method. In order to make use of the direct method,

an adaptive way to control the sizes of the persistent sets is required. When the

GOPs in a video cannot produce a reasonable number of persistent descriptors, the

GOP size needs to be decreased in order to guarantee more persistent descriptors are

generated. However, this is a challenging task since it will increase the computational

complexity of the encoder. On the other hand, the decoder requires extra information

on the di�erent GOP sizes, which makes the communication more complex.

5.3.2 Performance When the First Approximation Method

is Used

In Section 3.3.2, the performance of the �rst approximation method is evaluated using

two experiments. The �rst experiment tests whether the �rst approximation method

can cover most of the persistent descriptors obtained by using the direct method.

The results from Section 3.3.2 show that the �rst approximation method performs

well in capturing persistent descriptors. On the other hand, the second experiment

shows that the �rst approximation method also gives a good representation for all

frames in the GOP. Most of the approximated persistent descriptors can �nd matches

in the intermediate frames. Therefore, the �rst approximation method performs well

in persistent descriptors approximation.
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Table 5.3: The results of di�erent selection methods with the �rst approximation
approach

Selection
TPRs of di�erent Operating modes for � 1% FPR
80 Desc. 120 Desc. 150 Desc. 200 Desc.

Displacements 80.56% 86.67% 86.67% 87.22%
Clusters 80.56% 85.56% 86.11% 87.22%
Blocks 82.22% 86.11% 86.67% 87.22%

The performance of di�erent selection methods are then evaluated based on the

�rst approximation method. Table 5.3 depicts the results of di�erent operating modes

when di�erent selection methods are applied.

In Table 5.3, there are several observations:

1. When the operating mode is 80 descriptors, the selection method based on

blocks outperforms the other two selection methods. As it can be seen from Ta-

ble 5.3, when 80 descriptors are selected from every GOP, the TPR of selection

based on blocks reaches 82:22%. However, in the other two methods, TPRs are

80:56%, which is about 1:7% less than the best method.

2. When the operating mode is larger than 80 descriptors, the performance of

these three selection methods tends to be the same. For example, in the case

of 150, the block-based selection performs as good as the selection based on

displacements while the result of the cluster-based method is 0:5% less than

those of the other two. When the operating mode increases to 200, these three

methods have the same performance, which is 87:22%.

3. In general, selection based on clusters performs slightly worse than the other two

methods. Foe example, in the case of 120, selection based on clusters achieves
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Figure 5.2: The results of selection methods under di�erent operating modes with
the �rst approximation method.

a TPR of 85:56%, which is 1% less than the other two selection methods.

4. The increase of TPR is nonlinear as the number of selected descriptors rises.

Fig. 5.2 show the correlation between TPR and the number of selected descrip-

tors. When the operating mode increases from 80 to 120, all TPRs of the three

selection methods rise dramatically. However, as the operating mode increases

to 150, the change of TPR is smaller compared to the previous change.

In conclusion, when the operating mode is 80, the method of selection based

on blocks outperforms the other two methods. However, as the number of persistent

descriptors increases, these three selection methods tend to have similar performance.
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Table 5.4: The results of di�erent selection methods with the second approximation
approach

Selection
TPRs of di�erent Operating modes for � 1% FPR
80 Desc. 120 Desc. 150 Desc. 200 Desc.

Displacements 51:67% 56:67% 59:44% 60:55%
Clusters 51:67% 55:56% 58:33% 60:55%
Blocks 51:11% 55:00% 58:33% 60:55%

5.3.3 PerformanceWhen the Second Approximation Method

is Used

In Section 3.3.3, the descriptors obtained by the second approximation method are

compared to those obtained by the direct method. The results show that this approx-

imation approach fails to capture the majority of persistent descriptors produced by

the direct method. However, it is still capable of providing a good representation of

each frame in the GOP.

For the second approximation method, several experiments were conducted using

the three di�erent selection methods and the results are shown in Table 5.4. From

this table, several observations can be obtained:

1. In general, selection based on displacements outperforms the other two methods.

When the operating mode is 80, selection based on displacements produces a

TPR of 51:67%, which is the same as selection based on clusters. Then, in

both 120 descriptors and 150 descriptors cases, the results of selection based on

displacements are the highest among those of all three methods.

2. When operating mode is 200 descriptors, three selection methods produce the

same TPR. In the last operating mode, all three selection methods produce the
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Figure 5.3: The results of selection methods under di�erent operating modes with
the second approximation method.

same TPR that is 60:55%.

3. The increase of TPR is nonlinear as the number of selected descriptors rises.

Fig. 5.3 shows the trade-o� between TPR and the size of persistent set. As

shown in the �gure, for any selection method, TPR increases approximate lin-

early when operating mode rises from 80 to 150. However, when the operating

mode increases from 150 to 200, the increases are subtle, which indicates that

there is less gain when the size of persistent set increases after the case 150.

4. This approximation method performs poorly compared to the �rst approxima-

tion method. If we compare Table 5.3 and Table 5.4, it turns out that the �rst

approximation method produces much higher TPRs no matter which selection
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(a) The points in the �rst keyframe

(b) The locations of actual matches in the sec-
ond keyframe

(c) The estimated locations of the points in the
second keyframe

Figure 5.4: An example of the inaccuracy in block-motion estimation.

method is used.

One of the main reasons why this approximation method performs poorly is that

block-motion estimation might cause some errors in motion tracking. Although

block-motion estimation is straightforward, it is sensitive to some variations,

such as viewpoints, scaling and camera motion. Therefore, it is challenging

for block-motion method to produce accurate estimations all the times. When

displacements are calculated to discard some descriptors in the �rst keyframes,

some of the correct matches would be removed since the obtained displacements

exceed the prescribed threshold distthre.

Fig. 5.4 illustrates an example of the inaccuracy of block-motion approximation.

Five descriptors in the �rst keyframe are showed in green in Fig. 5.4a. Fig. 5.4b
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gives the actual matches of these �ve descriptors in the second keyframe. The

matches are obtained by ratio test and geometric consistency. Fig. 5.4c shows

the estimated locations of these descriptors in Fig. 5.4a. By comparing locations

of these �ve descriptors in Fig. 5.4b and Fig. 5.4c, it is clear that there is at

least one incorrect estimation that locates at the bottom of the frame.

5.4 Comparison with Existing Schemes

A fair and thorough comparison with the existing schemes is somewhat di�cult be-

cause none of the existing schemes only focus on video descriptors selection problem.

However, to the best of our knowledge, the simulation results indicate that our scheme

outperforms those reported previously in the literature in terms of the TPR. Among

all the existing schemes, the scheme that was proposed by Peking University (PKU)

in 2016 generates the best performance [40]. Therefore, we are benchmarking our

scheme against the one presented in [40].

Table 5.5 shows the performance comparison results of the proposed scheme in this

thesis with the best existing scheme. The average bitrate is in Kilo-Byres per second

(KBps). The three di�erent bitrates shown are for three di�erent cases, that are: se-

lection based on blocks when the operating mode is 80 descriptors, selection based on

displacements when the operating mode is 150 and selection based on displacements

when the operating mode is 200 descriptors. Those results are all generated when the

�rst approximation method is used in the persistent descriptors extraction stage.

As illustrated in Table 5.5, in all di�erent bitrate budgets, our scheme uses lower

bitrate but achieves better pairwise-matching performance. For example, when the

bitrate is 4.95 KBps, the scheme of PKU achieves a TPR of 73.9%. In our scheme,
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Table 5.5: Performance comparison of the proposed scheme with the best existing
scheme

The scheme of PKU Our scheme

Bitrate (KBps) TPR Bitrate (KBps) TPR

4.95 73.9% 4.79 82.22%
13.5 75.7% 9 86.67%
45.59 79.8% 12 87.22%

we decrease the bitrate to 4.79 KBps, and it achieves a TPR of 82.22%.

5.5 Conclusion

Three di�erent methods for persistent descriptors extraction are proposed in this

thesis. For the direct method, although it is the most accurate method, due to

uncontrollability of the size of the persistent set, we cannot heavily rely on it. The

computational complexity is another drawback, which makes it unpractical for real-

world applications.

For the �rst approximation method, simulation results indicate that it performs

well in providing a compact and descriptive representation for the GOP. When it is

used to approximate persistent descriptors, for the operating mode that is 80, the

block-based selection is the best. As the number of the selected descriptors increases,

these three selection methods tend to have the similar performance. The best schemes

under di�erent operating modes have been shown to achieve excellent performance

in video pairwise-matching.

For approximation method, one of the most signi�cant advantages is that it utilizes

motion information of videos to reduce complexity. However, when it is used to
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approximate persistent descriptors in the GOP, it provides poor performance under

all operating modes.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this thesis, we have addressed the problem of descriptor selection from video se-

quences for the purpose of video pairwise-matching. In order to make use of temporal

information of video sequences, the novel concept of descriptor persistency has been

proposed. The set of extracted persistent descriptors is a good representation of the

given video segment. The main focus of this thesis was the extraction and selection

of persistent descriptors from video sequences.

An encoder has been presented in order to exploit the descriptor persistency.

There are �ve main components in the designed encoder: keyframe labelling, SIFT

descriptor extraction, persistent descriptors extraction, persistent descriptor selection

and compression. Keyframes are used to break down the video sequence to GOPs in

the �rst stage. Three di�erent extraction methods have been proposed in this thesis:

The �rst is the direct method, which extracts descriptors from all frames in the GOP

and matches them. In order to reduce computational complexity, the second method
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extracts approximate persistent descriptors by matching two keyframes using ratio

test and geometric consistency check in each GOP. Instead of applying geometric

consistency check, the third method utilizes motion information using block-motion

estimation, the goal is to remove the outliers from the approximate set. The persistent

descriptor selection, which is the fourth stage of the encoder, adaptively control the

size of the persistent descriptor set, where three di�erent selection methods based on

displacements, clusters and blocks, respectively, have been proposed. Also, a simple

but e�cient method for pairwise-matching has been proposed in this thesis.

Experiments have been carried out to evaluate the performance of the proposed

schemes. The results show that when the operating mode is 80 descriptors, the

combination of the �rst approximation and the selection based on blocks outperforms

the other schemes. For the other operating modes, three selection methods tends to

have the same performance.

6.2 Future Work

As we can see, extracting persistent descriptors is a good method for describing

salient information in video sequences. However, there are still some aspects that can

be explored:

1. In this thesis, persistent descriptors are approximated and selected in GOPs sep-

arately. However, whether there is correlation between two adjacent persistent

sets or not is an interesting topic to be considered.

2. In the thesis, most of the selection approaches are based on the location part

of descriptors. How to make use of the feature part of descriptors to generate
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better selection method needs to be explored.

3. The computational complexity in the direct method stems from the need for

adaptive GOP size. Thus, �nding a method to generate adaptive GOP sizes is

also interesting to consider.
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