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A B S T R A C T

The work presented in this thesis centers on the application of aberration-corrected trans-
mission electron microscopy (TEM) to study Platinum-alloy (Pt-alloy) nanoparticle sys-
tems, in particular the platinum–iron (Pt–Fe) and platinum–gold (Pt–Au) nanoparticles.
Additionally, few other complementary structures based on Pt thin films and nanowires
are also characterized. These materials are studied in the context of their catalytic appli-
cation towards the oxygen reduction reaction (ORR) in polymer electrolyte membrane
fuel cells (PEMFCs).

Here we report on the detailed investigation of many structural and compositional
aspects of these catalyst nanoparticles, such as lattice strain, the surface and bulk atomic-
structure, the surface/bulk chemical composition, surface segregation, and atomic or-
dering. In some cases (e.g., Pt–Fe and Pt–Au studies), we have even looked beyond the
traditional characterization approaches. For instance, instead of observing the particle
structures before and after a particular treatment (e.g., heating and degradation tests),
we have captured the dynamics of structural evolution over the entire course of such
treatments.

Notable findings pertaining to individual material systems are summarized as follows:
A detailed microscopic investigation of the as-synthesized Pt–Fe nanoparticles revealed

that the Pt and Fe atoms are arranged in a random and inhomogeneous fashion. A fur-
ther characterization of these particles after a routine heat-treatment procedure indicated
that the particle surfaces could be covered in a iron-rich outer shell, which is not ideal for
the catalytic performance. We show that a simple electrochemical procedure can be used
to clean the catalyst surfaces. Inspection of such Pt–Fe particles post-cleaning revealed
that the core of the particle is composed of an ordered Pt–Fe alloy (i.e., arrangement
of Pt and Fe atoms in an ordered fashion), and the shell is Pt-rich. The routine electro-
chemical tests on these unique Pt–Fe particles indicated a superior and durable catalyst
performance with respect to PEMFCs.

The experiments connected to Pt-on-Au heteroaggregates involved synthesizing them
with different Pt feed ratios, heating them inside the microscope (and also other gaseous
atmospheres), and importantly, monitoring their structural and compositional changes
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during the heat-treatments. We find that depending on the initial particle composition
and the heating environment, the Pt-on-Au heteroaggregates transform into either a ho-
mogeneous or a inhomogeneous alloy structure. Both these alloy forms are known to
exhibit very different catalytic properties.

The catalyst structures investigated under the category complementary structures in-
cluded: Pt-alloy thin film catalysts, Pt-nanotubular skeletons, and Bismuth-decorated Pt
nanowires. Each of these catalyst systems were found to exhibit superious catalyst per-
formances compared to state-of-the-art Pt catalysts. A detailed microscopic investigation
elucidated the atomic arrangement and composition in the surface, the near-surface and
the bulk regions of these structures. This information was useful in interpreting their
catalytic performances, which opened new perspectives towards further optimization of
such complex catalyst structures.
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A N O T E T O T H E R E A D E R

The present thesis is organized as follows:

Chapter 1 provides an overview of the present day energy challenge, which is to re-
place the fossil-fuels based energy technologies with alternative low-carbon emitting
technologies. Of particular focus to the present thesis is the automotive sector, where
polymer electrolyte membrane fuel cells (PEMFCs) are a promising technology that can
replace fossil-fuel powered internal combustion engines. For a detailed review of the en-
ergy challenge and the different low-carbon energy technologies (based on nuclear, solar,
wind, hydrogen and carbon sequestration), the reader is directed to Appendix F and Ap-
pendix G. Due to length constraints, these elaborated reviews were curtailed into their
present form in Chapter 1.

Chapter 2 focusses entirely on PEMFCs, providing a detailed account of their basic
construction, operating principles, the relevant chemical reactions and the technical chal-
lenges which restrict their widespread commercialization. It is in this chapter that we
also introduce the pressing need for the development of PEMFC electrocatalysts.

Chapter 3 covers many fundamental concepts concerning PEMFC catalysts, such as:
(a) the nature of the fuel cell reactions that these catalysts aim to activate, (b) the ways in
which the catalyst structures can be fine-tuned in order to achieving improved catalytic
performances, (c) the effect of alloying platinum (Pt) on its surface reactivity, (d) different
forms of alloying Pt, (e) degradation of catalysts and the related mechanisms, (f) meth-
ods available to evaluate the performance and durability of catalysts, and (g) different
structural characterization techniques available to investigate the catalyst structure.

Chapter 4 reviews recent progress in the development of different Pt-alloy nanoparticle
catalysts for PEMFCs.

Chapter 5 provides the necessary background to scanning transmission electron mi-
croscopy (STEM) and its associated techniques that are use to carry out the experiments
reported in the thesis.
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Chapter 6 discusses the series of STEM characterization works carried out on the Pt–Fe
alloy nanoparticles.

Chapter 7 discusses the detailed STEM characterization of Pt–Au alloy heteroaggregate
nanoparticles.

Appendix H provides a statement on the choice of above two material systems used
for the main thesis work.

Chapter 8 provides a synposis of the experimental works presented in the thesis.

Chapter 9 outlines some future works targeting the reader who wishes to contribute
to the efforts taking place in this field.

Appendix D provides a summary of the works we carried out on other complementary
structures that were based on thin films and nanowires.

Appendices: Appendix A, Appendix E, Appendix B and Appendix C provide clarifica-
tions to some specific concept or a method that is described in the main text. For instance,
the Appendix A provides a general description of the electron diffraction phenomenon
at an aperture, which is an important concept to achieving the best resolution in the
electron microscopes. The reader is linked to these appendices at appropriate locations
within the main text.
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Part I

C O N T E X T



1
T H E F U T U R E L O W- C A R B O N E N E R G Y T E C H N O L O G I E S

Presently, the carbon-dioxide (CO2) concentration in the Earth’s atmosphere is rising at
an alarming rate, and according to the International Energy Agency (IEA), the energy
sector is the biggest contributor to emissions of all the different anthropogenic activities
on the planet [1]. As per the year 2005 basis, the energy sector shared over 95 % of the
total anthropogenic emissions globally.

Figure 1.1 compares emissions from different fuel sources within the energy sector. As
can be seen, the combustion of fossil fuels (oil, coal and natural gas) remains the primary
source of CO2 emissions, and it has continued to remain so, for over many decades
(See Appendix F for a detailed review of the aspects of global energy demand, and its
environmental implications).

By the year 2100, the CO2 concentration in the atmosphere is expected to increase to
about 936 ppm [2], which is roughly a 234 % increase from the CO2 concentration main-
tained over the last 1000 years [3]. The rising CO2 concentration at such an alarming rate
will have serious implications on the climate [2–4]. CO2 is one of the major greenhouse
gases that is able to trap heat within the atmosphere, and thereby, keep the surface of
the Earth warm – a phenomenon popularly known as the ‘greenhouse effect’ [5, 6]. The
rising CO2 concentration will intensify the greenhouse effect, thus leading to further
warming of the earth, and the accompanying changes to the planet’s climatic system
(see Appendix F for details). According to the UN Intergovernmental Panel on Climate
Change (IPCC), the global surface temperature change by the end of 2100 is likely to
exceed 2

◦C relative to its previous average from 1850 to 1900 [2].

Realising the above implications of rising CO2 emissions, the international commu-
nity has finally agreed to act. Since the Kyoto Protocol in 2008 and up until the most
recent Paris Agreement in 2015, multiple agreements have been signed to secure an
international commitment for reducing the CO2 emissions. Because the anthropogenic
emissions of CO2 result primarily from the combustion of fossil fuels, energy consump-
tion is at the center of the climate change debate. Pledges have been made to move
towards a low-carbon energy system without altering the rising global needs of energy

2
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[6]. As a primary course of action, alternative fuel sources and energy carriers that are
renewable, efficient and less CO2 producing are being promoted. In order to meet this
objective, three general approaches are available, namely (a) the use of nuclear power,
(b) carbon capture and storage (CCS), and (c) the use of renewable energy based on so-
lar, wind, and Hydrogen sources [7]. Mass adoption of these technologies, however, is
faced with numerous challenges concerning the energy generation, energy conversion,
storage and cost-effectiveness of the technology. A detailed review of these low-carbon
energy technologies, their cross-cutting opportunities, and the related energy conversion
technologies is summarized in Appendix G. Of particular interest to the present thesis
are hydrogen based energy systems, which are reviewed in a more detailed manner, and
then compared to the similar options offered by solar and wind based technologies.

Figure 1.1: Global CO2 emissions (Mt) from 1971 to 2013 by fuel. source: [1]

With regard to the automotive sector, the polymer electrolyte membrane fuel cells
(PEMFCs) are a very promising energy conversion technology for use in the passenger
vehicles. These are hydrogen-based electrochemical devices, which can convert the chem-
ical energy stored in H2 into electricity with negligible amounts of CO2 emissions.1 They
operate at low temperatures (80

◦C), provide high power density, and can vary their out-
put quickly, which make them well suited for the automotive market as an alternative
to present day internal combustion engines [8]. According to the international energy
agency (IEA), deployment of even 25 % share of fuel cell electric vehicles (FCEVs) by
2050 can contribute up to 10 % of all cumulative transport-related emission reductions
required to move from an extreme climate-change scenario to milder one [9]. Remarkable
developments are already in progress, e.g., within a span of five years (2008–2013) the
global market for fuel cells grew by almost 400 % [10], the manufacturing cost of fuel

1Conditional to the use of hydrogen that is produced from the water electrolysis process. See Sec-
tion G.3.3.4 for a detailed discussion.
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cell electric vehicles has decreased by a staggering 90 % since 2005 [11], and the PEMFC
technology is regarded as one of the key sustainable energy systems by many countries
[9]. Unfortunately, a widespread commercialization of PEMFCs is still not realized, re-
quiring significant reduction in the cost (from $ 3000/kW to $ 30/kW), and sufficient
improvements to the durability. This presents numerous materials research challenges,
requiring further optimization of the electrode materials, electrolyte membranes and the
catalysts used in these devices, which we discuss in the following chapter.



2
P O LY M E R E L E C T R O LY T E M E M B R A N E F U E L C E L L S

Polymer electrolyte membrane fuel cells (PEMFCs) are electrochemical devices which
can convert the chemical energy stored in hydrogen and oxygen, into electricity. They
are well known for their high energy conversion efficiency (reaching up to 60 %), ef-
fective utilization of hydrogen, environmental friendliness (zero CO2 emissions), and a
silent low temperature operation (85

◦C – 105
◦C) [12, 13]. With these attractive charac-

teristics PEMFCs show great promise to impact a wide range of areas including, auto-
motive [14, 15], stationary [15, 16] and portable power generation [17] sectors. The best
utilization of PEMFCs, however, is in the automotive sector when used to develop fuel
cell electric vehicles (FCEVs). PEMFCs are well suited for FCEVs as they can provide
continuous electrical energy supply at high power density, high efficiency and at low
temperatures [14]. Additionally, a transition from the conventional internal combustion
vehicles to FCEVs can have a marked impact on the climate change mitigation efforts, as
the transportation sector is the second largest source of global CO2 emissions, over three
quarters of which is contributed by road transport automobiles alone [18]. In the subse-
quent sections, we discuss PEMFCs specifically within the context of such automotive
applications.

Despite many advantages of PEMFCs noted above, they have not yet seen a widespread
commercialization. This is primarily because of their high cost and poor durability [19–
23]. These barriers present various materials research challenges related to optimization
of electrode materials, electrolyte membranes and the catalysts, which are all used in fuel
cells [23, 24]. The present overview sheds light upon these important aspects of PEMFCs,
by first introducing the key components and basic operation, followed by a discussion
on various barriers for commercialization, and finally highlighting areas where the fun-
damental materials research is most needed.

5
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2.1 basic fuel cell setup

Figure 2.1 illustrates the basic setup and key components of a typical PEMFC. Each cell
comprises of two electrodes (an anode and the cathode) that are connected in an external
circuit, and an electrolyte separating them. The electrodes are exposed to gas flow using
‘gas diffusion layers’ (GDLs), which supply the electrodes with required fuel (hydrogen)
and oxidant (oxygen) for the chemical reaction. Together, this assembly of two electrodes,
their respective GDLs and the electrolyte form a ‘membrane electrode assembly’ (MEA)
[25].

Figure 2.1: Schematic representation of a typical PEMFC and its key components. sources: [26, 27]
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2.2 working principle

Gaseous hydrogen flows through channels in the bipolar plates (Figure 2.1) and through
the GDL to the anode, where a catalyst splits hydrogen molecules into protons and
electrons. Thus, the fuel cell anodic reaction is an ‘oxidation reaction of hydrogen’ (HOR),
given by:

H2 −→ 2H+ + 2 e- (2.1)

Protons liberated at the anode enter the electrolyte, and are transported to the cathode.
Electrons generated are directed to follow an external circuit to the cathode, through a
load or an automotive engine etc. . . for delivering the required external work.

At the cathode, oxygen is introduced through bipolar plates and the GDLs. Oxygen
molecules react with incoming electrons and protons on a catalyst surface, forming water
and some heat (since the reaction is exothermic). Thus, the fuel cell cathodic reaction is
a reduction reaction of oxygen (ORR), given by:

O2 + 4 e
- −→ 2O2

- (2.2)

The overall reaction in a PEMFC is then given by:

H2 + 1/2O2 −→ H2O (2.3)

2.3 individual cells versus a stack of cells

The Gibbs free energy change (∆G) of the PEMFC reaction noted above (Equation 2.3) is
about -237 kJ/mol (negative sign indicates that the energy is released).1 In other words,
for the reaction combining H2 and 1/2 O2 in PEMFCs, about -237 kJ/mol of chemical
energy is being converted into electrical energy.

1Calculated from the Enthalpy (∆H) = -286 KJ/mol, and the Entropy (∆S) = -163.42 J values of the overall
reaction, and then applying ∆G = ∆H− T∆S. Where, T = 298 K.
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The Gibbs free energy change of chemical reaction is related to the equilibrium voltage
of the cell (Eo) by the Nernst equation:

∆G = −nFEo (2.4)

where n is the number of electrons transferred in the reaction, and F is Faraday’s constant
(96485 C/mol).

For the reaction (3.3) taking place in PEMFCs, ∆G = -237 kJ/mol and n = 2. Thus, the
equilibrium cell voltage (Eo) under standard temperature and pressure conditions (25

◦C,
1 atm.) can be calculated to be 1.229 V.

Under the typical operating conditions, however, each individual MEA produces a
voltage less than 1 V [23], which is barely enough to power even the simplest applications
(e.g., the ordinary flashlight bulbs are designed to work with minimum 3 V). To produce
a practical output voltage, PEMFCs are generally manufactured as a stack of MEAs,
each sandwiched between two bipolar plates (Figure 2.1). The bipolar plates, which may
be made of either metal, carbon or composites, carry out multiple functions such as
introducing fuel and oxidant into the MEAs, providing electrical conduction between the
cells and allowing the coolant to flow [28]. Sometimes the entire stack itself is referred
to as a fuel cell. Depending on the application, the stack may contain tens to hundreds
of cells layered together. This scalability makes fuel cells suited for a variety of small
and large scale applications, including laptops (20-50 W), home appliances (1-5 kW),
automotives (50-125 kW) and central power generation (1-200 MW) [29].

2.4 electrolyte and electrode materials

2.4.1 Electrolyte membrane

The electrolyte in PEMFCs is typically a polymeric membrane (hence the name ‘polymer
electrolyte membrane fuel cell’) of about 10 – 100 µm thick, which conducts protons from
the anode to the cathodic chamber and also provides mechanical stability to the MEA. De-
sirable membrane properties include high ionic conductivity, prevention of any electron
conduction, and precention of the fuel/oxidant crossover between the two electrodes.
The membrane must also remain chemically stable in the presence of OH- and OOH-
radicals, and thermally stable within the range of operating temperatures. Membrane
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resistance for conduction also becomes important with thicker membranes. In general,
thinner membranes have lower resistance but the gas crossover can be high.

Figure 2.2: Chemical structure of Nafion.

Most current membranes are based on perfluorosulfonic acid (PFSA); NafionTM devel-
oped by DuPont is particularly very popular [30]. Chemically, Nafion (see Figure 2.2)
has the backbone structure of PTFE (polytetrafluoroethylene/Teflon) that provides the
membrane with mechanical strength, and the sulfonic acid groups provide charge sites
for proton transport. Most studies propose that the ionic conduction in the membrane
is assisted by formation of water filled domains which build into an interconnected net-
work of ion conductive channels. To explain the transport of protons, two mechanisms
have been proposed. In the ‘hopping mechanism’ protons hop from one sulfonic group
to the other, whereas in the ‘vehicular transport mechanism’ protons diffuse as hydrated
protons through the ion conductive water filled domains. Since both mechanisms require
hydrated state of the membrane, the upper limit of PEMFC operating temperature is usu-
ally dictated by the humidification needs of the membrane [12]. In addition to Nafion,
other perfluorinated polymer membranes are also available, such as Asahi (Asahi Chem-
ical Industry), Neosepta-F (Tokuyama) and Gore-Select (Gore and Associates Inc.).

2.4.2 Electrode

Both anode and cathode in PEMFCs have a similar bulk material structure. As illustrated
in Figure 2.3(a, b), each electrode is composed of a catalyst layer and a gas diffusion layer,
linked side-by-side. The catalyst layer is where the reactions take place and is usually
very thin (10 µm thick). The gas diffusion layer is typically a sheet of carbon cloth (∼150

µm thick) whose fibers provide a porous structure enabling supply of reactant gases to
the catalyst layer [31].

The catalyst layer is composed of catalysts, an electronic conductor and an ionic con-
ductor [35] (see Figure 2.3(c)). To ensure supply of reactant gases to the reactant site
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Figure 2.3: Schematic representations of PEMFC electrode structure (a) [32], and the triple-phase
region (c) [33]. (c), Microscopic image of an MEA. [34]

(i.e., the catalyst surface) the catalyst layer must have a porous structure. Platinum based
nanoparticles supported on high surface area carbon (HSAC) microparticles are com-
monly used as catalysts, usually abbreviated as Pt/C or Pt-alloy/C. The carbon support
also serves as the electronic conductor, conducting electrons to/from the catalyst site.
Ionic conductivity is provided by an ionomeric film (dried Nafion solution) that forms a
proton conductive network within the entire catalyst layer and has an ionic connection
with the membrane.

A good electrode is one in which the supported catalyst particles are in direct contact
with the ionomer film Figure 2.3(c) and are also exposed to the porous media (i.e., supply
of reactant gases). In addition, the catalyst layer must be sufficiently hydrophobic to
prevent pores from flooding, particularly at the cathode where water is produced.

The catalyst layers are usually prepared by first making a ‘catalyst ink’ which is then
cast directly onto the membrane, followed by pressing of the GDL (carbon cloth) on top
of the catalyst layer [25, 31]. Such catalyst layers are called the ‘catalyst coated mem-
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branes’ or (CCMs). In an alternative method, the catalyst ink is coated directly onto
a GDL first, followed by pressing onto the membrane. Such catalyst layers are called
‘catalyst coated gas diffusion electrodes’ (CCGDL). For both these methods, the catalyst
ink is prepared by dispersing supported catalysts in water and isopropanol, along with
Nafion solution. Additionally, if the catalyst layer is needed to be made hydrophobic,
polytetrafluoroethylene (PTFE) is also introduced along with the Nafion solution.

2.5 energy conversion efficiency

In order to compare fuel cells with other energy conversion systems such as heat en-
gines (e.g., internal combustion engines (ICEs) or steam turbines), an evaluation of their
‘thermodynamic efficiency’ (also called the ‘theoretical efficiency’) is required.

In heat engines, the combustion of hydrocarbons is an exothermic reaction, and the
heat generated results in expansion of formed gases. The expanding gases can either
move a piston (as in the ICEs), or generate steam to drive turbines (as in the steam tur-
bines), thus producing mechanical work. This mechanical energy can then be converted
into electrical energy using rotary generators.

The maximum efficiency for heat engines is given by ‘Carnot efficiency’ (ηeff):

ηeff = W/−∆H = T1 − T2/T1 (2.5)

where W is the reversible work done, ∆H is the enthalpy change of the reaction, T2 is the
temperature of the heat sink and T1 is the temperature of the heat source. For even the
most efficient engines (steam turbines: T2 = 323 K and T1 = 673 K), the Carnot efficiencies
do not surpass 50-53% [12].

In PEMFCs, the electrical energy is produced from the Gibbs free energy change of
reaction (∆G = -237 kJ/mol), and the energy input is the enthalpy of reaction (∆H =
-286 kJ/mol). Therefore, if all the Gibbs free energy change can be converted into elec-
tricity, the thermodynamic fuel cell efficiency under standard temperature and pressure
conditions is given by:

ηtheoretical = ∆G/∆H = 83% (2.6)
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In practice however, fuel cells operate at a much lower efficiency than the theoretical
value. This practical fuel cell efficiency is termed as ‘electrochemical efficiency’, which
provides picture of a fuel cell’s performance, and allow to compare it against that of the
other cells. The ‘electrochemical efficiency’ of a PEMFC with measured cell voltage ‘E’ is
given by:

ηelectrochemical = −nFE/∆G (2.7)

According to the US Department of Energy (DOE), current fuel cell designs provide an
electrochemical efficiency between 40-60 % [29], which is still high compared to typical
efficiencies provided by the internal combustion engines (∼25 %).

2.6 fuel cell operation and voltage losses

Although fuel cells boast an equilibrium cell voltage (Eo) of 1.229 V (calculated from
Equation 2.4 as above), the observed cell voltages (E) are much lower than the equilibrium
value, decreasingly so when the current drawn from the cell is high. A plot of measured
cell voltage versus the current density (current drawn per MEA area, A/cm2) for a typical
PEMFC is shown in Figure 2.4. This plot is often referred to as the ‘polarization curve’.

As can be seen, even under the open circuit condition when no current is drawn from
the cell, the measured voltage (called the ‘open circuit potential’ (OCP)) deviates from
the equilibrium value. This deviation is due to imperfect separation of gases by the
membrane and a finite electronic resistance in the cell [23]. Typical OCP for PEMFCs is
between 0.6 – 0.9 V.

When current is drawn from the cell, the voltage drops even further than the OCP.
This deviation from the equilibrium value is called the overpotential, denoted by η (η
= Eo – E). Based on the nature of the voltage drop with the increasing current, three
regions in the polarization curve can be identified, namely the activation polarization,
ohmic polarization and mass-transport polarization.

Activation polarization is observed at the onset where the current just begins to be
drawn from the cell. The voltage drop in this region, called the ‘activation overpotential’,
is considerably high, and varies sharply with the increasing current. Even for practical
currents of just 0.1 A/cm2, the cell voltage (E) drops by about 370 mV [23]. Activation
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Figure 2.4: Polarization curve plotted for a typical PEMFC. source: [36]

overpotential is attributed to the slow kinetics of electrode reactions, hence it is also
referred to as the ‘kinetic losses’.

Ohmic polarization corresponds to the region where voltage drops linearly with the
increasing currents. Overpotential in this region (called the ‘ohmic overpotential’) is at-
tributed to the material and interfacial resistances, either in the membrane, cell connec-
tions or the bipolar plates.

Mass-transport polarization corresponds to the region at high current densities where
the voltage falls off dramatically. Overpotential in this region (called the ‘mass-transport
overpotential’) is due to the fact that the electrode reactions are proceeding at a much
faster rate compared to the rate at which the reactants are supplied to the catalyst surface.

Figure 2.5 illustrates a qualitative comparison of these voltage losses, reported by Debe
[23]. The blue curve is the typical polarization curve, similar to one shown in Figure 2.4.
The cell resistance (R) was measured and multiplied with the current density (i) to obtain
the ‘ohmic overpotential’ (iR-losses). The iR-losses were then added to the polarization
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Ideal Fuel Cell 

power densities of 8.0 kW g21 Pt. This gives 8 g of PGM per vehicle,
similar to what is in an internal combustion engine today.

Vehicle operation imposes severe durability and performance con-
straints on the fuel-cell cathode electrocatalysts1 beyond the fun-
damental requirement for high ORR activity. System integrators
require that the MEA produce at least 0.6 V at 1.5–2 A cm22 owing to
radiator size and related cooling constraints. Catalysts must survive
hundreds of thousands of load cycles and tens of thousands of start-
up and shut-down events over the 5,000-hour lifetime of the stack1.
Although durability is beyond the scope of this review, serious degra-
dation is associated with the tendency for the cathode to reach potentials
above the onset of oxidation of carbon in contact with Pt, during even
the short times when H2/air waves move through the flow fields during
start-up or shut-down8. Some of the countermeasures being developed
are using more stable graphitized carbon, using catalyst supports that
will not electrochemically corrode, and adding oxygen evolution cata-
lysts to the mix to clamp the potentials at the start of water oxidation9,10.
Table 1 summarizes these major catalyst requirements, along with
secondary criteria and manufacturing considerations.

Some fundamental electrochemical considerations
MEA performance is reflected in its polarization curve, a plot of cell
voltage versus current density (Fig. 2). As current is drawn from a cell, its
voltage decreases as a result of three primary sources of power loss: ORR
kinetic losses of the cathode, current times resistance (iR) losses due to
material and interface resistances, and mass transport overpotentials at
high current densities when it is difficult for the catalyst to get enough
oxygen from air. For the polarization curve conditions in Fig. 2, the
theoretical open-circuit voltage (zero current) is 1.169 V; note that
measured open-circuit voltages are lower than theoretical ones owing
to imperfect separation of the gases by the membrane and its finite
electronic resistance. Increases in load current cause the cell voltage to
decrease logarithmically owing to kinetic losses (green line in Fig. 2),
with the large cell-voltage loss of about 370 mV in going from open-
circuit voltage to practical currents of just 0.1 A cm22 reflecting the
sluggish ORR kinetics on Pt. The measured cell resistance multiplied
by current density gives the iR losses, which can be added to the measured
polarization curve (blue symbols) to give the iR-free curve (red symbols).
The remaining difference between the iR-free curve and the ideal kinetic
line represents the sum of all mass transport losses. In the range of practical
current densities, 0.1–2.5 A cm22, improvements in MEA resistance can
have a much larger impact on actual cell voltage than improvements in
kinetics. Cell resistances have therefore been researched, and have been
reduced nearly as much as is possible using current membranes and gas
diffusion media. Kinetic losses are more challenging because an order-of-
magnitude improvement in ORR activity would gain only 60–70 mV, and

progress in catalyst development so far has achieved only modest cell
voltage gains of tens of millivolts. Reducing mass transport overpotentials
by the same amount is less difficult.

Targeted catalyst development benefits from a detailed understand-
ing of the metal-catalysed electrochemical reduction of oxygen to water,
O2 1 4H1 1 4e2 R 2H2O, which is mechanistically complicated. It is
usually thought to involve different reaction pathways such as direct 4e2

reduction of adsorbed oxygen to water; or a 2e2 reduction to adsorbed
H2O2 that then either desorbs or undergoes a second 2e2 reduction to
water11. Irrespective of mechanistic detail, the kinetic current density i,
normalized by the surface area of the Pt electrode and generated at a
potential E, has been proposed12 to be a function of the Gibbs energy of
adsorption DGad

i ~ nFKcO2 (1 { Had)x exp {
bFE
RT

! "
exp {

cDGad

RT

! "
ð1Þ

where n, F, K, x, b, c and R are constants, cO2 is the molecular oxygen
concentration, and Had the fraction of electrode surface sites covered
with adsorbates. A key assumption in the development of the
(1 2 Had) pre-exponential factor is that the ORR rate-limiting step
is the first electron transfer step, Pt(O2)ad 1e2 R Pt(O2

2)ad, with

Table 1 | Development criteria for automotive fuel-cell electrocatalysts
Performance N Must meet beginning-of-life performance targets at full and quarter power.

N Must meet end-of-life performance targets after 5,000 h or 10 years operation.
N Must meet performance, durability and cost targets and have less than 0.125 mg PGM per cm2.
N Corrosion resistance of both Pt and the support must withstand tens of thousands of start-up/shut-down events.
N Must have low sensitivity to wide changes in relative humidity.
N Must withstand hundreds of thousands of load cycles.
N Must have adequate cool start, cold start and freeze tolerance.
N Must enable rapid break-in and conditioning (the period needed to achieve peak performance).

Materials N Must have high robustness, meaning tolerance of off-nominal conditions and extreme-load transient events.
N Must produce minimal H2O2 production from incomplete ORR.
N Must have high tolerance to external and internal impurities (for example, Cl2) and ability to fully recover.
N Must have statistically significant durability, meaning individual MEA lifetimes must enable over 99.9% of stacks to reach 5,000-hour lifetimes.
N Electrodes must be designed for cost-effective Pt recycling.
N Environmental impact of manufacturing should be minimal at hundreds of millions of square metres per year.

Process N Environmental impact must be low over the total life-cycle of the MEAs.
N Manufacturing rates will need to approach several MEAs per second.
N MEA manufacturing quality must achieve over 99.9% failure-free stacks at beginning of life (one faulty MEA in 30,000 for just 1% stack failures).
N Proven high-volume manufacturing methods and infrastructure will be required.
N Catalyst-independent processes will be preferred, to enable easy insertion of new-generation materials.
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Figure 2 | Fuel-cell polarization curve. Measured PEM fuel-cell MEA
polarization curve (blue) and iR-free (red) compared to a hypothetical curve for
kinetic losses only (green). The difference gives the losses due to mass transport
overpotentials (MTO). The polarization curve is from an MEA having
electrodes based on the NSTF PtCoMn catalyst (inset) under 150 kPa H2/air.
Other conditions are given in ref. 23.

RESEARCH REVIEW

4 4 | N A T U R E | V O L 4 8 6 | 7 J U N E 2 0 1 2

Macmillan Publishers Limited. All rights reserved©2012

Figure 2.5: Polarization curve of a PEMFC employing Pt/C catalyst and the estimated trends for
different voltage losses. source: [23]

curve (blue symbols) to get the iR-free curve, which is shown as the red curve. Thus, the
iR-free curve is a combination of activation and mass transport overpotentials only.

The green curve in Figure 2.5 is the polarization curve reflecting activation overpoten-
tial only. Also called the ideal kinetic line, the green curve has been calculated using
theoretical formulations of electrode kinetics. For more details, the reader is referred
to [23]. Thus, the remaining difference between the ideal kinetic line and the iR-free
curve represents the total mass-transport overpotential. When the three overpotentials
are compared within the range of practical current densities (between 0.1-2.5 A/cm2 as
in Figure 2.5), it can be seen that the activation overpotential is the largest of all the
voltage losses in PEMFCs.

In order to make PEMFCs practically viable, all the three sources of overpotentials need
to be mitigated. Ohmic and mass-transport overpotentials are less challenging to mini-
mize than the activation overpotential. Material and interfacial resistances are the pri-
mary sources of ohmic overpotential, and they can be minimized by appropriate choice
of membrane and the GDLs. Mass-transport overpotential is due to limited supply of
reactants to the catalyst surface during reaction, and can be mitigated with the use of
pure reactant feeds, increased gas pressures and optimized catalyst layers. Many current
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MEA designs are in fact well optimized to minimize both ohmic and mass-transport
overpotentials [23]. Since activation overpotential is the largest of the all voltage losses
in PEMFCs, its mitigation is a crucial, but also very challenging task. Activation overpo-
tential is caused by the slow kinetics of electrode reactions. Although the reaction rates
can be increased with the use of catalysts, the challenge here is that even with an order
of magnitude improvement in the electrode kinetics, only modest voltage gains between
60-70 mV can be achieved [23]. With the progress in catalyst development so far, voltage
gains of only about tens of mVs has been possible.

2.7 comparing kinetic losses due to anodic and cathodic reactions

To mitigate activation overpotential, it is important to first identify the slowest of the two
electrode reactions (HOR and ORR).

The kinetics of such redox reactions are best described by the ‘Butler-Volmer equation’,
where the current density (j) is expressed as:

j = jo (e
αAFη/RT − eαCFη/RT ) (2.8)

Here, jo is the exchange current density (i.e., current that flows at equilibrium), αA and
αC are the transfer coefficients for the anodic and cathodic reactions, respectively, and
η is the overpotential (Eo- E) driving the reaction. These electrochemical quantities are
discussed at detail in Section 3.4. For present discussion, the relationship between current
density (j) and overpotential (η) can be noted.

Although current density (j) depends on both the kinetics of the charge transfer at the
electrode, as well as the mass transport, Equation 2.8 is applicable only when the charge
transfer kinetics is the rate limiting step. The mass transfer hindrance has been already
treated as a voltage loss in the ‘mass transport overpotential’ term.

A current density versus potential plot for both anodic (HOR) and cathodic (ORR)
reactions is shown in Figure 2.6a. These plots were obtained for electrodes using Pt
catalysts supported on carbon (Pt/C).

Ua(j) and Uc(j) are the anodic and cathodic potentials, and Uo,a and o,c are their respec-
tive equilibrium potentials.
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(a) Plot of current density vs. potential for HOR and ORR. (b) Overlay of anodic/cathodic current density vs.
potential plots on the fuel cell polarization
curve.

Figure 2.6: Comparing the kinetics of PEMFC anodic (HOR) and cathodic (ORR) reactions. source:
[12]

Overpotentials at both the electrodes (ηa and ηc) can then be calculated as:

ηa = Ua(j) − Uo,a

ηc = Uc(j) − Uo,c
(2.9)

Note that Uo,c = 1.229 V, and since a reversible hydrogen electrode (RHE) is used as the
reference, Uo,a = 0 V.2

It can be seen from Figure 2.6a that the overpotentials are significantly higher at the
cathode compared to the anode. This suggests that the kinetics of oxygen reduction
reaction (ORR) is much slower than that of the hydrogen oxidation reaction (HOR), even
with the use of Pt/C catalysts. Estimated reaction rate constant for the HOR is about
10 cm/s and that of ORR is between 10

-6–10
-9 cm/s. This indicates that the ORR is about

seven orders of magnitude slower than that of the HOR [23].

Since the cell voltage (∆Ucell(j) or E) is the difference between its anodic and cathodic
potentials (Ua(j) and Uc(j)), it can be written in terms of overpotentials (ηa, ηc) as:

∆Ucell(j) = Ua(j) − Uc(j) = ∆Uo − (ηa + ηc) (2.10)

2Eoin Equation 2.4 = Uo,c −Uo,a = 1.229 – 0 = 1.229 V
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Where ∆Uo (or Eo) is the equilibrium cell voltage, equal to 1.229 V.

Since ηc � ηa, Equation 2.10 indicates that the reduction in cathodic overpotential
(ηc) will have a larger impact toward increasing the cell voltage compared to reduction
in anodic overpotential (ηa). This is further clear from Figure 2.6b where the current
density versus potential plots for both anode and cathode is overlaid on the fuel cell
polarization curve. It is for this reason that greater focus is laid towards developing
catalysts for the ORR than the HOR.

To summarise this section, the sluggish kinetics of the oxygen reduction reaction (ORR)
at the cathode is the major source of voltage losses in PEMFCs. Development of suitable
ORR catalysts with activities higher than Pt/C is imperative, and requires a mechanis-
tic understanding of the ORR. Different mechanisms have been proposed to explain the
ORR kinetics, such as associative and dissociative mechanisms, these are reviewed in
Section 3.1. Subsequently in Chapter 4, various catalyst development strategies are dis-
cussed, including alloying Pt/C nanoparticles with less expensive metals, developing
unique supports, and deliberate modifications to the nanostructure, composition and the
electronic structure of catalysts.

2.8 barriers for commercialization and technical targets

Although PEMFCs have reached commercialization in smaller markets, such as back-up
power and materials handling applications [37], the ultimate success will be when a full
scale deployment of PEMFCs in the automotive sector is made possible. While not ig-
noring the challenges associated with hydrogen supply and processing (Section G.3.3),
the two major barriers for fuel cell commercialization in the automotive market are high
cost and poor durability [19–23]. Among the many components of PEMFCs that can
be contributing to these issues, catalysts facilitating the electrode reactions remain the
biggest contributors. Thus, only technical challenges and targets concerning the catalysts
are highlighted in the subsequent discussions. Challenges posed by other PEMFC com-
ponents, while important for the commercialization of fuel cells, are beyond the scope
of the present overview. The reader is referred to following articles for a comprehensive
review of these components and the challenges associated: [28, 38, 39].
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quantity current status set target for 2020

Pt loading (mgPt/cm2 electrode area) 0.15 0.125

Mass activity (A/mgPt@ 0.9 V) 0.47 – 0.67 0.44

Activity losses (mass activity) (%) 37 40

Loss in performance (mV) 10 30 (@ 1.5 A/cm2)
Non-PGM catalytic activity per vol-
ume of supported catalyst

60 300 (@ 1.5 A/cm2)

Table 2.1: Current status and future set targets of some important PEMFC catalyst related quanti-
ties. source: [40]

2.8.1 Barriers to commercialization from electrode catalysts

The fuel cell catalyst systems are evaluated based on their performance, cost and dura-
bility. An ideal catalyst system is the one that satisfies all these considerations simultane-
ously, providing high current densities and durability at low Pt loadings [23]. Table 2.1
lists several targets set by the Fuel Cell Technical Team (FCTT) in this regard [40]. The
FCTT is a multi-stakeholder group comprising of US Department of Energy (DOE) and
several major automotive manufacturers. Evaluation of performance, cost and durability
across several catalyst systems indicate that although many catalysts seem to meet one
or more set targets, they are still not able to satisfy all the requirements simultaneously
[23]. These challenges are summarized as follows.

2.8.1.1 Catalyst performance

Among the two fuel cell electrode reactions, ORR at the cathode is the slowest reaction,
slower by about seven orders of magnitude compared to the anodic HOR. Thus, the
enhancement of the reaction rates of ORR with the use of catalysts is at the focal point of
fuel cell catalyst research. Unfortunately, even with the use of Pt/C, the kinetics of ORR
are still slow. Catalyst performances is usually compared in terms of specific activities,
which is defined as the current density delivered per catalyst surface area (A per cm2

Pt)
measured at 900 mV [41]. Measured specific activities of various catalyst systems indicate
that although several catalysts meet the DOE set target (0.7 mA per cm2

Pt), they may not
satisfy one or all the other requirements, namely low catalyst cost and durability [23].
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2.8.1.2 Catalyst cost

Assuming that all the sources of overpotentials (activation, ohmic and mass transport
polarizations) are fully mitigated, fuel cells would still need to compete against the cost
and durability offered by other technologies, mainly the internal combustion engines. At
500,000 units per year production volume, the fuel cell drive trains cost at least ten times
more than the internal combustion engines. High catalyst cost in PEMFCs is the main
challenge here, since almost half of the fuel cell stack cost is due to catalyst cost alone
[42]. Presently, both HOR and ORR rely on platinum-based catalysts. Since Pt metal is
very expensive (∼ $ 32/gPt), consequently the overall catalyst cost remains high.

As per the DOE target, the overall Pt loading per cm2 area of an MEA should not
exceed 0.125 mgPt(anode: 0.025 mgPt/cm2, cathode: 0.1 mgPt/cm2). Strategies to reduce
cost by limiting the cathodic loadings to 0.1 mgPt/cm2, without loss of performance or
durability, is the subject of most catalyst research today. Enhancing the performance of
ORR catalysts on the basis of platinum mass (called the mass activity A/gPt) is par-
ticularly recommended. For fuel cell commercialization, mass activities of at least 0.44

A/mgPtis targeted.

2.8.1.3 Catalytic durability

In addition to performance and cost, the catalysts face major concerns over their dura-
bility [43–45]. The fuel cell environment is intrinsically very corrosive to these catalysts,
with a high humidity, acidic environment, and hundreds of thousands of transient po-
tential cycles during their lifetimes. This presents challenges to material durability and
performance. Four mechanisms for catalytic performance degradation have been identi-
fied, these are (1) dissolution and/or agglomeration of platinum and other metals, (2)
detachment of catalysts from the support, (3) the corrosion of carbon support, and (4)
poisoning by species such as CO, CO2, H2O2, NOx and SOx. Due to these degradation
pathways, most current catalyst designs are still short of the 5000 hour durability target
(at a power density of 8.0 kW/gPt) that is required to compete against the IC engines
[20, 23]. Therefore, it is extremely desirable to develop ORR catalysts that can provide
long term stability even under the corrosive operating conditions of the fuel cell, while
not sacrificing their catalytic performance and maintaining a minimal loading of Pt.
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Figure 2.7: Schematic representation of a triple-phase region within the cathode microstructure.
[33].

2.8.1.4 Catalyst utilization

In addition to barriers such as poor performance, high cost and low durability, PEMFCs
suffer from poor utilization of catalyst surfaces in the electrode structure [23, 31, 46]. This
requires maximizing the formation of a ‘three phase boundaries’ (TPBs) in the electrodes
(Figure 2.7), whereby (1) the reaction site (i.e., the catalyst surface) is exposed to the
pores in catalyst layer that transport gaseous reactants, and the catalyst particle is in
direct contact with (2) an electronic conductor and (3) an ionic conductor, to ensure that
the electrons and protons are supplied to or taken away from the reaction site. Electronic
conductivity is usually provided by the carbon support onto which the catalyst particles
are attached. Proton conductivity is provided by the ionomeric networks. Formation of
TPBs ensures that the reaction site (i.e., the catalyst surface) is in sufficient supply of all
the reactants required, and clear of any products formed.

Optimization of electrode structure is limited by the difficulty of the characterization
of ionomer distribution. This is because the ionomer is extremely radiation sensitive to
the probes commonly used to study these materials, such as the electron beam and X-
ray spectro-microscopic techniques [47]. Additionally, the ionomer is a weak scatter of
both the probes, which makes it difficult to image. Fortunately, recent advancements in
the areas of low-dose electron imaging and soft x-ray based scanning transmission x-ray
microscopy (STXM) limit the radiation damage caused [47, 48], allowing for a detailed
visualization of the chemical structure of PEMFC catalyst layers [49–52]. Based on these
developments better optimization of the electrode structures to allow for sufficient cata-
lyst utilization can be expected in the near future.
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2.9 perspective

In summary, while PEMFCs are a very promising energy conversion technology whose
deployment, particularly in the automotive sector, can bring substantial reductions to
global CO2 emissions, their widespread commercialization is hindered by barriers such
as high cost and poor durability. Currently, PEMFCs are very expensive and suffer signifi-
cant voltage losses during their life-times. Even the state-of-the-art fuel cells operate with
only 0.6 - 0.8 V, while the equilibrium cell voltage is about 1.2 V. The biggest contributor
to the voltage losses is the sluggish kinetics of the cathodic reaction, called the oxygen
reduction reaction (ORR). Most PEMFCs rely on Pt or Pt-based catalysts to accelerate
this reaction. Since Pt is expensive, the overall fuel cell cost remains significantly high, a
problem which will only be exacerbated over time given that Pt is also a scarce resource.
Additionally, the fuel cell environment is corrosive to catalysts and this imposes severe
durability constraints. Therefore, fundamental research towards ORR catalyst develop-
ment is imperative, dictated by performance, cost and durability considerations which
all need to be satisfied simultaneously. This requires a mechanistic understanding of the
ORR kinetics and the catalyst degradation pathways which are both discussed in the
following chapter.
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3
C O N C E P T S I N D E V E L O P M E N T O F C ATA LY S T S F O R T H E O R R

The previous chapter discussed the construction and operation of polymer electrolyte
membrane fuel cells. More importantly, it highlighted that the development of suitable
catalysts for the cathodic reaction (i.e., the oxygen reduction reaction (ORR)) is central
to commercialization of PEMFCs. This requires fundamental research dictated by three
important considerations- the catalytic performance, cost and durability. In the present
chapter, we review the relevant background connected to understanding the kinetics of
the ORR (Section 3.1), the available strategies to improve the ORR activity of Pt cat-
alyst surface (e.g., alloying, modification to the surface-structure. . . ) (Section 3.2), the
different catalyst degradation mechanisms (e.g., ripening, coalescence, dissolution . . . )
(Section 3.3), and finally, the different characterization methods available to evaluate
the performances of catalysts (Section 3.4), and also to investigate their structures (Sec-
tion 3.5). Subsequently, in the next chapter a comprehensive review of over hundred
different Pt-alloy nanocatalyst designs is presented.

3.1 kinetics of the oxygen reduction reaction

In general, the electrochemical oxygen reduction reaction (ORR) is a complex process
involving many intermediates and the transfer of one or more electrons. These depend
on the electrode material, catalyst, and the electrolytes used [53]. For instance, Table 3.1
lists the typical ORR processes in both acidic and alkaline aqueous electrolytes, along
with their standard electrode potentials and the number of electrons transferred [54].
Depending on the application, either of 1e−, 2e−or 4e−reduction pathways are preferred.
For instance, in the case of PEMFCs a 4e−pathway is preferred, since the product formed
is simply water. However, in the production of hydrogen peroxide on an industrial scale,
a 2e−reduction pathway would be preferred.

23
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electrolyte electrode potential (v) orr reactions

Acidic (aq.)
1.229 O2 + 4H

+ + 4e− −→ H2O

0.70 O2 + 2H
+ + 2e− −→ H2O2

1.76 H2O2 + 2H
+ + 2e− −→ 2H2O

Alkaline (aq.)
0.401 O2 +H2O+ 4e− −→ 4OH−

-0.065 O2 +H2O+ 2e− −→ HO−
2 +OH−

0.867 HO−
2 +H2O+ 2e− −→ 3OH−

Table 3.1: Different electrochemical ORR reactions and their electrode potentials. source: [54]

3.1.1 ORR Mechanism on a pure Pt surface

Oxygen reduction reaction on a Pt surface has been extensively studied from two differ-
ent viewpoints – the heterogeneous catalysis (surface-ORR) viewpoint, and the electro-
catalysis (electrochemical-ORR) viewpoint [54–62]. The distinction lies in the nature of
the interface between the O2 reactant and the Pt surface.

The surface-ORR involves adsorption of gas-phase O2 onto the Pt catalyst surface, (i.e.,
gas-solid interface), whereas the electrochemical-ORR involves O2 adsorption from an
electrolyte onto the Pt electrode catalyst (i.e., liquid-solid interface). Although proposed
mechanisms for both surface-ORR and electrochemical-ORR are analogous to one an-
other, the calculated energy barriers and the rate limiting steps (i.e., the slowest reaction
step) often differ. In the following discussions, emphasis is laid towards understanding
the electrochemical-ORR, but some concepts derived from the surface-ORR is also uti-
lized. Of particular use are the density functional theory (DFT) based calculations, called
the d-band model [63–65], which relates the surface reactivity of metals to their electronic
structure and strain.

Two mechanisms have been proposed for the electrochemical-ORR on Pt, namely the
dissociative mechanism and the associative mechanism. It is important to note, however, that
the ORR can be even more complex, as many different mechanistic pathways may be in
play even on the idealized surfaces (e.g., Pt(111)). The operating environment in fuel cells
with varying temperatures, pressures, pH and the electrode potential can further redirect
the ORR mechanism in many other pathways [61]. To make the matters worse, the elec-
trode surface may not be pure, but remain surface-oxidised in the potential range of ORR
in PEMFCs [65] (discussed in Section 3.1.4). Nonetheless, the proposed mechanisms still
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provide a basic understanding of the ORR. The two mechanisms are summarized in
Figure 3.1, and are discussed as follows.

Figure 3.1: Schematic representation of the proposed ORR mechanisms on a Pt(111) surface.
source: [62]

3.1.1.1 Dissociative mechanism

In the dissociative ORR mechanism, gaseous O2 molecule chemisorbs onto a catalyst
surface, forming two atomic oxygens from the dissociation of O-O bond. For an idealized
Pt (111) surface, Keith et al [62] have proposed three different binding sites: bridge, fcc,
and tilted, as illustrated in Figure 3.2. Of these the bridge site where the O-O bond lies
along the bridge position between two surface Pt atoms is reportedly the most preferred
site for adsorption.

O2(g) + ∗ −→ 2O∗

O∗ +H+ + e− −→ OH∗ x 2

OH∗ +H+ + e− −→ H2O
∗ x 2

H2O
∗ −→ H2O(l) + ∗ x 2

(3.1a)

(3.1b)

(3.1c)

(3.1d)

After the dissociation of O-O bond, the oxygen atoms (represented as O∗) covalently
bind to the surface atoms of the catalyst substrate. Here the notation ∗ indicates adsorp-
tion to a site located on the catalyst surface. Each of these atomic oxygens then react
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with an incoming proton, and an electron, to form an oxygenated intermediate (OH∗).
Finally, each OH∗ intermediates thus formed, react with another proton and an electron,
forming a H2O∗. The H2O∗ then leaves the catalyst surface as a water molecule, which
is the final reaction product according to the dissociative mechanism.

Overall, the dissociative ORR mechanism is a 4e- reduction pathway. Also, since the
O-O bond is broken (step(1.1a)), formation of hydrogen peroxide (H2O2) is restricted.

Figure 3.2: Schematic side-view (upper) and top-view (lower) representations of O2dissociation
at different binding sites on Pt(111) surface. source: [62]

3.1.1.2 Associative mechanism

In the associative ORR mechanism, a gaseous O2 molecule chemisorbs onto a catalyst
surface without the dissociation of O-O bond, represented as O2

∗. Similar to dissociative
adsorption discussed earlier, the O2

∗ can be adsorbed at different sites (bridge, tilted or
fcc). However, it is still unclear as to which of these sites is the most preferred, particularly
under the operating conditions of a fuel cell.

O2(g) + ∗ −→ O∗2

O∗2 +H
+ + e− −→ OOH∗

(3.2a)

(3.2b)

The adsorbed O2

∗ intermediate reacts with an incoming proton and an electron, form-
ing another intermediate (OOH∗), which is still adsorbed onto the catalyst site. In the
subsequent steps, depending on whether or not the O-O maybe broken the formation of
H2O2may or may not be possible. These two scenarios are discussed separately as the 1

st

and 2
nd associative mechanisms.
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In the 1
st associative mechanism, the OOH∗ intermediate further reacts with another

proton and an electron. At this point, the O-O bond is broken, forming two intermediates
O∗ and H2O∗. In the subsequent steps, O∗ reacts with two protons and two electrons to
form H2O∗. Both the H2O∗ intermediates leave the catalyst surface as two water inde-
pendent water molecules. Overall, this mechanism is a 2e−reduction pathway and does
not form H2O2. These reaction steps are summarized as follows:

OOH∗ +H+ + e− −→ H2O+O∗

O∗ +H+ + e− +H2O −→ OH∗ +H2O

OH∗ +H2O
∗ +H+ + e− −→ 2H2O(l) + ∗

(3.3a)

(3.3b)

(3.3c)

In the 2
nd associative mechanism, the OOH∗ intermediate further reacts with another

proton and an electron, forming H2O2

∗. The H2O2

∗ can either be further reduced to H2O,
or be remain as the final product. These steps are summarized as follows:

OOH∗ +H+ + e− −→ H2O
∗
2

H2O
∗
2 −→ H2O2 + ∗

H2O
∗
2 −→ 2OH∗

OH∗ +H+ + e− −→ H2O
∗ x 2

H2O
∗ −→ H2O(l) + ∗ x 2

(3.4a)

(3.4b)

(3.4c)

(3.4d)

(3.4e)

(3.4f)

(3.4g)

3.1.1.3 Rate-limiting step

Both dissociative and associative mechanisms indicate that the ORR consists of multi-
ple elementary reactions involving both electron transfer (e.g., redox process), as well as
chemical steps (e.g., adsorption). Each of these elementary reaction steps has its own reac-
tion rate, and an associated electrochemical current. This makes the deduction of overall
ORR reaction rate a very complicated process. The problem is simplified by considering
only the slow reaction steps (also called the ‘rate-limiting steps’) as pseudo-elementary
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steps for kinetic modeling [61, 62]. In the discussions below, general approach to identify
rate-limiting steps is first presented, followed by their kinetic modeling and formulations.

The rate-limiting steps for a given mechanism can be identified by plotting a poten-
tial free energy diagram for the reaction (i.e., ‘∆G (eV)’ vs ‘Reaction coordinate’). Several
studies have used this approach to identify rate-limiting steps for associative and disso-
ciative mechanisms, in both heterogenous gas-phase and electrochemical environments
[61, 62, 65]. In this overview, potential free energy diagram for only the 1

st associative
mechanism is discussed.

Following reaction steps for the ORR is considered:

O2(g) + 4H
+ + 4e−

(1)←→ OOH∗ + 3H+ + 3e−
(2)←→ H2O(l) +O

∗ + 2H+ + 2e−

(3)←→ H2O(l) +OH
∗ +H+ + e−

(4)←→ 2H2O(l)
(3.5)

Figure 3.3: Calculated free energy diagram for reaction steps shown in Equation 3.5 assuming a
Pt(111) surface at 0.9 V. source: [61]

Figure 3.3 shows the potential free energy diagram for each reaction steps (1) - (4) in
Equation 3.5, as calculated by Rossmeisl et al [61] using a theoretical model for Pt(111)
surface at 0.9 V. The plot illustrates both uphills and downhills in the free energy, the
former referring to the difficulty for a particular elementary reaction to occur compared
to the latter scenario. As can be seen, there are only two candidates for the rate-limiting
step: formation of OOH∗ (step(1)) and removal of OH∗ (step(4)).
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The first uphill corresponds to reaction step (1), wherein the gaseous oxygen is first
adsorbed onto the catalyst surface, followed by subsequent protonation of an oxygen
atom. This step would be rate-limiting if the oxygen adsorption is too weak, since for
the subsequent protonation to occur the oxygen adsorption would be necessary. The
second uphill corresponds to the reaction step (4), wherein a second protonation of OH∗

occurs, followed by the subsequent desorption of the oxygen containing species (as water
molecule). This step would be rate-limiting when the oxygen adsorption is too strong,
since the oxygen containing species would then face difficulty in desorbing from the
catalyst surface. Therefore, there are two distinct rate-limiting steps which are heavily
dependent on the adsorption energy of oxygen to the catalyst surface.

3.1.2 Relating ORR activity to the binding of the oxygenated intermediates

The ideal catalyst is the one which finds a middle ground between the reactivities to-
wards both oxygen bond-making and bond-breaking steps (steps(1, 4) in Equation 3.5).
This requirement can be tested across different catalyst designs if the oxygen binding
energy (∆EO) for these surfaces can all be known. The plot used for this purpose is popu-
larly called the ‘kinetic volcano’, wherein the change in free energy for the ORR is plotted
as function of oxygen binding energy (∆EO). An illustration comparing two catalysts, the
bulk Pt(111) surface and the Pt3Ni nanoparticles, was conducted by Rossmeisl et al [61],
as shown in Figure 3.4.

Rossmeisl et al’s kinetic volcano in Figure 3.4 is based on the Sabatier principle [64, 65].
As per the Sabatier analysis, the reaction step with the most positive free energy change
(∆G) is the most difficult step along the ORR reaction. This follows from the fact that the
rate of a reaction is proportional to exp(-∆G).

For reaction steps (1)-(4), the Sabatier volcano for ORR is defined as:

∆G(U) =Max[∆G1(∆EO,U),∆G2(∆EO,U),∆G3(∆EO,U),∆G4(∆EO,U) (3.6)

Where U is the electrode potential, ∆G1−4 are the free energy change for the elementary
reaction steps (1)-(4), and ∆G(U) is the most positive change in free energy along the
ORR reaction.

To simplify, Rossmeisl et al’s analysis considers a special case when U = O, i.e., when
∆G = ∆GO. Figure 3.4 shows the plot of ∆GO as a function of ∆EO. In agreement with
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Figure 3.4: Plot of change in free energy (calculated at Potential U = O) as a function of oxygen
binding energy ∆EOfor reaction steps listed in Equation 3.5. source: [61]

the earlier analysis in Figure 3.3, it can be seen that it is either ∆G1 or ∆G4 that defines
∆GO. The solid lines in Figure 3.4 mark the boundaries of ‘kinetic volcano’. An ideal
catalyst is the one positioned at the top of this volcano as it provides optimum binding
for both ∆G1 (formation of OOH∗) and ∆G4 (removal of OH∗). The top of the volcano is
also the position with least overpotential, as evidenced by measuring the distance from
the solid volcano to the horizontal dashed line representing zero overpotential. Note
also that the adsorption energy of all the intermediates of the ORR is linearly related
to the adsorption energy of oxygen, thus ∆EO is a good descriptor of binding for all the
intermediates. Anywhere to the right of the top of volcano would be the region with
weaker binding of intermediates, and to the left of this point would be the region where
the binding is stronger.

Onto the kinetic volcano in Figure 3.4, the relative ORR activities for Pt(111) and Pt3Ni
catalysts measured as a function of ∆EOare superimposed.1 The electrochemically deter-
mined activity ratio indicates that Pt3Ni catalysts accelerate the ORR much faster than
Pt(111) catalysts. This can be explained with the Sabatier model, by observing that the
Pt3Ni is much closer to the top of the volcano than Pt(111). In other words, the higher

1After converting the measured electrochemical currents into free energy ∆Gvalues: 0.80 eV for Pt, 0.93

eV for Pt3Ni



3.1 kinetics of the oxygen reduction reaction 31

ORR activity of Pt3Ni catalysts is a result of the better compromise between the bind-
ing to OOH and OH intermediates [61]. In contrast, Pt(111) binds these intermediates
relatively more strongly.

Above analyses demonstrate that the theoretical models such as the potential free
energy diagram, and the Sabatier kinetic volcano, can provide a good account of the
different rate-limiting steps in the proposed ORR mechanisms, and how differently the
catalyst surfaces react to them. In the following section, kinetic formulations used to
determine the ORR activities of catalysts is discussed. Experimental procedure followed
in practice to measure these quantities will be discussed later in Section 3.4.

3.1.3 Kinetics formulations for the ORR

For an ORR pseudo-elementary step (or the rate-limiting step) involving n electron trans-
fer (O+ ne− ⇐⇒ R), the current-overpotential relationship for both forward and back-
ward reactions is given by Butler-Volmer equation [54]:

Ic = i
o
O2

(enαoFηc/RT − en(1−αo)Fηc/RT ) (3.7)

Where, Ic is the ORR current density, ioO2 is the exchange current density, αo is the trans-
fer coefficient, ηc is the ORR overpotential, F and R are the faraday and gas constants, T
is the temperature.

At large overpotentials (ηc), the current for the backward reaction would be negligible.
Thus, Equation 3.7 can be rewritten as:

Ic = i
o
O2
enαoFηc/RT (3.8)

It is extremely desirable to obtain high current at low overpotential to have the ORR
occurring at potentials not too far from the equilibrium. To achieve this, however, the It is desirable to

obtain high current
density at low
overpotentials.

exchange current density (ioO2) should be large, and the factor (RT/nαoF) should be
small. Since R, T and F are all known constants and the n is set for a given reaction
pathway, the key parameters dictating the ORR current density are then the exchange
current density (ioO2) and the transfer coefficient (αo).
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Figure 3.5: Tafel plots for ORR on two different catalysts Pt/C and Pt-Fe/C measured in 0.5 M
H2SO4.; blcd and bhcd indicate calculated Tafel slopes at low and high current densities,
respectively. source: [54]

Sometimes a ‘Tafel plot’ is plotted to describe these dependencies. It is a plot of ηc
vs. log(Ic) that gives a linear relationship, with slope = 2.303RT/αonF and intercept =
exchange current density (ioO2). Figure 3.5 shows a typical Tafel plot for two different cat-
alysts (Pt/C and Pt-Fe/C). The larger the Tafel slope is, the faster the overpotential varies To obtain high

currents at low
overpotentials, a
high transfer
coefficient and a
large exchange
current density is
required.

with the change in current density. Therefore, for obtaining high currents at low overpo-
tentials, smaller Tafel slope is always preferred, requiring a high transfer coefficient (αo),
and a large exchange current density (ioO2).

The exchange current density (ioO2) is an important kinetic parameter for any electro-
chemical reaction which represents reaction rate at the equilibrium. Under equilibrium,
both forward and backward reactions proceed at the same rate, consequently their cur-
rent densities are both equal, represented as the exchange current density. It is directly
proportional to the standard rate constant (Ko), as given by:

ioO2 = nFK
oC (where, C = CO = CR) (3.9)

Above expression indicates that the magnitude of the exchange current density signi-
fies how fast the reactions can occur. The exchange current density is known to depend
on the nature of the electrode surface, for e.g., Table 3.2 lists ORR exchange current den-
sities on different electrode materials [54]. For the same reaction conditions, a pure Pt
electrode surface seem to yield higher exchange current densities than a surface-oxidised



3.1 kinetics of the oxygen reduction reaction 33

electrode material measured at orr exchange current

density (a/cm2 )

Pt Pt/Nafion interface at 30
◦C 2.8 x 10

-7

PtO/Pt Pt/Nafion interface at 30
◦C 1.7 x 10

-10

PtFe/C 0.1 M H2SO4 at 60
◦C 2.15 x 10

-7

Table 3.2: ORR exchange current density for different electrode materials/catalyst surfaces.
source: [54]

Pt electrode (PtO/Pt). From Equation 3.9, this means that the ORR kinetics on a pure Pt
surface is much faster than a surface-oxidised Pt electrode. This illustrates the important
role of electrode surfaces (or catalysts) to alter the ORR kinetics.

Similarly, the exchange current density (via the rate constant Ko in Equation 3.9) also
depends on the type of the reation (i.e., mechanistic pathway), and the reaction temper-
ature. The estimated rate constants for HOR on a Pt electrode is ∼10 cm/s , whereas on
the same surface the rate constant for the ORR is ∼10

-9 cm/s.

For a special case where the Pt surface is covered by hydroxyl impurities (OH) and
their desorption is rate-limiting, the kinetic current density (Ic) has been proposed to be
a function of the Gibbs energy of adsorption (∆Gad) [66], given by: Any optimization

done to the electrode
(catalyst) surface
structure
(atomic/electronic)
for delaying the
adsorption of
oxygenated
intermediates will
have a positive
impact on the ORR
activity

Ic = nFKC(1 − Θad)
x exp(−βFE/RT ) exp(−γ∆Gad/RT ) (3.10)

where, n , F , K , x , β , γ and R are all constants, C is the concentration of molecular oxy-
gen and Θad is the fraction of the electrode surface sites covered by hydroxyl (OH)
adsorbates. The equation suggests that any optimization done to the electrode surface
structure (atomic/electronic) for delaying the adsorption of OH impurities (i.e., make
Θad smaller) will have a positive impact on the ORR activity (Ic).

Effect of temperature on the reaction kinetics
Both exchange current density and transfer coefficient are temperature dependent quan-
tities. The exchange current density increases with the increasing temperature following
Arrhenius equation given by:

ioO2 = IoO2 exp(−Ea/RT ) (3.11)

where IoO2 is the exchange current density at T = ∞, Ea = energy of activation.
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The transfer coefficient (αo) for a Pt electrode increases linearly with the temperature
(T in Kelvin), following the equation:

αo = α0oT (3.12)

where α0o is a constant, equal to 0.001678.

From the above two expressions (Equation 3.11 and Equation 3.12), and from the Equa-
tion 3.9, it follows that a high ORR current density is expected at higher reaction tem-
peratures. Consequently, the PEMFCs should also perform better at higher operating
temperatures. For example, Figure 3.6 shows the measured polarization curves obtained
for a fuel cell, at two different temperatures (23

◦C and 80
◦C). As can be seen, operation

at 80
◦C provides high current densities at low overpotentials compared to the operation

at 23
◦C. Unfortunately, the upper limit of the fuel cell operating temperature is usually

set by the humidification needs of the membrane. This is beacause, operating at very
high temperatures can result in poor ionic conductivity in the membrane from the evap-
oration of water. To avoid this, most PEMFCs operate within the temperature range of
80
◦C – 120

◦C.

Figure 3.6: Measured polarization curves for a standard PEMFC operating at 23
◦C and 80

◦C.
source: [54]
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3.1.4 Comment on the purity of Pt surface in the ORR potential range

All the models and calculations discussed so far correspond to ORR on a pure Pt sur-
face, free of any adsorbates and impurities. However, numerous studies have shown that
within the potential range of ORR in PEMFC (i.e., 0.9 – 1.23 V), the Pt surface may not
be pure, but instead remain surface-oxidised (a phenomenon called as ‘Electro-oxidation’
[62, 67–70]).

For a polycrystalline bulk Pt surface, Keith et al [62] have shown that the formation
of adsorbed oxygen as a stable surface species (O∗) occurs in the potential range from
0.85 – 1.1 V. At potentials > 1.2 V, they observed formation of PtO surface compound
comprising of Pt2+ and O2-. Between 1.1 – 1.2 V, the Pt-O∗ converted into PtO through
a ‘place exchange mechanism’.2 In the case of Pt nanoparticle catalysts that are routinely
used in PEMFCs, the said electro-oxidation is expected to occur at even lower potentials
(< 0.85 V).

Allen et al and Winograd et al have used X-ray photoemission spectroscopy to deter-
mine PtO formation in the case of a smooth Pt foil dipped in an acid electrolyte at poten-
tials > 2 V. The proposed general structure for electrooxidised Pt system is Pt | PtO2 ML

| PtO2 (n ML), where 2 ML indicates that the PtO could be limited to ∼2 monolayers, and
n ML indicates the non-limiting thickness of PtO2[10]. Pt surfaces may not

be pure under the
electrochemical
environment in
PEMFCs. ORR may
not be occuring on a
pure Pt surface

Figure 3.7 shows the potential diagram reported by Keith et al [62] that summarizes
the regions where the Pt surface could be electrooxidised (i.e., form of PtO and PtO2 ), in
relation to the potential range relevant to the ORR. Noticeably, the PtO and PtO2 onsets
overlap with the ORR potential range (i.e., 0.9 – 1.23 V), indicating that the Pt electrode
surfaces regardless of bulk or nanostructure could remain covered with a surface oxide
layer. Hence, the proposed ORR mechanisms assuming a pure Pt surface may not be
representative of the actual ORR taking place. Unfortunately, a much better picture of
the electrochemical-ORR is not yet in sight.

2The place exchange mechanism refers to the migration of atomic-oxygen from the surface to subsurface
positions at electrode potentials relevant to the ORR.



3.1 kinetics of the oxygen reduction reaction 36

Figure 3.7: Potential diagram illustrating the potentials at which Pt surface can be electrooxidised
(i.e., formation of PtO and PtO2) in relation to the potential ranges for adsorption-
desorption of O2 and H2 on a Pt surface. source: [62]

3.1.5 Summary of concepts in the kinetics of ORR

Although ORR kinetics can be improved by altering both the electrode surface (i.e., the
catalyst surface), and the environmental factors (such as temperature), the latter option is
more or less restricted in fuel cells. Therefore, finding a suitable electrode surface (or the
catalyst) is arguably the only option available for improving the ORR kinetics in fuel cells.
The kinetics of ORR has been studied on a variety of electrode surfaces over the years,
and typically the Pt surfaces provide better ORR activities compared to most other metal
surfaces. Ongoing efforts aim to further optimize the reactivity of Pt electrode surface
[23]. Figure 3.8 lists some prominent approaches followed in this respect, which are
classified into four broad categories: nanoparticles on low and high aspect ratio supports,
unsupported nanoparticles and extended surface area catalysts. Each category is further
subdivided based on their geometry, composition and the support material used. Given
the scope of present thesis, only efforts pertaining to Pt-alloy nanoparticle designs will
be reviewed. For a more comprehensive review of other catalysts designs, the reader
is referred to the following articles [71–81], and the references listed particularly in the
comprehensive review conduced by Debe [23].
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Figure 3.8: Summary of different approaches to optimization of Pt surface for improved ORR
catalysis. source: [23]

3.2 fine-tuning pt surface reactivity with alloying

Pt-alloy nanoparticles are well known for providing exceptional enhancements in the
ORR activities compared to a pure Pt nanoparticle (reviewed in detail in Chapter 4).
The basic strategy adopted by most Pt-alloy nanocatalyst designs is to fine tune the sur-
face reactivity of Pt, such that the surface is neither too adsorbing nor too desorbing for
oxygenated intermediates. Since the oxygen chemisorption on Pt is already very strong
(discussed earlier in Figure 3.4), the objective is to further weaken the oxygen chemisorp-
tion on Pt. This is achievable by alloying Pt with suitable elements such that the electronic
structure is modified [64]. In the following series of sections, this approach is discussed in
detail. First, we discuss the factors that determine reactivity of a surface to an adsorbate.
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3.2.1 Factors determining surface reactivity

In general, the transition metal surfaces are well known to catalysing a number of
chemical reactions by bond-making and bond-breaking various atomic- or molecular
adsorbates. The d-band model based on density functional theory (DFT) provides a
semi-quantitative account of chemisorption of different adsorbates on different transition
metal surfaces [63, 64, 82] (discussed later in the chapter). From the model calculations
carried out over many different adsorbates, and on a variety of surfaces, it is realized that
two factors control the reactivity of a surface. These are, (a) the electronic structure of
the metal surface (termed as the ‘electronic structure effect’), and (b) the atomic-structure
of the catalyst surface (termed as the ‘geometric effect’). Therefore, in order to fine-tune
the reactivity of Pt surfaces, as required for an improved ORR catalysis, their electronic
and surface atomic-structures need to be suitably optimized. This requires understand-
ing the electronic states of transition metals (in this case, Pt), and the knowledge of their
interactions with the electronic levels of atomic adsorbates (in this case, O2).

3.2.2 General remarks concerning metal-adsorbate electronic interaction

The valence shell in most transition metals is composed of s-, p- and d- electron states.
The d-electrons are more localized in comparison to the delocalized free-electron like s-
and p-electrons. Consequently, the d-band in transition metal surfaces is much narrower
compared to the broad s- and p- bands (see Figure 3.9a). During the bond formation,
these metal bands interact with the electronic levels of the adatom.

The metal-adsorbate interaction in the transition metals is well described by the Newns-
Anderson model. According to this model, the interaction strength between the adatom
wave function of a specific electronic level, and the metal states, is denoted by a ‘hopping
matrix element’ (Vad), which is basically a Hamiltonian (H) of the combined system. For
example, consider the coupling of a single valence state of an adsorbate adatom (|a>) of
energy εa, with the metal d-electron state (|d>) of energy εd. The two metal-adsorbate
electronic states are coupled by the hopping matrix element, given by:

Vad = < a|H|d > (3.13)
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(a) Illustration of the typical den-
sity of states of a transition
metal: broader s band and the
narrower d band (width W) lo-
cated around the (εF).

(b) Local density of states at an
adsorbate when interacting
with broader s band.

(c) Local density of states at an adsorbate interacting with nar-
rower d band.

Figure 3.9: Schematic illustrations of density of states of a typical transition metal with/without
adsorbate interaction. source: [63]

If the width of the metal band is much larger than the hopping matrix elements, then
the metal-adsorbate interaction results in a broad resonance level of the projected states
on the adatom. An example is illustrated in Figure 3.9b. This is usually the case upon
interaction with the delocalized s- and p- electronic states. The bottom and the top of
the resonance, with respect to the metal and the adatom levels, reflect more bonding and
antibonding characters, respectively.

On the other hand, the Vad coupling with much narrower bands, such as the d-bands,
results in a strong resonance, accompanied by splitting of bonding and antibonding
states into new distinct electronic levels, below and above the adatom level (see Fig-
ure 3.9c).
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(a) XAS N-K emission spectra for
N adsorption on Cu(100) sur-
face.

(b) XAS measurement of the pro-
jected K-4s states for K ad-
sorbed on Ag(110).

Figure 3.10: Experimental validation of the theoretical view of the metal-adsorbate interactions.
source: [63]

Figure 3.10 illustrates the experimental demonstration of these broad/narrow band in-
teractions with adsorbates. X-ray absorption spectroscopy (XAS) measurements of:(1) N
adsorbed on Cu(100) surface (Figure 3.10a), and (2) K adsorbed on Ag(110) (Figure 3.10b)
are shown. Note that the valence band for Cu is a d-band, which is much narrower com-
pared to the Ag sp- bands. Figure 3.10a measures the N-2p density of states, which is the
projection of partial p-density of states onto the N-adatom. As can be seen, the atomic
level is split into two distinct bonding and antibonding levels, with respect to the Cu
d-band. This illustrates the case of stronger resonance resulting from the Vad coupling
with a narrow metal band (Cu d-band here). Figure 3.10b measures the projected K 4s
states. Clearly, it is a broad asymmetric resonance which has resulted from the interac-
tion with the delocalized Ag sp- electrons. This is representative of the case when the
Vad coupling is with broad metal bands (Ag s- and p- here).

To summarise the above discussion, the interaction of adsorbate electronic levels with
the s- and p- states produces a broad resonance, while the interaction with d-states re-
sults in strong resonance, accompanied with the formation of two distinct bonding and
antibonding states. Based on this foundational principle and with the aid of DFT to cal-
culate electron-DOS, electronic interaction of an adsorbate on different pure- and alloyed-
transition metal surfaces can be modeled. This is called as the ‘d-band model’, which we
discuss in the following section.
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Figure 3.11: Modifications to the local electronic structure of the adsorbate (e.g., O2) from the
interaction with a transition metal surface (e.g., Pt). source: [63]

3.2.3 Adsorbate on a transition metal: d-band model

According to the Newns-Anderson view of metal-adsorbate electronic interaction, the
interaction of an adatom with metal sp- states leads to broad resonance (large Vad value),
while the interaction with metal d- states leads to stronger resonance (small Vad) forming
distinct antibonding and bonding levels. Since the valence states of the transition metal
surface atoms comprises of s- and d- electron states, the d-band model presents formation
of a chemical bond as involving, first the coupling between adsorbate atomic-level to the
metal s- states, followed by a coupling to the metal d-states. An example is illustrated in
Figure 3.11. The adsorbate coupling to the metal s-band results in a broad resonance, and
shift in the adsorbate state. Further interaction of this adsorbate state with the narrow
metal d-states will lead to the formation of bonding and antibonding states.

Thus, the adsorption energy as per the d-band model can be written as:

∆E = ∆E0 +∆Ed (3.14)

Where, ∆E0 represents the contribution from interaction with the free-electron like sp-
states. ∆Ed represents the contribution from interaction with the transition metal d-
electron states. The differences

between the
reactivity of different
transition metal
surfaces is due to
d-bands alone

One assumption made by the ‘d-band model’ is to consider ∆E0 as being independent
of the metal. The rationale behind this assumption is that since all the transition met-
als have a half-filled s- band, and moreover since the band is broad, the differences in
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∆E0 from one transition metal to the next would be very small [63]. Consequently, it fol-
lows from Equation 3.14 that the differences between the reactivity of different transition
metals is primarily due to the d-bands alone, which is represented by ∆Ed.

The d-band model provides a mathematical formulation for the estimation of ∆Ed,
which is based on a rigorous treatment of Newns-Anderson model, and a ‘chemisorp-
tion function’ [82]. To present the mathematical procedure is beyond the scope of this
overview, the intent here is rather, to develop a semi-quantitative understanding of the
trends in surface reactivity for different metals. Ultimately, the d-band model spits out
two important variables representing the electronic structures of metal and the adsorbate,
denoted as nd(ε) and na(ε).

na(ε) represents the projection of the density of states on the adsorbate state, or sim-
ply called the adsorbate-projected DOS. nd(ε) represents the projection of the density of
states on the metal state, or simply called the metal-projected DOS. Together na(ε) and
nd(ε) provides a good account of the electronic interactions between metal and the adsor-
bate, and when estimated for different transition metals, a comparative picture of their
relative reactivities can therefore be established. These aspects are discussed as follows.

Figure 3.12: Modifications in the local electronic structure at an adsorbate corresponding to in-
teractions with d-bands of different positions with respect to the Fermi level. Dark
shaded areas indicate adsorbate projected DOS. Light shaded areas indicate metal
d-projected DOS before adsorbate interaction. source: [63]

Metal and adsorbate projected density of states: (nd(ε) and na(ε))
Figure 3.12 shows a model calculation of the metal- and adsorbate- projected density
of states for the case, where a single adsorbate state is coupled with d-bands of varying
positions with respect to the Fermi level. Since the number of d electrons for a given metal
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must be conserved, the d-band center (εd), and the band-width (W), are both coupled.
This means that if the band-width is shortened, the d-band center must shift up towards
the Fermi level in order to compensate for the total number of d-electrons, and vice-versa.

As can be seen from Figure 3.12, when the d-band is low-lying and broad, i.e., εd is
farther down from the Fermi level, only a single resonance can be seen at the bottom of
the d-band. As the εd shifts up towards the Fermi level, a distinctive antibonding state
appears above the metal d-band, in addition to the bonding state present at the bottom
of the d-band.

Note that the strength of the bond formed (∆Ed) is a function of the relative occupan-
cies of these bonding and antibonding states. If only the bonding states are filled, the
bond formed is stronger, in other words the chemisorption of the adsorbate is stronger.
On the other hand, if the antibonding states are also filled, then the bond formed will be
considerably weaker. A downshift of the

d-band center with
respect to Fermi
level results in
weakening of the
adsorbate
chemisorption to the
transition metal
surface

In Figure 3.12, for the rightmost case when the d-band is most narrow, the antibonding
state formed is above the Fermi level. Consequently, the bond formed with the adsorbate
is strongest. As we start to move left, with the increasing downshift of the d-band center,
the antibonding states formed start to become filled, consequently the strength of the
bond formed gets increasingly weaker. Thus, the d-band model arrives at a very powerful
conclusion that a downshift of the d-band center with respect to the Fermi level results
in weakening of the adsorbate chemisorption to the transition metal surface.

3.2.4 Trends in oxygen chemisorption over different metal surfaces

Figure 3.13a shows a plot of experimentally determined ORR activity versus the shift in
d-band center (εd − εF) for different catalytically important metal surfaces. This plot is
popularly referred to as the ‘Volcano plot’, analogous to the ‘Kinetic volcano’ from the
plot of free energy change vs oxygen binding energies discussed earlier in Section 3.1.2.
For the sake of discussion, only the three metals from the extreme positions in the volcano
are selected, namely the Gold (at the far left corner), Platinum (close to the top) and
Ruthenium (far right corner). Below, we first understand the chemisorption of oxygen
on these metals with the help of the d-band model, and we then relate the differences
in their electronic interaction with oxygen adsorbate to their electrochemically measured
ORR activities.
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(a) Plot of experimentally determined ORR
activity as a function of respective d-
band centers (εd − εF) for notable metal
surfaces

(b) Adsorbate- (O2-px) and the metal- (d) projected density
of states on Ru, Pt and Au metal surfaces.

Figure 3.13: Trends in oxygen chemisorption on different metal surfaces. source: [63]

Considering the case of oxygen chemisorption, Figure 3.13b shows the calculated oxy-
gen px-projected DOS for the Au, Pt and Ru metal surfaces. Additionally, the respective
metal d-states are also shown in the background. Examining the metal projected d-states
in Figure 3.13b, it can be seen that as we move from Au to Ru the d-band moves up in
energy. This is consistent with their relative positions of the d-band centers, following the
order Au > Pt > Ru (see Figure 3.13a).

Upon coupling with the sp- electronic levels of oxygen, distinct trends in the occu-
pancy of antibonding states can be observed. For Au, the antibonding states is completely
filled, since the Au d-band is further below the Fermi level. As we move to Pt and Ru,
the antibonding states become depopulated, increasingly so for the Ru metal than Pt.
Consequently, the oxygen chemisorption on these surfaces is: strongest on Ru, weakest
on Au and optimum on Pt (follows from the d-band model Section 3.2.3).

Since an optimum binding of the oxygenated intermediates is what is most preferred
for an ORR catalyst (discussed in Section 3.1.2), both Ru and Au are expected to perform
poorly towards ORR compared to Pt. In agreement with these model predictions, the
measured ORR activity for Pt is the highest compared to most metals (see Figure 3.13a).
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This demonstrates the effectiveness of the d-band model as a customary tool for screening
different metals towards ORR electrocatalysis.

Using the foundational principles discussed above, the effect of alloying on Pt reactiv-
ity to oxygen chemisorption can also be understood, which we discuss in the following
section.

3.2.5 Tuning the surface reactivity of Pt with alloying

As discussed in the preceding section, the oxygen chemisorption on Pt (as with all the
transition metals) is heavily dependent on the position of its d-band center with respect
to the Fermi level. Shifting the d-band center further below the Fermi level can weaken its
reactivity, and vice-versa. To meet the objective of improving the ORR activity, however,
a further weakening of Pt surface reactivity is what is desirable. Therefore, strategies to
downshift the Pt d-band center are most sought after.

Note that a change in the width of the d-band for a fixed d-band center should change
the number of d-electrons. However, the number of d-electrons for a given metal is fixed
[64]. Thus, a change in the bandwidth would be compensated by the shift in the d-
band center. The d-band center shifts up when the bandwidth is shortened, and for the
broadening of the band, the d-band center shifts down. An illustration for the case of
shortening of the d-band width is shown in Figure 3.14. Therefore, to weaken reactivity
of Pt, the bandwidth (W) must be increased.

Figure 3.14: Schematic illustration of the effect of shortening the d-band width (e.g., by tensile
strain) on the position of the d-band center. source: [63]
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The bandwidth (W) can be altered by two ways. First approach involves, modifying the
surface structure, i.e., by increasing or decreasing the number of metal neighbours, NM,
since W ∼ N0.5

M . Second approach relies on straining the surface layer (i.e., increasing or
decreasing the distance, d, between the surface Pt atoms) which modifies the coupling,
Vdd (α 1/d5) of the metal d-states to the neighbours, and the W ∼ |Vdd| [64, 82]. Former
strategy is called the ‘geometric effect’, the latter is called the ‘electronic structure effect’.
Although both are mutually interdependent, for the sake of discussion only, these two
effects are usually treated as having independent effect on the surface reactivities.

Both effects are discussed below, but more emphasis is laid towards discussing the
‘electronic structure effect’, which is usually achievable from the compositional variations
induced by alloying.

3.2.5.1 Geometric effect

For a given transition metal, the d-band width (hence, the d-band center) depends on
the coordination number of the metal atoms. The d-band model calculations suggest
a direct proportionality, W ∼ N0.5

M [82]. Consider for instance the Pt metal surfaces.
The coordination number for atoms in a close-packed Pt(111) surface is 9, for those at
a step (e.g., (211)) is 7, and at a kink (e.g., (1185)) is as low as 6. Figure 3.15a shows
the calculated metal projected density of states for these surfaces. As can be seen, the
decreasing coordination number can result in a up-shift of the d-band center, by almost
1 eV, between the Pt-(111) and Pt-kink surfaces.

Figure 3.15b shows the calculated chemisorption energies for CO on these surfaces. It
can be seen that the CO-adsorption is much stronger on a Pt-kink surface compared to
that on a close packed Pt-(111) surface. In other words, the low-coordinated atoms at the
kinks/steps bind the adsorbate stronger than the atoms on flat surfaces.

Similar trends have also been observed for different atomic- and molecular- adsorbates
on various metal surfaces [82]. Note that the correlation between the coordination num-
ber and the shift in the d-band center is independent of the substrate, this demonstrates
the generality of the d-band model. Thus, for a weaker chemisorption of oxygen on Pt, flat
Pt-surfaces is preferred over steps/kinks, and among the many different flat Pt-surfaces
(Pt-(111), Pt-(100) etc. . . ), the surface with higher coordination number is more preferred,
e.g. Pt-(111) (NM = 9) over Pt-(100) (NM = 8).
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(a) Schematic illustration of a CO molecule chemisorbed on
Pt(111), Pt(100), Pt-step and Pt-kink surfaces.

(b) Calculated chemisorption energy for CO
on different Pt metal surfaces differing
in the co-ordination number.

Figure 3.15: Illustration of the ‘geometric effect’ on the reactivity of surfaces. source: [63]

3.2.5.2 Electronic structure effect

The electronic structure effect originates from the changes to the electronic structure of
the metal surface atoms. When a transition metal surface is strained, either compressive
(decrease in interatomic distance, d) or tensile (increase in d), the overlap of metal d-states,
denoted as Vij, will either increase or decrease near the strained site.

The overlap matrix element for d-orbital interactions of atom i with neighbouring
atoms j, Vij, at interatomic distances dij, is given by the ‘tight-binding model’ [63] as:

Vij(dij) = (h2/2πme−)

NN∑
j=1

[rid r
j
d]
3/2/d5ij (3.15)

Where rid r
j
d are element-specific tight-binding constants. To weaken the

chemisorption of Pt,
the Pt metal surface
needs to be
compressively
strained

Since the d-band width (W) is related to the matrix element as W ∼ |Vij|, straining the
metal surface will change the bandwidth. As discussed earlier, this change in bandwidth
will then be compensated by the up/down shift of d-band center to conserve the number
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of d-electrons (Figure 3.14). In general, compressive strain results in a downshift of the
d-band center, while a tensile strain upshifts the d-band center. This is commonly termed
as the ‘strain effect’. Therefore, to weaken the chemisorption of Pt, the Pt metal surface
needs to be compressively strained, which can be easily achieved by alloying Pt with
suitable metals, and in different structural arrangements, discussed as below.

3.2.5.3 Different ways of alloying Pt to improve activity

Preceding section demonstrated that a compressive strain on the Pt metal surface can
weaken the chemisorption of oxygen, and is therefore very desirable for an improved
ORR electrocatalysis.

In general, introducing strain in a metal can be achieved by alloying (i.e., mixing of
dissimilar metals), as dictated by Vegard’s law. With respect to Pt, alloying with atoms
much smaller than Pt, such as Fe, Co or Ni, introduces a compressive strain in the Pt
lattice. The alloying elements can be introduced in three forms: sub-surface alloying, as
overlayers and bulk alloying [82]. The effect of alloying on the surface reactivity in each of
these cases is different. Ultimately, the practical feasibility of these alloys is dictated by %
activity enhancement that is achievable, and also the cost and durability considerations.
The three alloying strategies noted above are discussed below, highlighting the effects
they have on the surface reactivity. Intention here is to rather point out the different
ways in which the Pt electronic structure can be modified from alloying.

In the case of sub-surface alloying (also called ‘near surface alloys’ or ‘skins’), the
alloying metal atoms are introduced in the sub-surface regions of the primary metal,
sandwiched between the first and second layers. For such sub-surface alloys, the shift in
the position of the d-band center is attributed to the hybridization between the d-states
of the surface Pt atoms and the alloy metal atoms in the second layer [82]. The electronic
structure modification resulting from such an indirect interaction is termed as the ‘ligand
effect’.3

Another way of compressive alloying is to deposit an overlayer of one metal over
the other. In such alloys, in addition to the ‘ligand effect’ from the sub-surface alloying,
there is also the ‘strain effect’, since the overlayer usually takes the lattice constant of
the substrate. Figure 3.16a shows the tabulation of the DFT estimation of the shift in the
d-band center caused due to different overlayers on various metal surfaces.

3The alloying metal atoms are being referred to as the ‘ligands’ to the surface Pt atoms, which in the
case of sub-surface alloying are ‘dissimilar’, resulting in the ‘ligand effect’.
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(a) Shift in the d-band center caused due to differ-
ent overlayers. (Vertical axis: host metal, hori-
zontal: overlayer.

(b) Segregation tendencies of different metals in
various bimetallic alloy systems. (Vertical axis:
host metal, horizontal: alloy metal.)

Figure 3.16: Illustration of different types of alloying, and the associated electronic structure mod-
ifications. source: [63]

Similar electronic effects can also be observed from the ‘bulk alloying’, which is to form
a thermodynamically stable alloy phase by mixing two or more metals at a particular
composition. Depending on the number of metals, these bulk alloys can be binary (2),
ternary (3), etc. . . . The effect of alloying in these bulk alloys may be indirect, unless one
of the alloy elements segregates to the surface. The segregation tendencies of different
metals can be calculated using DFT [63]. As illustrated in Figure 3.16b the calculated
segregation tendencies vary from one transition metal to the other. In this case, the effect
of alloying can be understood as a combination of ‘strain’ and the ‘ligand’ effects. Strain
effect would be more dominant when the difference in the lattice parameters of alloying
components is large, and the composition of alloying element with the smallest lattice
constant is high. The ligand effect is expected to be more dominant when the segregated
element forms a thin shell (few monolayers) or a ‘skin’ (monolayer).
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Figure 3.17: Plot of experimentally determined ORR activities for notable 3d transition metals as
a function of their positions of the d-band center with respect to Fermi level. source:
[83]

Typically for the ORR in PEMFCs, alloys of Pt with 3d transition metals are considered.
For e.g., Pt3Fe, Pt3Ni, Pt3Co, PtFe, PtNi, etc. . . . DFT calculations indicate a greater ten-
dency for the Pt metal to surface-segregate in these alloys. As illustrated in Figure 3.17

for Fe, Co, Ni, V and Ti, the effect of alloying is to downshift the d-band center of Pt
in the order Pt3Ti > Pt3V > Pt3Fe > Pt3Co > Pt3Ni. Consequently, the chemisorption of
oxygen on such Pt-alloys is much weaker compared to Pt metal surface.

Also shown on the vertical axis in Figure 3.17 are the measured ORR activities. Evi-
dently, all the Pt-alloys show higher ORR activities compared to Pt-poly surface. Interest-
ingly, despite the highest downshift in the d-band center for Pt3Ti, the activity enhance-
ment of Pt from alloying with Ti is negligibly small. This illustrates that there is a limit
beyond which a further downshift in the d-band center would be undesirable for the
ORR.

Note that the plot shown in Figure 3.17 is a ‘volcano plot’, similar to the ones discussed
previously (Section 3.1.2 and Section 3.1.4). The ideal ORR catalyst is positioned at the
top of the volcano, and the corresponding downshift in the d-band center would be the
optimum for catalysing all the elementary steps involved in the ORR. All the Pt-alloy
catalyst designs aim to reach the top of the volcano, and with every major breakthrough,
the top of the volcano itself is constantly changing. A comprehensive review of recent
progress in the development of different Pt-alloy catalysts is presented in Chapter 4.
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3.2.6 Summary of concepts in fine-tuning Pt surface reactivity

The d-band model and DFT calculations are together, an excellent tool for understanding
catalysis on transition metal surfaces, providing reliable semi-quantitative predictions of
their surface reactivities towards many atomic- and molecular- adsorbates. Particularly in
the development of ORR catalysts, the d-band model relates the measured ORR activities
for almost any surface (pure or alloy) to its electronic and surface structures. Thus, with
suitable optimization of these factors an improved ORR activity can be realized.

Although a pure Pt surface already provides an improved ORR activity compared to
most other metal surfaces, the ORR kinetics is still sluggish. DFT calculations show that
the chemisorption of oxygen on Pt is strong. Present catalyst developments therefore aim
to further weaken the reactivity of Pt. Again, the d-band model and DFT calculations are
a useful repository for such information. The model calculations suggest that the reactiv-
ity of a Pt surface can be weakened either by modifying its surface structure (‘geometric
effect’) and/or by downshifting its d-band center (‘electronic structure effect’). The d-
band center of Pt can be shifted further down by inducing a compressive strain on Pt
surface, which is achievable with alloying. Typically, 3d transition metals are preferred
for alloying partly because they are much cheaper compared to other 4d and 5d transi-
tion metals. The d-band model calculations show that such Pt-alloys are better optimized
for the ORR compared to pure Pt metal surface. Aided by these predictions, there is cur-
rently a tremendous research directed towards synthesizing different kinds of Pt-alloy
nanoparticles, and testing them to determine ORR reactive under electrochemical envi-
ronments. These efforts are reviewed in Chapter 4. Since the catalytic durability is also
a major consideration in designing these catalysts, common degradation mechanisms
affecting the catalyst performance are first reviewed in the following section.
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3.3 catalyst degradation mechanisms

Apart from the performance and cost criteria, one other key factor determining the ef-
fectiveness of a ORR catalyst is its durability, i.e. the longevity of catalytic activity under
both steady state and voltage-cycling (or load-cycling) conditions [84]. Unfortunately,
most current catalyst designs are still short of the 5000 hour durability target (or 10000

continuous potential cycling in CVs, Section 3.4) that is required to compete against
the viability of internal combustion engines [23]. This is because, the fuel cell cathode
environment is inherently very corrosive with conditions such as high humidity, acidic
environment and the hundreds of thousands of transient potential cycles during their
lifetimes. As a result, catalysts suffer from severe surface area losses (illustrated in Fig-
ure 3.18a), proposed to mainly occur by four degradation mechanisms: (1) Ostwald ripen-
ing, (2) Coalescence, (3) dissolution and precipitation in the ionomer/membrane, and (4)
detachment of particles from the support [85–87].

Using a range of characterization techniques (diffraction studies, spectroscopy and elec-
tron microscopy) many experimental studies have supported the proposed mechanisms
listed above, as being responsible for catalyst surface area losses seen in PEMFCs (Pt/C:
[85, 87], Pt-alloy/C: [87–91]). Some of these observations include: (1) demonstrating that
the surface area loss is dependent on the potential to which the cathode is exposed, se-
vere at high potentials and accelerated by voltage cycling (Figure 3.18a), (2) mass loss
of Pt and transition metals from the cathodes (Figure 3.18b), and detection of large Pt
or transition-metal crystallites close to the cathode-membrane interface (Figure 3.18b –
inset), (3) changes in the size-distributions and morphology (Figure 3.18c), and composi-
tion (for Pt-alloys, Figure 3.18d) of catalysts.

The four degradation mechanisms mentioned above are depicted schematically in Fig-
ure 3.19, and are discussed as follows.

3.3.1 Ostwald ripening

Ostwald ripening is a common phenomenon that occurs during the growth, stabilization
and phase transformations of ensembles of atomic- and molecular- clusters with broad
size distributions [92]. It involves transportation of atoms or molecules from small clus-
ters onto the larger ones, driven by the reduction in their surface energies. Thus, the
larger clusters grow at the expense of smaller ones.
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(a) Loss of Pt surface area during MEA operation (left) and po-
tential cycling (right)

(b) Mass loss across DM - cathode -
membrane interface.

(c) Changes in surface morphology before and after
24-h MEA testing.

(d) Variation in Co composition in Pt3Co embedded
catalyst layers.

Figure 3.18: Experimental evidences for catalyst degradation. P-MEA: Pristine MEA, 1T-MEA:
MEA after 1 fuel cell performance test, 24h-MEA: MEA after 24 hour extensive test-
ing. sources: [85, 86]

In the fuel cell catalyst layers, Ostwald ripening is proposed to involve following three
steps [85]: dissolution of surface atoms from the small particles (Pt −→ Ptx+ + xe−),
diffusion of soluble species (i.e., Ptx+) into the ionomer phase, and finally, the redeposi-
tion of these dissolved species onto the larger particles (Ptx+ + xe− −→ Pt). The entire
process is illustrated in Figure 3.19(a).

Usually, an extended tail in the smaller particle size ranges of a size-distribution pro-
file is considered to be a characteristic of the ripening process [93]. The growth rate
of particles from ripening can be modeled using classical mean-field theory (also called,
Lifshitz-Slyozov-Wagner (LSW) theory) or other molecular theories [93–95]. Since the sur-
face area to volume ratio of smaller clusters is greater than that of larger clusters, decline
in the population of small clusters due to ripening, results in the loss of surface area
available for catalysis (also called, the electrochemical /electroactive surface area) [85].
Ferreira et al [87] have previously shown that the ripening process is likely to be more
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Figure 3.19: Schematic illustrations of different proposed mechanisms for catalyst degradation in
PEMFCs. source: [85]

dominant at potentials where the solubility of Pt and the metal species is high, typically
> 0.8 V.

3.3.2 Coalescence

Coalescence refers to the merging of two or more atomic-/molecular- clusters via migra-
tion on the support (Figure 3.19(b)). It is a common phenomenon in the gas-phase heat
treatments of clusters, usually termed as ‘sintering’ [96, 97]. In the case of fuel cell cath-
odes, coalescence occurs in the liquid phase, especially at low cell voltages where the
solubility of Pt or transition metals is negligible (typically < 0.7 V for Pt) [85]. Various
factors may be responsible for coalescence, such as the reduction in the surface energy,
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close proximity to other clusters (i.e., high catalyst loading) and the localized corrosion
of carbon support, which can all weaken the attachment of catalysts to the substrate,
thus resulting in migration of the particle and coalescence with other neighbouring par-
ticles. A much closer look at the mobility of particles (specifically, Pt/C catalysts) on the
carbon support was taken by Shao-Horn et al [85] who found that for a given catalyst
loading, the Pt-carbon interactions is more likely to be the dominant factor for particle
migration. In their hypothesis, Pt is said to have been ‘trapped’ at the defect sites such as
steps/edges in the carbon structure. The authors expect that a reduction in the ‘trapping
barrier’, for e.g. from the binding of ions in the electrolyte, can then lead to enhanced
mobility of particles, consequently resulting in a high rate of coalescence.

3.3.3 Dissolution and precipitation in the ionomer/membrane

Many analytical measurements confirm a finite solubility of Pt in the potential range and
operating temperatures of PEMFCs [85–87, 98]. In general, the concentration of soluble
Pt is found to increase with increasing voltages up to 1.1 V, and then decrease following
the formation of a protective PtOx surface layer [62, 98].

In contrast to Pt, the transition metals easily dissolve in dilute acid electrolytes, as
demonstrated by the ion scattering [99] , X-ray diffraction [99, 100] and electron spectro-
microscopic studies [89] of many Pt-transition-metal alloy (bulk and nano) catalysts. This
creates durability issues for the use of Pt-alloy/C particles as ORR catalysts, since the dis-
solution of Pt from the surface layers can expose the transition metals lying underneath,
resulting in further dissolution of the alloying elements [101].4 The transition-metal disso-
lution is usually called as ‘leaching’ to show equivalence between ex situ acid leaching un-
der potentiometric conditions, and in situ catalyst aging in PEMFCs [88, 102]. Although
detrimental to the catalytic durability, the potentiometric leaching process underpins the
development of an entire class of catalysts, called the dealloyed catalysts, which are syn-
thesized by voltammetric dealloying (i.e., leaching) of unwanted metal atoms from the
regular alloy Pt-alloys [103–105] (see Section 4.2.1 for a detailed discussion).

The dissolved Ptx+ and Mx+ (M: transition metal) in PEMFCs can result in the loss of
catalyst surface-area in two forms, first via ripening (discussed in Section 3.3.1), and sec-
ond, by precipitation in the ionomer and the membrane. The precipitation/redeposition
process is proposed to involve a chemical reduction in the case of Ptx+ (Ptx+ + xe− −→

4see Section 4.2.4 for mechanistic description of leaching in core-shell catalysts.
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Pt) species, and in the case of transition metal species Mx+ an ion-exchange with the
ionomer phase [85, 86]. The chemical reduction of Ptx+ to Pt is proposed to result
from the presence of hydrogen molecules, which in most cases permeate through the
proton-conducting membranes from the anode. Ferreira et al [87] estimated the flux of
Ptx+ species dissolving from the platinum particles NPtx+ , using a simple Fickian semi-
infinite 1D diffusion. The NPtx+ is expressed in terms of the effective diffusion constant
of Ptx+ in the ionomer phase (D), the equilibrium solubility of Ptx+ at a given potential
(c), and the thickness of the cathode layer (L), as NPtx+ ∼ Dc/L.

The precipitated crystallites is usually found close to the cathode-membrane interface,
visible as ‘Pt bands’ (as in Figure 3.18b) or ‘transition-metal crystallites’. The exact dis-
tance from the interface depends on the partial pressure of oxygen. The higher the oxygen
partial pressure, the closer the crystallites are to the cathode-membrane interface. These
crystalline precipitates are usually large, on the order of a µm, which indicates that the
mass loss of electroactive Pt and transition-metals can be substantial due to dissolution.
This is illustrated by (a) Figure 3.18b showing the plot of Pt mass loss across the cathode
thickness, and (b) Figure 3.18d showing the plot of variation in the cobalt concentration
across the cathode thickness for a cathode using Pt3Co catalysts. Presence of such large
crystallites along the membrane can cause clogging and water management problems
[23, 84].

3.3.4 Detachment of particles from the carbon support

PEMFCs suffer from corrosion of carbon supports, especially during the start-stop load
cycles, and at the cell voltages higher than 1.1 V [106–109]. Although not yet fully under-
stood, the carbon corrosion mechanism is proposed to occur with the aid of disordered
boundaries in between the graphitic domains in the carbon, where the catalysts might be
nucleating [106, 110]. Water enters into the carbon structure through these defect sites,
and at the interphase between the catalyst and carbon, the oxidation of carbon occurs,
catalysed by the Pt catalyst surface [111].

Pt+H2O −→ Pt−OHad +H
+ + e−

C−Oad + Pt−OHad −→ Pt+CO2 +H
+ + e−

(3.16)
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The extent of carbon corrosion depends on the cell voltage, graphitic nature of car-
bon, location of catalysts on the carbon and also, the relative humidity in the electrode
chamber [85]. Carbon corrosion in PEMFCs can lead to detachment and/or agglomera-
tion of catalysts, loss of graphitic nature of carbon resulting in poor conductivity, loss of
ionomer, and increased hydrophilicity in the electrodes. The direct consequence of the
detachment and/or agglomeration of catalysts is the mass loss and catalyst surface area
loss, contributing to overall loss in the electrochemical activity of the electrodes [112].

Carbon corrosion can be substantially reduced with the use of highly graphitized
forms of carbon, such as the high surface area carbon (HSAC) wherein the surface het-
erogeneity is substantially reduced so as to preferentially anchor the deposited catalysts
on the graphitic domains (also called, the 002 basal planes or pi-sites) [113].
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3.4 methods for determining catalytic activities and durability

The ultimate test for the catalyst performance and durability is when they are part of
a membrane electrode assembly (MEA) and the polarization curves can be recorded to
observe any reduction in the activation overpotential. While testing every catalyst in
this manner is important, it can be time-consuming, since the entire MEA needs to be
optimized with each catalyst to eliminate mass-transport resistances and other uncertain
artifacts. Therefore, the screening process of different ORR catalysts is simplified using an
alternative procedure based on the electrochemical rotating disk electrode (RDE) method
[41, 114, 115].

In the RDE method, the supported catalysts are deposited on a glassy carbon disc,
which can be easily tested in an ordinary electrochemical cell for information on chem-
ical kinetics, concentration, surface area etc. Two quantities are of particular use in the
ORR catalyst development, namely the ‘kinetic current densities’ and the ‘electrochem-
ical surface area’. These quantities are used in determining the ‘specific activity’ and
‘mass activity’ of the given catalyst system, and by further tracking them over many
cycles/runs, the durability of the catalyst system is determined.

In the following sections, the definitions and methods of determining these kinetic
quantities are reviewed. First, few general remarks are made on the electrochemical prin-
ciples behind cyclic voltammetry (CV) (based on reading from [116]). Reader who may be
familiar with these techniques is encouraged to begin reading from the next subsection
(Section 3.4.2).

3.4.1 Some general remarks on CV and RDE techniques

Electrochemistry is a study of chemical response of a system to an electrical stimula-
tion [117]. Normally, the material under an electrical stimulation either loses electrons
(oxidation) or gains them (reduction). Understanding such ‘redox’ reactions, in terms of
the variation in the concentrations, the mechanistics, and most importantly the kinetics,
provides a better insight into the chemical reactivity of the material to different gas-solid-
liquid environments.

Most electrochemical techniques are based on a three-electrode setup, comprising of
a working electrode (WE), reference electrode (RE) and a counter electrode (CE) (Fig-
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(a) Typical three-electrode electrochemical setup. (b) Capacitive and Faradaic processes tak-
ing place at the electrode surface.

(c) Illustration of a simple CV experiment (left) and
profile (right) in the absence of redox couple.

Figure 3.20: Studying redox reactions using a three electrode electrochemical setup. sources: [116]

ure 3.20a). WE is where the reactions of interest take place, therefore typically the ‘ma-
terial of investigation’ itself is the WE. A is the geometric area of the WE exposed to
the electrolyte. All the three electrodes are connected to a potentiostat for controlling
the applied potential of the WE (with respect to RE), as well as measuring its resulting
current response. The WE and CE are both in contact with an ‘electrolyte’ that enables
flow of ions between the two electrodes. During an electrochemical measurement, cur-
rent flows between WE and CE. Since CE should not participate or affect the reaction
kinetics at the WE, it is usually made of either Pt or an inert material. The CE also needs
to be of a high surface area, thus a mesh structure is usually preferred. The potential
of WE is measured with respect to the RE. Commonly used RE is a saturated calomel
electrode (SCE).5 Quantities commonly measured from such an electrochemical setup
include, potential (E), current (i), charge (Q) and time (t).

5Depending on the experiment, a variety of REs are used. The saturated calomel electrode (SCE) is a
simple off the shelf electrode, which is stable and offers long shelf-life. But, one prominent issue with the
SCEs is the susceptibility to chloride contamination, which can be detrimental to ORR measurements from
the strong adsorption of the chloride on the Pt surface, and in the process alters the ORR activity. Therefore,
SCEs are not well suited REs for the ORR measurements.
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Of particular relevance to ORR catalyst development is the cyclic voltammetry (CV)
technique, wherein the applied potential on the WE is ramped linearly with time (called
the voltage scan rate, v) (Figure 3.20c). After reaching a set potential, the potential is
ramped in the opposite direction to reach the initial potential. These cycles are repeated
as many times as needed, and the voltammograms (i.e., E vs i (or i/A) plots) generated
for each cycle is called, a cyclic voltammogram (CV).

Figure 3.20b illustrates processes taking place at a simple WE during an electrical
stimulation. Two cases exist, in the first scenario no redox species are present in the
electrolyte solution (hence, no charge transfer), and in the second, the electrolyte solution
contains redox species (O+ne− ⇐⇒ R).

Even when there is no charge transfer, a current, called the ‘capacitive current’, can still
be measured. This is because of the formation of an electric ‘double-layer’ at the electrode-
solution interface from the flow of ions (Figure 3.20b). The double-layer behaves like a
parallel-plate capacitor,6 enabling a transient current, i, to flow even when there is no
charge transfer. This capacitive current (i) can be calculated as follows:

For a simple parallel-plate capacitor with charge (Q), potential difference (E) and ca-
pacitance (C): Q = CE. Thus, i = dQ/dt = C (dE/dt) = Cv (v is the voltage scan rate).

i = C x v (3.17)

Figure 3.20c shows the voltage scan rate in a CV and the resulting voltammogram (E
vs i). As can be seen, a capacitive current flows even in the absence of charge transfer.

In contrast to the capacitive current, the current that flows due to charge transfer at
the electrode-solution interface is called the ‘Faradaic current’. It depends on two factors,
first the kinetics of electron transfer, and second, the ease of mass transport i.e., the rate
at which the redox species diffuse to the electrode surface. The Faradaic current (i) as a
combination of kinetic current (ik) and the diffusion-limited current (id) can be written
as:

1

i
=
1

ik
+
1

id
(3.18)

6The double layer behaves as a parallel plate capacitor only if the WE surface is smooth. In the case of
rough or porous WEs, a non-ideal capacitive behavior is observed.
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Using a rotating disk electrode (RDE) during the CV measurements, the diffusion
lengths can be controlled by rotating the electrode at suitable angular velocities (ω RPM).
The diffusion-limited current (id) is related to the rotation (ω) as:

1

i
=
1

ik
+

1

Bω1/2
(3.19)

Where B = 0.62nFCoD3/2v1/6, with number of electrons transferred (n), bulk-concentration
of species O (Co), Diffusivity (D) and the voltage scan rate (v).

If ik can be estimated, and since all other quantities are known, plotting 1/i versus
ω−1/2 using Equation 3.19, as in a ‘Koutecky-Levich’ plot, allows for the determination
of the number of electrons (n) transferred during a reaction.

If the reactions are in equilibrium, with both forward and backward reactions pro-
gressing at the same rate, the net current flow is zero. The current under this equilibrium
condition is given by the Nernstian exchange current density (Io). On the other hand,
if the reactions are not in equilibrium, the kinetic current is given by Butler-Volmer ex-
pressions (discussed earlier in Section 3.1.3). Therefore, by measuring the currents using
an RDE, appropriate expressions (equilibrium or kinetic) can be used in extracting valu-
able information on the concentrations, exchange current densities, and rate constants as
such.

In contrast to RDE, running just a CV without any electrolyte stirring, will create
diffusion-limited currents, making the extraction of kinetic data very difficult. But, the
advantage of running CVs is to identify different features (peaks) each arising due to a
particular redox reaction taking place at the WE (discussed below).

Features in a CV
Following discussion provides a simple description of the features in a CV by considering
the Nernstian behavior (assuming fast kinetics) for the electrode reactions.

When charge transfer kinetics (O+ ne− ⇐⇒ R) at the electrode-solution interface is
rapid, the concentrations of O and R is described by the Nernst equation:

E = Eo − 0.059n log[R][O] (3.20)

Where E is the applied potential, Eois the OCP and [O], [R] are concentrations of the
oxidised species and reduced species at the electrode surface, respectively. As can be
seen, increase in the applied potential results in the decrease of O at the electrode surface.
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For a rapid charge transfer, the measured current (i) is related to the diffusive flux (J)
of the oxidised species (O) from the bulk of the solution to the electrode surface:

i ∝ nFAJ (3.21)

where, n is the number of electrons transferred, A is the electrode area.

According to the Fick’s first law, the flux J is given by:

J = −D
(C∗ −Cx=0)

∆x
(3.22)

where, C∗ and Cx = 0 are the concentrations of O in the bulk (of the solution) and electrode
surface, respectively.

(a) Concentration profiles from the elec-
trode surface to a distance at two differ-
ent times.

(b) Typical volammogram (E vs i) in a CV experiment.

Figure 3.21: Understanding the features appearing in a CV. source: [116]

From the above equation it follows that as the concentration gradient is increased, the
diffusive flux increases, and consequently, the measured current also increases.

At the time t = 0, the applied potential E = 0, and there is no concentration gradient
since the solution has a uniform concentration of O, i.e. the bulk concentration C∗. As
the potential is started to being applied, the concentration of O at the electrode surface
starts to deplete. This results in a high concentration gradient (C∗−Cx=0)

∆x , consequently
high J (Equation 3.22), and a high current i (Equation 3.21).
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As we continue to increase the potential this way, the concentration O at the surface
will eventually become zero. Simultaneously, the volume in the solution that is depleted
of O will increase. As a result, the concentration gradient will begin to decrease (see Fig-
ure 3.21a). Consequently, the measured current will begin to decrease. These variations
in the measured current with the applied potential is depicted in the upper half of the E
vs i voltammogram shown in Figure 3.21b. Since the applied potentials are all negative,
the voltage scan in this direction is called the ‘cathodic scan’, and the resulting current is
called the ‘cathodic current’.7

As we start to reverse the voltage in the other direction (making it more positive, called
the ‘anodic scan’), despite the large volume in the solution depleted of O, the surface
concentration of O begins to rise. This results in further decrease in the concentration
gradient, and consequently the measured current (called the ‘anodic current’) decreases
even further. Finally, a region is reached where the anodic current begins to dominate.
With the subsequent increase in the anodic voltage, we begin to go through similar con-
centration profiles for the reduced species (R), and the anodic current starts to decrease.
These variations in the current during the anodic scan is shown in the bottom half of the
voltammogram in Figure 3.21b.

The maximum anodic and cathodic currents are called the ‘peak anodic current’ (ipa)
and ‘peak cathodic current’ (ipc), respectively. For a reversible system, ipa = ipc =

peak current, ip. The potentials at ipa and ipc, are denoted as Epa and Epc, respectively.
Epa and Epc are both independent of scan rate (v), whereas the peak currents (ip) are
proportional to v. The OCP is simply estimated as an average of Epa and Epc. For a
Nernstian system, the peak current (ip) is expressed by the Nicholson and Shain relationship
[118] as:

ip = 2.69x105 n3/2AD1/2v1/2C∗ (3.23)

In summary, perhaps studying the reaction mechanisms is the most attractive feature
of cyclic voltammetry (CV). Each feature appearing in the CV correspond to a specific
charge transfer reaction that a redox couple undergoes. Thus, by analysing the peaks
appearing in the CV various charge-transfer mechanisms taking place at the WE can
be identified. Additionally, by employing a rotating disk electrode (RDE), the diffusion-

7Few other terminologies are also used in the literature to indicate anodic vs cathodic scan direction,
namely: forward scan vs backward scan, and positive scan vs negative scan, respectively. We can scan nega-
tive (backward, cathodic) and have a oxidation current, vice versa.
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limited currents can be controlled by the speed of rotation,8 thereby the required kinetic
data can be easily extracted. Application of these concepts in extracting the catalyst
surface areas and the kinetic ORR activities is discussed in the following sections (based
on much comprehensive review that is provided in the articles [41, 114, 115]). First, the
standard electrochemical setup used for these measurements is outlined as below.

3.4.2 Typical electrochemical setup for studying ORR kinetics

The electrochemical measurements are typically conducted in a three compartment cell,
using a potentiostat for measuring current response to applied voltage. The three com-
partment cell comprises of a working electrode (WE), counter electrode (CE) and a ref-
erence electrode (RE). The WE and CE are both dipped in an electrolyte, typically 0.1 M
perchloric acid (HClO4). Usually a platinum mesh is used as the CE, and the reference
electrode is a saturated calomel electrode which is separated from the main compartment
by an electrolytic bridge. All the potentials are calculated with respect to the measured
reversible hydrogen electrode (RHE). The working electrode is prepared by depositing
supported catalysts (ultrasonically dispersed in water and ethylene glycol) onto a glassy
carbon substrate, which is commonly about 6 mm in diameter and polished. Any water
content from the deposited catalysts is evaporated by passing an Argon stream. Subse-
quently, suitable quantity of Nafion solution (on the order of µL) is introduced to attach
the catalysts onto the glassy carbon substrate. It is important to limit the thickness of
the deposited Nafion film to sub-micrometers. This is essential in order to minimize the
diffusion resistance for the flow of oxygen through the Nafion film to reach the catalyst
site.

3.4.3 Procedure for CV and RDE measurements

First step is to condition the electrochemical setup such that a stable cyclic voltammo-
gram can be recorded. This step is sometimes called ‘CV conditioning’ in the literature
[41, 114, 115]. Firstly, the WE is immersed under an applied potential of 0.05 V in an
Argon-saturated electrolyte solution. The potential is then cycled continuously, between

8This is the beauty of RDEs. The diffusion layer thickness gets thinner with the increasing rotation rate,
resulting in higher currents. Usually, the RDE measurements (depending on the potential relative to the Eo

of the reaction) are under mixed or completely mass transport controlled conditions.
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0.05 V and 1.0 V until a stable CV can be recorded. Using the Hupd region in the recorded
CV, the electrochemical surface area, cm2/gPt, can be estimated (see Section 3.4.4). Fol-
lowing CV conditioning and CV recording steps, the RDE is prepared for measuring the
ORR activity.

For the ORR, the electrolyte is first bubbled with oxygen at 298 K. Measurements are
carried out at two temperatures, 298 K and 333 K. During the experiment, the RDE is
rotated at 1600 rotations per minute (RPM) to account for mass-transport considerations.
The potential is cycled between 0.05 V and 1.0 V at the scan rate of 20 mV/sec (or 50

mV/sec), and the CV is recorded. Exceeding potentials above 1.0 V is generally avoided
as it can result in corrosion of either the support or the catalyst. With the recorded CV, the
specific current density is measured at 0.85 V and 0.9 V, which is further used to calculate
specific and mass activities (see Section 3.4.5). After the measurements, the electrolyte is
cooled down to 293 K back again, and one final CV is recorded. By comparing this
final CV to the one recorded initially any structural changes can be analysed. The entire
procedure is repeated for three or more catalyst loadings, as it is important to establish
a good usage of catalyst surface independent of the catalyst loading.

3.4.4 Determining electrochemical surface area

Electrochemically active surface area (ECSA) is equivalent to the total catalyst surface
area available for a reaction per unit mass of Pt, with units cm2/gPt. It is an impor-
tant quantity required to calculating the specific and mass activities of the catalyst (Sec-
tion 3.4.5). Most commonly the ECSA is calculated from the Hupd region in the CV
recorded, by estimating the charge that is required to either adsorb or desorb a mono-
layer of hydrogen on the WE (i.e., catalyst surface). Alternatively, ECSA can also be cal-
culated in a CO-stripping experiment, from the charge it takes to oxidise a pre-adsorbed
monolayer of carbon-monoxide (CO). Few other methods are also available, which are
based on chronoamperometry and differential electrochemical mass spectrometry tech-
niques [41]. In the current overview, only the commonly used Hupd estimation of ECSA
is reviewed.

In the Hupd estimation of ECSA, first the CVs recorded for a given catalyst system
at different loadings of Pt is considered. An example is shown in Figure 3.22a, show-
ing CVs for Pt/C catalyst at three different loadings (3.5 µg/cm2

geo, 7 µg/cm2

geo, 14

µg/cm2

geo). Here cm2

geo refers to the geometric area of the WE (the glassy carbon disc).
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(a) Measured CVs for Pt/C catalyst at three
different loadings. Inset: Plot of esti-
mated roughness factor (rf) as a function
of Pt loading.

(b) Estimation of charge in the Hupd region.

Figure 3.22: Estimation of electrochemical surface area (ECSA) from the recorded cyclic voltam-
mograms. source: [41]

The recorded CVs shown inFigure 3.22a all reproduce major features expected for a
Pt electrode (in 0.1 M HClO4). These include four regions corresponding to H-adsorption
(bottom-left), H-desorption (top-left), O-adsorption (top-right) and O-desorption (bottom-
right). The H-adsorption/desorption regions are invariably referred to as the Hupd re-
gions (Figure 3.22b).

QH is the charge it takes to adsorb/desorb a monolayer of hydrogen on the WE. For
the CVs in Figure 3.22, QH can be estimated using the area under the CV (i vs E) in the
two Hupd regions and averaging them. But it is also not uncommon in the literature to
only use the H-desorption region to calculate QH. Regardless, a correction for the pseudo
capacity (resulting from the carbon support) need to be first applied to the double-layer
region. This is usually done by assuming a constant double layer capacity, marked by a
straight line as shown in Figure 3.22b. QH is then calculated from the region above the
straight line drawn, using the expression:

QH = (

∫
i dE)/v (3.24)
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Here, the
∫
i dE term corresponds to the area of the pseudo-capacity corrected Hupd

region, and v is the voltage sweep/scan rate used for the experiment.

From the QH thus calculated, and with the known value for the charge-density of a
bulk Poly-Pt electrode (generally, 195 µg/cm2

geo), the catalyst surface area (Areal) (also
called, the electroactive surface area) can be calculated using the following expression:

Areal(cm
2
real) = QH(µC)/195(µC/cm

2) (3.25)

Subsequently, the roughness factor of the catalyst (rf) is calculated, which denotes the
ratio between the catalyst surface area (Areal) and the geometric area of the electrode
(Ageo).

rf = Areal/Ageo =
QH(µC)

195(µC/cm2) xAgeo(cm2)
(3.26)

The calculations are repeated for all the CVs shown in Figure 3.22a, i.e. for different
catalyst loadings (represented by Pt loading (gPt)). The roughness factors calculated is
plotted as a function of Pt loading, and as illustrated in Figure 3.22a (inset), the plot is
approximately linear. The slope of the linear approximation in the rf vs Pt loading plot
gives the required electrochemical surface area (ECSA (cm2/gPt)).

3.4.5 Determining specific and mass activities

Specific and mass activities are both measures of the kinetics of the ORR on a given
catalyst surface. Faster the kinetics, higher these quantities are, and better the catalyst
is. In a typical RDE, the kinetics of the electrode reaction is represented by the kinetic
current (ik), and can be calculated from the measured current (i) using Equation 3.18 (1/i
= 1/ik + 1/id).

From the RDE measurement we usually get the geometric current density, j (A/cm2

geo),
which is the current (i) over the entire electrode area (cm2

geo). A typical plot of the geo-
metric current density versus the applied potential is shown in Figure 3.23(a) for all the
three catalyst samples. Note that only anodic sweep is shown, and the plot is commonly
called as the ‘ORR polarization curve’. The reader should not confuse this with the ‘fuel
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Figure 3.23: Estimation of specific activity of given catalyst from the measured ORR polarization
curve. a: ORR polarization curves for Pt/C of different loadings. b: Plot of potential
vs current density in the kinetic region (i.e., E vs jk). source: [41]

cell polarization curve’ (j vs E, where j = A/cm2

MEA and E is the cell voltage) discussed
earlier in Section 2.6.

In the ORR polarization curve shown in Figure 3.23(a), the diffusion limited current
density (jd) is given by the regime where j is more or less constant (5.8 mA/cm2 for all
three samples). Ideally, the diffusion limit current (jd) is constant, and independent of
the potential. The diffusion limiting current is reached when the surface concentration
of the reactant (i.e., at the catalyst WE) is zero. The current is now dependent on the
geometrical surface area. If the surface concentrations of the reactant is not zero, instead
of the geometrical surface area, it is the active catalyst surface area contributes to the
current. The kinetic current density ((ik/cm2

geo) can be extracted in the region where
0.1 x jd < j < 0.8 x jd, i.e. the current at the potential of interest is within 10 % and
80 % of the diffusion limited current. For the ORR, this is usually between 0.85 – 0.9 V.
Note however that to calculate the ORR activities, we are more interested in the ‘specific
current density’ (jk), which is the kinetic current (ik) from over the catalyst surface area
(cm2

real).

The specific current density can be calculated from the measured geometric current
density, as follows. Specific current density, jk = ik/Areal
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Rewriting ik in terms of i using Equation 3.18, and Areal in terms of Ageo using
Equation 3.26:

jk = ik/Areal =
id x i

id − i
x

1

rf xAgeo
(3.27)

Note that id, Ageo, rf are all known, and the i is a linear function of E in the kinetic
region ( 0.85 – 0.95 V). Therefore, the specific current density (jk) can be plotted as a
function of E, and the resulting plot is called the ‘Tafel plot’. Usually, the specific current
density measured at 0.9 V is reported in the literature, this is to avoid parasitic current
contributions (such as, capacitive currents) at higher potentials.

Figure 3.23(b) illustrates Tafel plots for Pt/C catalyst at two different loadings. It is no-
ticeable that the specific current densities of both the samples are identical, even though
their loadings are different. Thus, the specific current density provides a true measure of
the reactivity of catalyst surfaces, independent of their loading.

More commonly, the specific current density measured at 0.9 V is called the ‘specific
activity’ of the given catalyst system. For comparison, measured Tafel slope for Poly-Pt is
also shown in Figure 3.23(b). As can be seen, the specific activity for Pt/C nanoparticles
is higher compared to Poly-Pt electrodes. Therefore, these Pt/C nanoparticles are better
ORR catalysts than the Poly-Pt electrodes.

Another closely related measure of catalytic activity is the ‘mass activity’ (A/gPt). It is
defined as the kinetic current (ik) for a given mass of platinum (gPt), and can be calculated
from the specific activity (jk at 0.9 V) using the following expression:

jmass = jkx
rf
LPt

(3.28)

where LPt is the Pt loading (gPt) per geometric surface area of the electrode (cm2

geo)

Since mass activity measures the kinetic current on Pt mass basis, it reflects the cost fac-
tor of the given catalyst design. Higher the mass activity, costlier is the catalyst. Therefore,
mass activity is of higher significance in the development of economical ORR catalysts.

One major source of error in determining mass activity is the poor utilization of cata-
lysts. Therefore, it is important to validate that the ECSA (or the rf) is a linear function of
the catalyst loading (as in Figure 3.22(inset)). Lastly, the reader is cautioned about other
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terminologies such as ‘ORR activities’ or simply ‘catalytic activities’, which are also used
to refer to the measured mass- and specific- activities.
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3.5 structural characterization techniques to investigate pt-alloy

nps

Fundamental research towards developing electroactive Pt-alloy nanoparticles has al-
ready made significant strides over the past decade, this we discuss elaborately in the
next chapter (Chapter 4). Unfortunately, no practical ORR catalyst is yet in sight, and
therefore, the efforts must continue unabated. Ultimately, the timing and success of such
efforts rely on employing suitable structural characterization tools which can probe the
structure and chemical composition of nanoparticles down to the atomic-level. Prefer-
ably, in their native environments during the synthesis, phase-transformations, potential
cycling and MEA operation.

Over the years, many imaging and spectroscopic techniques based on electron mi-
croscopy [119–132] and x-ray absorption [133–138] have proven to be particularly useful
to carry out such a task. Although few other surface analytical tools such as x-ray photo-
electron spectroscopy (XPS) [139, 140], Raman [141], Auger electron spectroscopy [142],
low energy electron diffraction (LEED) [143], surface x-ray scattering (SXS) [66] are also
in use, e.g. in determining the chemical state of the surface layers and electronic structure
calculations, these are commonly known to be more suitable for characterizing bulk spec-
imens, e.g. thin-films, than a batch of nanoparticles. Additionally, finite escape depths of
Auger and photoelectrons can further limit the analyses to surface layers only (typically,
1-2 nm) [144].

Similarly, x-ray diffraction is a powerful technique for phase analyses, estimating aver-
age ‘crystallite size’ (sometimes wrongly referred to as the particle size), and comparing
the degree of ordering between different samples [145, 146]. But, the information pro-
vided is a bulk-average of many particles in the batch, and does not capture the dynamic
mechanisms such as ripening, coalescence and dissolution that take place on the atomic-
and nano-scale sizes. Not much is discussed on such bulk-average techniques other than
to emphasize that a combination of such bulk- techniques with the high spatial resolution
techniques (TEM, XAS) yielding local information, would be very ideal.

Following discussions present an overview of different imaging and spectroscopic tech-
niques based on electron microscopy and XAS methods. In the next chapter the tech-
niques used for the thesis work is reviewed in detail, these include an imaging, and a
spectroscopic technique primarily based on scanning transmission electron microscopy
(STEM).
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Electron microscopic techniques
Among the many different electron microscopic techniques, transmission electron mi-
croscopy (TEM), electron energy loss spectroscopy (EELS) and the energy dispersive x-
ray spectroscopy (EDXS) techniques are the most useful [121, 127]. In TEMs the electron
beam generated from a tip is transmitted through the specimen and collected at the other
end to obtain useful information. Two TEM imaging modes are particularly very useful,
namely the high-resolution TEM (HRTEM) and the scanning TEM (STEM). These differ
in the manner in which the electron beam is illuminated on the sample. While HR-TEM
illuminates a parallel electron beam on the entire sample, STEM relies on converging
the electron beam into a small probe (sometimes of the size of an atom), and raster
scanning it on the specimen [147]. In the modern day aberration-corrected TEMs which
correct for the spherical and chromatic aberrations in the electron optics, both HR-TEM
and STEM approaches provide atomic-resolution. This has led to extensive application
of these two techniques to elucidate a variety of aspects of Pt-alloy nanoparticles. To list
a few, these include: estimation of particle sizes and size-distribution [148–150], observa-
tion of nanoparticle morphology, bulk- and the surface- structures [151–156], estimation
of lattice strain [157–161], study of the growth mechanisms [162–166], metal-support
interactions [167], order-disorder phase transformations [168–171], insights into coales-
cence and ripening mechanisms [96, 150, 164, 172, 173], and tracking catalyst degradation
[157, 174–179]. Recent advancements in the manufacturing of sophisticated TEM holders
for 3D-tomography [180–189], heating [190–193], liquid/gas-cell microscopy [194–203]
and further development of dedicated environmental TEMs [204, 205], have further en-
abled such analyses to be carried out in situ, and also in 3D. Finally, to minimize speci-
men damage from the beam exposure during such long-duration acquisitions, new ways
of image acquisition and reconstruction such as compressed sensing are also emerging
[206, 207].

In most structural investigations of Pt-alloy nanoparticles, STEM is more common
than HR-TEM. This is because the STEM imaging can be very sensitive to the atomic-
number (Z) when coupled with a high angle annular dark field detector (HAADF) to
detect electrons, usually referred to as HAADF-STEM imaging [147]. Intensities in the
HAADF-STEM is proportional to roughly Z1.6, thus providing an atomic-number con-
trast which can be used to extract qualitative and quantitative information about the
elemental composition of the sample. Spectroscopic techniques such as EDXS and EELS
are capable of providing similar compositional information of the sample, but in a much
straight-forward manner [121, 192, 208, 209]. With the use of tomography TEM holders,
generation of 3D elemental maps is also now possible [210, 211].
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Both EDXS and EELS are based on the excitation of inner-shell electrons of the spec-
imen [212–214]. In EELS, the energy lost by the incident electron in the process is char-
acteristic of a particular element, usually visible as an ‘ionization edge’ in the electron
energy loss spectrum (plot of electron counts vs. energy lost). In EDXS, the x-rays gen-
erated from the deexcitation process (within about 10-15 secs after the initial excitation)
is characteristic of a particular element. Both techniques are complementary, but the real
advantage of EELS lies in is its extreme sensitivity to the local electronic structure and
bonding environment of the atom under investigation. This information is buried within
the fine-structures (ELNES) extending to about 50 eV from the ionization threshold [215].
Detailed analyses of such fine-structures allows for a better understanding of the elec-
tronic interactions between oxygen and the Pt surfaces [216–218]. However, such high-
resolution EELS (HREELS) analyses are presently limited in the investigations of Pt-alloy
nanoparticles, given that the CV-RDE measurements of catalysts occur under a liquid
electrolyte environment, and carrying out EELS in liquids can be extremely challenging
[201].

X-ray absorption spectroscopy (XAS) based techniques
X-ray absorption spectroscopy (XAS) is analogous to EELS, in here the intensity of a trans-
mitted beam of x-rays is measured as a function of the incident wavelength [219, 220].
Usually, a high-brightness source such as a synchrotron is used to obtain sufficient in-
tensity. Similar to the ionization edges appearing in EELS, the XAS edges occur at an
incident energy close to the binding energy of the each atomic-shell. Additionally, the
fine-structures seen in the XAS edges can extend from the near-edge region (XANES or
NEXAFS) ∼5 eV to about 150 eV beyond the ionization threshold (EXAFS). These fine-
structures are sensitive to the chemical state of the atom, its interatomic distances from
the neighboring atoms and even the subtle geometric distortions disrupting them, e.g.
presence of dopants [221, 222]. With such advantages XAS techniques have found valu-
able applications in the characterization of Pt-alloy catalysts [133–138]. To list a few, these
applications include determination of bulk alloy composition and the catalytic behavior
[223–226], investigation of atomic-ordering [227, 228], lattice-strain effects [229, 230], es-
timation of oxidation state [231–234], electronic-structure calculations [235–237], insights
into surface-adsorbate electronic interactions [238–241], and tracking catalyst degrada-
tion [242–244]. Although x-ray microscopic imaging is also possible by focussing the soft
x-rays from the synchrotron onto a spot using zone-plates [245], the resulting spatial
resolution (∼50 nm) is much lower than that obtained in an electron microscope [246].

Probably the most attractive feature of XAS techniques to fuel cell research is that
the x-rays can penetrate through almost any environment - solid/liquid/gases. Thus,
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setting up in situ operando MEAs is feasible, and including catalyst nanoparticles, al-
most any fuel cell component can be characterized in environments that closely mimic
those of a working fuel cell [241, 247–250]. Apart from few indirect methods [251–254]
(e.g., identical location TEM), such in situ operando type studies is presently not feasi-
ble with electron microscopes. Ultimately, the advantages of both electron microscopic-
and XAS techniques complement one another in providing useful information about the
catalyst particles. For example, to account for the lack of spatial resolution with XAS tech-
niques, same catalysts characterized under XAS can be subsequently imaged under an
aberration-corrected TEM (e.g., see recent work by Takao et al [255]). On the other hand,
to understand the electronic interactions between oxygen and Pt surfaces in the electro-
chemical (i.e., liquid electrolyte) environments, XAS is still a better option than EELS.
In the foreseeable future, inspired by works such as Takao et al ’s [255], structure char-
acterization of MEAs (and catalysts therein) might evolve into an integrated approach
involving both TEM and XAS techniques. For a more comprehensive study of XAS meth-
ods and applications in studying fuel cell catalysts, the reader is referred to following
excellent reviews [133–139].

3.6 perspective

In summary, the present chapter has covered concepts in developing catalysts for the oxy-
gen reduction reaction (ORR). These included concepts dealing with the kinetics of the
ORR, formation of a metal-adsorbate bond in general, and of Pt-O2in specific, effect of
alloying Pt on the surface reactivity towards ORR, theoretical predictions of ORR activi-
ties for different Pt-alloy systems, different catalyst degradation mechanisms, methods to
quantify and compare the performance and durability of different catalyst systems, and
finally an overview of different structural characterization techniques that are available.
All these concepts are crucial for improving the ORR activities of catalysts that currently
suffer from high cost and poor durability issues, hindering the widespread commer-
cialization of PEMFCs. In the following Chapter recent progress in the development of
Pt-alloy nanopoarticle catalysts is reviewed.



4
P R O G R E S S I N T H E D E V E L O P M E N T O F P T- A L L O Y
N A N O C ATA LY S T S

Previously in Section 3.2.5 the effective role played by alloying on improved ORR catal-
ysis of Pt surface was discussed. The activity improvement in the Pt-alloys was theo-
retically attributed to the weakening of the oxygen chemisorption caused due to the
modification in the electronic structure of alloyed Pt surface compared to pure Pt. The
present chapter reviews recent progress in the development of such Pt-alloy systems, fo-
cussing particularly onto those that are synthesized as nanoparticles (Most sections (in
parts or full) are currently under peer review in the Royal Society of Chemistry – Energy
& Environmental Sciences journal).

Just in the past decade over hundred different alloys of Pt have been synthesized and
tested for the ORR activity [23, 73, 256, 257]. Most common are the bimetallic Pt-alloy
systems wherein Pt is alloyed with either 3d transition metals (Pt-M alloys) such as V
[258], Co [259], Cr [260], Cu [261], Fe [262], Ni [263], Ti [264], Pb [265], Hg [266], or the
Pt-group metals (Pt-PGM alloys) such as Pd [267], Ru [268], Ag [269], Au [270], Ir [271].
The choice of the alloying metal in many cases is guided by the theoretical predictions
based on ‘d-band model’ (Section 3.2.3).

4.1 effect of alloying based on the type of alloying metal used

Bimetallic Pt-alloy nanoparticles come in a variety of compositions, range of sizes and
unique alloy structures. In particular, Pt alloying with 3d transition metals Co, Ni, Fe, Cu
have been studied extensively [73], given their superior activity enhancements compared
to PGMs. Earlier on, Stamenkovic et al [83] showed that the activity trend followed the
order Pt < Pt3Ti < Pt3V < Pt3Fe < Pt3Ni < Pt3Co, corresponding to the changes made
to the electronic structure. Since then, significant optimization has taken place to Pt-Fe,
Pt-Co and Pt-Ni alloy structures. But, depending on the size, composition and surface-
segregating metal, the relative activity trends reported in the literature vary. Most reports,

75



4.1 effect of alloying based on the type of alloying metal used 76

however, agree to the point that these bimetallic catalysts provide improved specific
activities compared to Pt/C, which also comes at a much cheaper cost that is reflected in
their higher mass activities over Pt/C.

Figure 4.1: Plot of transition metal (M) loss and the measured specific activity of Pt-M as a func-
tion of dissolution potential. source:[272]

Despite their improved ORR activities one common problem with the Pt-M bimetallic
particles is the dissolution/leaching of transition metals in the corrosive electrochemical
environment of fuel cells. For example, a detailed study conducted by Han et al [272]
showed that the ORR activities are closely connected to the dissolution potentials of the
alloying elements. They examined a series of Pt-M bimetallic particles (M = Fe, Co, Ni,
Cu, Ru, Pd, Ir) with a nominal ratio of 1:1 for Pt:M. The estimated dissolution potentials
for these metals was shown to follow the order PtFe < PtCo < PtNi < PtCu < PtRu <
PtPd < PtIr. The lower the dissolution potential, the easier it is for the transition metal
to dissolve into the electrolyte. The measured metal loss after 1200 potential cycles, and
the initial activities for these seven catalysts are shown in Figure 4.1. As can be seen, the
low dissolution potential for a transition metal results in a high ORR activity, but the
resulting electrochemical stability is poor.

In contrast to 3d transition metals, dissolution is not a major issue for the noble PGMs,
such as Pd, Ag, Au and Ir. This is because their dissolution potentials are relatively
higher. Problem with Pt-PGM alloy nanoparticles, however, is that the measured ORR
activities are usually low, which is ascribed to either stronger or weaker binding of the
oxygenated intermediates compared to the optimum. For instance, Pt sites in Pt-Au alloy
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nanoparticles bind oxygen more strongly than those in pure-Pt nanoparticles, while those
in Pt-Ir and Pt-Ru nanoparticles bind to oxygen more weakly [273].

In order to obtain a highly active as well as electrochemically stable catalyst, a synergy
needs to be established between the alloying effects of 3d transition metals and the noble
PGMs. This underpins the approach followed by many recent efforts to develop ‘mul-
timetallic’ Pt-alloy catalysts [274–277], combining Pt-MN (where M, N = Fe, Co, Ni, V,
Ti, Cr, Sn, Mn, Mo, Pd, Ag, Au, Ir). For example, Lokrakpam et al [278] synthesized 1-3
nm PtIrCo/C nanoparticles which showed about 3-5 fold increase in the specific activity
compared to Pt/C catalysts (depending on the composition). They also found that the
rate of ECSA loss was about two times lower than that in the case of commercial Pt/C
and Pt3Co catalysts. At the end of 20000 cycles, the ECSA was found to have decreased
from 70 to 25 m2/g for PtIrCo/C catalysts, while it decreased from 82 to 10 m2/g for
Pt/C and from 49 to 3m2/g for Pt3Co/C. This indicated that the electrochemical stability
of ternary PtIrCo/C catalysts was better than that provided by the bimetallic Pt3Co/C
catalysts.

Figure 4.2: Multimetallic Au/FePt catalyst nanoparticles: (a) schematic illustration of synthesis,
(b) Comparison of XRD patterns of Pt3Fe and Au/FePt particles with pure Au, (c)
Elemental analyses of Au/FePt particles using STEM-EELS, (d) Measured CV profiles
and measured specific activities for bimetallic and multimetallic systems. source:[279]

A similar study was conducted by Wang et al [279] on the unique multimetallic Au/FePt
nanoparticles (Figure 4.2(a–c)) which were synthesized by coating ∼1.5 nm thick Pt3Fe
layer onto the 7-8 nm seed Au particles. Even after about 60000 potential cycles, no signif-
icant loss in the ECSA or in the specific activity was observed (Figure 4.2(d)). In contrast,
the bimetallic Pt3Fe catalysts without the Au incorporation suffered a major loss in the
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specific activity after potential cycling. Observed enhancement in the stability of Au/FePt
particles was attributed to the presence of Au in the subsurface layers of Pt, which sup-
presses the formation of subsurface oxides that is required for the dissolution of Pt from
a place exchange mechanism with the electrolyte (i.e., migration of atomic-oxygen from
surface to subsurface positions at electrode potentials relevant to the ORR).

4.2 effect of alloying based on the type of alloy structure

Depending on the nature of mixing of metal atoms, four basic bimetallic Pt-alloy struc-
tures exist, namely (1) compositionally homogeneous alloys, (2) compositionally inho-
mogeneous alloys, (3) core-shell structures, (4) heterostructures, and (5) composite alloy
structures. These are schematically depicted in Figure 4.3. Each alloy type is discussed
along with suitable examples from the literature, as follows.

Figure 4.3: Schematic illustrations of different types of bimetallic Pt-alloy nanoparticles struc-
tures.
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4.2.1 Compositionally homogeneous alloy nanoparticles

Compositionally homogeneous alloy structures are composed of atoms of Pt and other
alloying elements, arranged either in an ordered fashion (called ordered alloys) or a
statistically random order (called random or disordered alloys) (see Figure 4.3).

(a) XRD patterns of different heat-treated Pt-alloy
NPs.

(b) Measured specific activities of different cata-
lysts.

Figure 4.4: Comparison of measured activities of ordered and disordered catalysts. source: [280]

Compared to disordered nanoparticles, synthesizing ordered alloys is generally a more
difficult task as it typically requires a post-processing step such as heat treatments to
enable diffusion of atoms to rearrange in an ordered manner. For this reason, the reports
of disordered alloys are much more common in the literature than the ordered alloy
structures. However, the recent trends have begun to reverse [256], ever since Xiong et al
[280] and many others [281–283] demonstrated that the ordered alloys are more active
and also durable, compared to the disordered alloys.
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4.2.1.1 Effect of ordering on catalytic activity

Different ordered alloy compositions are being explored, such as in the case of Pt-Fe [284–
288], Pt-Co [289], Pt-Ni [290, 291], Pt-Cu [292], Pt-Cr [293], Pt-Al [294], Pt-Zn [295, 296]
alloy systems. For example, Xiong et al synthesized disordered Pt-M (M = Fe, Co, Ni
and Cu) catalysts using wet-chemistry, which were then heat-treated for 1 h under 90%
Ar - 1% H2atmosphere at 900

◦C. X-ray diffraction patterns of the heat-treated samples
were obtained as shown in Figure 4.4a. By observing superlattice reflections appearing in
the XRD patterns of PtFe ((110) reflection) and PtCo ((100) reflection) samples, Xiong et al
confirmed that these particles formed an ordered alloy structure upon annealing. Further
variations in the annealing temperatures revealed that the ordering maximized around
the annealing temperature of 600

◦C. Since no such superlattice reflections appeared in ORR activities of
ordered
nanoparticles can be
higher than that of
disordered particles

the XRD patterns of PtNi and PtCu, they concluded that these particles remained disor-
dered even after the heat treatment. Figure 4.4b shows the measured specific activities
for these ordered and disordered catalysts, along with the reference Pt/C catalyst. It can
be seen that the ORR activities for the ordered structures are much higher compared to
disordered catalysts.

4.2.1.2 Effect of ordering on catalytic durability

Studies have shown that the ordered catalysts are also more durable in the electrochem-
ical environment compared to disordered particles. For example, recently Hodnik et al
[292] studied the stability of two PtCu3 nanoparticle catalysts, which were prepared
carefully such that the only difference between the two structures was their degrees of
ordering, one ordered and the other disordered. The ordered structure was confirmed
by the superlattice reflections appearing in the XRD patterns, which was absent for the
disordered catalysts (Figure 4.5a). Hodnik et al found that although, the activity of both
catalysts decreased with potential cycling (∼500 cycles), the specific activity of the or-
dered PtCu3 particles were 20-30 % higher than that of the fully disordered particles.
The observed stability enhancement was attributed to the better retention of Cu by the
ordered alloy structure. In support of this, they estimated the amount of Cu leached
by conducting a post-mortem mass spectrometry (ICP-MS) analysis of the electrolyte af-
ter various electrochemical treatments. Figure 4.5b shows the specific activity for both
ordered and disordered catalysts as a function of the amount of Cu leached. The plot Ordered

nanoparticles can be
electrochemically
more stable to
dissolution than the
disordered particles

shows that the amount of Cu leached out from the disordered alloy was always higher
(∼73 % after 500 cycles) than that removed from the ordered alloys (∼56 %).



4.2 effect of alloying based on the type of alloy structure 81

(a) XRD patterns of ordered and disordered
PtCu3 structures. [292]

(b) Measured specific activity vs amount of
Cu leached for ordered and disordered
PtCu3 catalysts. [292]

(c) XRD patterns of pristine (non-
cycled) and cycled Pt-Fe alloy
NPs. [91]

(d) Z-sensitive TEM images of pristine (non-cycled) and cycled
Pt-Fe alloy NPs. [91]

Figure 4.5: Comparison of catalytic durabilities of ordered and disordered Pt-alloy nanoparticles.
sources: [91, 292]

Stability enhancement was also observed in the case of ordered PtFe alloy nanoparti-
cles encapsulated in a Pt-rich shell by Prabhudev et al [91]. In here the specific activity
decreased by only about 9 % even after 6000 cycles. XRD patterns of both pristine and the
cycled particles (Figure 4.5c) revealed the presence of (110) superlattice reflections, and
the Z-sensitive TEM images of the cycled particles revealed alternating intensities charac-
teristic of ordering Figure 4.5d. Both these findings confirmed the retention of ordering
in spite of cycling in the case of PtFe alloy nanoparticles.

In relation to Hodnik et al ’s work, the difference in the electrochemical stabilities of
Cu in the ordered and disordered Pt-Cu alloys (more generally, M in Pt-M alloys) was
attributed to unequal surface structure, e.g., statistically there are 24 Cu-Cu bonds and
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24 Pt-Cu bonds in the ordered phase, while the disordered phase has 27 Cu-Cu, 18 Pt-
Cu, and 3 Pt-Pt bonds, both on per unit cell basis. Since Cu has much lower dissolution
potential than Pt (0.34 V < 0.7 V), the authors expected that the higher number of stronger
Pt-Cu bonds in the ordered phase results in a reduced Cu leaching.

Ultimately, in both studies by Hodnik et al and Prabhudev et al , retention of transi-
tion metals in the ordered alloys retained the electronic-structure effect responsible for
preserving the specific activities, in other words, their catalytic durability was extended.

(a) Effect of particle size on the surface-
composition of Au-Pt nanoparticles. [297]

(b) Surface-segregation of Pt-Ni nanoparticles un-
der different atmospheres (vacuum, H2 and
O2), and different annealing temperatures
(300

◦C and 500
◦C). [298]

Figure 4.6: Effect of heat-treatments on the evolution of a Pt-alloy phase. sources: [297, 298]

4.2.1.3 Effect of heat treatments

Heat treatment or annealing is a common procedure carried out to transform the as-
synthesized alloys, which are normally disordered, into ordered alloys. During this pro-
cess, Pt and its alloying elements compete against each other to surface segregate. Al-
though segregation of Pt is highly preferred over the other metals, it may be hindered
by various factors such as the particle size, composition and the environment [299]. For
example, Lei et al [297] investigated the effect of particle size on the surface-composition
of Au-Pt nanoparticles with Monte Carlo (MC) simulations (Figure 4.6a). Their findings
indicated that at a certain Au-Pt bulk composition, the degree of surface-segregation of
Au increases with the increasing nanoparticle sizes. For instance, consider the case of
Au0.125Pt0.875 (solid black profile in Figure 4.6a) of two different dimensions, 2.46 nm and
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6.56 nm. The total number of atoms in these particles is 586 and 9201, respectively (shown
as dispersion on the x-axis). The simulation results (on the y-axis) show that the smaller
particle has only 28% Au atoms on the surface, whereas the larger particle has about 60%
Au atoms on the surface.

In addition to particle size, segregation also depends on the heat-treatment environ-
ment. For example, Ahmadi et al [298] studied the surface-segregation of Pt-Ni nanopar-
ticles under different atmospheres (vacuum, H2 and O2) and different annealing tem-
peratures (300

◦C and 500
◦C) (see Figure 4.6b). They found that Ni surface-segregates

more-so under the vacuum and oxidising annealing atmospheres than under the reduc-
ing H2 atmosphere. On the other hand, their temperature studies showed that Ni only
surface-segregated at relatively low temperatures (T < 475-545 K), at higher temperatures
(T > 735 K) they found that it is Pt that surface-segregates.

Most theoretical calculations, however, do not always consider all these factors (size,
composition and the environment) simultaneously, and as a consequence, high segrega-
tion tendencies for Pt atoms is normally what is predicted for Pt-alloys ([63]). Moreover
usually nanoparticles are annealed in batches, i.e. an ensemble of nanoparticles is an-
nealed together as opposed to annealing isolated individual particles. This can result in
further deviations from the thermodynamic predictions, as the processes such as ripen-
ing and coalescence can constantly change the size and composition of the particles.
Additionally, these effects may vary depending on the local chemical environment in the
sample, such as the local changes in annealing atmosphere and the substrate orientation
with respect to particles. Unfortunately, the ex situ approaches (i.e., observing the parti-
cles before and after) fail to capture such dynamic processes. Recently, Prabhudev et al
[300] and Chi et al [301] have demonstrated in situ structural and compositional tracking
Pt-alloy nanoparticles during annealing. Such analyses can be a better alternative to tra-
ditional ex situ approaches in order to understand the phase-transformation of Pt-alloy
nanoparticles. A comprehensive review of surface-segregation phenomenon and the ther-
modynamic background to nanoparticle transformations can be found in the articles by
Liao et al [299], Marks et al [302].

4.2.1.4 Voltammetric dealloying

Since a 3d transition metal outer shell is not a preferred choice for good ORR electrocatal-
ysis, it has to be removed from the heat-treated Pt-M nanoparticles, which then exposes
the underlying electroactive Pt/Pt-alloy surface. This can be achieved by a simple voltam-
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metric procedure called ‘voltammetric dealloying’, which involves continuously cycling
the particles between a set potential window [303].

(a) Model estimation of Pt/Cu dissolution potentials
for different kinds of surfaces: pure Pt, pure Cu, or
a Pt-Cu alloy.

(b) Voltammetric profiles over the course of
dealloying.

Figure 4.7: Voltammetric dealloying of Pt-Cu alloy particles. source: [304]

Strasser et al [304] showed early on that the Cu species deposited on the surface of
Pt-Cu alloy particles could be dissolved (Cu −→ Cu2+ + 2e−) when the particles were
cycled between 0.06 – 1.2 V. The approach is based on the fact that the dissolution po-
tentials of bulk Cu and monolayer Cu on pure Pt surfaces is about 0.3 V and 0.7 V,
respectively. For Cu monolayers on intermediate compositions, such as the Pt-Cu alloy
surfaces, the dissolution potentials were estimated to be ranging between these two ex-
treme values (i.e., 0.3 < E < 0.7) (Figure 4.7a). Strasser et al obtained the voltammetric
profiles for PtCu3 catalyst particles after the 1

st, 2
nd and the 3

rd cycle, and also after fully
dealloying, all shown in Figure 4.7b.

In the first CV cycle, no hydrogen adsorption peak is seen (between 0.05 V - 0.3 V),
suggesting that initially the particle surface contains very few Pt atoms. In contrast, the
profile after fully dealloying shows hydrogen peaks between 0.05 V - 0.3 V that is typical
of a Pt surface. The broad anodic peak stretching between 0.25 and 0.85 in the first 3

cycles marks the dissolution of Cu during potential cycling, and its gradual drop in the
intensity indicates layer-by-layer leaching of Cu atoms from the surface. Completion of
the dealloying process is indicated by the absence of the Cu dissolution peak in the CV
curve, as evidenced in the final CV profile. Since the electroactive Pt surface area is recov-
ered in the dealloying process, the resulting ORR activities for such ‘dealloyed catalysts’
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are usually high. This makes voltammetric dealloying a powerful ‘activity enhancing’
tool, and is, therefore, widely adopted by most Pt-alloy catalyst systems.

4.2.2 Compositionally inhomogeneous alloy nanoparticles

Referring back to the list of different bimetallic alloy types (Figure 4.3), the second alloy
type is a compositionally inhomogeneous alloy structure. In here the alloying elements
form separate phases within the same structure, separated by a common interface. These
structures are sometimes also referred to as the ‘phase-separated alloy nanoparticles’.

In comparison to the compositionally homogeneous alloy structures, the reported ORR
activities for these structures are much lower. For example, Pt-Au alloys are a commonly
discussed system in this aspect as there exists a wide miscibility gap in almost the entire
composition range [305]. A miscible PtAu alloy (of random order) is known to form only
at low Pt compositions. Fernandez et al [306] compared the activities of such Pt-Au cata-
lysts, one random alloy and other phase-separated. They found that the ORR activities
of Pt-Au phase separated particles was lower (∼2 fold) than that of the random alloys.
This was attributed to the poor oxygen binding of Au domains in these particles. Similar
studies conducted by Wanjala et al [307] indicated higher activities for a phase-segregated
Pt-Au shell compared to pure Au shell. The observed improvement was attributed to the
incorporation of oxygen-binding Pt domains into the oxophobic Au shell.

4.2.3 Heterostructured alloy nanoparticles

The third alloy type is a heterostructure (Figure 4.3) wherein two or more pure metal-
lic nanoparticles/atomic-clusters share one common interface. Commonly reported al-
loys in this category include Pt@M and M@Pt structures, where M = Au [270, 310], Ag
[311], Pd [308], Fe3O4 [312]. Here M@Pt refers to the deposition of smaller metal (M)
nanoparticles/atomic-clusters onto much larger base nanoparticle Pt, vice versa for Pt@M.

Peng et al [308] studied the activity of carbon supported Pt@Pd and Pt catalysts. Repre-
sentative TEM image and elemental mapping of Pt and Pd on a heterostructure is shown
in Figure 4.8a. Figure 4.8b(top panel) shows the estimated hydroxyl coverage for both
catalysts. As can be seen, the incorporation of Pd greatly reduced the fractional adsorp-
tion of the hydroxyl species. The effect can be immediately seen in the calculated kinetic
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(a) TEM imaging and elemental analyses. (b) OH coverage (upper)
and activity (lower).

(c) Durability

(d) ORR polarization curves.

Figure 4.8: Catalytic performances of heteronanostructures: (a–c), bimetallic; (d), ternary. sources:
[308, 309]

current densities (@ 0.9 V) shown in Figure 4.8b(bottom panel), which indicates a much
higher ORR activity for the Pt@Pd catalyst compared to the Pt catalyst.

Peng et al also studied the long-term stability of these catalysts, over 30000 cycles. The
Pt@Pd catalysts suffered only about 12 % of the initial ECSA loss and a small degradation
in the half-wave potential (∼9 mV, Figure 4.8c(top panel)). In sharp contrast, Pt catalysts
suffered serious ECSA losses (∼39 %) and a large degradation in the half-wave potential
(∼35 mV, Figure 4.8c(bottom panel)).

As a progression from such bimetallic heterostructures, Luo et al [309] formed ternary
Pt@Au@Fe3O4 heterostructures. They found that the mass activity for Fe3O4@Au@Pt cat-
alysts was higher than the bimetallic Pt-Au combinations (Au@Pt and Pt@Au) (see polar-
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ization curve given in Figure 4.8d, which was attributed to the synergistic effects of the
nanoscale oxide core on the Pt and Au surface sites. This demonstrates the remarkable
opportunity for improving the activities of such heterostructures by further fine-tuning.

4.2.4 Core-shell alloy nanoparticles

The fourth alloy type is the core-shell alloy structure (Figure 4.3) wherein a monolayer or
a few layers of Pt encapsulates the core of lesser expensive metals [313–320]. Depending
on the thickness of the Pt-shell, they are also called Pt-skins (two or more atomic-layers
thick), or Pt-skeletons (1 atomic-layer thick).

(a) TEM image. (b) ECSA losses vs Pt/Ni ratio. (c) Activity profiles.

(d) ORR activities vs d-band center position for PtML
on (1) Ru(0001), (2) Ir(111), (3) Rh(111), (4) Au(111),
(5) Pt(111) and (6) Pd(111) surfaces.

Figure 4.9: Catalytic performances of core-shell Pt-alloy NPs: Pt-Ni at variable ratio: (a–c), PtML
on different surfaces (d). sources: [321, 322]
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Pt loading in such structures is substantially reduced, and the alloying effect on the
Pt-shells particularly in the case of Pt-skeletons can be highly effective. Both these fac-
tors contribute to the improvements in the ORR mass and specific activities observed for
the core-shell structures. For example, Chen et al [321] synthesized a series of Ni(core)-
Pt(shell) nanoparticles with different amounts of Pt content deposited on 5 nm Ni nanopar-
ticles (Pt/Ni = 0.2, 0.3, 0.4, 0.5). Figure 4.9 summarizes the representative TEM image of
such particles (Figure 4.9a), the measured ECSA (Figure 4.9b) and specific activities (Fig-
ure 4.9c). All the core-shell catalysts were found to outperform the activity given by Pt/C,
the maximum specific activity was given by particles with Pt/Ni ratio of 3:10 (3-4 times
higher than Pt/C at 0.85 V). However, among the different compositions a volcano-type
relationship in the activities were found (Figure 4.9b). Chen et al estimated that the par-
ticles with Pt/Ni ratio of 3:10 will have a monolayer Pt-shell. Thus, the activity trend
in Figure 4.9b indicates that the monolayer core-shell nanoparticles give the maximum
ORR activity, while lower or higher Pt surface coverages evidently result in relatively
poorer activities. Adzic et al [322] investigated the ORR activity of monolayer Pt-shells on Monolayer core-shell

nanoparticles gives
the maximum ORR
activity compared to
thicker shells

many different metal surfaces such as Au(111), Rh(111), Pd(111), Ir(111) and Ru(0001),
and found a volcano-type dependence of the measured ORR activities with the ‘d-band
centers’ (Figure 4.9d). The maximum activity was found for the Pd(111) surface.

(a) Smaller Pd cores (3.4 nm) (b) Larger Pd cores (11.5 nm)

Figure 4.10: ECSA losses in the case of smaller (a) and larger (b) Pd(core)-Pt(shell) nanoparticles.
source: [323]

Chen et al ’s measurement of ECSA profiles in Figure 4.9b showed that the monolayer
core-shell particles yielded higher stabilities (i.e., low ECSA losses). However, this is
attributed to the large sizes of the Ni cores Chen et al had formed. Usually, the opposite
stability trend is observed for the smaller core-shell nanoparticles. For example, Inaba
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et al [323] synthesized Pd(core)-Pt(shell) nanoparticles of different Pt core sizes, 3.4 nm
and 11.5 nm from a galvanic replacement of the under potentially deposited (UPD) Cu
on Pd electrodes with Pt. The measured ECSA profiles are shown in Figure 4.10 for the Larger core-shell

nanoparticles could
be more durable than
the smaller ones

small (a) and the large Pd (b) core sizes, respectively. For the same Pt-shell thickness,
it can be seen that the core-shell particles with larger Pd cores were more durable than
the ones with smaller Pd cores. In other words, the larger core-shell nanoparticles were
more durable than the smaller ones. This is attributed to the lower dissolution potentials
of larger particles compared to smaller ones.

4.2.4.1 Metal dissolution in core-shell structures

Mechanistically, it is intuitive to think of dissolution in core-shell structures as involving
first the dissolution of the atoms in the shell, followed by the dissolution of atoms in the
core. However, the coverage of shells are not always complete and moreover, atoms from
different facets of the particle can dissolve at different rates (owing to different surface
energies). As a result, the metal core can remain exposed to the solution before the shell
is even fully dissolved. Depending on their dissolution potential with respect to Pt, some
metals in the core can leach out at a much faster rate than the shell, creating structural
voids within the core, also called as ‘pin holes’.

(a) Different stages of the formation of ‘pin
holes’ in core-shell NPs.

(b) Comparison of ORR activities of homogeneous and
hollow Pt-Cu NPs.

Figure 4.11: Degradation of core-shell nanoparticles via ‘pin hole’ formation. sources: [324, 325]
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Erlebacher et al [324] have modeled the ‘pinhole’ formation in transition-metal core and
Pt shell nanoparticles using thermodynamic Gibbs distributions. Their model assumes
the surface-diffusion is the major contributor to the dissolution of lesser noble metals,
instead of the transport of less noble metals to the surface by bulk-vacancy diffusion.
As shown in the series of schematic in Figure 4.11a, a core-shell nanoparticle of radius
Ro and shell thickness h can expose the core to the acidic environment due to shape
fluctuations (i), allowing it to be dissolve away (ii). This results in the formation of a
pinhole of radius r (iii). Note that a diffusional flux exists from the convex outer surface
(A) through the pinhole edge (B) into the inner concave surface (C). Erlebacher et al ’s
calculations showed that for a large radius of curvature of the pinhole, the net flux at
the pinhole edge can be positive (J‘ > J), resulting in the closure of the pinhole and the
creation of a hollow/spongy nanoparticle.

Wang et al [325] have shown that the specific activities of such Pt-Cu hollow nanoparti-
cles are lower compared to PtCu3 homogeneous alloy nanoparticles (Figure 4.11b). This
is more likely to be the case for Pd(core)-Pt(shell) structures as Pd is more vulnerable to
dissolution than Pt (evident from the ECSA profiles of Pd/C in comparison to Pt/C in
Figure 4.10).

One strategy to improve the stability of core-shell nanoparticles is to increase the size
of the particles (Figure 4.10). Recently, another strategy is also being explored which is
to replace the pure non-noble metal core with a ‘mixed alloy cores’, such as Pt3Co, NiNx,
Pd3Co, Fe3Pt, Au-Pd. These belong to the class of ‘composite alloy structures’, discussed
in the following section (Section 4.2.5).

4.2.4.2 Effect of particle size on the activity of core-shell structures

In addition to dictating the stability, particle sizes can also dictate the activities in core-
shell nanoparticles. For example, Inaba et al also measured the specific activities for the Larger core-shell

particles maybe
more active than the
smaller ones

same Pd(core)-Pt(shell) catalysts, and have found that the larger Pd core give a higher
specific activity compared to smaller Pd cores, Pd(11.4 nm): 490 µA/cm2 > Pd(3.4 nm and
4.8 nm): 288-330 µA/cm2.

Interestingly, the specific activities of smaller core-shell nanoparticles (Pd core size 3.4
and 4.8 nm) was even smaller than that of Pt/C (350 µA/cm2). Using DFT calculations,
Wang et al [326] attributed the activity enhancements seen in the larger particles to the
increased surface fraction of atoms on the (111) facets (see Figure 4.12). Particularly, the
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Figure 4.12: Plot of ORR activity and the surface fraction of atoms on the (111) facets as functions
of particle size. source: [326]

(111) facet was shown to provide an optimal binding of oxygen compared to other facets
(e.g., (100)) and the edge sites.

Overall, such findings on the size-dependency of activity and stability of core-shell
nanoparticles explain why larger sized core-shell nanoparticles are preferred over smaller
ones.

Figure 4.13: Comparing the activities of PtAu star shaped and spherical particles. source: [327]
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4.2.4.3 Effect of particle shape on the activity and stability of core-shell structures

Wang et al ’s calculations in Figure 4.12 also illustrate the size-dependency of the fraction
of (111)-surface atoms for particles of two different shapes, cuboctahedral and icosahe-
dral. A large difference in the fraction of (111)-surface atoms between the two shapes
indicates that the shape-controlled synthesis can be an useful strategy for enhancing
ORR activities in core-shell structures.

A recent study by Bian et al [327] compared the activities and stabilities of Pt-Au star
shaped decahedra core-shell nanoparticles with those of spherical PtAu nanoparticles
(Figure 4.13(Left panel)). As shown in Figure 4.13(Right panel), the mass and the spe-
cific activity of such star shaped particles were both about 5 fold higher than those
of PtAu nanoparticles. Additionally, Bian et al also conducted accelerated stability tests
(ADT) to evaluate the durability. To avoid size-effects from comparing the large PtAu
star-shaped decahedra and the small spherical nanoparticles, they instead used Pt icosa-
hedra nanoparticles with the similar size as PtAu star-shaped particles as the reference.
They found that the star-shaped particles were highly stable with only ∼10 % loss in the
initial specific activity after 30000 cycles. In sharp contrast, the Pt icosahedral particles
suffered about ∼44 % loss in their initial specific activity.

4.2.5 Composite alloy nanoparticles

Finally, the fifth alloy type is the emerging class of composite alloy structures (Figure 4.3)
wherein the structural features of two or more basic alloy types (four varieties discussed
above) are combined to derive synergistic effects. For example, various ‘ordered inter-
metallic core-shell’ structures have been reported recently [328, 329]. Here the Pt-shell
encapsulates an ordered Pt-alloy. In this way the pure metal character of the core in a
core-shell structure is replaced with the alloy character of an ordered alloy structure. Dif-
ferent alloy systems have been explored for the particle core, such as Pt-Fe [91, 330–335],
Pt-Co [336], Pt-Cu [337], Pt-Ni [338].

A representative TEM image of a Pt-Co ordered intermetallic core-shell nanoparticle
synthesized by Wang et al [336] is shown in Figure 4.14a. Since the particular imaging
mode is sensitive to atomic-numbers (Z) (Intensity∼Z1.6), Pt atoms being heavier appear
brighter compared to the much lighter Co atoms. Thus, the alternating brighter and
darker intensities seen in the core-region correspond to individual atomic-columns of Pt
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(a) Representative TEM image of
a PtCo/C-700 particle.

(b) Elemental mapping and line scan over a PtCo/C-700 particle.

(c) XRD patterns for Pt-Co parti-
cles annealed at 400

◦C and
700

◦C.

(d) Measured mass activities, Tafel plots (specific activity) and ECSA.

(e) Elemental maps of PtCo/C-700 particles after 5000

cycles.

Figure 4.14: Composite Pt-alloy NPs: case of Pt-Co ordered intermetallic core-shell nanoparticles.
Refer to text for details. sources: [336]
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and Co, respectively, thus confirming the ordered alloy structure in the particle core. Sim-
ilarly, the appearance of preferentially brighter intensities in the shell region confirmed
the Pt-rich shell. This ordered intermetallic core-shell structure was further supported
with Pt and Co compositional profiles across the particle, obtained using electron energy
loss spectroscopy (Figure 4.14b).

Wang et al studied the activities of these Pt-Co ordered particles, represented as PtCo/C-
700, in reference to a disordered particle, represented as PtCo/C-400. The difference
between these catalysts was the annealing temperature, 700

◦C for PtCo/C-700, and
400

◦Cfor PtCo/C-700. Using X-ray diffraction measurements (Figure 4.14c) Wang et al
showed that the alloy cores in PtCo/C-700 particles were ordered, while the alloy cores
in PtCo/C-400 remained disordered. This was clear from the 0.8 % higher lattice con-
traction and the pronounced appearance of (100) and (110) reflections observed for the
PtCo/C-700 sample. The lattice contraction was measured using the Debye-scherrer rela-
tionship by noting a shift in the (220) reflection for the two alloy samples with respect to
pure Pt. The (220) reflection at 2θ ∼ 69

◦ is characteristic of Pt metal, and a shift to higher
angles indicates the incorporation of Co into the Pt lattice forming alloy phases.

The measured ECSA and Tafel plots for both alloy samples with respect to Pt/C is
shown in Figure 4.14d. The specific activities (ik at 0.9 V) of PtCo/C-700 was the highest
(1.10 mA/cm2) compared to PtCo/C-700 (0.31 mA/cm2) and Pt/C (0.09 mA/cm2). The
ordered PtCo/C-700 catalysts were also most durable, evident from their much lower
ECSA losses after 5000 cycles in comparison to disordered PtCo/C-400 particles, and
a much lower negative shift in the half-wave potential (∼10 mV for PtCo/C-700, ∼30

mV for PtCo/C-400). The high stability of such composite structures is attributed to the
retention of the ordered structure even after 5000 potential cycles (Figure 4.14e shows
the TEM image and compositional maps for PtCo/C-700 particles after 5000 cycles). In
parallel and occuring simulataneously as Wang et al ’s work, Prabhudev et al have made
similar observations in the case of Pt-Fe ordered intermetallic core-shell particles ([91]).

Zhang et al [339] studied the effect of alloy composition in AuxPdy@Pt composite alloy
structures on the ORR activity. Figure 4.15a illustrates the plot of measured ORR activ-
ities (in terms of onset potentials of the kinetic regime) for different AuxPdy core-alloy
compositions as a function of the theoretically determined oxygen binding energies. A
volcano-type relationship in the activity trend can be seen, evidencing the highest activity
for Au35Pd105@Pt, i.e. 75 % Pd. This is in good agreement with the theoretical prediction
of the occurrence of optimum binding energy (∼1.5 eV) for the 72 % Pd core-alloy (Fig-
ure 4.15b).
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(a) Measured activities (in terms of onset po-
tentials of the kinetic regime) for differ-
ent AuxPdy core-alloy compositions vs
O2 BEs.

(b) Theoretically determined O2 BE vs % Pd in
the sublayer.

Figure 4.15: Effect of alloy composition in AuxPdy@Pt composite alloy structures on the ORR
activity. source: [339]

(a) Elemental line profiles evidencing the Au(core)@Pd(inner-
shell)@Pt(outer-shell) composite structure.

(b) TEM image and elemental maps
evidencing the Pd(core)@Ni(inner-
shell)@Pt(outer-shell) composite
structure.

Figure 4.16: Examples of multi-shell-structured composite Pt-alloy nanoparticles. sources: [340,
341]
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Similar synergistic effects has been found when instead of the core, the shell struc-
ture is modified. This strategy is the basis of many ‘multi-shell-structured’ or ‘onion-like’
nanoparticles [275, 340–343]. For example, Wang et al [340] combined the core-shell and
heterostructure strategies to synthesize Au@Pd@Pt core-shell composite nanoparticles
with Au core, Pd inner shell and nanoporous Pt outer shell. A typical TEM image and
Pd, Au, Pt compositional profiles supporting the composite structure is shown in Fig-
ure 4.16a. These particles were synthesized by first forming Au@Pd core-shell nanopar-
ticles onto which the Pt clusters were deposited via chemical reduction. Wang et al com-
pared the activities of these Au@Pd@Pt/C core-shell particles with binary Au@Pt/C
core-shell particles. They found about 1.5 times higher activity for the composite alloy
structure compared to simple bimetallic core-shells. The enhancement was attributed to
the two-step alloying effect on Pt (Pd on Pt, Au on Pt via Pd), and the concomitant elec-
tronic structure effect reducing the binding energy in Pt. Figure 4.16b illustrates another
example where a Ni interlayer is sandwiched between the innermost Pd core and the
outer Pt-shell. These examples demonstrate the enormous potential behind the synthesis
of such composite alloy structures to further improve the ORR activities and enhance
stability.

4.3 relative standing of different catalyst systems

The above discussion has highlighted many different Pt-alloy catalyst systems and the
alloying strategies. Yet, these only represent a small sample of the much larger set of
catalyst systems reported in the literature. This is because both the rate of development,
and the volume of the reports produced are very large, which is not surprising given
that the ORR catalyst development is crucial to the commercialization of PEMFCs. For
this reason, most reviews compare the activities and stabilities of only the major catalyst
systems reported within a specific span of time (1-5 yr).

In 2012, Debe [23] conducted a comprehensive comparison of major catalyst systems,
summarized as shown in Figure 4.17. Composite plots of mass activity versus specific
activity measured by both RDE (Figure 4.17a) and MEA (Figure 4.17b) are shown. Debe’s
two charts indicate that the RDE measured activities tend to be high compared to those
measured in a MEA, e.g., specific activity of core-shell monolayer Pt catalysts is > 1

mA/cm2 in RDE and < 0.5 mA/cm2 in a MEA. This demonstrates the harshness of the
real fuel cell environment wherein the reaction normally occurs on the oxidized catalyst
surfaces instead of clean catalyst surfaces that is usually what is achieved under the
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(a) Plot of mass activity vs specific activity deter-
mined using RDE.

(b) Plot of mass activity vs specific activity deter-
mined from MEAs.

Figure 4.17: Comparison of kinetic activities of major catalyst systems conducted by Debe [23].

conditions set in a RDE. The MEA chart in Figure 4.17b also provides the activities of
standard Pt/C catalysts, and the DOE set target for mass activity (0.44 A/mgPt). These
values provide a useful reference for comparing different catalyst systems. As it can be
seen in Figure 4.17a, several Pt-alloy/C catalyst systems are able to exceed the activity
given by Pt/C catalysts. Similarly, Figure 4.17b shows that the best commercial Pt-alloy
catalyst comes very close to the DOE mass activity target in a MEA (Year-2012 basis).
However, Debe reports that the durability of the same catalyst fails to meet the DOE
set durability target (i.e., 5000 hour continuous MEA operation). By conducting a similar
analysis on the other catalysts, Debe concluded that even the highest performing catalyst
systems are still not practical as both the mass-activity and the durability requirements
are not satisfied simultaneously.

Very recently, Colic and Bandarenka [344] compared the activity trends in the deal-
loyed Pt-M alloy catalysts (M represents 3d -transition metals and lanthanides). They
used the atomic-radius of these alloying metals as the semi-empirical descriptor of the
strain induced on the Pt-overlayers. In addition to strain, since the activity also depends
on the alloy composition, ideally a 3D plot of activity as a function of atomic-radius of
the solute and composition would be very descriptive. Colic and Bandarenka’s schematic
illustration of such a 3D plot is shown in Figure 4.18a (dashed white line connects points
of highest activity). This, however, requires a large amount of literature data and nor-
malization of different experimental protocols followed in measuring the activities. Colic
and Bandarenka simplified the situation by only plotting the projection of the 2D sur-
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face intersecting the highest activity to the activity-atomic radius plain, as shown in
Figure 4.18b.

In developing the plot in Figure 4.18b, Colic and Bandarenka extracted the highest
activity reported for each alloy system in the literature. To eliminate systematic errors
resulting from the comparison of activities measured under different conditions, they
calculated ‘relative activities’ with respect to the activity of the Pt/C benchmarks used
by the reports. The white and gray areas in Figure 4.18b mark the regions of stronger
and weaker binding of the intermediates with respect to calculated ideal binding.

Colic and Bandarenka obtain two maxima as can be seen in Figure 4.18b, for atoms on
either side of Pt (smaller and bigger). Both the trends can be explained from the ‘elec-
tronic structure effect’ discussed earlier in the section, which suggests that a compressive
strain on the Pt overlayers resulting from the alloying with smaller solute atoms (to Pt)
weakens the chemisorption until an optimum binding is reached (appears close to Pt-Cu).
Alloying with atoms much smaller (than Cu) results in binding of the intermediates ‘too
weakly’, consequently leading to decreased activities.

Similar analysis holds even for larger solute atoms (than Pt). Note that although it
might be intuitive to think of alloying Pt with larger atoms as inducing tensile strain,
studies have shown that the alloying of Pt with lanthanides can result in compressive
strain. One possible reason could be that the Pt overlayers may not be epitaxial with the
alloy core. Thus, instead of simply a stretch in the Pt-shell in correspondence with the
alloy core, a distinct restructuring at the core-shell interface might be happening.

Colic and Bandarenka’s comparative plot suggests that the Pt-Cu (among 3d metal
solutes) and Pt-Y (among lanthanide solutes) nanoparticle catalysts may yield the highest
ORR activities, attributed to optimum binding of the intermediate species. However, note
that the stabilities of both these catalysts are much lower than the durability target set by
DOE. Thus, Colic and Bandarenka’s review agrees with Debe’s inference that since all
the requirements (activity and durability) are not satisfied simultaneously, even the best
performing Pt-alloy catalysts are still not practical. Other reviews arrived at a similar
conclusion [256, 257].

Apart from providing a clear overview of the strain effects on the activity of different
catalyst systems, Colic and Bandarenka’s plot is also useful in explaining the anomalous
size effects on the activities of different Pt-alloy catalysts. For example, while the activities
of Pt and Pt-Y catalysts decrease with the decreasing particle sizes, the activity of Pt-Ni
catalysts show an oscillating volcano-type behavior, as illustrated in Figure 4.18c. This
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(a) Schematic illustration of a 3D plot of ac-
tivity as a function of atomic-radius of
the solute and composition.

(b) Projection of the 2D surface intersecting the highest
activity to the activity-atomic radius plain in (a)

(c) Plot of measured activities of Pt-Ni, Pt-Y
and Pt catalysts as a function of particle
size.

Figure 4.18: Comparison of calculated activity trends in the dealloyed Pt-M alloy catalysts. source
[344].
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can be explained with the aid of Colic and Bandarenka’s plot in Figure 4.18b. Note that a
decrease in the particle sizes increases the number of active sites, kinks, steps and edges,
which are all stronger binding to oxygen compared to flat surface facets of a larger
particle. Thus, decreasing particle sizes results in stronger binding of the intermediates.
As one can see from the Figure 4.18b, Pt is already strongly binding. Hence, further
decrease in the particle sizes of Pt makes it bind much stronger, and thus decreases
the activity. Pt-Y on the other hand, lies on the top of the volcano (larger atomic-radius
side) providing optimum binding. Further reduction in the sizes of Pt-Y particles will,
therefore, make it strongly binding, and thus the activity is decreased. Pt-Ni catalysts are
located in a regime where the binding is ‘too weak’. Reducing the sizes of Pt-Ni particles
will initially result in stronger binding towards the optimal value, thus activity increases
initially. But, once the optimum binding is reached, further reduction in the particle size
will only make it more strongly binding, thus decreases the activity.

4.4 perspective

In summary, the present article has provided a comprehensive review of progress in the
development of Pt-alloy catalysts for the ORR, and its current status. Great progress has
been made over the past decade to fine-tune the electronic structure of Pt surface layer
by alloying. Various bimetallic Pt-alloy catalysts have been developed till date. Usually
alloying with 3d transition metals (M: Fe, Co, Ni, Cu) gives improved ORR activities,
while alloying with platinum group metals (PGMs: Pd, Ru, Ag, Au, Ir) provides better
stabilities. To benefit from both these advantages, rational design of ternary Pt-M-PGM
alloys are also being explored, and in most cases the stabilities of such Pt-M-PGM ternary
catalysts are much higher than that of bimetallic Pt-M or Pt-PGM alloy nanoparticles.

Different strategies for the mixing of metals have been developed, classified into five
categories as follows: (1) arranging Pt and solute atoms within the nanoparticle structure
either in an ordered or disordered manner, (2) forming separate Pt-alloy phases within
the same structure, (3) contacting Pt nanoparticles with the nanoparticles/atomic-clusters
of other metals at a common interface, (4) forming core-shell structures by encapsulating
the core of a lesser expensive metal with either monolayer or a few layers of Pt, (5)
combining one or more strategies (1)-(4) in the same nanoparticle structure so as to
derive the resulting synergistic effects.
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Each strategy aims to control one or more of the many factors determining the activity
and the stability of Pt-alloys, including particle size, composition, morphology, surface-
segregation, synthesis method, post-treatments. Merits of each strategy were discussed
with the aid of recent examples from the literature. Different catalyst systems were high-
lighted in regards to their structural optimization, mass and specific ORR activities, and
the ECSA losses. Comparative analyses of these metrics across different catalyst sys-
tems indicate that although several catalysts exceed the activity targets required for the
commercialization of PEMFCs, even the best performing catalysts still do not satisfy
all the requirements (activities, cost and durability) simultaneously. It can, therefore, be
concluded that no one Pt-alloy catalyst system is yet practical to be used in the commer-
cial PEMFCs. Nonetheless, the ORR catalyst development efforts have seen remarkable
progress over the past decade, and the efforts must continue unabated.



5
S C A N N I N G T R A N S M I S S I O N E L E C T R O N M I C R O S C O P Y F O R
C ATA LY S I S

Previously in Section 3.5 the importance of structural characterization techniques to ORR
catalyst development efforts was pointed out. In particular, the strengths and weaknesses
of two prominent techniques, electron microscopy and x-ray absorption spectroscopy,
were discussed. Their contributions to understanding the atomic- and chemical- struc-
tures of a variety of Pt-alloy catalyst designs were also reviewed. Moving forward, ad-
vancements allowing for the visualization of catalysts in their native environments was
emphasized.

In the investigation of the Pt-alloy structures discussed in the thesis, the characteri-
zation was exclusively carried out using an aberration-corrected scanning transmission
electron microscope (STEM), and the associated imaging and spectroscopic techniques
(HAADF-STEM and EELS, respectively). The principles, operation and interpretation of
various signals related to these techiques, here we discuss in the present chapter.

5.1 construction and operation of a stem

Figure 5.1 shows the typical ray diagram of a STEM illustrating essential components
required for imaging and spectroscopy. These can be categorized into (1) components
required to form the smallest possible STEM probe, and (2) components required to de-
tect electrons after the specimen interaction. Components in the first category are placed
before the specimen, including an ‘electron gun’ to generate electrons, ‘condenser and
objective lenses’ to converge the electron beam into a small probe at the sample, ‘scan
coils’ to deflect the electron beam during scanning operation, and an ‘objective aperture’
to limit the effects of aberrations from lens. Components in the second category are
placed after the sample and normally include different electron detectors for imaging,
such as bright field (BF), annular bright field (ABF), annular dark field (ADF) and high
angle ADF (HAADF) detectors, and for spectroscopy (EELS spectrometer). Depending
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on the detector used for imaging, different kinds of STEM images can be produced (e.g.,
BF-STEM, ABF-STEM, ADF-STEM and HAADF-STEM).

Figure 5.1: Simple ray diagram of a STEM (based on FEI-Titan 80-300 cubed microscope).

The image formation in a STEM is in many ways similar to the more commonly known
scanning electron microscopy (SEM) technique. The electron gun generates a beam of
electrons which are focused onto a small probe by a series of electron lens systems (con-
denser and objective lens). The electron probe formed is then scanned over the specimen
with the help of scan coils (i.e., by excitation of coils with an applied voltage). The elec-
trons interacting with the specimen are scattered to different angles. Two kinds of inter-
actions can be important,1 namely (a) elastic scattering, which refers to an electrostatic
interaction with the nucleus of the specimen atoms,2 and (b) inelastic scattering, which
refers to the interaction with electrons within specimen atoms. In particular, the elasti-
cally scattered electrons are used for imaging, which are collected by different detectors

1other interactions include, generation of secondary electrons, back-scattered electrons, X-rays, Auger
electrons, and cathodoluminiscence. Detailed description of these processes can be found elsewhere [213].

2In addition to this atomic-picture, wave nature of the electrons cannot be ignored. In a crystalline
solid, scattered electron waves interfere, peaking at angles characteristic of lattice-spacing of the specimen.
Thus, ‘diffraction’ is another possible elastic scattering event, generating ‘diffraction contrast’ under certain
microscope conditions (see Section 5.3.3).



5.1 construction and operation of a stem 104

(BF / ABF / ADF / HAADF) geometrically placed such that the electrons arriving at a
particular range of scattering angles can be selectively collected. For example, the ‘collec-
tion angle’ of the BF detector is about 34.8 mrads, while that of an HAADF detector is
between 120–200 mrads. In all the cases, the electron intensity generated on the detector
is plotted as a function of probe position to form an image.

Most STEMs are also equipped with an electron energy loss spectrometer which col-
lects the inelastically scattered electrons passing through a central hole in the annular
ADF detectors. Inelastic scattering is an ‘energy loss’ event wherein depending on the
interaction with electrons in different shells in the specimen atom (core-levels or valence),
the incident electrons exit the specimen at different kinetic energies. The EELS spectrom-
eter collects and separates such inelastically scattered electrons based on their kinetic
energies, and plots the intensity (i.e., electron counts) as a function of the energy loss
(i.e., initial energy minus the kinetic energy at collection), usually termed as an ‘EELS
spectrum’. In the modern aberration-corrected STEMs that are equipped with ultra-fast
EELS spectrometers, both ADF-STEM imaging and EELS spectrum acquisition can be
instantly acquired at a given probe location on the specimen. The approach is usually
called as ‘spectrum imaging (SI)’, and the whole setup allows for the elemental and
bonding analysis to be carried out with a spatial resolution down to the atomic-level.

Above description summarizes the image formation and spectroscopic processes tak-
ing place inside a STEM. In the following discussions, aim is to generate only a sense
of that complexity, but for a comprehensive overview of these techniques the reader is
referred the following reviews: [147, 345] for STEM imaging and [212] for EELS. The
concepts of STEM imaging is presented in two parts, one discussing the formation of
STEM electron probe (Section 5.2), and the second discussing the image formation using
different detectors (Section 5.3 and Section 5.4). Section 5.5 describes the correspondence
between STEM and HRTEM imaging and shows that the same concepts (of STEMs) can
also be used to understand the image formation in HRTEMs. Subsequently in Section 5.6,
Section 5.7, Section 5.8, the concepts of STEM-EELS theory, acquisition and interpretation
is discussed.
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(a) Overlap of Airy discs and resulting 3D
point spread functions (PSFs).

(b) Applying Rayleigh critereon on two neighbouring
PSFs.

Figure 5.2: Schematic illustrations of overlapping ‘Airy discs’ on a plane and the Rayleigh
critereon for resolution. source: [346]

5.2 formation of an electron probe in a stem

5.2.1 Resolving power of a microscope

The ultimate performance measure of a microscope is its resolving power, given by the
point-resolution (r), which is also simply referred to as the ‘spatial resolution’. The point-
resolution is defined as the shortest distance between the two points on a specimen that
can still be distinguished as separate entities. For example, Figure 5.2a illustrates the
diffraction of a point source (either light or an electron beam) upon interacting with the
specimen, appearing as ‘airy discs’ at an intermediate plane in the microscope column
below the specimen. This plane is usually referred to as the back focal plane (BFP) in
electron microscopy. Each airy disc visible in the BFP can be seen to have a central bright
spot surrounded by many concentric rings. Figure 5.2b shows the vertical projection
of the airy discs, called as the ‘point spread functions’ (PSF). Each PSF has a central
maximum in the intensity followed by many subsidiary maxima (1st, 2

nd, 3
rd, so on),

each progressively fainter than the previous. The resolving power of the microscope is
then defined as the ability to distinguish between two such closely placed airy discs or
PSFs.
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Different levels of overlap can be set to define the ‘point-resolution’ of a microscope
and consequently, the criterions for optimal microscope conditions differ. For example,
Lord Rayleigh defined the resolution as being when the central maximum of the one PSF
falls on the 1

st subsidiary maximum of the other PSF (see Figure 5.2b). This is known as
the ‘Rayleigh criterion’. Under this condition, the minimum separation between any two
PSFs is given by d. Values larger than d for a microscope is then regarded as being of
poorer resolution.

5.2.2 Resolution in a STEM

The spatial resolution in a STEM cannot be any better than the probe formed3 [246].
Therefore, forming an atomic-scale probe in STEM is crucial obtain atomic-resolution.
As with many optical instruments, STEM tries to achieve this by focusing the electron
beam with a series of lenses. The final focusing lens is referred to as the ‘objective lens’,
and all other lenses are referred to as ‘condenser lenses’. The function of these lenses is
to bring enough demagnification in the finite-sized electron source, such that an atomic-
scale probe can be formed at the sample. The largest demagnification is caused by the
objective lens, which is also the major source of aberrations caused in the entire optical
system [147]. In order to limit the blurring caused by such aberrations on the probe, the
STEM is usually fitted with a beam limiting ‘objective aperture’ before the objective lens.4

The typical intensity profile of a STEM probe formed is illustrated in Figure 5.3a. The
resemblance to PSF from an ‘airy disc’ is attributed to the diffraction of the electron
beam at the edges of the objective aperture. Simply calculating the full-width at half-
maximum (FWHM) of the probe-PSF, also referred to as the probe size (d), generally
serves as a good measure of the resolution achievable in a STEM. Alternatively, a fast
fourier transformation (FFT) of the PSF, commonly called as the ‘optical transfer function’
(OTF), can also be plotted as a function of spatial frequency. For example, a typical OTF

3Use of electron as the probe has its advantages: (a) best resolving power from the extremely small
wavelengths achievable, λ), (b) electrons are charged particles so they can be bent as required using elec-
tromagnetic lenses (neutrons share similar resolving power with electrons but are difficult to ‘shape’). (c)
electron interactions with the sample is rich in information from various signals generated (discussed ear-
lier)

4Use of this terminology is restricted to electron microscopes with combined TEM-STEM functionality
(such as the one used for the present thesis work). In the case of dedicated STEMs, the same aperture would
be referred to as the ‘condenser aperture’. By the ‘principle of reciprocity’ (discussed in Section 5.5), the
condenser aperture is used in STEM to beam convergence is equivalent to the objective aperture used in
HR-TEM to form an image.
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(a) PSF. (b) OTF.

Figure 5.3: Typical point spread function (PSF) and the optical transfer function (OTF) of a STEM
probe.

for STEM imaging is shown in Figure 5.3b. As with any ideal lens system, the OTF
decreases monotonically as a function of the spatial frequency, and reaches zero at a
point defined by the resolution of the microscope. STEM OTF in Figure 5.3b reaches zero
at a spatial frequency of about 0.95 (Å-1). Therefore, the resolution of the microscope is
1/0.95

th of an Å, which is about 1.05 Å. Smaller the probe size in STEM, better is the
resolution of the microscope.5

Note that few other factors such as broadening of the probe inside the specimen [347]
and the instabilities in the microscope (from mechanical vibrations, stray magnetic fields,
changes in environmental conditions as such) [348] can also affect the ‘ultimate resolu-
tion’ achieved by a STEM, but these factors are not as ‘physically limiting’ as the for-
mation of STEM probe would be. Moreover, for the modern STEMs which are usually
housed in a vibration-free stable environment, the resolution loss is minor. Specimen
broadening of the probe, although is a limiting factor particularly for the atomic-scale
probes [349], the effect is more serious in the thicker bulk specimens than nanoparti-
cles, and especially when a quantitative analyses of the STEM intensities, e.g. thickness
determination [350], is sought.

5Note however that the smallest probe is not where the best resolution is usually achieved, but rather
at a slightly higher value called ‘optimum probe convergence angle’, this we discuss in Section 5.2.3. This
has to do with the diffraction effects at the aperture (illustrated in Appendix A), which results in a ‘disk of
confusion’ (∆x). The probe convergence angle (α) is related to ∆x as 0.61λ/α. Thus, formation of smallest
probe means that the ∆x is large, which in STEM creates stray intensities in the image that may not be
resulting from the specimen.
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5.2.3 Factors determining the formation of smallest probe in STEM

For a typical STEM probe of size (d) and convergence angle (α) (see Figure 5.3a), the
resulting probe current (J) is given by:

J =
Bπ2d2α2

4
(5.1)

where, B is the brightness of the electron gun.

Equation 5.1 indicates that for a given probe current J, the probe size d can be reduced
by (1) using a very high brightness electron gun, and (2) increasing the convergence angle
(α) of the probe. The field-emission guns used in the modern STEMs satisfies the first
constraint by producing about 1000 times higher brightness than the Tungsten filaments
used in the conventional microscopes. Satisfying the second requirement, i.e. to increase
the probe convergence angle (α) is what is more challenging (discussed below), and has
required over five decades of research in electron optics [351–353].

Recall that the electron source is focussed into a small probe by the demagnifying ac-
tion of the condenser lenses and objective lens. Additionally, an objective aperture is used
to limit the broadening of the beam caused by aberrations in the lens, particularly the
objective lens. The challenge to form a small STEM probe is that the formation of large
convergence angle is accompanied by large spherical aberrations (Cs) which broaden of
the probe diameter by an amount dsph. For small convergence angles, the diffraction of
the beam at the objective aperture results in a diffraction error Cdiff (see Appendix A).
Both contributions are related to the probe convergence angle (α), and the electron wave-
length (λ) (under Rayleigh criterion conditions) as follows,

dsph =
1

2
Cs α

3

ddiff = 0.61
λ

α

(5.2)

Thus, for a STEM probe of geometric diameter d, the broadening (∆d) caused is a
combination of spherical aberration effects and the diffraction error, given by

∆d = dsph + ddiff =

(
0.61

λ

α

)
+

(
1

2
Cs α

3

)
(5.3)
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Figure 5.4: Plot of probe size as a function of convergence angle (α). source: David Muller (Cor-
nell)

At low convergence angles the diffraction term dominates, and at high convergence
angles the aberration effect dominates. The situation is best described in Figure 5.4 by
plotting ∆d, dsph and ddiff as functions of α. This limitation confines the useful values
of the probe convergence angle (α) to a very narrow range. The optimal probe conver-
gence angle (αo) to form the smallest STEM probe is where the beam broadening ∆d is
minimum (i.e., α = αo, when d(∆d)

dα = 0 ). For ∆d given in the Equation 5.3, the αo is

calculated to be 0.63
(
λ
Cs

) 1
4
.

αo = 0.63
(
λ

Cs

) 1
4

(5.4)

This value αo is also where the resolution of STEM is at its best. The magnitude of
the convergence angle (α) is controlled by the size of the objective aperture (diameter, D)
used. α ∝ D (see Figure 5.3a. This makes ‘aperture size’ the most important ‘physical
factor’ determining the formation of smallest STEM probe.

Apart from spherical aberration, the electron lenses may also suffer from ‘chromatic
aberration (Cc)’ which can also broaden the STEM probe, consequently reduce the achiev-
able resolution. But, its contribution to the beam broadening ∆d is much smaller than
the diffraction and spherical aberration effects discussed above [147]. Recently, many mi-
croscopes which correct for both Cs and Cc are available in the market today, but it is
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Figure 5.5: Plot of probe current vs size in an uncorrected and a Cs corrected microscope. source:
[147]

important to note that the Cc-correction is not limiting to achieve atomic-resolution in
the STEMs (it would be however for the HRTEMs).

5.2.4 Benefits of aberration-correction

For an uncorrected microscope, the coefficient of spherical aberration (Cs) is very large.
In such case, Equation 5.4 indicates that the formation of smallest STEM probe is only
possible at very small probe convergence angles. For which, use of small objective aper-
tures is required (α ∝ D). The effect is twofold, first the spatial resolution is significantly
reduced (since probe size d ∝ 1

α ), and second, the probe current is limited to small values
(J ∝ α, Equation 5.1). In fact, spherical aberration (Cs) was the main resolution-limiting
factor until very recently. But, with the advent of aberration-correctors in the electron
lens systems (discussed below), most modern STEMs are now Cs-corrected, i.e. the Cs
values are much smaller [351–353]. This allows for the use of a larger objective apertures,
enabling atomic-scale probes to be formed, and producing high probe currents. Thus,
atomic-resolution imaging can be realized in the aberration-corrected STEMs. To have
high probe currents is shown to be particularly useful for fast elemental mapping and
probing subtle changes in the EELS fine-structures [354]. These effects are best described
by the linear regime in the plot of probe current vs. probe size shown in Figure 5.5. A
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transition from the diffraction-limited regime (probe size is independent of current due
to diffraction-effects at the aperture) to the electron source size limited regime (at large
currents) is noticeable.

5.2.5 Electron lenses and the aberration-correctors

The important role played by aberration-corrected electron lens system (condenser and
objective lenses) in forming atomic-scale STEM probes was discussed in the preceding
section. Electron lenses are nothing but a series of copper windings around a soft iron
core (called the pole-piece), and provided with a hole in the center such that the elec-
trons from the gun can travel through (Figure 5.6). Early on in 1936, Scherzer showed
that most ‘round electron lenses’ suffer from positive spherical and chromatic aberra-
tions (chromatic aberrations are not resolution-limiting in STEMs). But, Scherzer theo-
rized that if similar ‘non-round electron lenses’ can be made, they can be arranged in a
particular order to create negative aberrations, which can then be used to correct for the
positive aberrations resulting from the ‘round electron lenses’. Although the concept of
such ‘aberration-correctors’ was theorized back in 1947, practical aberration-correctors
yielding atomic-resolution in TEMs has been realized only in the past decade or so [351–
353].

Electron lenses and their aberration-correctors act based on the ‘Lorentz force law’
(F = e xB). A strong magnetic field (B) is created in the hole by passing an electric current
through the copper windings. This exerts a Lorentz force (F) on the beam of electrons
(e) travelling through the hole, which forces the off-axis electrons to spiral back towards
the optic axis of the microscope. This focussing action repeated over many condenser
lenses (three in FEI-Titan: C1, C2 and C3) and in particular the strong action from the
objective lens (fourth lens in FEI-Titan), finally results in sufficient demagnification of the
finite-sized electron source to form a probe in the STEMs.

Controlling the parasitic aberrations, such as coma and three-fold astigmatism has
been the key to the success of modern aberration-correctors. These aberrations result
from many factors such as imperfect machining of corrector-lenses and the round lenses
that are being corrected, and their misalignments with one another. Modern corrector
designs overcome this challenge by high-precision machining and alignments, provid-
ing additional windings, creating multipoles (e.g., quadrapoles, hexapoles, octupoles)
within the lenses, and developing computer algorithms to instantly read the source of



5.2 formation of an electron probe in a stem 112

Figure 5.6: Cut section of the condenser lens revealing Cu windings within (right). Current pass-
ing through these windings produce a strong magnetic field in the pole piece gap
(left). source: [355]

aberrations and alter the multipole power supplies to diagnose. To discuss the optical
coupling between the multipolar configurations of the correctors and the round electron
lenses is beyond the scope present overview, the reader is referred to following articles
for furthering the knowledge on the topic [351–353].

In the microscope used for present thesis, the FEI-Titan STEM, four round lenses (3
condenser lenses and 1 objective lens) is coupled with two sextupole correctors (Fig-
ure 5.6(right panel)). The correctors were designed and developed by a group of following
researchers from CEOS6: Haider, Rose, Uhlemann, Kabius and Urban [351]. Additionally,
the strongest lens in the microscope, the objective lens, is split into two parts one above
the specimen holder and one below (see Figure 5.1). The upper part is referred to as the
‘probe-forming (objective) lens’, and the lower part is called the ‘image-forming (objec-
tive) lens’, and correctors are used in both cased for minimising the aberrations. Since
both the probe forming and image forming objective lenses are corrected, such micro-
scopes are referred to as being ‘double-corrected’. Having a corrected image-forming
lens is particularly effective in minimising the image delocalization, which results in
directly interpretable STEM images.

The gap between the probe and image forming objective lenses is only a few millime-
ters in FEI-Titan, within which the specimen has to be inserted. This can be of two impor-
tant consequences, firstly a careful insertion of the specimen holder is critical, secondly,
such close proximity between the specimen and the lenses restricts the ability to carry
out some in situ experiments (e.g., heating or liquid-cell microscopy) for longer periods,
wherein despite extreme precautions small amounts of gaseous products is usually gen-
erated. Additionally, this may also restrict the use of in situ closed-cells that provide gas
and liquid environments in a closed environments to a much narrower size-range. In the

6Corrected Electron Optical Systems GmBH
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later developments of aberration-corrected TEMs [354] this limitation has been overcome
by allowing for much wider gap in the objective-lens pole pieces.

5.2.6 Electron gun

A typical electron gun in TEMs (or electron microscopes in general) consist of the electron
source that generates the electrons, and an accelerating chamber (also called the gun
lens) to accelerate the electrons generated. Ultimately, electrons exit the gun with an
energy spread (∆E), defined as the statistical variation in the kinetic energy of the emitted
electrons. Larger the energy spread resulting from an electron gun, higher the chromatic
aberration effects are, and poorer the spatial- and energy resolutions would be. Thus,
sometimes a ‘monochromator’ is fitted just below the gun to minimise the energy spread
produced.

(a) Schematic illustration of the reduced po-
tential barriers in schottky and cold-
FEGs.

(b) ZrO coated tungsten tip used in the cold-FEGs.

Figure 5.7: Field emission electron gun: principle and an example.

Over the years, many different electron sources have been explored. Most common
are the tips/filaments made of tungsten (W), lanthanum boride (LaB6) and zirconium-
dioxide coated tungsten [243]. Electrons are emitted from these sources by three pop-
ular methods, thermionic-emission, Schottky field-emission and cold field-emission. In
thermionic-emission, the electron source (simply called as cathode) is heated to high tem-
peratures by passing a direct current through the filament. This provides the necessary
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electron emission material temperature (k) energy spread (ev)

Thermionic
W 2800 1.5-2.5
LaB6 1900 1.3-2.5

Schottky ZrO/W 1800 0.3-0.7

Cold-FEG W 300 0.3-0.7

Table 5.1: Characteristics of thermionic-, schottky- and FEG based electron guns. source: [243]

energy ( > Φ) for the conduction electrons in the metal to escape into the vacuum (the
potential barrier Φ is called the ‘work function’). In the Schottky field-emission, in ad-
dition to thermal excitation of the cathode (i.e., electron source), an electrostatic field is
applied to the cathode surface. The effect is that the potential barrier Φ is lowered by
an amount ∆Φ, which results in higher electron emission current density (by a factor
∆Φ/kT ) compared to thermionic-emission.

In the cold field-emission, there is no thermal excitation of the source, but the surface of
the electron source is exposed to sufficiently large electrostatic fields (E). This decreases
the width (w) of the potential barrier Φ (w = Φ/eE) (see Figure 5.7a), allowing electrons
in the source to escape through the surface potential barrier by quantum-mechanical
tunneling. Generally, the required electric field at the surface is of the order of 10

9 V/m.
Usually, the electron source in cold-FEGs is thinned down sufficiently (via electrolytic
etching of W wire) such that the electrons can be emitted from an extremely small area
(typically, 10-20 nm in diameter). Such small sized electron-source is ideal for the forma-
tion of atomic-scale probes in STEMs as a large demagnification action by the electron
lenses would not be not required (in comparison to broader W filaments).7 Additionally,
such W tips in cold-FEGs (and schottky FEGs) can also be coated with zirconium-oxide
(ZrO) powder, which is known to lower the work function Φ of the tungsten tip (from
4.5 to 2.7 eV).

Cold-FEGs are called so because no thermal excitation is required and the tip can
be operated at room temperatures. Under stable ultra high vacuum conditions (UHV
pressure of the order 10-8 Pa), this extends the longevity of the W tip from months to
years before replacement.

7This requirement, referred to as the ‘spatial coherence’ is essential for any electron source, irrespective
of the nature of electron emission.
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Table 5.1 lists different characteristics of electron guns that use different emission pro-
cesses discussed above. The FEGs give the best performance (lower energy spread, high
brightness and longevity) required for the formation of atomic-scale probes in STEM.
FEI-Titan used for the thesis employs a cold-FEG with a ZrO coated tungsten tip as the
electron source (see Figure 5.7b).

5.3 electron interaction with the specimen : sources of image contrast

So far we have discussed various physical principles behind the formation of a STEM
probe and its resolution limits. Once a small STEM probe can be formed at the sample,
the electrons interact with specimen atoms and are subsequently collected by different
detectors (BF, ABF, ADF, HAADF) whose contrast highlight different aspects of the ma-
terial specimen. The interaction between the incident electrons with the specimen atoms
could be elastic (coulombic interaction with the nucleus) and inelastic (interaction with
other electrons). In particular, the elastic interactions are the important to STEM imaging.

5.3.1 Atomic-number (Z) contrast

In the elastic interaction with the specimen, the incident electrons are scattered by rel-
atively large angles (θ) due to coulombic interactions with the nucleus. The resulting
angular distribution is best described by calculating the ‘scattering cross-section’ (σ), or
more conveniently, the ‘differential scattering cross-section’ dσ/dΩ for a given solid an-
gle (Ω). The scattering cross-section at an atom (atomic-number Z) in the specimen is
defined as the ratio of the number of electrons scattered (N) with respect to the incident
electron flux (J). It is found to be proportional to the atomic-number (Z) of the atom,
for e.g. dσ/dΩ and Z are related to each other by dσ/dΩ = 4Z2/aq4 (q is a scattering
vector ∝ sin (θ/2), a = h2/2πme2), according to Rutherford’s model. This suggests that
the incident electrons are scattered to much larger angles by the interaction with heavier
atoms than the lighter atoms. Thus, by setting the collection angle of the detector (posi-
tioned after the specimen) to a particular range of scattering angles, the contrast in the
image formed can be made sensitive to the atomic-number, i.e. intensity in the image
I ∝ Zn. The obtained contrast in the image is called the ‘atomic-number contrast’ or
simply ‘Z-contrast’, which can be used to identify different atoms, e.g. heavier Pt atom
in the vicinity of lighter Fe atoms. Among the different STEM detectors, the collection
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range of the HAADF detector is found to be suitable for providing ‘Z-contrast’, and the
intensity in the HAADF-STEM images I ∝ Z1.6 [147].

5.3.2 Thickness/mass-thickness contrast

Note that the ‘scattering cross-section’ (σ) (with units m2) describes the scattering process
happening at a single atom in the specimen. But the STEM specimen consists of numer-
ous such atoms, all capable of scattering the incoming electrons. Thus, the probability of
elastic scattering over an area (m2) in the specimen can be calculated, given by:
P(θ) = Nσ, a dimensionless quantity
Where, N is the number of atoms per unit area of the specimen viewed along the direc-
tion of the incident beam.

N is also referred to as the ‘areal density’ of atoms in the specimen. For a sample with
n atoms per unit volume, N = nx t, where t is the thickness of the specimen. N can be
further expressed in the form of physical density (ρ) as: n = ρ/Au, where A is the atoms
per unit volume, and u is the mass per atom (i.e., atomic mass unit = 1.66 x 10

-27 kg).

Thus, the probability of elastic scattering in the specimen, P(θ), can be rewritten in
terms of Z, ρ and t as:

P(θ) = ntσ = (ρt)σ/A (5.5)

The above expression illustrates that the scattering probability is also dependent on
the thickness of the specimen (in addition to Z). The thicker the specimen is, the higher
its scattering probability is, and consequently, the larger the intensities formed on the
image. This creates a ‘thickness contrast’ in the images of the specimen. Together, the
contrast emerging from both mass (ρ and Z) and thickness (t) dependencies of P(θ) is
referred to as the ‘mass-thickness’ contrast, which is extremely useful in characterizing
non-crystalline materials that do not produce ‘diffraction contrast’ (discussed below).

It is important to note that the scattering probability (P(θ)) calculated above corre-
sponds to a single-scattering approximation, i.e. one-time scattering of the electrons in
the entire specimen. This assumption is valid only for very thin specimens (e.g., nanopar-
ticles < 40 nm), and so is the linearity between the scattering probability (P(θ)) with thick-
ness (t). For much thicker specimens (e.g., bulk materials) the electrons are scattered
several times, as indicated by the estimated mean free path (λe) for elastic scattering
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(a) Plot of measured intensity as a function of
thickness for a series of Pt atomic-columns.
Simulated HAADF images (color-coded) is
show in the bottom panel.

(b) Estimation of number of atoms at ev-
ery atomic-column of a simulated Pt
nanoparticle.

Figure 5.8: Understanding the variation in the scattered intensity (for elastic scattering) with spec-
imen thicknesses.

in the specimen,8 which is defined as the mean distance between the elastic collisions.
Consequently, the single-scattering probability (P(θ)) will actually decrease with the in-
creasing thicknesses. This is illustrated in the image intensity (I) vs. thickness plot shown
in Figure 5.8a that is calculated for a series of Pt atomic-columns which differ in the
number of atoms located along the direction of the incident electron beam9. The single-
scattering approximation is valid in the linear regime (I ∼ P(θ) ∝ (ρt)), but as the
thickness increases beyond about 8 atoms, the image intensity starts to loose its linearity.
The simulated images for these same atomic-columns are shown in Figure 5.8a(bottom
panel). Such information is extremely important for a quantitative estimation of the spec-
imen thicknesses or counting the number of atoms just from the STEM images (e.g., see
Figure 5.8b and caption therein). However, a much more reliable method is based on the

8Ratio t/λe is called as the ‘scattering parameter’ of the specimen.
9Multislice method (described elsewhere Section 6.4.1) was used to simulate the images. The Pt columns

were not isolated, but simulated in the form of a supercell. Intensity variations due to phonon scattering
and electron channeling were ignored.
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inelastically scattered electrons, and the estimation of their scattering probabilities using
Poisson statistics is also available for such a task (Section 5.8).

5.3.3 Diffraction contrast

In addition to ‘mass-thickness’ and ‘atomic-number’ contrasts, the third kind of contrast
in some STEM images is the ‘diffraction contrast’ that is seen particularly in the case
of crystalline specimens. For example, in a polycrystalline sample with uniform thick-
ness and composition where the mass-thickness contrast should be absent, the intensity
variations in the images can still be observed.

Diffraction contrast emerges from the difference in orientation of the atomic rows
and columns with respect to the approaching electron. The situation is similar to the
Bragg diffraction seen in the x-rays interacting with the different atomic planes in the
specimen. The angle at which the x-rays (wavelength λ) are scattered upon interaction,
θB, is found to be dependent on the distance between the atomic planes (d), related by
nλ = 2d sin(θB). The interplanar distance d is different for different crystal orientations
((111), (100) etc). Consequently, the x-rays interacting with different crystal orientations
scatter differently. In the case of electron interactions, the scattering angle θ (= 2θB) re-
sulting from the diffraction process is related to the interplanar distance as λ = θd (small
angle approximation: sin θ ∼ θ). This impacts the scattering probability (P(θ)) as per
Equation 5.5, thus a variation in the image intensity emerges corresponding to different
crystal orientations, commonly called as the ‘diffraction contrast’. Since a particular order
in arrangement of atoms is absent in the amorphous specimens, the diffraction-contrast
would be very poor, and are therefore characterized based on the mass-thickness con-
trast.

5.4 image formation in a stem

The elastic scattering process in a given crystalline sample is capable of producing all
the three kinds of contrast (atomic-number, thickness- and diffraction-contrast) simulta-
neously. But the sensitivity of a STEM image to displaying such contrast is ultimately
dictated by the detectors used (BF / ADF / HAADF / ABF), and the collection angles
that they are set to. To delve into the details of the image formation and associated
mathematical relationships is beyond the scope of present overview. But simply put,
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what happens after the elastically scattered electrons exit the specimen is typical of any
diffraction process, the formation of ‘airy discs’ or ‘diffraction spots’ on a screen or a
surface placed (in the case of STEM the detector planes).

5.4.1 Interference with overlapping discs

For a plane wave illumination (as in HR-TEM), if Ψ(R) is the electron wavefunction at
the exit of the specimen, then the intensity of the ‘diffraction spots’ at the screen placed
would be a modulus squared of the fourier transformation of Ψ(R) (FFT(Ψ(R)) = Ψ(K)),
given by I(K) = |Ψ(R)|2. However in STEM, the specimen is illuminated not by a plane
wave, but by a convergent probe wherein the electrons all arrive at a much broader
range of illumination angles. This results in broadening of the ‘diffraction spots’ that are
forming on a screen placed, and appear as large ‘discs’ that may even overlap against
one another. Such a pattern is called the ‘convergent electron beam diffraction (CBED)’,
an example is shown for the case of Si <110> in Figure 5.9.

Figure 5.9: CBED pattern of Si <110>. Intereference of fringes in the overlapped areas indicate
defocused probe condition from the sample. source: [147]

Different regions in the CBED pattern can be analysed to extract specimen information.
For example, the disc overlap regions contain numerous interference fringes, whose po-
sition depend on the lens aberrations, probe position and the phase difference between
any two diffracted beams. An entire technique called ‘Ptychography’ is based on mea-
suring the relative positions of such interference fringes [356], which is then inverted in
real-space to calculate the wavefunctions of the electrons exiting the surface (i.e., exit-
wave function). Such calculations of wavefunctions is otherwise extremely difficult since
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the ‘phase’ of the diffracted beams would be unknown. This uncertainty of phase arises
in many instances in TEM electron optics, and is appropriately called as the ‘phase prob-
lem’.

(a) Overlapping discs of electron intensity formed on differ-
ent STEM detectors.

(b) Interference fringes of electron intensity
falling on ADF/HAADF detectors (up-
per), and the BF detector (lower).

Figure 5.10: Imaging in STEM with different detectors.

5.4.2 Imaging in STEM with different detectors

Unlike ‘Ptychography’, STEM-imaging relies on integrating the electron intensities over
a region in the CBED pattern, and then plotting the integrated intensity as a function of
the probe position to form an image. As mentioned earlier, different STEM detectors are
positioned in a diffraction plane either immediately after the sample or in a conjugate
plane. Each detector is set to integrate electron intensities over different CBED regions,
which is achieved by setting the collection angles of these detectors to different range
of values. For example, the BF and HAADF detectors in the FEI-Titan microscope is
arranged as shown in Figure 5.10a, and their collection angles is set to range 0–18 mrads
and 120–180 mrads, respectively. Finally, the measured integrated intensity is recorded
digitally as a single pixel intensity at each position in the scan, thus forming BF-STEM,
ADF-STEM and HAADF-STEM images of the specimen.



5.4 image formation in a stem 121

Among the different STEM-imaging approaches, the HAADF-STEM imaging is shown
to be extremely sensitive to the atomic-number, providing Z-contrast. The image inten-
sity I is found to be proportional to Z1.6, which is surprisingly very close to that predicted
by Z2 dependence of the scattering probability in the specimen P(θ) predicted by Ruther-
ford’s model. The Z-contrast capability of HAADF-STEM imaging remains one of its
greatest strengths, because of which the HAADF-STEM is by far the most applied STEM
imaging techniques to study both structure and composition of materials. When com-
bined with EELS in a technique called STEM-EELS, it becomes a powerful analytical tool
to probe the structure, composition and bonding information down to the atomic-level.
The HAADF-STEM is not so sensitive to diffraction-contrast, as the scattering angles re-
quired to produce it is much lower than the inner collection angle of the HAADF detector,
thus pass through the central hole.

One other advantage of ADF/HAADF-STEM imaging is that the contrast in the im-
age is directly interpretable and the transfer function is much simpler, unlike that in the
case of BF-STEM (and even ABF-STEM to an extent) which requires tedious image sim-
ulations in order to calculate the phase relationship between the scattered electrons (i.e.,
the exit-wave function). This is attributed to the sustenance/suppression of the phase
dependency in the intensity due to detector geometries. A simple illustration is shown
in Figure 5.10b, considering an instance where the beam is scattered by a set of planes,
and forms interference fringes on the BF and ADF detectors placed below. Since the BF
detector is smaller than the fringes formed, the integrated intensity (and the image con-
trast in BF-STEM images) would be very sensitive to the position of the fringes, which as
mentioned earlier, in turn depends on the relative phases of electron scattering from the
two atoms. Thus, unless the phase information of the scattered wave functions is known,
the contrast in the BF-STEM images cannot be interpreted. This limitation is commonly
termed as the ‘coherence effect’, and the BF-STEM imaging appropriately called as a
‘coherent imaging’ technique. One example of such ‘coherence effects’ is the commonly
observed contrast reversals with the changes in specimen thickness. On the other hand,
the large ADF detector will average over many such fringes, and thus the integrated
intensity is not very sensitive to the position of the interference fringes or the relative
phases of scattering from the two atoms.

In other words, the coherence effects are lost in the ADF/HAADF-STEM imaging
techniques, making them the ‘incoherent imaging’ techniques, whose image contrast is
directly interpretable. Also, since the contribution of the scattered intensities is higher in
the integrated intensity collected by the ADF/HAADF detectors, the specimen which is
a good scatterer appears brighter while the vacuum (poor scatterer) appears darker in
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the images. Vice-versa, in the case of BF imaging. It is for this reason that these imaging
modes are called the ‘dark-field’ and ‘bright-field’ imaging modes.

Figure 5.11: Multislice simulated (b) HAADF-STEM and (c) ABF-STEM images of a (a) modeled
PtO nanoparticle viewed along 110 zone-axis. Yellow and red arrows indicate pure
atomic-columns of Pt and O, respectively.

In addition to BF and ADF (including mid-ADF and HAADF) imaging in STEM, one
another imaging approach called the ‘annular bright field’ (ABF) imaging is also avail-
able, which has emerged only in the recent past. The technique has emerged to fill in
the gap in ADF-STEM imagine where the intensities for lighter elements in the vicin-
ity of much heavier elements was poor enough to be identified [357, 358]. For example,
Figure 5.11 illustrates the simulated ADF- and ABF- STEM images of a PtO nanoparti-
cle. Corresponding locations for pure atomic-columns of Pt and O is marked by yellow
and red arrows, respectively. As can be seen, in the vicinity of Pt, the O appears with
poorer contrast in the HAADF images and is hardly identifiable. In contrast, the pres-
ence of O can be easily noticeable in the ABF-STEM image. In practice, the collection
angle (βABF) in the range (α/2 < βABF < α) is required for ABF-STEM imaging. This
is achievable by either using a dedicated ABF detector, or simply using a beam stop in
the BF detector to block out the remaining area, or by increasing the camera length (i.e.,
distance of the detector from the specimen) to suitable length. ABF-STEM is also found
to be ‘semi-coherent’ where the contrast reversal is only observed with the change in
defocus, but not the specimen thickness [357]. Thus, within an optimum defocus range,
the ABF-STEM images can still be directly interpretable (see Chapter 9 for more details).
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5.4.3 Working principle of STEM Detectors

The STEM detectors are all basically discs made of a scintillator material which directs
the light (i.e., electron intensity) generated into a photomultiplier tube for recording.
BF detector is a circular disc with an angular collection range from zero to a certain Φ,
the ADF (mid-ADF and HAADF) and ABF detectors are annular discs collecting within a
certain angular rangeΦmin toΦmax. These collection angles can be varied by decreasing
or increasing the camera length (L ∝ 1/Φ) of the detector, respectively. This allows for
the use of a single annular detector for different imaging modes (ADF, HAADF and
ABF). However, such an arrangement would restrict the simultaneous acquisition of a
STEM-ABF and STEM-HAADF image if required.

More often the center of the annular detectors is a hole and thus allows for the scattered
electrons below its inner collection angleΦmin to pass through, which can be collected to
either form a BF image (by a BF detector placed below), or sent to the EELS spectrometer
to generate an EELS spectrum (discussed below). The latter option is more common,
commonly called STEM-EELS, allows for a simultaneous imaging and spectroscopy at
every probe position on the sample. Such opportunities to combine various different
modes in the same acquisition is very unique to STEM, and demonstrates an efficient
use of the scattered electrons that is possible.

5.5 principle of reciprocity : correspondence between stem and hr-tem

Most concepts of the STEM imaging discussed so far are applicable to understanding
image formation in HR-TEM where the illumination is by a parallel beam of electrons as
opposed to a small probe in STEM. This is because, the propagation of electron is time
reversible for elastic scattering, called the ‘principle of reciprocity’ [359]. Which means
that the alignments in HR-TEM to generate an image is equivalent to that in STEM, but
in a reversed order. For example, as illustrated in Figure 5.12, the source plane in STEM
is same as the detector plane in HR-TEM. The condenser lenses used to demagnify the
source in STEM is same as the projector lens used in HR-TEM to magnify the electron
source (necessary for parallel illumination). While the objective lens in STEM focus the
beam, the objective lens in HR-TEM collects the scattered electrons from the specimen
and focusses them to form an image. Similarly, the so called ‘objective aperture’ or the
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‘condenser aperture’ is used in STEM to beam convergence, which is equivalent to the
‘objective aperture’ used in HR-TEM (placed after the objective lens) to form an image.

Figure 5.12: Schematic illustration of the principle of reciprocity between STEM and HR-TEM (or
a conventional-TEM).

5.6 stem-eels spectrum imaging

As discussed in the preceding sections, for every probe position on the sample both elasti-
cally and inelastically scattered electrons can be collected simultaneously (using the mod-
ern ultra-fast spectrometers). While the elastically scattered electrons can be collected by
an ADF/HAADF detector to form an image, the inelastically scattered electrons collected
can be used to generate an EELS spectrum that carries various features characteristic of
the specimen composition and bonding. This combination of ADF/HAADF-STEM imag-
ing and EELS results in the creation of a three-dimensional data cube (Figure 5.13), called
a ‘spectrum image’, wherein the two axes (x and y) correspond to the spatial coordinates
on the sample and corresponding to every spatial coordinate (x, y) an EELS spectrum is
recorded in the third dimension (z). The entire procedure is called ‘STEM-EELS spectrum
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imaging’ which has become an invaluable tool to probing the structure, composition and
bonding aspects of materials.

Figure 5.13: Schematic illustration of ‘spectrum imaging’ in a STEM, which combines
ADF/HAADF-imaging with the recording of EELS signal at every probe position
on the sample. source: adapted from [355]

5.6.1 Recording an EELS spectrum

Depending on the accelerating voltage used in the microscope the kinetic energy of
primary electrons incident on the sample is generally between 40 keV to 300 keV. Many of
them undergo inelastic scattering, and in the process, lose certain amount of their initial
kinetic energies, and finally reach the EELS spectrometer. The kinetic energies lost in the
specimen can be anywhere between few eV to few thousands eV. Thus, a spectrometer
which can detect the smallest differences in their kinetic energies is said to have the best
energy resolution.
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Figure 5.14 shows the schematic illustration of a typical EELS spectrometer whose
function is to collect the inelastically scattered electrons, disperse them based on their
kinetic energies, and display the number of electrons collected (i.e., electron intensity) as
a function of their energy losses (i.e., the EELS spectrum). The entire process is carried
out in four stages, namely (1) electron collection, (2) electron focussing and dispersion,
(3) magnification of electron dispersion, and (4) recording and display of EELS spectrum.

Figure 5.14: Schematic illustration and a photograph showing different components of a typical
EELS spectrometer. source: adapted from [213]

Electron collection is achieved by an entrance aperture (2.5 mm or 5 mm in width)
placed at the entrance of the spectrometer. Use of such apertures serves two objectives, to
cut out the portion of the scattered beam entering that might otherwise cause aberrations,
and to increase the electron collection efficiency. The electrons entering the aperture are
then focused into a magnetic prism with the help of multipole optical elements (e.g.,
quadrupole, octupole as such), which further correct for aberrations. Subsequently, the
electrons enter a magnetic prism, the heart of a spectrometer, which is basically two
parallel faces of an electromagnet applying a uniform magnetic field (B) on the electrons
in a direction perpendicular to their travel (velocity, v). This field exerts a force (F = e vB)
on the electrons, which provides the necessary centripetal force (mv2/R) to cause bending
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action on the electron path. As a result, the electrons travel along the arc of a circle whose
radius R is given by R = (m/(eB)) v, and exit the magnetic prism at 90

◦ deflection to the
initial.

Note that R is dependent on the kinetic energy of the electron (by mass and velocity
terms), which means that the inelastically scattered electrons with higher energy losses
(i.e., low KE) are deflected by much larger angles than those with smaller energy losses
(i.e., low KE). Similarly, the inelastically scattered electrons in general, are deflected to
much larger angles compared to the unscattered (direct beam) and the elastically scat-
tered electrons. In this way, the magnetic prism disperses different electrons based on
their energy losses. Additionally, the magnetic prism also focuses the electrons, in both
axial and radial directions. This brings those electrons of same energy closer together at
the exit of the magnetic prism tube.

Both dispersing and focussing actions of the magnetic prism already generates the
required EELS spectrum, which is nothing but a plot of the number of electrons for
each energy loss value. But, owing to various aberrations (e.g., chromatic) the dispersion
created by the prism is generally weak, and requires further magnification (by aberration-
correction), which is done so in the state-of-the-art spectrometers with the help of another
set of multipole lenses. The magnified spectrum generated is then projected onto a phos-
phor scintillator which converts the electron intensities into photon intensities (by gener-
ating photons from every electron striking ∼1000 photons per one 100 keV electron). The
photon intensities are then captured by the fiber-optic cables which channel them into a
charge coupling device (CCD). The CCD converts these photon intensities into electrical
signals, and enables storage and display of the recorded EELS spectrum electronically.

The recorded spectrum on a M x N pixel CCD camera is in the form of a 2D array of
electron intensities that are arranged in the increasing order of their energy losses (called
the ‘dispersion direction’). The available CCD pixels, also called the ‘channels’ are fixed,
and thus the dispersion used ‘eV/channel’ dictates the maximum energy range that can
be acquired in the spectrum. Methods such as ‘spectral binning’ allow for an extension in
the energy range, by merging more spectral data into each channel, however this comes
at the cost of the reduction in the energy resolution. The final step is to then integrate the
electron intensities of similar energy losses together and plot the measured integrated
electron intensity as a function of energy losses, which we call the ‘EELS spectrum’. An
example of a full EELS spectrum recorded on a CCD is illustrated in Figure 5.15(top
panel).
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Figure 5.15: Example of recorded electron intensities on a CCD camera (bottom), and the plot
of its integrated intensity as a function of energy losses, which we call the ‘EELS
spectrum’ (top). source: adapted from Gatan notes.

5.6.2 Single-EELS and Dual-EELS capabilities

The spectrometer used in the FEI-Titan STEM microscope, called the Gatan Image Filter
(GIF), uses a state-of-the-art 2048 x 2048 pixel CCD camera with an added camera con-
troller that monitors rapid readout and recording of the EELS spectra (∼1000 spectra/s)
[360]. Additionally, instead of collecting the electron intensities over the entire energy
range permitted (0 to 2000 eV, i.e., 2000 channels), a variable energy range can be se-
lected (Single-EELS capability). This is implemented in the spectrometer by applying a
small voltage to the ‘drift tube’ that is used to direct the electron path past the magnetic
prism, which in turn creates a net downward deflection of the dispersed electrons.

Similarly, two different energy ranges can be selected for simultaneous recording, e.g.
one between 0 to 200 eV (low energy loss) and another between 600-700 eV (high energy
loss), this capability is called ‘dual-EELS’. This was not possible until recently as the low
energy loss region is far more brighter in electron intensity (by about 10

6 times) than
the high-energy loss region. To accommodate for this large difference in intensity the
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electron optical conditions required for the spectral acquisition of both regions needed
to be different (e.g., exposure times), and switching between the two conditions would
often result in delayed spectral acquisitions. But, with the recent development of fast
‘electrostatic shutters’, the beam can be blanked-unblanked in about 1 µs, enabling the
spectrometers to record both low and high energy loss spectra, sequentially and under
identical electron optical conditions (e.g., STEM probe, detector alignments as such).

5.7 features in a typical eels spectrum

A typical EELS spectrum (Figure 5.16a) contains an intense zero-loss peak (ZLP) (at 0
eV) representing the electrons that either scattered elastically or remained unscattered
when interacting with the specimen. Since the width of the ZLP is mainly determined
by the energy distribution of the electron source (e.g., wider without a monochromator),
measuring its FWHM reflects the microscope limitation for achieving the best energy res-
olution. Between ZLP to about 50 eV in the spectrum, a series of peaks called the low-loss
peaks appear, representing the inelastic scattering by outer-shell electrons and the accom-
panying single-electron inter- and intra- band transitions, and collective excitations.10

Beyond 50 eV in the spectrum, relatively less intense but distinct peaks can be seen,
called as the ‘core-loss edges’. These are representative of the inelastic scattering from
the inner-shell electrons (Figure 5.16b), and the resulting transition of the inner-shell elec-
tron from the deep core levels to the unoccupied states above fermi-level (Figure 5.16c).
The onset of the core-loss edges appears at an energy loss which equals to the ioniza-
tion energy of the inner-shell electron. Thus, every core-loss edges is characteristic of a
particular element, and its appearance in the EELS spectrum marks the presence of that
element at that particular probe position in the specimen. By scanning the probe over
a selected region in the specimen, this allows for elemental mapping showing the ele-
mental distribution in the area. Additionally, since any change in the oxidation state or
valence changes in the material would lower or increase (a) the ionization energies, and
(b) height of the edges, by tracking these changes in the core-loss edges, the oxidation
state of the material can be estimated.

Note that the electron transitions during inelastic scattering to a final state would be
very sensitive to the local density of states (LDOS) of the excited atom (see DOS picture

10The interband transitions refer to the excitation of valence band electrons to the empty states in the
conduction band. The collective oscillation (i.e., a resonance) of many valence electrons is commonly termed
as the plasmon excitations.
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(a) Typical EELS spectrum

(b) Inelastic scattering event at an
inner shell of an atom.

(c) Excitation of an inner shell e−to an
empty state above the Fermi level.

(d) DOS pic-
ture of
inner shell
excitation.

Figure 5.16: Understanding features in a typical EELS spectrum (adapted from [212]), and in
particular the core-loss EELS (b, c and d) (adapted from [212]).
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of excitation in Figure 5.16d), which is in turn dependent on the bonding and crystal-
lographic environment of the atom. This is represented by the fine structures (ELNES)
appearing in the core-loss edges (and also in the low-loss edges) within first few eVs after
the onset. Any change to alter the electronic structure of the specimen (e.g., doping) will
modify the LDOS; consequently the modulations in the ELNES is modified. Therefore,
by tracking the changes in the fine structures between two different samples of the same
material, its local oxidation state and valence changes can be understood.

5.8 elemental mapping and quantification with core-loss eels signals

Different features appearing in the EELS spectrum (Section 5.7) can be examined to
obtain different aspects of the sample. Use of a particular energy range in the spectrum
is ultimately determined by the nature of information sought. In addition, a suite of
numerical techniques and software procedures are also available to assist in better signal
extraction by background subtraction and noise cancellation. Of particular interest to
the characterization of Pt-alloy catalysts are the core-loss edges of Pt and of its different
alloying elements, which are used in generating elemental maps over a selected region
in the sample. An example is summarized in Figure 5.17 for the case of a Pt-Fe alloy
nanoparticle.

Figure 5.17(a) is the ADF image showing the region over which the ‘spectrum imaging’
was carried out. At every pixel, an EELS spectrum in the core-loss region between 500 to
2500 eV was recorded, e.g. Figure 5.17(b) shows the spectrum summed over pixels located
in the core of the particle. The core-loss EELS spectrum reveals two edges corresponding
to ionization energies of Fe (708 eV) and Pt (2200 eV)(step (1)). A power law background
was fitted to the spectrum, and subtracted, so as to extract only the elemental edges (step
(2)). The energy-loss intensities for both Pt and Fe was integrated to about 100 eV further
from their respective ionization thresholds, named IA and IB, respectively. Values of IA
and IB from the entire region is tracked to generate maps (step (3)). These maps show the
spatial distribution of both elements in the specimen, which can be further color coded
(step (3)), and overlayed with respect to other elemental maps (step (5)).

The elemental concentrations (nA and nB, number of atoms present) are proportional
to the signal intensities IA and IB, given by:

nA/nB = (IA/IB)(σB/σA) (5.6)
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Figure 5.17: Summary of steps involved in elemental mapping with EELS.

Where, σ is the ionization cross-sections (similar to cross-section for elastic scattering)
that can be known for a given microscope conditions, element and integration range.

Using Equation 5.6 the relative composition of Fe and Pt can be extracted. For example,
the composition in the core region of the particle shown in Figure 5.17 was found to be
about 41.4 at.% Pt and 58.6 at.% Fe. Similar analyses on various Pt-alloy nanoparticles
can be found in many publications (Chapter 4). However, given that a sophisticated
microscope setup is required for carrying out such analyses (aberration-corrected STEM
and EELS, and a ultra-fast EELS spectrometer), only a few research groups has been able
to produce such elemental maps.

5.9 recent developments in in situ microscopy of nanoparticles

So far we have discussed the principles of STEM imaging and STEM-EELS in an aberration-
corrected STEM. As discussed in the introductory section, the applications of HAADF-
STEM and STEM-EELS to characterize Pt-alloy PEMFC nanocatalysts span a broad range
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from a simple estimation of particle size-distributions to atomic-level imaging and spec-
troscopy. But, they would be put to most effective use when the catalyst particles can
be characterized in their native environments- during synthesis, phase-transformations,
potential cycling and MEA operations. In the recent years, significant developments have
been made in this direction, particularly with the manufacturing of in situ TEM holders
where the particles can be heated [190–193, 361], or applied an external voltage [198–203]
inside the microscope. In addition, sealed cells (‘closed-cells’) are also being developed
to create a gas or a liquid environment [194–197]. Further combination of these closed-
cells and the functional holders can be a great analytical tool. For example, the ‘in situ
liquid-cell electrochemical holders’ allow for performing electrochemical measurements
using a liquid electrolyte inside the microscope. Similarly, in situ heating inside a gas-cell
allows for studying the adsorption of a gas on the specimen surface (e.g., O2 on a Pt-alloy
surface). These developments are summarized in Figure 5.18.

Although such tools are already available in the market, its adoption to study Pt-alloy
nanoparticles is still very limited. For instance, the microscopy of Pt-alloy catalyst parti-
cles during in situ CV was unprecedented until our first demonstration [202]. Similarly,
tracking of a Pt-alloy nanoparticle under annealing with combined HAADF-STEM and
STEM-EELS was not attempted [192]. To name a few, the barriers for slow adoption of
these in situ techniques include, poor spatial and energy resolution in gas/liquid envi-
ronments owing to plural scattering and high mobility of particles, parasitic reactions
from the beam interaction with gas/liquid environments, and the leakage issues in the
holder that may be detrimental to microscope stability [203, 365]. Ongoing research in
these areas all aim to address these important challenges.
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Figure 5.18: Examples of some recent developments in in situ microscopy. (a), overview of
available techniques (adapted from [362]). (b), Growth process of Pt nanoparticles
(adapted from [363]). (c), Surface faceting in Pt-Co particles during heating (adapted
from [193]). (d), compression test of a hollow CdS sphere (adapted from [363]). (e),
Surface reactivity of Au@Ce2 in gas-phase atmospheres (and vacuum) (adapted from
[364]). (f), Illustrations of gas and liquid phase closed-cells (adapted from [202, 362]).
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5.10 perspective

Despite tremendous progress in developing electroactive Pt-alloy nanoparticles for PEM-
FCs, no practical ORR catalyst is yet in sight, thus the efforts must continue unabated.
The timing and success of these efforts is closely connected to the structural character-
ization tools used, the spatial and energy resolution attainable, and the flexibility to
characterise in situ. Over the years, many imaging and spectroscopic techniques based
on electron microscopy and x-ray absorption have proven to be particularly useful to
carry out such a task. In particular the high angle annular dark field (HAADF) imaging
and electron energy loss spectroscopy (EELS) in an aberration-corrected scanning trans-
mission electron microscope (STEM) are very powerful analytical tools. HAADF-STEM
imaging can provide atomic-number (Z) contrast on the atomic-level, which is exten-
sively used to identify the relative distribution of atoms of Pt and its alloying elements
in the nanoparticle structure. STEM-EELS can provide spectroscopic informations on the
elemental composition, bonding and valence changes. When combined together as in a
‘STEM-EELS spectrum imaging’ the advantages of both techniques can be derived, which
makes it a powerful and complete analytical tool to characterise Pt-alloy nanoparticles.
Various in situ TEM holders are available (e.g., heating and voltage cycling) that allow for
an in situ investigation of the particles in a STEM/TEM. Adoption of such tools however
is still very limited, requiring on the one hand for the technical barriers to be addressed,
and on the other hand for the demonstrative experiments to be attempted.
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6
P L AT I N U M - I R O N A L L O Y N A N O PA RT I C L E S

Previously in Chapter 2 the need for the development of suitable catalysts for the oxygen
reduction reaction (ORR) was discussed. Subsequently, in Chapter 3 the ‘alloying’ as an
effective strategy to improved catalysis on Pt surfaces was presented, which was followed
by a detailed review of the recent progress in the development of Pt-alloy nanoparticle
catalysts (Chapter 4). Such efforts are imperative for widespread commercialization of
the PEMFCs, and as highlighted in Section 3.5, adoption of suitable structural character-
ization techniques is also crucial, in order to succeed in this effort. The present chapter
discusses our findings in regards to the structural and compositional characterization of
Pt–Fe alloy nanoparticle system, studied exclusively with the aberration-corrected scan-
ning transmission electron microscopy (STEM, reviewed earlier in Chapter 5). Most sec-
tions (either in parts or full) have appeared in the following publications: [91, 202, 300].

6.1 motivation and research outline

The Pt–Fe nanoparticles system has gathered a lot of interest, both on the account of its
enhanced ORR electrocatalysis [83, 262, 284–288, 366, 367], and also because of the mag-
netic properties that are deployable in ultrahigh-density information storage [368–372].
The PtFe (L1) ordered phase exhibits a very high uniaxial magnetocrystalline anisotropy
along the c direction of the crystal structure. The Pt3Fe (L12) phase is shown to deliver
an enhanced ORR activity from the compressively strained Pt overlayers that encapsu-
late ordered alloy cores. Therefore, the chemical synthesis of Pt–Fe alloy nanoparticles
in these ordered phases has been extensively studied in the past years. To note a few,
the reported novel alloy structures include intermetallic Pt–Fe/Pt core shells [157], Pt–
Fe–Cu ternary alloy nanoparticles [262], mono-disperse Ni/FePt core shells [373], and
face-centered tetragonal (fct) FePt nanoparticles (see Chapter 2) [374].1

1The reported specific activities for these structures are about 0.55 mA/cm2, 0.75 mA/cm2, 1.95

mA/cm2, and 3.16 mA/cm2, respectively.
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Collaborators C. Bock et al (NRC, Ottawa) synthesized the Pt-Fe catalyst nanoparticles
considered in this report using a wet-chemical procedure (discussed below in Section 6.2),
which were then evaluated for the ORR performance (Section 6.3). At the time of the first
report, these catalysts exhibited the highest activity and extended durability compared to
all the other Pt-Fe designs reported in the literature. In the Section 6.4 below, we discuss
the findings of a detailed investigation of the structure and compositional aspects of
these catalyst particles, studied before and after a series of potential cycling treatments.
We found that initially the catalyst particles had a composite alloy structure, composed
of an ordered Pt–Fe intermetallic alloy core encapsulated in a typically bilayer thick Pt-
rich shell. From a 2-D lattice strain mapping, we find that the bulk strain in the particle
was about 3 % (compressive) with respect to pure Pt. Strain at the surface, however,
was found to be either more compressive or relaxed relative to this. Over the course of
10000 cycles, we fond that the ordered alloy core remained virtually intact, while the Pt
shell suffered a continuous enrichment. With the exception of the relaxation effects at the
surface, strain in the bulk of the structure was found to be preserved, which we believe
was responsible for the high catalytic durability observed in these catalysts.2

As discussed previously in Section 4.2.1, the thermal treatments are a commonly
followed pretreatment routine for Pt-alloy catalyst particles. This is because the wet-
chemical synthesis yields a disordered alloy structure (face-centered cubic (fcc) A1 phase
in Pt–Fe particles). Many reports indicate that such disordered alloy catalyst particles
can be catalytically less durable compared to the ordered particles (discussed in Sec-
tion 4.2.1). A thermal treatment enables sufficient diffusion of solute and the alloy atoms,
required to transform from the disordered A1 phase into an ordered alloy phase (e.g.,
L10 and L12 equilibrium phases). It is also widely known that the thermal treatments
can promote surface segregation of the constituent elements, in addition to the order-
ing process. In the case of Pt–Fe alloy system, the surface-segregation of Pt is what is
commonly reported [83, 367, 375–381]. The preference of Pt over Fe for segregation is
ascribed to the larger atomic radius, and also the low surface energies of Pt atoms as
compared to Fe. In contrast, both the ex situand in situ thermal treatments (i.e., annealing
in a furnace vs. inside the microscope) of Pt–Fe particles that we conducted, confirmed
the surface segregation of Fe. We discuss these results in Section 6.5. Our findings fur-
ther revealed that the surface segregation of Fe precedes the ordering process, and has
a dramatic effect on the local crystallographic arragement of the ordered lattice that is
being formed. It is important to point out that the in situ approach involved tracking of a
single-nanoparticle with both STEM imaging and spectroscopic techniques, which is not

2only about 9 % loss in the specific activity despite treating over 10000 potential cycles.
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limited to only studying Pt–Fe particles, but rather is an approach useful in studying the
phase transformations of many other Pt-alloy catalyst systems.

Finally, as an advancement to the traditional approach of characterizing the catalyst
particles before and after cycling, we used the recently developed ‘liquid cell electro-
chemical holders’ to monitor the structural evolution of Pt–Fe catalyst particles during
the course of potential cycling. We discuss these findings in Section 6.7. The liquid cell
holders allow for the simultaneous potential cycling catalysts inside a TEM, the record-
ing of a CV, and the visualization of structural evolution. We believe this can serve as
a model study to carryout further investigation of many other catalyst systems. With
regards to Pt–Fe particles, we find that the coarsening mechanism is not uniform, both
in space and in time scale. The growth rate was found to be site- and potential- depen-
dent. The particles attached to the electrode, and those isolated in the electrolyte, were
found to behave differently. This was consistent with the finite element modeling of local
current perturbations that we conduced in collaboration with other researchers.

Above findings either in parts or full have appeared in three published articles listed
in refs: [91, 202, 300]. A detailed discussion is provided in the following sections, but
we first start by describing the procedure used to synthesize the particles studied in this
work.

6.2 synthesis of pt-fe alloy nanoparticles

Collaborators Bock et al (NRC, Ottawa) synthesized the Pt-Fe alloy nanoparticles by a wet
impregnation of Pt/C nanoparticle precursors with Fe-salt (Fe(NO3)3.9H2O (Alfa Aesar,
99.99 % Fe basis)) [382]. The particles were then supported onto the Vulcan XC-724R
carbon microparticles. The steps involved in the synthesis process can be summarized as
follows.

First, the Pt/C precursor nanoparticles were synthesized using the polyol method. About
0.4652 g of PtCl4 salt (Alfa Aesar, 99.9 % metal basis) was dissolved in about 50 mL of
ethylene glycol containing 0.15 M NaOH.3 The solution was stirred for 1 h at RT, and
subsequently heated under a reflux at 160

◦C for 3 h. A dark brown colloidal Pt solution
was formed in this manner, which was then allowed to cool in air for 1 h. Subsequently,
the Pt solution was mixed with about 1.077 g of Vulcan XC-72R (1.077 g) and 1 M HNO3

(added to stabilize pH). The entire solution was allowed to stir for 24 h. After 24 h,
3The pH of the solution was found to determine the resulting particle size.
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the Pt/C powder was filtered, extensively washed (in water and ethanol), and then air
dried at 80

◦C overnight, before finally homogenizing in a glass mortar by grinding.
From subsequent TEM characterizations, the extracted powder was confirmed to be Pt
nanoparticles deposited on the carbon support (Pt/C).

Figure 6.1: A collage of STEM-EELS Pt, Fe and Pt vs Fe elemental maps of representative as-
synthesized Pt-Fe nanoparticles.

For synthesizing Pt-Fe alloy nanoparticles, about 500 mg of Pt/C precursor powder was
first ultrasonically dispersed in water.4 Subsequently, about 0.2072 g of Fe-salt (Fe(NO3)3.9H2O

5)
was added into the prepared Pt/C suspension.6 The dissolution of Fe-salt in the Pt/C
solution was monitored by constant stirring, and few drops of 1 M HNO3 was occasion-
ally added so as to maintain the pH at 4. The solution was well stirred for 30 min at
RT, and subsequently air dried (at 80

◦C for 3–4 h) to evaporate out water. The dried

4
120 mL in a 250 mL beaker for 1.5 h

5Alfa Aesar, 99.99 % Fe basis.
6Amount of suspension: 0.5 g of 20 wt %
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catalyst particles specific activity mass activity ecsa

µa/cm2
a/mgpt m2/gpt

Pt/C 170 ± 2 0.11 ± 0.01 60

Pt-Fe(800)(conditioned)(initial) 550 ± 50 0.23 ± 0.05 42

Pt-Fe(800)(conditioned)(6000 cy.) 500 ± 30 0.11 ± 0.03 50

Pt-Fe(800)(conditioned)(10000 cy.) NA1 NA1
36

1 could not be measured due to poor quality of ORR curves after 10000 cycles.

Table 6.1: Measured ECSA, mass and specific activities of Pt-Fe(800)(conditioned) catalyst particles.
source: [382]

powders were ground in a glass mortar to homogenize the products. Figure 6.1 shows
high-resolution STEM-EELS elemental mapping of these particles. The inhomogeneous
distribution of bright and dark intensities in the Pt and Fe maps (see white arrows) in-
dicate structural and compositional inhomogeneities within the particle structure. Thus
forward, we refer to the state of such as-synthesized Pt-Fe particles as being ‘disordered’.

Subsequent discussions present annealing experiments conducted on the as-synthesized
Pt-Fe particles. Unless otherwise noted, the samples were all annealed in a Lindberg Blue
tube furnace maintained under a reducing atmosphere (92% Ar / 8% H2). Particles an-
nealed at 800

◦C for 3 h would be particularly important, and thus forward, we refer to
them as ‘Pt-Fe/C(800)’ particles.

6.3 electrochemical assessment of orr performance

Collaborators Bock et al measured the ECSA, mass and specific activities of Pt-Fe(800)
catalysts with respect to pure Pt/C(800). However, before any such measurements were
made, the Pt-Fe(800) particles were first ‘conditioned’ under CV by cycling over about
50 voltage cycles.7 In the subsequent discussions, the conditioned particles are denoted
as ‘Pt-Fe(800)(conditioned)’. Table 6.1 summarizes the measured ECSA, mass and spe-
cific activities of the Pt-Fe(800)(conditioned) particles, measured at 0.9 V, and using the
protocol described earlier in Section 3.4.

7Note that the CV-conditioning of catalyst particles is more or less, a routine procedure followed to
improve the ORR activities, as discussed earlier in Section 4.2.1.4
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The measured activities indicate that the Pt-Fe(800)(conditioned) catalysts showed > 3

fold enhancement in the specific activity compared to the state of the art Pt/C catalysts
(550 µA/cm2 vs. 170 µA/cm2). Bock et al further conducted long term durability tests
of the Pt-Fe(800)(conditioned) catalysts over 10000 potential cycles. The measured mass-
and specific- activities at the end of 6000

th cycle are noted in Table 6.1. The % changes
in these values relative to the initial (before cycling), are summarized in the bar chart
shown in Figure 6.2. As can be seen, despite treating over 6000 cycles only a negligible
decrease in the specific activity is observed (∼9.8 % compared to the initial). This in-
dicates that the Pt-Fe(800)(conditioned) catalysts exhibited stable catalytic performance.
In contrast, other Pt-Fe alloy nanoparticles synthesized with different Fe concentrations
(e.g., ‘Pt3Fe(800)(conditioned)’ with 0.0691 g Fe salt) had performed relatively poorly
[382]. Unlike specific activity, the observed trend in the mass activity indicates a large
decrease in the mass activity over cycling. Recall that the mass activity refers to the cat-
alytic performance on the mass basis. In this case, a decrease in the mass activity should
not be treated as a sign of low catalytic performance, since Bock et al also observed a sig-
nificant loss in the electrochemical surface area (ECSA) during cycling. One major source
of the loss of ECSA (and thus, mass activity) is the loss of catalyst aggregates from the
electrode surface, e.g., by dissolution into the electrolyte during cycling.

Figure 6.2: Bar chart indicating % change in mass- and specfic- activities of Pt-
Fe(800)(conditioned) catalyst particles relative to Pt/C, before and after 6000 electro-
chemical cycles.
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6.4 correlating enhanced activity and durability to the nanoparticle

structure

To understand the structural factors responsible for the observed enhancements seen in
the activity and durability, we carried out HAADF-STEM characterization of the pris-
tine ‘Pt-Fe(800)(conditioned)’ particles, and then compared to particles after 10000 cycles.
In particular, we investigated factors such as strain, surface-structure and bulk atomic-
structure that determine specific activity. Theseresults are discussed as follows.

(a) Schematic illustration of a Pt-Fe particle bear-
ing an ordered intermetallic alloy core encap-
sulated by a Pt-rich shell. Pt and Fe atoms are
represented by gray and yellow, respectively.

(b) HAADF-STEM image of a representa-
tive Pt-Fe(800)(conditioned) particle ori-
ented along 010 zone-axis. Red and blue
shapes identify atomic-columns of Pt
and Fe, respectively.

Figure 6.3: Structural characterization of a Pt-Fe(800)(conditioned) nanoparticle revealing ordered
intermetallic core/Pt-shell structure.

6.4.1 Investigating catalyst structure with electron microscopy

Structural and elemental analyses of the ‘Pt-Fe(800)(conditioned)’ catalyst particles was
performed using HAADF-STEM imaging and STEM-EELS, respectively. The HAADF
analyses were further supported with multislice image simulations. We find that the ‘Pt-
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Fe(800)(conditioned)’ catalyst particles bear an ordered intermetallic alloy core that is
encapsulated in a Pt-rich shell (schematically represented in Figure 6.3a). The findings
are discussed in three separate sections as follows.

6.4.1.1 HAADF-STEM imaging

Figure 6.3b illustrates atomic resolution HAADF-STEM image of a typical Pt-Fe(800)(conditioned)
catalyst particle. The particle is oriented along [010] zone-axis. In this particular orienta-
tion, the electron probe is incident on pure atomic-columns of Pt and Fe along the thick-
ness of the projected specimen. The Pt and Fe atomic-columns are visible as ‘spheres’
in the HAADF-STEM image. Recall from the STEM imaging fundamentals (Section 5.5)
that the intensity (I) in a HAADF-STEM image is proportional to the atomic-number of
the elements probed (I ∝ Z1.7). Therefore, the bright atomic-columns in Figure 6.3b can
be identified as the heavier Pt (Z = 72), and the darker columns can be identified as the
(relatively lighter) Fe (Z = 26).

A careful inspection of the image intensity in Figure 6.3b reveals that the brighter and
darker atomic-columns, i.e. the Pt and Fe atomic-columns, alternate in the core region of
the projected particle. This suggests that the core is composed of an ‘ordered intermetallic
alloy’. In contrast, no such alternating contrast can be seen in the particle ‘shell’ region,
instead the atomic-columns are preferentially brighter, thus indicating that the particle
has a ‘Pt-rich shell’. Together, these findings indicate that the ‘Pt-Fe(800)(conditioned)’
catalyst particles have an ordered intermetallic alloy core that is encapsulated in a Pt-
rich shell. Thus forward, we refer to this catalyst structure as the ‘ordered intermetallic
core-shell’ (IMCS) structure.

Figure 6.4 shows a montage of various other particles. For those that are oriented
along the same zone axis as the the particle in Figure 6.3b, e.g. the particle at the top-left
corner), the contrast variations characteristic of the IMCS structure (discussed above) can
be observed. Additionally, a careful inspection of the Pt-rich shell in these images reveals
that the shell is about 2-3 atomic-layers thick.
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Figure 6.4: Montage showing HAADF-STEM images of many ‘Pt-Fe(800)(conditioned)’ particles.
In most cases, HAADF intensity pattern characteristic of ordered intermetallic alloy
core/ Pt-shell structure can be observed in the core- and the shell regions of the par-
ticles. In few cases, partial disordering can be observed attributed to heat-treatment
effects.

6.4.1.2 Multislice image simulations

In support of the HAADF-STEM analyses discussed above, we carried out image simula-
tions based on multislice method.8 Here we created a 3 nm atomic-model of a hypothet-
ical IMCS particle, oriented it along the [010] zone-axis to match with the experiment,
and simulated its HAADF-STEM image.

Figure 6.5a show the 2D projection of the atomic-model and the corresponding simu-
lated HAADF-STEM image. The atomic-model was created using the commercial Crystal-
maker software, and the simulation inputs included the atomic-coordinates obtained from
the model, the probe convergence angle, and the collection semi angles of the HAADF
detector.

8Multislice method is a widely followed approach to simulate electron microscopic images for varying
detector angles, microscope parameters and the crystal lattice. Conceptually, the specimen is divided into
many thin slices, and the atomic potentials for each individual slice is considered. The incident electron
wave function ψinitial is modified under the atomic potential, layer by layer, and finally the electron wave
function ψexit is calculated upon exiting from the surface of the specimen, called the electron exit-wave
function. ψexit can then be used to reconstruct the final image for the given 2D/3D crystal. See [383–385]
for an exhaustive review of the algorithm.
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(a) 2D projection of the atomic-
model used to simulate.

(b) Simulated image. (c) Experimental HAADF STEM
image.

(d) Intensity profiles along the line scans for the simulated (top) and experi-
mental (bottom) images.

Figure 6.5: Multislice image simulation of the Pt-Fe(800)(conditioned) particle structure.
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Figure 6.5b and Figure 6.5c show the simulated image and the experimental HAADF-
STEM image, respectively. For both images, the intensity profiles were taken along a line
scan, one in the shell region (Scan 1), and the other in the core region (Scan 2) of the
particles. These are shown in Figure 6.5d (top (simulated), bottom (experimental). By
comparing the two, it can be seen that the variation in the HAADF-STEM intensity at
the core and shell regions observed for an experimental image is consistent with the sim-
ulation result obtained. Scan. 2 (gray) corresponding to the core exhibits an alternating
profile, but terminates with a stepped decrease in intensity following a decrease in the
number of Pt-atoms at the shell due to the expected thickness variation. The inter-peak
distance at the shell measured by Scans. 1 and 2 are self-consistent both for an experi-
mental image and simulation as indicated by the green arrows. This further confirms that
a stepped decrease observed at the terminating ends of line scans is due to disordered
Pt-rich shell, while the alternating profile corresponds to an ordered core.

It is noticeable from the 2D intensity line profiles shown in Figure 6.5c and Figure 6.5d
that the atomic-columns in simulation appear in the form of distinct ‘peaks’, whereas in
the experiment they appear in the form of ‘valleys’ with significant overlap onto one an-
other. This indicates that the achievable spatial resolution in the experiment was poorer
compared to simulation, despite the fact that a sub-angstrom resolution probe was propa-
gated in both the cases. The observed loss in the spatial resolution during the experiment
is attributed to scattering or spreading of the electron probe intensity within the speci-
men. This limitation is usually referred to as ‘specimen broadening’ in the literature,
and it remains one of the major limiting factors for the ultimate spatial resolution in
the aberration-corrected STEMs. The seminal work by Dwyer and Etheridge studied the
scattering behaviour of small electron probe in silicon [349]. The probe was centered on a
specific atomic-column in the specimen, which we call as the column of interest. Dwyer
and Etheridge observed that for a given probe size, the probe intensity scattered beyond
the column of interest. For e.g., for probes of sizes 2 Å, 4 Å and 0.7 Å, the majority of the
total intensity was found to lie beyond 0.2 Å of the column of interest. This effect was
particularly more pronounced when the probe size was extremely small. For e.g., for the
0.7 Å probe, the probe intensity on the column of interest was nearly zero at a depth of 80

Åalong the thickness of the specimen. This is attributed to the large convergence angles
required to form smaller probes that accompanies larger components of the transverse
momentum. Additionally, the effect of specimen broadening on the spatial resolution
also depends on the thickness and the orientation of the specimen. The same simulations
by Dwyer and Etheridge indicated that for thicknesses greater than 100 Å the contribu-
tion from the column of interest to the HAADF signal tends to decrease, while that from
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the neighbouring columns tends to increase. When compared to the characteristics of
intensity distribution for crystal oriented along [100], the oscillations of intensity in [110]
with the depth was found to be more pronounced. The effect of crystal orientation on
the specimen broadening is attributed to the decreased nearest-neighbour separation be-
tween the columns in [110] (compared to [100]), as a consequence of which a significant
overlap between the projected potentials of individual atomic-columns in the specimen
is expected.

6.4.1.3 STEM-EELS elemental mapping

Elemental mapping of the Pt-Fe(800)(conditioned) catalyst particles was performed us-
ing STEM-EELS technique (discussed earlier in Section 5.6). Figure 6.6 shows Pt (red)
and Fe (green) maps generated over an edge of a typical Pt-Fe(800)(conditioned) par-
ticle. Note that under the STEM-EELS spectrum imaging conditions employed here,9

an ‘atomic-level spectroscopy’ has been possible. In other words, the chemical composi-
tion of the individual atomic-columns along the projected thickness is being elucidated.
From the composite Pt vs Fe map shown in Figure 6.6, it can be seen that the Pt and Fe
atomic-columns alternate in the core-region of the particle, whereas the shell region is
Pt-rich. These observations are both characteristic of an ordered IMCS structure, which
is consistent with the HAADF-STEM imaging analyses discussed earlier.

Figure 6.6: STEM-EELS compositional mapping of Pt and Fe over the edge of a Pt-
Fe(800)(conditioned) particle.

9High tension: 200 kV, EELS spectrum range 450 eV – 2450 eV, Current: 260 pA, Exposure time per pixel:
0.05 secs, Data set size: 46 x 44 pixels
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6.4.1.4 Note on the alloy composition of the particle core

Previously, Chan and Botton et al [386] have performed XRD analyses on the Pt-Fe(800)(conditioned)
particles, and inferred that the core alloy structure is possibly in a Pt3Fe2 composition
(a = b = 3.865 Å and c = 3.769 Å). However, our subsequent STEM-EELS compositional
analyses and the quantification of Pt-M4,5 and Fe-L2,3 edges revealed a dispersion in the
composition across different particles in the batch. For example, as summarized in the
Table 6.2 the core alloy composition of a larger nanoparticle (∼50 nm) was about Pt/Fe =
41/59, whereas that of a smaller nanoparticle (∼6 nm) was about Pt/Fe = 59/41 (see Table
footnote for parameters used for the EELS quantification).10 Since the Pt-Fe bulk phase di-
agram suggests only three ordered alloy phases namely Pt3Fe (75/25), Fe3Pt (25/75) and
PtFe (50/50), the alloy mixtures found in the Pt-Fe(800)(conditioned) particles can thus
be simply regarded as ‘metastable phases’, as opposed to being ‘equilibrium phases’.

particle At.% Pt At.% Fe

Pt-Fe(800)(conditioned)(diameter ∼ 50 nm) 41
1

58
2

Pt-Fe(800)(conditioned)(diameter ∼ 9 nm) 58
3

41
4

1 M edge, signal counts: 678128 ± 1318.8, cross-section: 897.9 ± 179.6 barns
2 L edge, signal counts: 1199068 ± 3283.9, cross-section: 2500.7 ± 250.1 barns
3 M edge, signal counts: 3189908 ± 3631.3, cross-section: 1050.5 ± 210.1 barns
4 L edge, signal counts: 13026533 ± 8295, cross-section: 3030.2 ± 303 barns

Table 6.2: Quantification of Pt and Fe content in the Pt-Fe(800)(conditioned) particles.

A dispersion in the compositions of different Pt–Fe particles can be attributed to the
polydispersity in the particle sizes evidenced in the sample. See Figure 6.9b(red plot) for
the measured size-distribution histogram of over 900 Pt-Fe(800)(conditioned) particles.
Many studies have found such size-dependency of particle composition, in the heat-
treated samples (Section 4.2.1). This is also consistent with our detailed analyses of the
heat-treated particles studies, which we discuss later in Section 6.5.

10Beam energy: 300 keV, Collection angle: 34 mrad, Convergence angle: 19.6 mrad. In all the measured
compositions, the error estimated was less than 5 %.
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6.4.2 Estimation of lattice strain in the catalyst particles

As discussed previously, the compressive strain induced on the Pt surface is a deter-
mining factor for the ORR activity. In the case of Pt-Fe(800)(conditioned) catalyst par-
ticles, a compressive strain on the Pt-rich shell induced by alloy core will be expected.
Using the atomically resolved HAADF-STEM images, and a computer-code that we de-
veloped in house, we could perform lattice strain mapping over a projected 2D area of
the particles. The code developed is applicable to any nanoparticle image, so long as the
nanoparticles are atomically-resolved. For the sake of demonstration, an example of a Pt-
Fe(800)(conditioned) particle oriented along [110] zone-axis is discussed in the present
section (Figure 6.8).

Procedure for estimating strain
Figure 6.7a shows the schematic representation of 2D projected area of a typical Pt-Fe
alloy particle oriented along [110] zone-axis. Lattice parameters a and c were obtained
from the XRD estimation of the catalyst alloy core composition (a = 3.865 Å, c = 3.769

Å). White and brown spheres visible in Figure 6.7a reveal relative locations of Pt and Fe
atomic-columns, respectively. From such an arrangement, a triangular patch bound by
three atomic-coordinates (xi,yi) (i = 1, 2, 3) is considered. The % strain in this triangular
patch for a catalyst particle is calculated, by taking the ratio (η) of the measured area for
a catalyst particle with respect to that in a pure Pt.

(a) Schematic representation of a
2D projected area of a Pt-Fe
alloy particle oriented along
110 zone-axis.

(b) Illustration of steps to accurately locating an atomic-column in
HAADF-STEM image.

Figure 6.7: Illustrations of procedure to estimating lattice strain in nanoparticles from HAADF-
imaging.
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The patch areas for the alloy and pure-Pt cases are represented by ‘Salloy’ and ‘SPt’,

respectively, and the ratio η =
Salloy
SPt

.

The % strain along a direction is defined as (a−aPt)
aPt

x100, where a and aPt are lattice pa-
rameters for catalyst particle and pure-Pt, respectively. The triangular patch areas (Salloy

and SPt) are related to respective lattice parameters as:

For a pure Pt particle, a = b = c = 3.924 Å. So the triangular patch area SPt marked in
Figure 6.7a would be: SPt =

1
2(a)(

a

2x
√
2
) = 2.72237Å2

For a catalyst particle, we first estimate the patch area in the core of the particle using
the lattice parameters estimated by XRD analyses (a = b = 3.865 Å and c = 3.769 Å).
Salloy = 1

2(c)(
a

2x
√
2
) = 2.5755Å2

From the calculated SPt and Salloy, we can estimate the % strain in a alloy triangular
patch using the following expression, referred to as the ‘theoretical strain’ (Ψtheo).

Ψtheo =
√
η− 1) x 100 = (

√
Salloy

SPt
− 1) x 100 = −2.73% (6.1)

The code written estimates the area of every triangular patch in the experimental
HAADF-STEM image (Si), and its % deviation (µ) from the calculated Salloy is estimated.

µi =
(Si − Salloy)

Salloy
x 100 (6.2)

The required ‘strain Ψ’ at every patch in the image is given by:

Ψi = (

√
Si

Salloy
− 1) x 100 = (

√
(
µi
100

+ 1) − 1) x 100 (6.3)

This indicates that by mapping the calculated µi spatially, a 2D lattice strain map can
be generated.
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As shown in Figure 6.8, the generated strain map is overlaid on the corresponding
HAADF-STEM image, and color-coded to indicate different µi values. The more negative
the µi for a triangular patch is, the larger the compressive strain Ψi is.

Procedure for measuring the patch area from the HAADF-STEM images
In order to measure the area of the triangular patch in the HAADF-STEM images, the
three atomic-coordinates first needed to be precisely identified, for which we followed
a series of image processing techniques using ImageJ. First, the raw HAADF-STEM im-
ages were 2D gaussian filtered, and then, background subtracted. Second, a maximum
filter was applied to the background subtracted image using a set mask. The position of
the atomic-columns was then obtained as the peak local maximum of all the intensities
within this mask area. These steps are illustrated in Figure 6.7b for an particle oriented
along [110].

For every set of three atomic-coordinates illustrated in Figure 6.7a and Figure 6.8(a),
the area of the triangular patch is given by:

Si ((x1,y1), (x2,y2), (x3,y3)) =
1

2
(x1y2 − y1x2 + x2y3 − y2x3 + x3y1 − y3x1) (6.4)

Figure 6.8: Illustration of lattice strain mapping: (a) Gaussian filtered HAADF-STEM image of an
edge of a Pt-Fe(800)(conditioned) nanoparticle. (b) 2-D lattice strain mapping over the
region shown in (a).
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Findings
2D lattice strain map generated for a Pt-Fe(800)(conditioned) particle is shown in Fig-
ure 6.8. Close inspection of the color codes in different regions indicates that the strain
distribution within the particle is non-uniform. The non-uniformity seems to be stronger
in the shell region than the particle core. For example, sites identified by the white ar-
row seems to be more relaxed compared to the core, whereas the site identified by blue
arrow seems to be relatively more compressed. This shows that every site in the shell
region is not necessarily strained compressively. Thus, we expect that the strain effect on
the observed activity enhancement in the Pt-Fe(800)(conditioned) particle batch is likely
from an average effect of all the compressed sites located in the entire catalyst batch. The
average strain in a given area can be estimated as an average of the measured Ψi (see
Equation 6.4) of all the patches within the selected area (i.e., ΣΨi/N, where N is the no.
of patches in the area). Our calculations indicate that the lattice strain in the core is about
3 %, which is in very good agreement with the calculated ‘theoretical strain’ from the
lattice parameters obtained from XRD analyses (2.73 %).

6.4.3 Monitoring structural evolution of catalysts over cycling

Structural evolution of Pt-Fe(800)(conditioned) catalyst particles over 10000 cycles was
studied using a combination of techniques: low-mag BF-TEM images to understand the
size evolution, XRD analyses and HAADF-STEM images to understand the evolution
in morphology, phase and atomic-ordering on the bulk (i.e., catalyst batch) level and
atomic-level, respectively. Discussed below are our findings revealing that the atomic-
ordering is still preserved at the end of 10000 cycles, which explains the exceptional
catalytic durability observed in these particles.

6.4.3.1 Combined BF-TEM, HAADF-STEM, XRD and EDS analyses

Figure 6.9a shows the representative low-magnification bright-field (BF) TEM images of
the non-cycled (left) and cycled (right) catalyst particles, respectively. Using numerous
such images for both the samples, sizes of over 1030 particles systematically sampled at
various sites on the TEM grid were measured. The resulting size distributions are plotted
for the non-cycled and cycled catalyst batches are shown in Figure 6.9b, respectively.
Results indicate that the average diameter of the nanoparticles increased by nearly 1 nm
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(a) Low-magnification BF-TEM images of Pt-Fe(800)(conditioned) parti-
cles before (left) and after (right) potential cycling (10000 cy).

(b) Measured particle size distribution his-
togram of non-cycled (red) and cycled
(blue) samples.

Figure 6.9: Size evolution in the Pt-Fe(800)(conditioned) particles over the course of potential
cycling.
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upon treating over 10000 cycles, which is further validated by XRD analysis that showed
about 1.2 nm difference in the crystallite sizes.

It is important to note however that the size enlargement seen in these particles is
much smaller compared to that observed in various other Pt-Fe catalyst designs [387].
Such small size enlargements can be attributed to enrichment in the shell thickness, pos-
sibly from the redeposition of Ptx+ species following a dissolution into the electrolyte via
Ostwald ripening. This hypothesis is further supported by a much broader distribution
(or a longer tail) in the size-distribution of ‘cycled batch’ compared to the ‘non-cycled’
(see Figure 6.9b), which is a characteristic of the ripening mechanism (Section 3.3.1). Ad-
ditionally, an inspection of the shell regions in the HAADF-STEM images of different
‘cycled particles’, of different sizes (Figure 6.11, discussed later) confirms that the shell
thickness is getting thicker as a result of cycling.

Figure 6.10a compares the XRD patterns of non-cycled and cycled catalyst batches.
The two small shoulders at 2θ values of 49.2 (due to (002) reflection), and 70.6 (due to
(202) reflection), correspond to lattice compression from cubic to a tetragonal ordered
PtFe type alloy structure. A leftward shift in the (111) peak toward smaller 2θ values
indicates Pt enrichment upon sequential cycling. Most importantly, the presence of the
(110) superlattice reflection at around 2θ = 39.77 confirms that the atomic-ordering (in
the alloy core) is retained even after 10000 potential cycles. This result is consistent with
the atomic-resolution HAADF-STEM images, where the characteristic contrast variation
for ordering (alternating bright and dark intensities) is visible even in the cycled particles
(e.g., Figure 6.10c). We attribute the catalytic durability observed in these catalysts to this
sustenance in the atomic-order, as the retention in the ordered alloy structure implies
that the lattice strain effects is preserved, which we know is responsible for the enhanced
ORR activity.

A newly developed peak at 2θ = 39.9 in the XRD pattern (Figure 6.10a) of cycled
particles suggests evolution of Pt-rich phase, which is further supported by the gradual
increase in the Pt/Fe compositional ratio over cycling, obtained from doing EDS point
analyses (Figure 6.10b). Since the HAADF-STEM images does not evidence any Pt-rich
phase in the particle cores, the XRD and EDS measurements confirm shell enrichment
in the particles, preferentially via a redeposition of Pt atoms. Further notice from (Fig-
ure 6.10b) that the increase in Pt/Fe ratio during the initial 3000 cycles is much steeper
than the later cycles. This is possibly because of the presence of relatively higher percent-
age of smaller particles during these cycles. Consequently, the ripening process results
in a higher dissolution of the Ptx+ species, which in turn results in a higher rate of Pt
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(a) XRD patterns of non-cycled and cy-
cled samples.

(b) Plot of Pt/Fe ratio obtained from EDS
point analysis as a function of cycle num-
ber.

(c) Atomic-resolution HAAD-STEM images of non-cycled and cy-
cled particles. Green circles highlight regions where atomic-
columns alternate with bright/dark intensities. Red circles
highlight regions where atomic-columns appear preferentially
brighter.

Figure 6.10: Evolution of structural ordering and composition in Pt-Fe(800)(conditioned) particles
over the course of potential cycling.
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redeposition. A relatively less steep increase in the Pt/Fe ratio is expected for the ripen-
ing process beyond 3000 cycles, since the dissolution rate of larger particles formed is
much slower than the initial smaller particles. Importantly, note that the initial catalyst
alloy structure is largely maintained despite cycling (with the exception of thickening of
the outer shells). Consequently, the ORR activity of these catalysts is expected to be also
preserved to great extent, consistent with the considerably small loss in the activity from
over 10000 times cycling (∼9 %).

We call the degradation trend discussed above as the ‘static core dynamic shell’ (SCDS)
regime, which is in contrast to the ‘dynamic core dynamic shell’ (DCDS) regime com-
monly seen for the disordered Pt-M alloy nanoparticles. While the SCDS regime results
in a better catalytic durability from the retention of alloy structure, the DCDS degrada-
tion regime results in significant decrease in the activity from the loss of alloy structure
caused by the dissolution of M atoms during cycling.

(a) Left: Plot of ordered core volume vs particle size.
Right: Plot of Pt-rich shell volume vs particle size.

(b) Plot of Pt/Fe ratio obtained from EDS point
analysis as a function of cycle number.

Figure 6.11: Quantification of changing ordered core and Pt-rich shell volumes over the course of
cycling.

6.4.3.2 Quantitative HAADF-STEM to understand time-evolution of ordering

In support of the SCDS degradation regime in ‘Pt-Fe(800)(conditioned)’ catalysts dis-
cussed in the previous section, we quantified the time-evolution of ordered alloy core
and the Pt-rich shell during cycling, with the help of HAADF-STEM images. The pro-
cedure involved, calculating the volume (V = 1/6πd3) of the core and the shell regions
of many non-cycled and cycled particles. Diameter (d) required to calculate the respec-
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tive core and shell volumes was measured from the atomic resolution HAADF-STEM
images assuming a spherical 3D volume for the entire particle. An example is illustrated
in Figure 6.11a.

Figure 6.11a shows the variation in the estimated core- and the shell- volumes as a func-
tion of particle sizes, for both non-cycled and the cycled samples. The plots demonstrate
that an average catalyst particle (3.2 to 4.2 nm large) retains ordered cores with negligi-
ble change in their volumes despite 10000 potential cycles (∼2 % change), whereas the
volumes of the shell increased by about 50 % upon cycling, indicating shell enrichment.
These findings corroborate with the SCDS degradation regime demonstrated earlier. Ta-
ble 6.3 summarizes the estimated core and shell volumes for an average particle in the
non-cycled and cycled batch of particles.11

particles Size (nm) Pt/Fe ratio1 Core volume (nm3) Shell volume (nm3)

Non-cycled 3.19 1.2 ± 0.1 21.51 10.52

Cycled 4.06 4.6 ± 0.5 22.06 18.41

1 From EDXS point analyses.

Table 6.3: Estimated core and shell volumes for an average particle in the non-cycled and cycled
Pt-Fe(800)(conditioned) batch of particles.

6.4.3.3 The catalyst degradation parameter, and its estimation

We term the volume ratio of the core to the shell of a catalyst particle as its ‘structure
parameter’. Figure 6.11b shows the estimated ‘structure parameter’ for particles in both
non-cycled and cycled samples, plotted as function of their sizes. As shown, a linear
relationship can be used to describe the ‘structure parameter vs. particle size’ plot. We call
the area measured under the fitted line for a set span of particle sizes, as the ‘integrated
area’ (INon-cycled and ICycled) as in Figure 6.11b). We then define an important quantity, the
‘catalyst degradation parameter’ of a catalyst design, as the ratio of the ‘integrated areas’

11It is important to note that the corresponding values for the core/shell volume of the average particle
is obtained from the intercepts onto the ‘fitted’ profile of the plots shown in Figure 6.11a. In other words,
this represents the selected average core/shell volumes of the selected average particle in the non-cycled
and cycled samples.
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of the cycled and non-cycled samples calculated within a size-span that is equal to the
difference in their average particle sizes (∆r).

Catalyst degradationparameter =
ICycled

INon−cycled

∣∣∣∣
∆r

(6.5)

By definition, the higher the ‘catalyst degradation parameter’ for a catalyst design
is, the poorer would be its catalytic durability. For the case of ‘Pt-Fe(800)(conditioned)’
IMCS catalyst particles, the estimated ‘catalyst degradation parameter’ over the course
of 10000 cycles is about 0.27. This simple method allows for the determination of the
‘catalyst degradation parameters’ of many other catalyst nanoparticle designs. Once a
sizeable set is formed, we propose that the ‘catalyst degradation parameter’ will serve as
an invaluable tool to screen different catalyst designs. For example, catalyst designs be-
yond a set ‘catalyst degradation parameter’ threshold can be considered more practical
for the ORR. The catalyst design with the smallest ‘catalyst degradation parameter’ will
eventually emerge as the most durable catalyst for the PEMFCs. Although a comparison
of mass- and specific- activities is already serving such a task, we believe that the use
of ‘catalyst degradation parameter’ can be much more reliable. This is because the mass-
and specific- activities are measures of the surface reactivity, whereas the ‘catalyst degra-
dation parameter’ is a measure of changes in the surface and bulk atomic-structures.
Given these advantages, we propose that the ‘catalyst degradation parameter’ can be
used as the ‘design index’ of any catalyst design, which is indicative of the structural
evolution and durability over the course of potential cycling (or operation in a PEMFC).

6.4.3.4 2D lattice relaxation mapping to compare surface relaxation in cycled particles

As demonstrated earlier, the Pt-rich shell thickens during cycling as a result of the rede-
position of dissolved Ptx+ species from the electrolyte. The relative displacement of atoms
in the new surface layers formed may be different from that in the original non-cycled
shell. To investigate these changes, we performed a 2D surface relaxation mapping of
the non-cycled and cycled particles, as shown in Figure 6.12a, respectively. We generated
these maps by following a similar procedure as that discussed earlier in Section 6.4.2.
A close inspection of the intensities in these maps reveals that the surface layers in the
cycled particle, are rather more relaxed, compared to those in the non-cycled particle.
Although some relaxation in the core region can also be seen, these can be attributed to
the uncertainty in locating the Fe atomic-columns, whose relative contrast with respect
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(a) Left: HAADF-STEM images of non-cycled (top) and cycled
(bottom) particles. Right: 2-D percentage relaxation mapping
of particles shown in (Left).

(b) Percentage relaxation distribution
plotted from the data obtained at
each color segment shown (a)

Figure 6.12: 2D lattice relaxation mapping of non-cycled and cycled particles.

to Pt is expected to be large.12 Additionally, we plotted a histogram of all the intensities
in the map as a function of their relative % difference with respect to an average intensity
value in the core. The plotted histograms (after normalization) for both, the non-cycled
and the cycled particle is shown in Figure 6.12b. A relatively much broader distribution
in the histogram for the cycled particle indicates a much larger surface atomic displace-
ment compared to the non-cycled particle. We think that the surface relaxation resulting
from the potential cycling, can be contributing towards the loss in the specific activity of
these particles.

6.4.4 Summary on the evolution of catalyst structure during cycling

In summary, our characterization work revealed that ‘Pt-Fe(800)(conditioned)’ catalyst
particles were composed of ordered intermetallic alloy cores, which are encapsulated
in bilayer thick Pt-rich shells. At the time of reporting, these composite structures were
novel, and the reported mass- and specific- activities were the highest among all other
Pt-Fe catalyst designs. Our lattice strain measurements revealed overall -3 % compressive
strain in the alloy core, and a much higher value at few locations in the shell region. The

12due to a combination of mass-thickness effects on HAADF intensity
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compressive strain is previously shown to enhance the ORR activities (with respect pure
Pt) by lowering the d-band center with respect to the Fermi level.

The ‘Pt-Fe(800)(conditioned)’ catalysts also showed a high catalytic durability over the
course of cycling with only 9 % decrease (from over 6000 cycles). Our BF-TEM and XRD
analyses showed a small increase (∼1 nm) in the particle sizes at the end of 10000 cycles.
Such small enlargement in the particle size can be due to enrichment (thickening) of
the Pt-rich shell, as confirmed by a combination techniques, including HAADF-STEM,
XRD and the EDS. Further analyses using the same techniques also revealed that the
original intermetallic core-shell catalyst structure was still retained after cycling, which
we believe is responsible for the observed high catalytic durability. Additionally, the
surface atoms in the cycled particle were found to be more relaxed with respect to the
bulk compared to those in a non-cycled particle, which we believe can contribute to the
activity losses in these catalysts. Finally, our findings enabled us to define a parameter
called the ‘catalyst degradation parameter’, which we believe can be useful measure
of the catalyst degradation, that can be compared across the different catalyst systems.
For the case of Pt-Fe catalyst particles studied in this work the ‘catalyst degradation
parameter’ was estimated to be about 0.27 for treating over 10000 cycles.
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6.5 probing the interplay between segregation and ordering during

annealing

The previous section presented detailed characterization of the Pt-Fe(800)(conditioned)
catalyst nanoparticles to understand their high ORR activities and good durability. In
order to further improve these properties an optimization of the catalyst structure is
necessary. This requires understanding the structural and compositional evolution of
the as-synthesized Pt-Fe nanoparticles during the heat-treatment. Below we present a
detailed report of this investigation, conducted using a combination of ex situ and in situ
analyses. For in situ analyses, the heat treatment of nanoparticles was conducted inside
the microscope, and the selected areas were tracked using HAADF-STEM imaging and
STEM-EELS. The ex situ involved heat treatment of particles in a furnace, followed by the
microscopic characterization of particles, before and after the heat treatment.

6.5.1 Demonstrating surface-segregation of Fe in the annealed particles

Figure 6.13((a1) and (b1)) show HAADF-STEM images of the annealed Pt-Fe particles (i.e.,
Pt-Fe(800)). In Figure 6.13(a1), the particle core architecture (viewed along [110] zone axis)
exhibits alternating bright and dark intensities that is characteristic of atomic-ordering
as discussed before. Since HAADF intensity is proportional to Z1.7, the bright and dark
intensities correspond to atomic columns of Pt and Fe, respectively. This indicates that the
particle core transformed into an ordered alloy architecture upon annealing. Note that
the particle in Figure 6.13(b1) is off a zone axis highlighting this alternating intensity, and
therefore, the ordering is not obvious. Below we discuss the STEM-EELS compositional
analyses of these annealed particles.

Compositional analyses of the particle in Figure 7.13(a)
Figure 6.13((a2) and (a3)) show Fe and Pt elemental maps corresponding to the first par-
ticle shown in (a1). The Pt-versus-Fe composite map (Figure 6.13(a4)) indicates that the
particle core is composed of Pt-Fe alloy. It is also visible from a detailed inspection of
Figure 6.13(a4) that the core is surrounded by two shells, (1) surface-segregated Fe-rich
outer shell, and (2) Pt-rich inner shell. These features are better revealed by inspecting
the profiles of Pt-M4,5 and Fe-L2,3 edges taken along a line extending from the core region
to the shell, as indicated by the white arrow in Figure 6.13(a4). The extracted Pt and Fe
line profiles are shown in the Figure 6.13(a5). From the Fe (green) and Pt (red) profiles
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Figure 6.13: ‘Atomic-resolution imaging’ and spectroscopy of Pt–Fe nanoparticles annealed at
800

◦C (1 h). (a1, b1) STEM–HAADF images. (a2, b3) 2D EELS map of Fe. (a3, b4)
2D EELS map of Pt. (a4, b5) Composite Fe-versus-Pt maps. (a5) EELS line profiles of
Fe L-edge (green) and Pt M-edge (red) taken along the white arrow highlighted in
(a4). (a6) EELS spectra integrated over a selected region at the core (dotted blue box)
and the shell (dotted green box) in a4. a7) EELS spectra integrated over the dotted
green box region in (a4). (b2) Bandpass-filtered image of the region (marked in red)
selected from (b1).
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between 1.0 and 2.05 nm in Figure 6.13(a5), the Fe-rich outer shell (∼ 0.7 nm thick) and
Pt-rich inner shells (∼ 0.2 nm thick) are clearly evidenced.

Alternatively, Figure 6.13(a6) shows the EELS spectra extracted over selected regions
in the core and in the Fe-rich shell, respectively. The energy loss values range from
600 eV to 2500 eV such that both Pt-M4,5 and Fe-L2,3 edges is covered. The regions of
spectrum extraction are identified in Figure 6.13(a4), blue box representing a region in
the core, and the green box representing a region in the Fe-rich shell. As can be seen,
the EELS spectrum extracted from the core evidences both Fe-L2,3 (at 708 eV) and Pt-
M4,5 (at 2206 eV) edges, thus confirming the Pt-Fe alloy structure in the particle core.
In contrast, the spectrum extracted from the Fe-rich shell shows only the Fe signature,
but bears no evidence of Pt. Further extension of the spectrum to lower energy losses
as shown in the Figure 6.13(a7) (450 eV to 900 eV) reveals a sharp O-K edge (at 530 eV).
These findings indicate that the outermost shell is a Fe-rich (FeOx) layer.13 The observed
surface oxidation of the Fe-rich shell is attributed to the interaction between the surface-
segregating Fe atoms with O2 present in the annealing atmosphere. Previous studies
have shown that the presence of O2 in a reducing H2-Ar mixture even in small traces
(ppm level) can oxidise the surfaces [388]. In summary, above findings demonstrate a
composite alloy structure for the Pt-Fe(800) particles, composed of the ordered alloy core
that is surrounded by two shells: the inner Pt-rich shell, and the outer Fe-rich shell.

Compositional analyses of the particle in Figure 1 b1
Micrographs in Figure 6.13((b3) and (b4)) reveal the projected Fe and Pt distribution
within the particle described in Figure 6.13(b1). The Pt-versus-Fe composite map Fig-
ure 6.13(b5) indicates that the Pt-rich alloy core is surrounded by a surface-segregated
Fe-rich shell (∼ 0.35 nm thick). Unlike the particle shown in Figure 6.13(a4), there is
no evidence of Pt-rich inner shell in this particle. For a better visibility of the surface-
segregated Fe-rich shell, a small region (dotted red lines) in the HAADF-STEM image
(Figure 6.13(b1)) was bandpass-filtered, the resulting image is shown in Figure 6.13(b2).
The filtering was done solely to improve the visibility of the weaker intensities adjacent
to the strongly scattering Pt atoms so that the dynamic range of the images allows for the
visualization of the existing structure. The segregated Fe-rich shell (region outside the
yellow line) surrounding the Pt-rich alloy core is clearly visible in the band-pass filtered
image (Figure 6.13(b2)).

13Note that a further investigation of the exact oxidation state of FeOx shell is although feasible, it was
not central to our present study.
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6.5.2 Investigating the relative occurrence of segregation and ordering

The previous section demonstrated segregation of Fe and Pt-Fe atomic-ordering as a
result of heat-treatment. Irrespective of the element segregating towards the surface,
since both ordering and surface-segregation compete for a fixed composition of elements,
precedence of one can dramatically influence the other. For example, for a particle with
Pt/Fe compositional ratio of 50/50, the precedence of Fe surface-segregation can de-
plete the core of Fe, thus resulting in the formation of ordered L12 (Pt3Fe) alloy structure,
instead of the ordered L10 (PtFe) structure. This can significantly decrease the overall spe-
cific activity of the catalyst batch, since the necessary strain effects is more pronounced
in the L10 lattice compared to the L12 phase.14 Such is the impact of the interplay between
ordering and segregation. It is therefore crucial to investigate the relative orders of oc-
currence these two events, in order to be able to take control over the catalyst structures
formed from the heat-treatment procedures.

In the case of Pt-Fe particles discussed in this work, using a combination of ex situ
and in situ methods we illustrate below that the surface segregation of Fe precedes the
ordering process. The ex situ approach involved comparing the nanoparticle structures
annealed at 800

◦C (presented in Figure 6.3) with those annealed before the disorder-to-
order phase-transition temperature (< 500

◦C). Although this approach is consistent with
most investigations reported in the literature, we believe that the ex situ analyses is vastly
limited, since the comparison is not made on the same particle. Therefore, we adopted
a in situ annealing experiment (up to 800

◦C), where the same nanoparticle was tracked
inside the microscope over the entire course of heat treatment. Both ex situ and in situ
findings are discussed in two separate sections, as follows.

6.5.2.1 Ex situ analyses

HAADF-STEM images and STEM-EELS elemental maps shown in Figure 6.14 corre-
spond to particles annealed at 300

◦C (1 h, 8 % H2/Ar atmosphere). The annealing
temperature was chosen based on the earlier work by Delalande et al [389], who showed
that the disorder-to-order phase transition in Pt-Fe nanoparticles start to occur at approx-
imately 500

◦C. Alongside detailed compositional analyses carried out on one individual

14L10 compressed along the c direction, and exists in a face centered tetragonal (fct) phase, whereas the
L12 is a FCC phase (a =b = c).
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Figure 6.14: Elemental mapping of typical Pt–Fe nanoparticles annealed at 300
◦C (1 h).
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particle (Figure 6.14(b)), elemental mapping data from a large area covering a range of
particle sizes was also carried out, in order to attain better statistics (Figure 6.14(a)).

The white arrows marked in the HAADF-STEM images over the large area (a(1)) reveal
darker intensities within the particle cores that are apparent as dark patches. Recall that
the HAADF-STEM contrast is sensitive to both atomic number and specimen thickness.
These dark patches can therefore signify, either a local enrichment in Fe (i.e., composi-
tional inhomogeneity), and/or presence of voids (i.e., structural inhomogeneity) within
the particle cores. By inspecting these same areas in the Fe map, a local decrease in the in-
tensity can be seen, which suggests that the observed dark patches in the HAADF-STEM
image is due to compositional inhomogeneity.

The compositional inhomogeneity is better revealed from the elemental profiles ac-
quired at high spatial resolution for the particle in Figure 6.14(b1). Corresponding Fe
map is shown in the Figure 6.14(b2). The white arrows marked indicates regions with
depleted Fe content. The depletion in Fe over this region is compensated by an increase
in Pt content, as confirmed by the corresponding Pt (red) versus Fe (green) composite
map (white arrows in Figure 6.14(b4)). This highlights a compositional inhomogeneity
within the particle core.

Above findings indicate that the particle cores remain disordered (i.e., compositionally
inhomogeneous) upon a thermal treatment at 300

◦C. This is consistent with the pre-
dicted disorder-to-order phase-transition temperature (500

◦C) by Delalande et al [389].
Further close inspection of the particle surfaces in the composite maps for both regions
(Figure 6.14((a4) and (b4))) clearly indicate that the disordered particle cores are sur-
rounded by Fe-rich shells. Therefore, it can be concluded that the surface segregation
of Fe precedes the ordering process.

Importantly, the above ex situ analyses involved comparing non-identical particles. It
can be argued that the local environments surrounding these particles were dissimilar,
and thereby, lead to different segregation behaviors. Such limitations can be overcome
by tracking the same nanoparticle, over the course of annealing. In the following section,
we illustrate this through an in situ annealing experiment.
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Figure 6.15: Schematic illustration of the in situ annealing process carried out.

6.5.2.2 In situ single-nanoparticle tracking

The in situ heating was performed inside the FEI-STEM microscope, using a microelec-
tromechanical systems (MEMS) based heating holder manufacture by ProtochipsTM.15

The as-synthesized Pt-Fe nanoparticles were deposited onto the holder. Heat treatment
involved an annealing procedure (under vacuum) by holding the sample at 200

◦C, 400

◦C, 500
◦C, 600

◦C, 700
◦C, until 800

◦C for 30 min each and, then finally quenching back
to the room temperature. The procedure is schematically illustrated in Figure 6.15.

One as-synthesized particle was chosen for the study, and with the help of HAADF-
STEM scanning the same nanoparticle was tracked over the course of thermal treatment.
At the end of every annealing condition, a HAADF-STEM imaging, combined with
STEM-EELS spectrum imaging was performed. The findings are discussed as follows.

Structural and compositional analyses of particles prior to heat-treatment
Figure 6.16((a) and (b)) show HAADF-STEM images of as-synthesized Pt-Fe particles

15The Protochips heating holder design involves a ceramic (SiNx) thermal e-chip patterned with an
array of micron sized holes. These holes are coated with a carbon membrane onto which the nanoparticles
were deposited. The temperature of e-chip could be controlled with a separate heating system connected
externally. The entire assembly provided a precise temperature control over 1200

◦C with super fast heating
rates up to 1000

◦C per millisecond. More details on the holder and its operation can be found elsewhere
[390].
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Figure 6.16: HAADF-STEM images of representative as-synthesized Pt-Fe nanoparticles. Arrows
highlight regions with relatively darker intensities compared to the neighbouring
regions. Scale bars measure 5 nm.

prior to the heat treatment. At locations identified by yellow arrows the intensities are
much lower compared to the neighbouring areas, apparent as dark patches. As discussed
earlier in reference to similar observation in Figure 6.14, such dark patches in HAADF-
STEM images suggest a disordered alloy structure (compositional and/or structural inho-
mogeneities). To confirm that the as-synthesized particles did not already bear a Fe-rich
shell, STEM-EELS elemental mapping was performed, discussed earlier in Figure 6.1.
Additionally, STEM-EDX analyses on randomly sampled particles (few tens in number)
confirmed that the average composition of the as-prepared particles is approximately 67

% ± 5 % and 33 % ± 5 % Fe.

Tracking with HAADF-STEM
Figure 6.17a(1) shows HAADF-STEM image of the selected as-synthesized (disordered)
particle, about 9 nm in diameter. For the sake of discussion this large particle shall be
identified as ‘particle L’. Series of images shown in Figure 6.17a(2–8) illustrate ‘particle L’
tracked over different annealing conditions. Labels displayed indicate the corresponding
annealing condition, for e.g., label 400 in Figure 6.17a(3) indicates that the particle was
exposed to 200

◦C (for 30 min) plus 400
◦C (for 30 min) overall. The reader is encouraged

to refer to the table shown in Figure 6.17b, as and when required.
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(a) HAADF-STEM images of a Pt-Fe nanoparticle at different stages during the thermal treatment.
Labels reflect the annealing condition. Scale bars measure 2 nm.

(b) Description of labels for different annealing conditions.

Figure 6.17: Tracking a single Pt-Fe nanoparticle with HAADF-STEM imaging during thermal
treatment.
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Tracking with STEM-EELS
Figure 6.18 illustrate STEM-EELS compositional analyses of the ‘particle L’ at 400, 600,
700, and 800, respectively. In addition to the typical elemental mapping (all the (1)s’ in
Figure 6.18) as before, the line profiles of Fe L-edge (green) and Pt M-edge (red) were
also extracted along the blue and yellow scan directions. Blue line scan: all the (2)s’ in
Figure 6.18, Yellow line scan: all the (3)s’ in Figure 6.18.

In the Figure 6.18a(3), the Fe (green) and Pt (red) profiles reveal the presence of both
Fe-rich (green arrow) and Pt-rich (red arrow) regions within the particle. The observed
compositional inhomogeneity confirms that the particle L was still disordered at 400

◦C. This is consistent with the fact that the overall heat transferred to particle from a
treatment at 400

◦C is lower than that from a treatment at the predicted disorder-to-order
phase-transition temperature, i.e., 500

◦C.

Furthermore, the Fe (green) profile in Figure 6.18a(2) indicates that the particle surface
is enriched in Fe (∼0.5 nm), as shown by the black arrows. Clearly, this must be the result
of surface segregation of Fe as witnessed earlier from the ex situ approach (Figure 6.14).
However, Fe enrichment at the surface is not seen in Figure 6.18a(3), based on a profile
from the same particle, but taken in a different section, in which Pt-rich region (black
arrows) can be seen exposed to the surface. Quantification of EELS intensities in these
regions revealed a Pt/Fe content (on % basis) of 100.0/0.0 (black arrow on the left) and
75.4/24.6 (black arrow on the right). Hence, it can be concluded that although not com-
plete enough to cover the surface entirely, the surface segregation of Fe began while the
particle L still remained disordered. The in situ experiment thus demonstrates that sur-
face segregation of Fe precedes the ordering process, which is consistent with the ex situ
results discussed earlier.

Additionally, close inspection of the particle surface at 600, 700, and 800
◦C (black

arrows in (2)s’ and (3)s’ in Figure 6.18b,Figure 6.18c and Figure 6.18d) reveals that the
surface was fully covered with Fe-rich shell during later stages of annealing. Further
analyses of the particle after quenching (see next subsection) revealed that it existed
in a PtFe-L10 (core) – Fe-rich (shell) alloy structure. This suggests that the disorder-to-
order phase transition should have taken place between the treatments at 400

◦C and 800

◦C. Interestingly, this inference is consistent with the predicted disorder-to-order phase
transition (∼500

◦C) by Delalande et al [389].

In summary, above findings suggest a sequence of events taking place during the
annealing process listed as follows: ‘particle L’ is initially disordered, heat-treatments
lead to surface segregation of Fe and Pt-Fe atomic-ordering, surface segregation precedes
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(a) After thermal treatment at 400
◦C. (b) After thermal treatment at 600

◦C.

(c) After thermal treatment at 700
◦C. (d) After thermal treatment at 800

◦C.

Figure 6.18: Elemental mapping and EELS line profiles across ‘particle L’ at different stages dur-
ing the in situ thermal treatment.
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the ordering process, and lastly, the initially disordered particle finally evolves into a
intermetallic core-shell particle with L-10 ordered core covered in Fe-rich shell.

Figure 6.19: Elemental mapping and line profiles of ‘particle L’ after the in situ thermal treatment.
(a) HAADF-STEM image and 2 D EELS maps of Fe (green), Pt (red), and the compos-
ite Fe vs Pt. (b) Line profiles of Fe L-edge (green) and Pt M-edge (red) taken along
the yellow scan direction.

Final structure of the tracked single-nanoparticle
Figure 6.19 show Pt and Fe elemental maps and line profiles for the ‘particle L’ after
quenching to the RT. Clearly, the particle core is surrounded by an Fe-rich shell (∼0.4 nm
thick) as revealed by the Fe line profile in Figure 6.19(b)(black arrows). After account-
ing for Fe content in the shell region, it is noticeable from Figure 6.19(b) that the EELS
intensities of Pt M-edge match very closely with those of Fe L-edge.

On the same particle the EELS intensities were also quantified by using the standard
procedure of comparing the cross-section weighted, background subtracted, integrated
signals [391]. Table 6.4 lists the quantified Fe and Pt contents on overall particle (58.2 %
Fe, 41.8 % Pt), core (56.7 % Fe, 43.3 % Pt), and the shell (93.7 % Fe, 6.3 % Pt) regions.
According to these results the composition of the core of the annealed ‘particle L’ is close
to 50:50, which therefore should exist in L10 ordered phase as dictated by the phase
diagram.

Formation of an ordered alloy phase is further supported by the corresponding HAADF-
STEM image shown in Figure 6.17a(8), where an alternating bright and dark intensities
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is evidenced within the particle (with (001) planes oriented parallel to electron beam). As
discussed in many examples, owing to atomic-number contrast in HAADF-STEM, these
bright and dark intensities correspond to atomic planes of Pt and Fe, respectively.

region selected in the spectrum image Fe (%) Pt (%)

Over entire particle 58.2 41.8
Core 56.7 43.3
Shell 93.7 6.3

Table 6.4: Estimated elemental composition in different regions of the in situ annealed particle.

6.5.2.3 Comment on Fe segregation in in-situ vs ex-situ heating

Figure 6.20 shows the EELS spectra recorded over the Fe-rich shell region of an in situ ,
and an ex situ annealed particle (then pink and green spectrum, respectively). Inspection
of O K edge in these spectra reveals that the O K edge is present for the ex situ case,
but absent for the in situ case. This suggests that the shell in the in situ annealed particle
is possibly pure Fe shell, as opposed to the ex situ annealed particle where the shell
is FeOx. This is in fact an expected scenario, since the microscope vacuum which was
used for the in situ annealing experiment contains significantly low O2 concentration
compared to ex situ annealing atmosphere. As a result, the surface oxidation is more
likely to be the case for ex situ annealing experiments. Importantly, it is interesting to
note that the surface segregation of Fe occurred irrespective of the annealing atmosphere
used (reducing H2/Ar and vacuum). This is consistent with some recent studies, for e.g.,
Ahmadi et al [298] conducted ex situ heat-treatments of Pt0.5Ni0.5 nanoparticles in H2, O2

and vacuum environments, and observed surface-segregation of Ni in all the three cases.

6.5.3 Effect of pre-existing Fe-rich shell on the ordering process

The previous section demonstrated surface segregation of Fe, and its precedence over the
ordering process during the annealing of Pt-Fe alloy nanoparticles. Since the pre-existing
Fe-rich shell provides a heterogenous boundary to the atoms in the particle core, we
surmise that the ordering mechanism in the core can be impacted. This is because the
interfacial energies compared to other cases, i.e. absence of a heterogenous boundary,
presence of a different heterogeneous boundary, are all different.
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Figure 6.20: Integrated EELS spectra (450-800 eV) over a selected region at the shell of an in situ
and ex situ annealed particle.

Direct observation of the segregation-ordering interplay is extremely difficult given the
small time-scales of such events. Thus, we followed an indirect approach, where a particle
is quenched in the middle of the ordering process and characterized. The findings and
insights obtained are discussed as follows.

Figure 6.21a illustrates HAADF-STEM image of the partially ordered nanoparticle ob-
tained by quenching after 1 h annealing at 600

◦C ex situ (8 % H2/Ar atmosphere). The
nanoparticle is viewed along [110] zone axis. The ordering process is highlighted by the
characteristic alternating bright (pink) and dark (blue) intensities, as identified by yellow
arrows. As earlier, these bright and dark fringes correspond to atomic columns of Pt and
Fe, respectively. However, these alternating bright and dark atomic planes can only be
seen as pockets and not homogeneously distributed throughout the particle. This sug-
gests that the ordering process is incomplete.

The dashed red box drawn in Figure 6.21a identifies the order-disorder transition, in
which a progressive ordering front is evident on the left half (visible as alternating inten-
sities), and the region onto right half shows no evidence of atomic ordering. The image in
Figure 6.21b is a gamma-adjusted STEM–HAADF image corresponding to the image in
Figure 6.21a, and a close observation at the particle surface reveals the segregated Fe-rich
shell. Noticeably, the atomic ordering starts at the Fe-rich shell and propagates inwards
(yellow arrows). Inspection of a neighboring small particle visible in these images also
reveals similar characteristics, i.e. Fe-rich shell covering the particle surface, and the ini-
tiation of the ordering process at the Fe-rich shell. We interpret these effects as being
caused from the pre-existent Fe-rich shell that provides a heterogeneous boundary to the
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(a) HAADF-STEM image of the particle viewed along 110

zone-axis. Pink and blue lines indicate relatively brighter
and darker atomic-columns, respectively.

(b) Image obtained after adjusting the
dynamic-range in the intensity of (a).

Figure 6.21: Structural investigation of a Pt-Fe nanoparticle annealed at 600
◦C.
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nanoparticle, such that the formation of nuclei (L10 or L12) for ordering is more favored
to initiate at the Fe-rich shell than the particle core.

Dashed yellow box in Figure 6.21a identifies a local enrichment in the Pt concentration,
as revealed by the bright intensities of the atomic columns with a lattice spacing of 0.20

nm. Despite the proximity of this region to the Fe-rich shell, the ordering process is not
initiated. This is consistent with the fact that the formation of a Pt-Fe ordered nuclei
would be difficult in such an environment where the composition is rich in Pt.

6.5.4 Crystallographic effects of the segregation process

HAADF-STEM image for the particle in Figure 6.21 also revealed interesting crystallo-
graphic effects caused by the surface-segregation phenomenon.

Consider regions identified as (1), (2) and (3) in Figure 6.21a (yellow box (1)). The
pink arrows and lines shown identify atomic-planes appearing with brighter, whereas
blue lines identify relatively darker atomic-planes. In the zone-axis that the particle is
oriented ([110]), these brighter and darker atomic-planes are composed of Pt and Fe
atomic-columns, respectively. Thus, the interior of the particle where the brighter and
darker planes is seen to alternate confirm ordering. In contrast, the terminating locations
(pink arrows) with preferentially brighter planes confirm Pt segregation. To summarize
these findings, the arrangement of any three atomic-planes (1st-2nd-3rd) in the core and
the Pt shell regions can be written as Pt-Fe-Pt and Pt-Pt-Pt, respectively. Below we discuss
the effect of replacing Fe plane with Pt that is particularly more pronounced particularly
for the orientation in Region (2).

First effect of replacing a Fe plane by Pt in the shell is the modification to the Pt-Pt
interplanar distances. This is consistent with the fact that the replaced Pt atoms are much
larger than the original plane composed of smaller Fe atoms. A reduction in the inter-
planar distances contributes to higher compressive strain in the Pt shell compared to
alloy core, vice-versa. Second effect is the bending of atomic-planes, as we move from
the core region to the Pt shell. This is evidenced by comparing the distance between the
two planes A and B in the core and shell regions. It can be seen that the A-B separa-
tion distance broadens in the shell region, indicating ‘bending’. This can be seen as the
mechanism whereby the induced strain is relieved from the shell.
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Figure 6.22: Detailed analyses of the crystallographic features of an annealed Pt-Fe particle. (a)
HAADF-STEM image identifying three regions, which are individually studied in
(b), (d) and (f). (c) and (e), Intensity line profiles.
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Further evidences of above two effects is provided by the detailed analyses of interpla-
nar distances for another annealed particle. The findings are summarized in Figure 6.22.
The interplanar distances were estimated as the distance between two peaks in the plot-
ted intensity line profiles. Figure 6.22((c) and (d)) show the intensity profiles obtained
from the core/shell planes of a mid-section of the particle (Figure 6.22(b)), and far-edge
of the particle (Figure 6.22(d)). These two regions differ in the fact that in the former
case each segregated Pt plane (yellow arrow) is coordinated by additional segregation on
either sides, whereas in the latter the segregated Pt plane is coordinated by additional
segregation on only on side.

For the mid-section region of the particle: the nearest Pt-Pt distance in the shell region
is about 0.28 nm, whereas that in the core is 0.54 nm. Red lines in Figure 6.22(b) indicate Pt
atomic-planes that are common to both core and the shell. Comparing their interplanar
distances in the core/shell regions does not reveal a significant change. This suggests that
the bending of the planes in the mid-section region of the particle was either non-existent
or very small (considering measurement error).

In the case of the far-edge region of the particle (Figure 6.22(d)), the nearest Pt-Pt dis-
tance in the shell region is still lower than that in the core. However, the segregated Pt
atoms is separated by different amounts on either sides: slightly more compressed to-
wards the side coordinated with additional Pt segregation. In other words, the Pt plane
with no additional segregation to coordinate is more relaxed, which is visible as the
‘bending’ of the plane in the corresponding HAADF-STEM image shown in Figure 6.22(f).
Therefore, we infer that the ‘bending effect’ of the atomic-plane is stress-relieving mech-
anisms in these particles imposed by the strain induced from segregation.

In summary, above findings demonstrate two crystallographic effects of segregation:
(1) reduction in the interplanar distances in the shell region, and (2) bending of atomic-
planes to relieve the induced stress. As discussed in the introductory sections, such local
compressive strain can have a positive impact on the catalytic activity exhibited by the
structure. Note that in the cases discussed above the segregated Pt shell is still under-
neath the Fe-rich shell, as evidenced by the gamma-adjusted image in Figure 6.21b for
the particles in Figure 6.21a.
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(a) Shrinking of a small particle via
atom-migration.

(b) Coalescence of a small cluster with a neighbouring larger
nanoparticle.

(c) Fe-L and Pt-M edges of particle-L at different an-
nealing conditions. Each spectrum is normalized
with respect to the Pt-M and offset along the y-axis
for clarity.

Figure 6.23: Time-series of HAADF-STEM images illustrating dynamic mass-transport phenom-
ena during the annealing process.
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6.5.5 Capturing dynamic mass-transport phenomena during annealing

In addition to single-nanoparticle tracking during the in situ annealing experiment, we
also performed some time-serial recording of HAADF-STEM images. Two examples are
discussed below, where a time-serial image recording evidenced: (1) shrinking of a parti-
cle via atom-migration, and (2) coalescence of a small cluster with a neighbouring larger
nanoparticle.

Figure 6.23a shows a time-series of HAADF-STEM images illustrating two particles,
the smaller particle-S and the larger particle-L, residing in close proximity. Inspection
of the smaller particle over the course of time reveals shrinking of the particle in size
(e.g., compare images at 3

rd and 17
th mins), which is also accompanied by changes to its

structure and morphology. Since the images do not evidence any coalescence effects, we
attribute the observed shrinking of the particle to a loss of atoms from the surface and
migration, which are both characteristic of the ‘ripening mechanism’ as discussed earlier
(Section 3.3). A similar time-serial recording is shown in Figure 6.23b. The image series
illustrate an entire atomic cluster (∼1 nm) coalescing with a neighbouring larger particle.

As a result of such phenomena (atom-migration and coalescence), a mass transport
is established between the particles, which can lead to variations in the size and com-
position of the particles. For example, Figure 6.23c compares the Fe-L edge intensities
obtained for ‘particle-L’ at different annealing conditions, and a variation in the intensity
indicates change in chemical composition of the particle during annealing. Therefore,
depending on the amount and composition of the mass-transferred, a situation where
the formation of equilibrium phases from annealing cannot be excluded. We propose
that the population of equilibrium structures formed from an annealing process can be
increased by reducing polydispersity in the particle sizes synthesized.

6.5.6 Summary on the heat-treatment studies of Pt-Fe particles

The findings of the detailed heat-treatment studies of Pt-Fe nanoparticles can be summa-
rized as follows. Detailed HAADF-STEM and STEM-EELS analyses during ex situ and
in situ annealing showed that Fe segregates towards the particle surface, and the seg-
regation of Fe can precede the ordering process. The effect of such pre-existent Fe-rich
shell on the ordering process was also studied and our findings reveal that the ordering
is more favored to initiate at the Fe-rich shell than the particle core. Additionally, the
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Figure 6.24: Schematic illustration of the different final structures resulting from the annealing of
(initially disordered) Pt-Fe alloy nanoparticles.

crystallographic effects of the segregated shell is also studied, more specifically a segre-
gated Pt shell induced compressive strain on the lattice which was being relieved by the
bending of atomic-planes. Over the course of these studies unique structures resulting
from a typical thermal treatment were elucidated, including particles with (i) Pt-Fe al-
loy (core)-Pt-rich (inner shell)-Fe-rich (outer shell), (ii) Pt-rich alloy (core)-Fe-rich (shell),
and (iii) PtFe-L10 (core)-Fe-rich (shell) (a schematic illustration of different structures is
shown in Figure 6.24). The reported findings open interesting perspectives towards a ra-
tional design and a controlled phase evolution of Pt–Fe nanoalloys, ultimately intended
for viable applications in ORR electrocatalysis and magnetic storage devices.

6.6 removal of fe-rich shell from the catalyst surface

Previous section demonstrated that the surface layers in annealed particles (Pt-Fe(800))
was a Fe-rich FeOx, which was shown to be a consequence of Fe surface-segregation
accompanying the heat-treatment process. Note that the ORR activity measurements of
these particles are measured only after conditioning them under multiple voltammetric
cycles. The procedure is also referred to as voltammetric dealloying. The annealed particles
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(a) STEM-EELS elemental mapping of Pt-Fe(800) particles after
conditioning.

(b) Typical CV data recorded over the
conditioning pre-treatment of Pt-
Fe alloy nanoparticles.

Figure 6.25: Evidencing removal of Fe-rich shell from the catalyst surface by potential cycling.

studied in this work were ‘conditioned’ to about 50 potential cycles, a typical CV data
over the course of cycling is shown in Figure 6.25b.16

Figure 6.25a summarizes the STEM-EELS elemental mapping of Pt-Fe(800)(conditioned)
particles (Fe (green), Pt (red) and Pt vs Fe composite). Close inspection of the surface lay-
ers in the Pt vs Fe composite map reveals that the surfaces are Pt-rich, as opposed to
being Fe-rich which was the state originally before conditioning. This suggests that the
effect of CV conditioning is to leach out the FeOx layer. This observation is consistent
with the CV profiles (Figure 6.25b) where a small oxidation peak in the voltage range
0.6 V to 0.8 V corresponding to Fe dissolution, is more pronounced during the initial 10

cycles, and diminishes gradually with the cycling number, until disappearing completely
at the end of 50

th cycle.

Note that the sub-surfaces underneath the FeOx layer in the particles investigated
was either a Pt-rich shell or a Pt-Fe alloy (Section 6.5.1). These surfaces are exposed
to further leaching once the FeOx layer is removed completely. Since Pt is relatively
more stable to leaching than Fe, further conditioning of Pt-Fe alloy surface can expect to
eventually result in the formation of Pt-rich shells. Whereas in the case of Pt-rich surfaces
exposed to further conditioning, leaching of Pt atom-by-atom can be expected to result
in formation of thinner Pt-rich shells. Both these hypotheses are consistent with the
observations made from voltammetric dealloying of over many different Pt-M catalyst
systems (Section 4.2.1.4).

16The voltammogram was recorded by collaborator Christina Bock (NRC, Ottawa) with similar conditions
as that listed in Section 6.3 earlier.
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Also, since a Pt-rich shell is favored for ORR catalysis over FeOx surface, controlling
the number of CV cycles would be particularly important. Because, a higher number of
cycles can result in thinner Pt-shells and lower number of cycles can result in incomplete
FeOx removal. Fortunately, the effect of cycling on Fe-removal can easily be tracked with
the recorded CV profiles, e.g. the Fe oxidation peak almost disappears within first 10

cycles, indicating that the removal Fe-rich shell is almost complete, and further cycling
would only result in thinner Pt-shells (for Pt-rich subsurface initially) or formation of
Pt-rich shells (for Pt-Fe alloy subsurfaces initially).

In summary, the CV conditioning or voltammetric dealloying of Pt-Fe(800) particles
was shown to leach out the Fe-rich shells formed during the thermal treatments. The
Pt-Fe(800)(conditioned) particles formed were shown to bear Pt-rich shells, and were
shown to earlier to exhibit exceptional ORR activities and durability. This illustrates the
beneficial role played by CV conditioning as a surface-cleaning pretreatment.



6.7 monitoring structural evolution during e-cycling with liquid cell tem 185

6.7 monitoring structural evolution during e-cycling with liquid cell

tem

Understanding structural evolution of catalyst particles during potential cycling is cru-
cial to developing better ORR catalysts. However, microscopic investigations of catalyst
particles is still mostly an ex situ type analyses, meaning that the analyses is limited to
understanding the initial and final catalyst structures, but not during during the course
of cycling. An example of such an analyses was discussed earlier in Section 6.4. Identical
location TEM (IL-TEM) based studies emerged as an improvement in this regard by al-
lowing for the study of structural evolution in the same area, before and after a number
of cycles [251–254]. However, a real-time observation of the evolution was still not pos-
sible. Therefore, correlation between the structural evolution during working condition
in the native environment, and the catalytic performance, is not yet fully understood.
For example, general processes such as ripening, dissolution and coalescence have been
proposed to explain the degradation of catalyst structure during cycling, however, the
detailed mechanistic information of these individual processes is still lacking [85–87].

Recently, the liquid cell electrochemical holders have been developed, which allow for
the simulataneous potential cycling of catalysts inside a TEM, the recording of CVs, and
the visualization of their structural evolution [361]. As a model to further studies on
many other catalyst systems, here we applied this technique to studying structural evo-
lution of as-synthesized Pt-Fe nanoparticles during cycling. Attempts to perform EELS
analyses was not successful, due to the plural scattering effects from the thick liquid lay-
ers. For this reason, only the findings illustrating structural evolution is being discussed
here.

The discussions are organized as follows: first the electrochemical setup in the liquid
cell holder is described, followed by demonstration of cycling on pure Pt. At this point,
the mathematical modeling of current density distribution is also described. Finally, the
structural evolution of Pt-Fe catalysts is discussed.

6.7.1 Electrochemical setup in the liquid cell holder

Figure 6.26(a) shows a schematic illustration of the electrochemical setup in the liquid
cell used. The liquid cell is an assembly of two microfabricated chips (Protochips Inc.,
Poseidon 510) separated by a 500 nm silicon-dioxide spacer. Both chips contained 50 nm
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Figure 6.26: Illustration of the in situ electrochemical liquid cell TEM holder and working. (a)
Representation of the liquid cell. (b) Representation of the upper chip with electrode
setup. Inset: TEM image of the carbon working electrode and the Pt nanoparticles.
(c) CV recorded using the liquid cell holder with the electron beam turned on.
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silicon-nitride (SiNx) electron transparent window, and the top chip featured miniatur-
ized three electrode electrochemical cell. The liquid cell was positioned into a flow cell
holder provided with arrangements for electrolyte flow, and electrical contact with a
potentiometer.

The electrochemical setup used for in our experiments included carbon working elec-
trode, and the platinum counter and reference electrodes (Figure 6.26(b)). Use of carbon
WE was ideal as its weak electron scattering enabled TEM imaging with minimal loss
in spatial resolution, and its wider potential window allowed electrochemical measure-
ments to be performed with minimal interference from parasitic reactions.

6.7.2 Cycling and imaging of pure-Pt particles

To demonstrate the effectiveness of the experimental setup described above, we per-
formed potential cycling of pure platinum nanoparticles whose voltammetric profiles
are well understood. The TEM micrograph in Figure 6.26(b) shows the deposited Pt par-
ticles located on the carbon working electrode. The CV profiles measured under a 0.1 M
H2SO4 electrolyte at a scan rate of 100 mV/s is shown in Figure 6.26(c). Importantly, the
electron beam was turned on during the recording of the CV profile.

The CV profile obtained from the liquid cell, and under the influence of electron beam,
reproduces all the redox signatures that is expected for Pt in acidic solutions. These
include: platinum oxidation, platinum oxide reduction, hydrogen adsorption/absorp-
tion, and hydrogen desorption. This indicates that the liquid cell setup under beam-ON
conditions can be reliably used for electrochemical measurements. However, two major
differences can be noted. First, the potential range is shifted as compared to systems
with conventional reference electrodes. This is expected from the fact that a platinum
pseudo-reference is used in our setup. Second, the CV profile from liquid cell shows a
positive slope indicating that there is an ohmic current superimposed on the Faradaic
component. This is also expected, as the thin (<1 µm) electrolyte layer can impart large
solution resistances (R), resulting in larger IR drop.
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6.7.3 Modeling current density distribution within E-cell

In order to understand the distribution of current density in the electrode setup, we
collaborated with Prof. Soleymani’s group (McMaster U) for numerical modeling based
on the finite elemental analyses. Recall that the current density is a measure of the rate
of electrode reactions (Section 3.4). Thus, we simulated variation in the current density
at hypothetical conductive microparticles placed at arbitrary locations on the WE, and at
very close proximities, to better mimic the experimental conditions where Pt-Fe particles
are deposited on the carbon electrode.

In order to reduce the computational complexity, we first simplified the three electrode
setup to a two electrode setup featuring Pt counter electrode and the carbon working
electrodes. Secondly, we also replaced the 3D problem by a 2D geometry, ignoring for
the sake of simplicity the current density variation in the direction perpendicular to the
electrode surface. The software procedures used for simulation is described elsewhere
[202], only the findings are summarized as follows.

Figure 6.27: Numerical modeling of current density (A/m2) within the electrochemical cell. (a)
Plot of current density norm (A/m2) within the acid electrolyte of electrochemical
cell; red arrows indicate the current density vector. Inner ellipse represents the work-
ing electrode, and outer ring represents the counter electrode. (b) Magnified plot of
(a).

Figure 6.27(a) demonstrates the magnitude of the calculated current density along with
the current direction in the electrochemical cell. An increased current density is observed
near the working electrode, which is reduced as we move toward the counter electrode.
It should be noted that in the length scale of Figure 6.27(a), we do not observe any spa-
tial current density variation due to the deposited microparticles. However, if we look at



6.7 monitoring structural evolution during e-cycling with liquid cell tem 189

a zoomed-in view of the working electrode (Figure 6.27(b)), we observe an increase in
current density in the electrode regions with immobilized microparticles. In addition, we
see current density hot spots, between particle aggregates. We expect higher electrochem-
ical reaction rates to occur at areas with increased current density. However, due to the
highly localized nature of this effect, we do not expect it to influence the electrochemical
reaction rates in regions beyond a few micrometers away from the particles.

6.7.4 Structural evolution of Pt-Fe particles during cycling

By obtaining a reasonably good picture of liquid cell potential cycling in the TEM, we
next moved on to investigating the structural evolution of real Pt-Fe catalyst nanoparti-
cles. Earlier in Section 6.2, these particles were shown to have a compositionally disor-
dered alloy structure. As before, the Pt-Fe particles were supported on vulcan carbon,
and then deposited the liquid cell working electrode. In addition, a Nafion solution was
dispersed to entangle the deposited particles. Additional protocols were adopted based
on the conventional cycling of catalysts (Section 3.4), these details can be found else-
where [202]. A solution of 0.1 M HClO4 was used as the supporting electrolyte in the
experiment.

6.7.4.1 Monitoring structural changes over a set of cycles

Figure 6.28 shows the morphology of Pt-Fe particles (identified using red arrows) and
the corresponding CV profiles for the first 130 potential cycles at a scanning rate of 100

mV/s. It should be noted that the presence of the silicon nitride window (100 nm), along
with the liquid layer (500–1000 nm), deteriorates the resolution of the system, which is
consistent with previous studies demonstrating a 4 nm resolution using a similar in situ
liquid TEM system.

The CV curves in Figure 6.28(b), recorded at first, 50
th, 100

th cycles, clearly show dra-
matic changes in the current voltage characteristics with an increase in cycle number. Be-
cause the recorded CV curves represent the behavior of the entire liquid cell beyond the
observation area, the differences in curve shape or current magnitude can be attributed
to the possible contact changes between the catalysts, electrodes, and electrolyte during
the stabilization processes at the beginning of the cycling process. Therefore, it is diffi-
cult to identify the current voltage characteristics, which reflect the changes in catalyst
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Figure 6.28: Structural evolution of disordered Pt-Fe nanocatalysts during electrochemical cycling
under 0.1 M HClO4 electrolyte. Parts (a), (c), and (d) are TEM images, showing the
morphology of nanocatalysts (appearing with darker intensities) and their carbon
supports in gray, before cycling (a), after 50 cycles (c), and after 100 cycles (d). Some
of these nanocatalysts are identified with red arrows. Corresponding CV curves of
the 1st, 50th, and 100th cycles are shown in (b).
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structures, observed in the corresponding TEM micrographs. These current changes can
also be attributed, to a lesser degree, to the electroreduction of residual oxygen present
in the solution.

As shown in the TEM micrographs in Figure 6.28(a, c and d) during electrochemical
cycles shown in Figure 6.28(b), disordered Pt-Fe nanoparticles were dispersed in the sup-
ported carbon matrix. As compared to the initial morphology in Figure 6.28(a), these
catalyst nanoparticles in Figure 6.28(c and d), particularly those isolated in the electrolyte,
have a significant growth tendency during electrochemical cycling. Some large particles
seem to be located on the carbon support, which may not necessarily be in contact with
the supports, because TEM images are primarily 2D projections of 3D objects. It is impor-
tant to point out that catalysts do not significantly change after they are exposed under
the electron beam without potential cycling for a few minutes.

Figure 6.29: Structural evolution of Pt-Fe nanocatalysts at the edge of an observation window.
(a)–(f) are the morphology of the same region at additional 0, 5

th, 25
th, 50

th, 100
th,

and 150
th cycles after the first 130 cycles. (g) shows the corresponding CV curves.
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In support of the significant growth tendency of particles, TEM images of particles
close to the edge of the observation windows was recorded during additional electro-
chemical cycling afterward, as shown in Figure 6.29(a—f). These nanoparticles which
are detached from the working electrode are expected to lose their catalytic activity sub-
stantially, showing stronger similarity to those large particles observed at the electrode-
membrane interface in PEMFCs. The mass transport mechanism corresponding to the
growth of inactive nanocatalysts probably occurs through the dissolution of nanopar-
ticles into the ionomer phase, the movement of soluble metal species under applied
electric field, and the attachment of metal species at nucleation sites. Although another
mass transport mechanism, the migration of small nanoparticles, cannot be entirely ex-
cluded because the spatial resolution of these TEM images is not high enough to resolve
nanoparticles with a few nanometer in diameter, it should be noted that nanoparticles
have a poor chance to migrate across the Nafion film covering these catalysts.

As shown in Figure 6.29(a—f), the nucleation of nanoparticles can be recognized at dif-
ferent potential cycles, and the growth of nanoparticles does not appear to be in unison.
These observations suggest that the reprecipitation processes of Pt in the ionomer phase
are not uniform both in time and in space. In addition to that, the corrosion of the carbon
support was also detected as indicated by the red arrows in Figure 6.29(a—d). Further,
we observe that the carbon corrosion can significantly be accelerated by a relative en-
hancement in the catalyst loading (carbon with low catalyst loadings is circled in red in
Figure 6.29(a). This can be due to these nanoparticles that now act as sites catalyzing the
corrosion of carbon substrate underneath.

The corresponding CV curves in Figure 6.29(g) for additional 150 potential cycles are
relatively stable and show changes in the catalytic structures such as the acid leaching of
Fe from Pt-Fe nanocatalysts and the coarsening of nanocatalysts. The sharp feature at -0.2
V, due to the hydrogen desorption at the Pt active sites, increases during 0-50 cycles and
then decreases afterward. During the forward sweep, the metal oxidation peak initially
occurs at 0.45 V followed by a second peak feature and eventually changes its potential
to 0.9 V (see black arrows in Figure 6.29(g)). These observations imply an increase in Pt
active sites followed by its decrease, possibly due to the formation of Pt-rich surfaces
from iron leaching and the domination of nanoparticle coarsening afterward.
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Figure 6.30: Structural evolution of Pt-Fe particles at various stages during one potential cycle.
(a)–(l) are the TEM images taken from different stages during electrochemical cycles.
The tracked particles labeled by P1–P8 are shown in (b). (m) presents the CV curves
corresponding to the different stages for (a)–(l). (n) shows the particle size during
cycling. The average diameter was calculated by measuring the area of individual
particles under an assumption that these particles have a spherical shape.
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6.7.4.2 Monitoring potential dependent structural changes within a CV cycle

The growth processes of nanocatalysts can be thoroughly studied during individual cy-
cles and simultaneous TEM observations Figure 6.30 requiring a slow scanning rate (e.g.,
10 mV/s) to record CV curves. Each micrograph (Figure 6.30(a—l)) corresponds to a point
and label on the CV curve (Figure 6.30(m)). With respect to individual stages during
electrochemical cycles, the particle size of tracked particles is calculated and presented in
Figure 6.30(n). Nanoparticles do not show detectable changes for the first 60 s, equivalent
to the forward sweep up to 0.25 V. We find that the abnormal sharp peak appearing in
the first CV curve (red) in Figure 6.30(m) is not detectable during the second scan (black
curve, with forward sweep starting earlier to -0.3 V). We suspect the disappearance of
this abnormal peak to be related to the compositional changes of these non-dealloyed
nanoparticles via elemental leaching in the native electrolyte environment.

Rapid growth of the nanocatalysts occurs at few sites during the forward sweep in the
range of 0.55–0.85 V, covering the broad platinum oxidation peak at 0.6–0.8 V. Particles
coalesce with the neighboring ones resulting in an irregular structure, which is consistent
with our previous report [170]. Subsequently, particles start to dissolve around the high-
est applied voltage (1.2 V), yet appear to be exhibiting a positive growth trend during
the reverse sweep. This general behavior of the particles is repeated during the second
scan. As an exception is particle P2, the smallest one in our set of measurements, which
continuously grows with different growth rate during cycling within the resolution of
our measurements. These observations confirm that the growth rate, either positive or
negative, is different for individual particles and varying applied voltages. This effect
can be attributed to local changes, for e.g. as predicted by our modeling work, parti-
cles positioned at different electrode locations with varying proximity to other particles
can experience a different current density (Figure 6.27(b)), which would result in growth
rates to be site specific. This is observed in the data presented in Figure 6.30(n) (for e.g.,
comparing particle 1 and 8), confirming that the nucleation and growth of nanocatalysts
are site-dependent in addition to being potential-dependent.

6.7.5 Summary on the liquid cell electrochemical study of Pt-Fe particles

In summary, we applied an in situ liquid cell technique in TEM to study the structural
evolution and electrochemical responses of Pt–Fe nanocatalysts, simultaneously and in
their native electrolyte environment. The coarsening processes of disordered nanocata-
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lysts, including the nucleation and the growth, are not uniform, both in space and in
time scale. The growth rate is site-dependent, and potential-dependent nanocatalysts
were found to exhibit considerably different behaviours when attached to the electrode
as opposed to when isolated in the electrolyte consistent with modeling of local cur-
rent perturbations in proximity of particles. With Pt–Fe nanoalloy system as a candidate
material, our current work demonstrates that the characterization of the structural evolu-
tion of nanocatalysts in situ provides much deeper insights into the catalyst degradation
mechanisms as compared to the routine ex situ electrochemical studies.

6.8 perspective

In summary, we have characterized Pt–Fe alloy nanoparticles using suitable imaging ad
spectroscopic methods based on scanning transmission electron microscopy. The Pt–Fe
nanoparticles have gathered a lot of interest, both on the account of enhanced ORR elec-
trocatalysis, and also because of the magnetic properties that are deployable in ultrahigh-
density information storage. Using both ex situ and ex situ approaches, we have obtained
insights into a variety of aspects of these materials, such as the surface and bulk atomic-
structure, faceting, lattice strain, the surface and bulk composition, and a time-evolution
of these structural features before, after and during the durability tests and also the
heat-treatment procedures. A detailed summary of insights obtained in each of these
investigations is provided in Section 6.4.4, Section 6.5.6, and Section 6.7.5. These provide
useful research directions and generate new perspectives for the future development
of highly active and less expensive Pt–Fe catalysts, which are crucial for the widespread
commercialization of PEMFCs. As discussed earlier in Chapter 4, a detailed review of the
different Pt-alloy catalysts indicates that the Pt–Fe is not a particularly superior catalyst
system compared to Pt-Co and Pt-Ni nanoalloys. One major issue is the poor electro-
chemical stability of Pt-Fe alloys due to dissolution of Fe, which is relatively less serious
in the case of Pt-Co and Pt-Ni nanoalloys. In such a juncture, we believe that the present
work on Pt-Fe nanocatalysts can be regarded as a model study for further investigation
of various other Pt-alloy systems using the aberration-corrected TEM techniques.
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P L AT I N U M – G O L D H E T E R O A G G R E G AT E N A N O PA RT I C L E S

Previously in Chapter 6 we discussed the characterization work carried out on the
platinum-iron (Pt–Fe) alloy nanoparticles. The present chapter discusses our investiga-
tions related to the platinum-gold (Pt–Au) alloy nanoparticle system, studied exclusively
with the aberration-corrected STEM in combination with the in situ heating stage. Most
sections (either in parts or full) have been adapted from the following manuscript that
has been communicated to peer-review: [392].

7.1 motivation and research outline

Bimetallic Au-Pt alloy nanoparticles are a promising class of materials for ORR electro-
catalysis [393–399]. Several examples substantiating this were discussed in the literature
review presented earlier in Chapter 4. Additionally, the Au-Pt nanoparticles are also be-
ing considered for the catalysis of many other reactions, such as H2 activation [400], CO
oxidation [401–403] and Methanol oxidation [393]. One major advantage here is that the
combination of two noble metals allows the nanoparticle alloys to remain stable in many
gaseous, liquid and electrochemical environments.

Despite great progress in the development of Au-Pt nanoparticle alloys, a vast major-
ity of the alloys that are reported are limited to heteroaggregates [404–408], core-shells
[409, 410] and phase-separated alloy mixtures [393, 411] (See Figure 7.1 for a schematic
illustrations of these different alloy types). The formation of solid solution (i.e., random
disordered / ordered arrangement of Au and Pt atoms, as in Figure 7.1(d)) is considered
extremely difficult, owing to reasons discussed as follows.

For a wet-chemical synthesis approach involving the reduction of Au and Pt salts, the
difference in the reduction potentials of Au and Pt ions make it challenging to kinetically
trap them into a homogeneous alloy structure [412]. For example, Ataee-Esfahani et al
chemically reduced chloroplatinic acid (H2PtCl6) and chloroauric acid (HAuCl4) species
in the presence of a surfactant, and found that the particles formed a Au@Pt core-shell

196
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Figure 7.1: Schematic representation of different bimetallic alloy types.

type alloy structure [396]. The authors attribute this to a faster reduction of Au ions
compared to Pt ions, which they believe led to the formation of Au seeds, onto which
the Pt seeds then deposit.

In the case of solid-state approach of alloying that involves a post-annealing treatment
following the synthesis of Au-Pt mixture, the challenge is that the formation of a solid
solution is thermodynamically not favoured [413]. Most reports interpret this from the
presence of a wide miscibility gap in the Au-Pt phase diagram, over almost in the entire
range of composition and temperature. For example, a 50/50 homogenous AuPt alloy
is said to be stable only above 1200

◦C [414]. This is further supported by many atom-
istic simulations. For instance, Mariscal et al have performed atom dynamics simulations
using the embedded atom (EAM) potentials [415]. They found that the formation of core-
shell type structure is energetically more favourable than the mixing in the form of an
alloy solid solution.

Recent studies have shown that it is much easier to form a solid solution on the
nanoscale compared to the bulk, when the structures are synthesized in the form of
nanoparticles [393, 416]. For example, Petkov et al studied the phase transformations of
a range of PtxAu1-x nanoparticle compositions (x = 0.77, 0.51, 0.4, 0.2), and found that
all the alloys existed in a random alloy solid-solution even when annealed to as high of
the temperature as 800

◦C [416]. One possible reason for such differences between the
bulk and nanoscale phase transformations could be that the solubilities of Au and Pt into
the matrix of the other metal are different. For example, Braidy et al have shown that the
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solubility of Au in the Pt-rich phases for nanoparticles can be higher than the bulk by
about 5-10 at.% [417]. Additionally, other effects from size, surface energy and segrega-
tion tendencies can also play an important role [417, 418]. The development of such solid
solution alloy nanoparticles affords a superior catalytic performance compared to phase
separated mixtures, and even some state-of-the-art catalysts (e.g., Pt/C in fuel cells).

It is important to point out, however, that besides above reports that suggest favoura-
bility to the formation of solid solution on the nanoscale, many contrasting reports that
support phase-separation are also available [418, 419]. For example, Xiao et al calculated
the heats of formation of Au-Pt nanoparticles for a range of particle sizes and composi-
tions [418]. They suggest that although at very small particle sizes a solid-solution alloy
mixture can be favourable (i.e., negative heat of formation), an increase in temperature
can induce surface-segregation of Au, from which a solid solution can decompose into a
core-shell structure. Such contrasting views illustrate the point that it is still unclear as to
which type of alloy, the phase-separated or the solid solution, that is the most favoured
during the phase transformation of Au-Pt nanoparticles.

One major limitation to address above critical question is the approach adopted to-
wards the structural characterization of Au-Pt particles. Most reports still rely on ex situ
type analyses, wherein the structural and compositional evolution of particles is studied
before and after the heat-treatments, and never during the course of annealing process
(as in the case of in situ type analyses). This precludes us from gaining insights into
the many dynamic changes related to compositional segregation and ordering processes
taking place during annealing.

In the present work, we monitor the Au-Pt phase transformation process using a in
situ thermal annealing method. For this we consider the as-synthesized Pt-on-Au het-
eroaggregate particles as a test system, and anneal them inside a transmission electron
microscope. Using high angle dark field imaging (HAADF) and electron energy loss
spectroscopy (EELS) techniques we monitor both the structural and the compositional
changes in these nanoparticles, over the entire course of heat-treatments. In order to un-
derstand the effect of chemical composition on the resulting final structures formed, we
study the heat-treatment process on two distinct compositions of Pt-on-Au heteroaggre-
gate particles, identified as low-Pt and high-Pt heteroaggregates. Our results indicate
that depending on the initial composition of the particles, the formation of both the
solid solutions and the phase-separated alloys are possible. We found that the low-Pt
heteroaggregates transformed into a phase-separated alloy mixture (discussed in Sec-
tion 7.6), whereas the high-Pt heteroaggregates formed a solid solution (discussed in
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Section 7.5). A detailed analysis of the solid solution further indicates a uniform chemi-
cal composition and an ordered atomic-structure, virtually in the entire particle.

In addition to above experiments, we also investigated the melting of Pt clusters de-
posited on the Au surface during the initial stages of heat-treatment (discussed in Sec-
tion 7.8). These insights were important in the context of understanding the dynamic
homogenization process which eventually lead to the formation of Au-Pt solid solution.

In addition to annealing the heteroaggregates under the microscope vacuum, we also
conducted heat-treatments in other atmospheres (e.g., air and N2). We found that despite
annealing the heteroaggregates to about 18 hours at 400

◦C in 1 atm. N2, the particles did
not transform into a solid solution, but instead existed as phase-separated alloy mixtures
forming two lobes, Pt-rich and Au-rich, separated by one common interface. A series of
Molecular Dynamics (MD) and Monte Carlo simulations carried out by our collaborators
is also summarized, which illustrate why a flat AuPt phase-seperated interface would be
energetically more favored compared to a core-shell type structure (e.g., Pt-rich shell
covering the Au-rich lobe). These findings are discussed in Section 7.9.

Below, we first start by introducing the method of synthesis of the initial Pt-on-Au
heteroaggregate nanoparticles and then discuss aspects related to their structural charac-
terization (Section 7.4). Subsequently, we describe the heat-treatment procedure in Sec-
tion 7.4, and then present the experimental findings pertaining to the above listed exper-
iments.

7.2 synthesis of pt-on-au heteroaggregate nanoparticles

The synthesis of Pt-on-Au nanoparticles involved a two-step wet-chemical reduction pro-
cedure wherein the Au NPs were synthesized first, and then used as seeds for a hetero-
geneous nucleation of Pt. The procedure is schematically illustrated in Figure 7.2.

Au-NPs were synthesized using the well known ‘citrate reduction’ technique devel-
oped by Frens [420]. For this procedure, 300 mL of 10

-2 wt. % chloroauric acid (HAuCl4)
was brought to boiling, into which about 9 mL of trisodium citrate (1 wt. %) (boiled prior
to 100

◦C) was added to initiate reduction towards forming Au-NPs. The dark purple
solution formed was kept under continued heating for a reaction time of 40 mins when
it turned into a wine red color indicating the formation of colloidal solution containing
Au-NPs.
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Figure 7.2: Schematic representation of the procedure for synthesizing Au NPs and Pt@Au het-
eroaggregate nanoparticles.

To coat the Au-NPs with Pt clusters, the procedure developed by Lu et al [421] was
adopted. About 9.6 mL of the colloidal Au-NP solution (cooled to RT) was mixed with 10

mL of chloroplatinic acid, H2PtCl6 (5 x 10
-4 wt.%) and 6 mL of ascorbic acid (1.76 wt.%)

in an ice bath. The resulting solution was removed from the ice bath after a reaction time
of 1.5 h when it turned into dark purple color. For the TEM/STEM analyses, the samples
were drop cast onto the copper grid coated with lacey carbon.

The above procedure corresponds to the synthesis of low-Pt heteroaggregates. The
same procedure was also used in synthesizing the high-Pt heteroaggregates, the differ-
ence being the feed ratio of Pt,1 which was relatively much higher.2 The acid and reduc-
ing agent concentrations noted here are based on a series of preliminary experiments
that we conducted in order to understand the effects of changing reducing agent concen-
trations, the chloroplatinic acid concentration, and the reaction times. These investigative
experiments are discussed as follows.

7.2.1 Effect of changing the reducing agent concentration

Figure 7.3 illustrates the effect of changing the reducing agent concentration on the sizes
of the Au NPs formed. Here, the concentration of Au precursor i.e., chloroauric acid, is
kept constant. Three variations in the reducing concentration were considered: 3 mL, 9

mL and 15 mL. The corresponding low-magnification TEM images of the synthesized Au
particles are shown in Figure 7.3(1—3), respectively. The measured size distribution is

1Calculated as, [H2PtCl
6
] / [H2PtCl

6
] + [HAuCl4]

2by about 3 times compared to low-Pt heteroaggregates
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Figure 7.3: Effect of varying the reducing agent concentration on the synthesis of Au NPs. (1)-(3):
TEM images. (4) Particle size distribution. (5) Bar chart of Particle size versus reducing
agent volume.

displayed in Figure 7.3(4), and the estimated average particle sizes for these three cases
is shown in Figure 7.3(5).

As shown in Figure 7.3(5), an increase in the reducing concentration from 3 mL to 9 mL
resulted in the particle size decrease of about 10 nm. This is attributed to the resulting de-
crease in the critical size of the Au nuclei due to the increase in the number of nucleation
centers in the solution. However, a further increase in the reducing agent concentration
to 15 mL did not result in significant change to particle sizes. This is expected, because
the concentration of Au species in the solution is fixed, and once consumed in forming
Au NPs, a further addition of the reducing agent will not create any more nucleation
centers, thus has no effect on the resulting particle size.
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Figure 7.4: Effect of varying the chloroplatinic acid concentration on the synthesis of Pt-on-Au
heteroaggregates. (1)-(4): TEM images. (5) Particle size distribution. (6) Particle size
versus the Pt feed ratio.

7.2.2 Effect of changing the chloroplatinic acid concentration

Figure 7.4 illustrates the effect of incrementally increasing the Pt feed ratios in the order
20 %, 26 %, 33 % and 50 %, on the coverage of Au NP surfaces with the deposited Pt
clusters. This can be monitored by observing changes in the heteroaggregate particle
sizes calculated relative to pure Au NP.3

From the TEM images shown in Figure 7.4(1—4), it is clear that there is no apparent
Pt deposition for the Pt feed ratios 20 % and 26 %. With a further increase in the Pt feed
ratio, small number of clusters can be seen for 33 % Pt, that multiply significantly with
the increase in feed ratio to 50 %. This suggests that there is a critical feed ratio for the for-
mation of Pt clusters on Au. Since the Pt composition on the Pt-on-Au heteroaggregates
is proportional to the coverage of Pt clusters during synthesis, the Pt composition in het-
eroaggregates with 33 % Pt feed ratio is lower than those formed with 50 % Pt feed ratio
(Panel (3) vs (4)). These structures are identified as low- and high-Pt heteroaggregates,
respectively, and were used in the subsequent heat-treatment experiments (discussed
under Section 7.5 and Section 7.6, respectively).

3The estimated average particle size of pure Au NPs is about ∼15 nm.
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Figure 7.5: Effect of varying the reaction time on the synthesis of Pt-on-Au heteroaggregates. (1)
and (2): TEM images. (3) particle size distribution. (4) Bar chart of particle size versus
the reaction time.

7.2.3 Effect of changing the reaction time

The reaction time (τ) refers to the time required for the deposition of Pt clusters on Au,
which includes the time required for reduction, nucleation and the growth processes.
Figure 7.5(1, 2) show low-magnification TEM images of the particles synthesized with
reaction times of 1 h and 1.5 h, respectively. A close inspection of the heteroaggregate
surfaces in these images reveals that a relatively higher surface coverage with Pt clusters
is observed for longer reaction time (1.5 h). The average particle sizes were estimated
using the measured size distributions, and an increase in the particle sizes was observed
corresponding to the higher surface coverage in Pt (see Figure 7.5(3, 4)).
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7.3 characterization of as-synthesized pt-on-au heteroaggregates

Figure 7.6a (i, ii) show bright-field TEM micrographs of the as-synthesized Au nanoparti-
cles and Pt-on-Au heteroaggregates, respectively. The measured size-distributions of the
two samples are shown in Figure 7.6b, and the estimated average particle size for Au
NPs is about 14 nm, and that for the Pt-on-Au heteroaggregates is about 16.6 nm.

7.3.1 Structural characterization

Detailed structural characterization of the Au NPs and the Pt-on-Au heteroaggregates
was performed using HAADF-STEM imaging, shown in Figure 7.6a(iv, v), respectively.
The solid line drawn in Figure 7.6a(v) highlights the heteroaggregate structure by reveal-
ing the base Au nanoparticle, and the as-deposited Pt clusters. The estimated average size
of the as-deposited Pt clusters is about 3.3 nm. For better visualization of the structural
morphology, we adjusted the dynamic range in intensity of these images with suitable
image filtering techniques4. From the filtered images shown in Figure 7.6a(iv, vi), the
as-synthesized Au nanoparticles appear to be faceted. As shown in Figure 7.6a(iv), the
measured lattice parameter (∼0.3 nm) is consistent with that of bulk-Au along [111] zone-
axis.

Figure 7.7 compares the FFTs obtained from the nanoparticle and the cluster regions.
As can be noticed, they resemble one another, which suggests an orientation relationship
between the two regions. This is consistent with a previous study by Mourdikoudis et al
[405], which reported an epitaxial growth mode for the clusters deposited on the seed
particles.

4Two kinds of image filtering techniques are utilized in this work, namely band-pass and Sobel filters.
These were both performed using ImageJ software package. Band pass filtering operates in the Fourier space
where a mask with a set range of frequencies is applied on the FFT of an image. Frequencies within this
range are allowed while the rest are attenuated. The filtered image is obtained by taking inverse FFT after
masking. Sobel filters are popular for finding edges within an image. As illustrated in Figure 7.6a(vi), we
have made use of this in finding the facet boundaries in a 2D HAADF-STEM image. The Sobel operator per-
forms a 2D spatial gradient measurement of the image, emphasizing regions with high spatial frequencies
that correspond to edges. More details on these filtering techniques can be found elsewhere [422].
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(a) (i, iii) and (ii, iv), TEM and HAADF-STEM images of as-synthesized Au nanoparticles and Pt-on-
Au heteroaggregates, respectively. (iv) band-pass filtered image of (iii). (vi) Sobel filtered image of
particle (top most) in (v).

(b) Size distribution measurement of as-synthesized Au nanoparticles (left) and Pt-on-Au heteroag-
gregates (right).

Figure 7.6: Structural characterization of as-synthesized Au and Pt-on-Au heteroaggregates.
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Figure 7.7: Epitaxial growth of Pt clusters on Au. (a) Band-pass filtered HAADF-STEM image of
selected region over a Pt-on-Au heteroaggregate. (b) and (c), Fast Fourier Transforma-
tion of the regions identified by pink and red boxes in (a), respectively.

7.3.2 Challenges posed to EELS compositional analyses

In addition to structural characterization, a detailed compositional analysis was carried
out using electron energy loss spectroscopy (EELS). Since the M-4,5 edges of Pt (onset
at 2120 eV) and Au (onset at 2206 eV) overlap, this can be very challenging. Figure 7.8
illustrates the challenge involved in separating Pt and Au signals. A small window of
about 86 eV is available between the onsets of these edges, which can be used to extract
Pt only. Beyond 2206 eV, the Pt and Au signals are mixed. The situation is even more
difficult in the case of nanostructures, considering that we require a low electron-dose
rate (D = It/A; Probe current I, dwell time t, Area A) in order to minimize the beam
damage. Typically, the use of low D results in low signal-to-noise ratios, which is not an
ideal setting for elemental analyses.

7.3.3 Use of MLLS fitting and independent component analysis methods

We overcome the above mentioned challenge by adopting a multiple linear least square
(MLLS) fitting procedure to separate the Pt and Au signals. MLLS serves as a great
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Figure 7.8: Challenge to EELS mapping of Pt and Au in a Pt-Au nanoparticle. Black curve: Typical
raw EELS spectrum of Pt-on-Au heteroaggregate. Gray curve: EELS spectrum after
background subtraction. Vertical dotted lines: Onsets of Pt-M4,5 and Au M4,5 edges.
Green window: Available 86 eV window available for extraction of Pt only. Beyond
this, Pt signal is convolved with Au.

tool for separating the overlapping EELS edges of many alloy combinations [212]. The
method involves fitting of the total spectral intensity (F(E)) to an expression of the form:

F(E) = AE−r +BaRa(E) +BbRb(E) + . . . (7.1)

Where, AE−r corresponds to the power-law background preceding the edge of lowest
energy loss Ra(E),Rb(E), . . . represent core-loss reference spectra of the elements of in-
terest Ba,Bb, . . . are fit coefficients found by minimizing the differences between the
experimental spectra and the model F(E) estimated using Equation 7.1.

In the present work, we input the reference spectra of Au and Pt, (RAu(E),RPt(E)).
Thus,

F(E) = AE−r +BAuRAu(E) +BPtRPt(E) (7.2)

We used the MLLS routine that is available in the Gatan Digital Micrograph (DM) soft-
ware. The Au and Pt reference spectra were collected from pure nanoparticle samples.
Once an optimal fitting was achieved, the software returned the fit coefficients (BAu,BPt).
These fitting coefficients were multiplied to their respective reference spectra to obtain
the deconvoluted Au (BAu xRAu(E)) and Pt spectra (BPt xRPt(E)). The Au and Pt spec-
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tra thus obtained, were then used to generate maps (termed MLLS-fitted maps), which
illustrate the spatial distribution of the constituent elements.

Figure 7.9: Illustrating the good agreement between the MLLS fitting and the raw EELS spectrum
that was possible to achieve. (a) Spectrum image of Pt-on-Au heteroaggregates. (b)
MLLS fitted compositional maps of Pt (green), Au (red) and Pt vs Au composite. (c)
MLLS residual image. (d) MLLS fitted spectrum overlayed onto the original spectrum:
Background subtracted original spectrum (green) in the range 2100 eV to 2700 eV,
MLLS deconvoluted Pt signal (Orange), MLLS deconvoluted Au signal (Gray), MLLS
fitted spectrum (Black).

A strong agreement between the original and the fitted spectrum was attainable in our
studies. For example, Figure 7.9 illustrates the typical MLLS fitting of an experimental
EELS data of a Pt-on-Au heteroaggregate sample. The MLLS generated maps for Pt
(green), Au (red) and composite Pt vs Au are shown in Figure 7.9(b). Figure 7.9(c) shows
a ‘residual image’, calculated as the difference between original and the fitted spectrum
at each pixel on the spectrum image. The goodness of the fit is evidenced by the fact that
the residual image does not show features resembling the structures seen in the spectrum
image (Figure 7.9(a)). The goodness of the fit is even more clearer from the good overlay
of the MLLS fitted spectrum on the original spectrum (Figure 7.9(d)).

Note that the deconvoluted spectra will only be as accurate as the MLLS fit is, and
the MLLS fit is only as accurate as the reference spectra. The standard reference spectra,
e.g. the EELS Atlas available in the Gatan Digital Micrograph, were not used for our
analyses. This is because these reference spectra are obtained for the bulk materials, and
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when overlaid on the nanoparticle spectra, a large deviation in the slopes (proportional
to specimen thickness) and the fine structures were found. For this reason, we instead
used the EELS spectra obtained from pure Au and Pt nanoparticles as the references.
Additionally, we also employed independent component analysis (ICA) to validate the
maps generated from MLLS. ICA is based on the blind source algorithm within machine
learning5, and is previously shown to be an effective tool for separating mixed micro-
analytical signals from nanoheterostructures.

7.3.4 Compositional analyses

Figure 7.10(a, b) provides a comparison of the MLLS and ICA results of an EELS map ob-
tained from a region enclosing a linear particle ensemble. The region over which the map-
ping was carried out is shown by the HAADF-STEM image in Figure 7.10(a(i)), wherein
small clusters can be seen deposited over larger particles. The spatial distributions of Pt
and Au are shown in Figure 7.10(a(iii, iv)).

In comparison to Figure 7.10(a(i)), these maps reveal that the base particles are Au,
whereas the small clusters lying on top of Au are Pt, also evident in the Pt-Au composite
map in Figure 7.10(a(v)). The MLLS results are in good agreement with the ICA results
shown in Figure 7.10(b). The dataset is well described just by three independent com-
ponents, labelled IC#1–3 in Figure 7.10(b(i)). IC#1 and #2 bear a strong resemblance to
reference EELS edges for Au-M4,5 and Pt-M4,5 respectively, and IC#3 is interpreted as
a background signal. Their corresponding spatial maps, shown in Figure 7.10(b(iii–v)),
indicate that small Pt clusters decorate the surface of the Au nanoparticles, which is in
agreement with the MLLS results.

As discussed earlier (Section 7.2), the heteroaggregates of different compositions could
be synthesized, by controlling the Au/Pt salt concentrations and reaction times. Fig-
ure 7.11 displays the compositional analysis of a Pt-on-Au heterostructure from a differ-
ent synthesis in which the chloroplatinic acid concentration was increased (by a factor of
3), resulting in a higher concentration of Pt clusters surrounding the base Au nanoparti-
cles. This can be observed in the HAADF-STEM image shown in Figure 7.11(a), and in

5ICA involves projecting the spectrum image data, comprised of mixed energy loss signals, onto a
set of independent (maximally non-Gaussian) axes [423]. In some cases, the independent components can
represent the separate phases present in a heterogeneous material [424, 425]. We performed ICA using
the FASTICA algorithm [423], implemented in the Scikit-learn machine learning module for Python [426],
conveniently accessed and applied to EELS signals using HyperSpy [427].
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Figure 7.10: EELS compositional analyses of the as-synthesized Pt-on-Au heteroaggregates us-
ing: (a) MLLS fitting and (b) Independent Component Analysis. a(i), HAADF-STEM
image. a(ii), Region over which the EELS mapping was carried out. a(iii) and a(iv),
MLLS fitted EELS maps of Pt (green) and Au (red), respectively. a(v), Composite
map of Pt-vs-Au. b(ii), Scree plot of the first 10 principal components. b(i) Indepen-
dent component (IC) spectra of components #1, #2 and #3. b(iii-v), corresponding
spatial maps generated. Vertical lines in b(i) indicate onsets for Pt and Au M-4,5
reference edges.



7.3 characterization of as-synthesized pt-on-au heteroaggregates 211

the Pt and Au EELS maps Figure 7.11(b, c), which reveal the aggregation of Pt clusters
around base Au nanoparticles, resembling a shell.

Figure 7.11: High Pt loaded Pt-on-Au heteroaggregates. (a) HAADF-STEM image. (b) and (c)
EELS maps of Pt (green) and Au (red), respectively. (e) Composite Pt-versus-Au map.

7.3.5 Quantification of low- and high-Pt heteroaggregate compositions

A quantification of the extracted EELS edges (summarized in Table 7.1) for particles in
Figure 7.11 yielded a Pt content of 87 %, which is higher compared to the heteroag-
gregates discussed in Figure 7.10 (23 % Pt). The procedure involved quantification of the
weights of MLLS fit coefficients, the detailed procedure is described in Appendix B. Here
onwards, we simply call the heteroaggregate-batch in Figure 7.11 as high-Pt heteroaggre-
gates, and those in Figure 7.10 as low-Pt heteroaggregates. In the subsequent sections,
we show that the heat-treatment of high-Pt and low-Pt heteroaggregates result in two
distinct alloy structures. The high-Pt heteroaggregates transformed into compositionally
homogeneous alloy solid-solution (Section 7.5), and the low-Pt heteroaggregates formed
phase-separated alloy nanoparticles (Section 7.6).



7.4 heat-treatment procedure 212

sample At.% Pt At.% Fe

high-Pt heteroaggregates1
87 % 13 %

low-Pt heteroaggregates1
23 % 77 %

1 In both the cases, the estimated error is about 10 %, which is calculated from the uncertainties
in the values of Au and Pt cross-sections used in the quantification.

Table 7.1: Quantification of Pt and Au content in the low- and high-Pt heteroaggregate particles.

7.4 heat-treatment procedure

Heat-treatment of both low-Pt and high-Pt heteroaggregates was carried out inside the
microscope using a dedicated heating holder manufactured by Protochips6. As schemati-
cally illustrated in Figure 7.12, the heat-treatment procedure involved holding the sample,
initially at RT, for 25 min at 200

◦C, 400
◦C, 600

◦C and 800
◦C. In total after about ∼1.5

hours of heat-treatment, the particles were finally quenched back to RT.

Figure 7.12: Temperature vs time plot illustrating the heat treatment process.

6Design involves a ceramic (SiNx) thermal e-chip patterned with an array of micron sized holes. These
holes are coated with a carbon membrane onto which the nanoparticles were deposited. The temperature
of e-chip could be controlled with a separate heating system connected externally. The entire assembly pro-
vided a precise temperature control over 1200

◦C with super fast heating rates up to 1000
◦C per millisecond.

More details on the holder and its operation can be found elsewhere [390].
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7.5 heat-treatment of high-pt loaded heteroaggregates

Figure 7.13 summarizes the structural and compositional evolution of a selected area of
high-Pt heteroaggregates during annealing. These aspects are discussed in two separate
sections as follows.

Figure 7.13: Structural evolution of high-Pt loaded Pt-on-Au heteroaggregates during in situ
TEM annealing. a, Selected area is being tracked over the course of annealing us-
ing HAADF-STEM imaging and EELS. Labels indicate holding temperature. b(i–v),
magnified HAADF-STEM images.

7.5.1 Tracking structural changes during annealing

For better visibility, the HAADF-STEM images are enlarged as shown in Figure 7.13(b).
Compared to the initial condition at RT (Figure 7.13b(i)), the particle surfaces at the
end of heat treatment appear relatively smoother. Figure 7.13 (b(ii–iv)) illustrate that the
surfaces of particles smoothen gradually during annealing, with visible changes taking
place within the first 25 minutes of annealing (Figure 7.13b(ii) vs b(i)). Furthermore, in
the HAADF-STEM image at 400

◦C shown in Figure 7.13(b(iii)), dark spots within the
structures emerge, as identified by the red arrows. Recall that the HAADF-STEM imaging
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Figure 7.14: Compositional evolution of high-Pt loaded Pt-on-Au heteroaggregates during in situ
TEM annealing. (a)—(e) Selected area is being tracked over the course of annealing.
Labels in pink indicate holding temperature. a(i), b(i), c(i), d(i) and e(i), HAADF-
STEM images. a(ii), b(ii), c(ii), d(ii) and e(ii), EELS map of Pt. a(iii), b(iii), c(iii), d(iii)
and e(iii), EELS map of Au. a(iv), b(iv), c(iv), d(iv) and e(iv), Composite Pt-versus-Au
map.

produces a mass-thickness contrast, with image intensity roughly proportional to tZ1.6

(thickness t, atomic number Z). Since the atomic numbers of Pt and Au are close, the
observed intensity drop at the highlighted locations in Figure 7.13(b(iii)) correspond to
thickness variations, suggesting the presence of structural inhomogeneities such as voids
or defects. By further comparing the highlighted regions (green circles) in Figure 7.13

(b(iii) and b(iv)), it is evident that the inhomogeneities gradually disappear over the course
of annealing (400

◦C vs 800
◦C), likely from the expected high diffusion rates at the

elevated temperatures.

7.5.2 Tracking compositional changes during annealing

In addition to the structural changes discussed above, the heat treatment of high-Pt het-
eroaggregates accompanied interesting compositional changes that eventually led to the
formation of Au-Pt solid solution at the end of the anneal.

Figure 7.14(a—e) displays a summary of the compositional changes during anneal-
ing. The maps coloured in green and red illustrate spatial distribution of Pt and Au,
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respectively. For the dataset at RT (Figure 7.14(a)), the Pt vs Au composite map shown
in Figure 7.14(a(iv)) illustrates Pt clusters encapsulating the base Au nanoparticle. This
Pt-on-Au heteroaggregate composition was discussed in detail earlier (in Figure 7.11). A
similar elemental distribution of the Pt and Au can be seen even in the Pt vs Au com-
posite map shown in Figure 7.14(b(iv)), that corresponds to 200

◦C annealing condition.
This indicates that the heteroaggregate composition is preserved even after 25 min heat-
ing at 200

◦C. However, by comparing the composite map of 200
◦C to that of 400

◦C
(Figure 7.14b(iv) vs c(iv)), it can be clearly seen that the heteroaggregate composition is
lost upon 25 min heating at 400

◦C. Further analysis of the Au and Pt maps shown in
Figure 7.14(c(iii, iv)) reveals a relatively uniform distribution of Pt and Au throughout the
structure, suggesting an inter-diffusion of Pt and Au atoms. Subsequent heat-treatments
at 600

◦C and 800
◦C does not seem to drastically change the local composition within the

particles. This is evident from the similarities between Pt vs Au composite maps of 600

◦C and 800
◦C (Figure 7.14d(iv) vs e(iv)), with respect to that of 400

◦C (Figure 7.14c(iv)).
However, it is noticeable from comparing Figure 7.14d(i) vs e(i) that the two particles at
the top have coalesced during the heat-treatments between 600

◦C and 800
◦C.

7.5.3 Detailed analyses of an annealed particle

The high-resolution structural and compositional data of an individual particle after
annealing (emboxed in Figure 7.14(e(i)) is provided in Figure 7.15a. Individual atomic
columns are resolved in the HAADF-STEM image shown in Figure 7.15a(i). From the Pt
(green) and Au (red) maps shown, it is evident that both Pt and Au are homogeneously
distributed in the projected area of the particle, thus suggesting a compositional homo-
geneity. This is also indicated in the composite Pt vs Au map shown in Figure 7.15a(vii),
where no segregation of one particular element is observable in the bulk of the particle. A
similar spatial distribution of Pt and Au was observed even with the use of independent
component analyses (ICA), as illustrated in Figure 7.15b. Observed homogenous distri-
bution of Au and Pt within the particle thereby confirms that the heat-treated high-Pt
heteroaggregate particle has formed a compositionally homogeneous Au-Pt solid solu-
tion.

In addition to the observed compositional homogeneity, we also observe a uniform
crystal structure in the HAADF-STEM image Figure 7.15a(i, ii). The ordered structure is
evidenced by the repeated arrangement of the set of atomic-columns identified in Fig-
ure 7.15a(iii) along the horizontal direction, virtually in the entire projected region of the
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(a) Heat-treated high-Pt heteroaggregate nanoparticle (800
◦C annealing condition). (i) HAADF-

STEM image. (ii) Magnified image of boxed region in (i). (iii) Repeating unit of the 2D projected
lattice in (ii) (color-coding for better visibility). (iv) Diffractogram of (i). (v–vii) EELS maps of
Pt, Au and Pt-versus-Au, respectively.

(b) ICA dataset of the ordered single-phase particle in fig.(a). i, Independent component
(IC) spectra of components #1, #2, #3 and #4. Vertical lines indicate onsets for Pt and
Au M-4,5 and M-3 reference edges. ii, corresponding spatial maps generated.

Figure 7.15: Detailed structural and compositional analyses of an annealed particle.



7.5 heat-treatment of high-pt loaded heteroaggregates 217

Figure 7.16: Structural similarity between two neighbouring heat-treated high-Pt loaded heteroag-
gregates. (a) HAADF-STEM image. (b) and (c), FFT of top and bottom particles, re-
spectively. (d) Magnified image of a selected region from (a) identified within yellow
box.

particle. The repeating unit shown in Figure 7.15a(iii) was identified from the measure-
ment of the shortest spacing of the reflections appearing in the Fourier diffractogram of
the particle displayed in Figure 7.15a(iv). Furthermore, the observed ordered structure
could also be found in a neighbouring particle, which we confirm from the resemblance
in the Fourier diffractograms of the two particles as illustrated in Figure 7.16.

Unfortunately, the crystal structure of the particle could not be confirmed from a crys-
tallographic database search for 87 % Pt composition. To the best of our knowledge,
a crystal structure for this composition has not been reported in the literature. In the
following section, we discuss some preliminary attempts that we have undertaken to
propose a unit cell structure from the projected image of the particle. Nonetheless, above
findings clearly show that the high-Pt heteroaggregate particles transformed into a com-
positionally homogeneous Au-Pt solid solution after the heat-treatment. As mentioned
in the introductory remarks, the formation of solid solution is in contrast to the bulk
phase diagram, according to which a phase-separated alloy mixture is what is expected
from the heat-treatment of 87/23 Pt/Au alloy mixture.

7.5.4 Preliminary work on phase identification of the annealed particle

In order to propose the unit-cell structure of the observed particle in Figure 7.18a, the
first step is to identify the orientation (i.e., zone-axis) of the particle. One standard pro-
cedure to determine the zone-axis of the particle from its diffractogram, is to match the
reciprocal lattice spacing of the shortest vectors in the particle diffractogram to that of
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Figure 7.17: Identifying the zone-axis of the annealed high-Pt heteroaggregate particle. (a) Diffrac-
tion pattern of the particle shown in Figure 7.15a. (c), unit-cell of Pt crystal oriented
along [452] zone-axis. (b) simulated diffractogram of (c).

a reference. Here we consider fcc-Pt crystal (a = 3.97 Å) as the reference, which is rea-
sonable starting point given that the Pt composition in the particle is considerably high
(87 %). The procedure to identify the particle orientation involved following steps: (a)
identification of three unique directions in the diffractogram with the shortest reciprocal
lattice spacings. (b) measurement of the lattice spacings, labeled as 1, 2, and 3 in the or-
der of lattice spacing (shortest to high). (c) measurement of the angles between the three
directions, 1-2, 2-3, 1-3. (d) calculation of lattice spacing ratios: 1/2, 2/3, 1/3. (e) scanning
through the zone-axes file of fcc-Pt crystal in search of above values noted in (c) and (d).

Figure 7.17(a) shows the diffractogram of the particle, with the three shortest reciprocal
spacing directions labeled as 1, 2 and 3. Note that only the major reflections are being
considered, ignoring the other satellite peaks (e.g., two spots between 2 and 3). Once we
have modeled a reasonable structure of the unit cell that is representative of the bulk
of the particle, we can then refine it with the inclusion of the satellite reflections that
we have presently ignored. The approach taken to identify the noted major reflections
(1, 2 and 3) is discussed in Appendix C. It basically involved a detailed analysis of the
different sets of reflections in the diffractogram of the particle, and the real space features
that they represent.

The measured angles for the three shortest vectors in Figure 7.17(a) are: 1-2 = 90◦,
2-3 = 53◦ or 127◦ (supplementary angle), and 1-3 = 37◦ or 143◦ (supplementary angle).
The calculated reciprocal lattice spacing ratios for these vectors are: 1/2 = 0.8055, 2/3

= 0.8023, 1/3 = 0.6463. We compared these values with those for all possible zone-axes
of the fcc-Pt crystal. The complete zone-axes file for fcc-Pt crystal was obtained from
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diffractogram Experiment1 Reference (Pt-fcc)2

Spacing (1, 2 and 3) (in Å−1) 0.44, 0.54, 0.67 1.13, 1.51, 1.89

Spacing ratio (1/2, 2/3 and 1/3) 0.81, 0.80, 0.65 0.75, 0.80, 0.60

Angle (1-2, 2-3 and 1-3) 90◦, 37◦, 53◦ 90◦, 36.7◦, 53.3◦

1 Figure 7.17(a)
2 Figure 7.17(b)

Table 7.2: A comparison of the reciprocal spacings in the diffractograms of experiment and the Pt
reference.

the crystal maker software.7 The closest match we found was for the particle with an
orientation along the [4 5 2] zone-axis.

Figure 7.17(c) show the simulated diffractogram for Pt along [4 5 2]. Its corresponding
unit-cell is also shown as in Figure 7.17(c). The three reflections 1, 2 and 3 in the ex-
perimental diffractogram correspond to reflections 2 0 4, 4 4 2 and 6 4 2 in the simulated
diffractogram of Pt reference. Table 7.2 summarizes the three angles (1-2, 2-3, 1-3) and
the reciprocal lattice spacings for both the experimental and the Pt reference. It can be
seen that all the three reflections in the experimental diffractogram are shorter than the
Pt reference (by atleast 50 %). In real space, this means that the unit cell for the heat-
treated particle is much larger than the pure Pt particle. In fact, this is expected since
the heat-treated particle has formed a compositonally homogeneous alloy with Au, and
therefore, the inclusion of relatively larger Au atoms in the Pt unit cell should increase
the overall unit-cell volume. In the future, the approach would be to refine the Pt unit
cell with approporiate inclusions of Au atoms such that the reciprocal lattice spacing in
the simulation matches with the experiment.

7.6 heat-treatment of low-pt loaded heteroaggregates

So far, we have discussed the formation of Au-Pt solid solution from the heat-treatment
of high-Pt heteroaggregates. A similar heat-treatment procedure was carried out on the

7The zone-axes file is about 484 pages long, therefore, is not being included here. However, upon request,
it can be sent to the interested reader.
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(a) (1–3), Collage of EELS maps and HAADF-STEM images illustrating elemental distribution of
the phase-separated Au-Pt particles. Yellow arrows in Pt-vs-Au composite maps and pure-Pt
maps indicate Pt-rich region. Yellow arrows in the Au maps indicate local depletion in Au
content.

(b) ICA dataset of the phase-separated particles: top (a(i)) and bot-
tom(a(iii). i, Independent component (IC) spectra of components
#1, #2, #3 and #4. Vertical lines indicate onsets for Pt and Au M-4,5
and M-3 reference edges. ii, corresponding spatial maps generated.

Figure 7.18: Compositional analyses of phase-separated Pt-Au NPs using: (a) MLLS fitted elemen-
tal maps, and (b) ICA data. Thermal history of these particles: Section 8



7.6 heat-treatment of low-pt loaded heteroaggregates 221

low-Pt heteroaggregates.8 In the present section, we discuss the compositional mapping
of the structures formed at the end of this heat-treatment. As discussed in detail below,
our findings reveal that the annealed nanoparticles from the low-Pt heteroaggregates
sample exist in a phase-separated alloy mixture.

Figure 7.18 shows the HAADF-STEM images and EELS elemental maps of over three
different regions in the heat-treated low-Pt heteroaggregate sample. Maps in red and
green correspond to Au and Pt, respectively. We first consider data shown in Figure 7.18a(1),
where the elemental maps are better spatially resolved. The yellow arrow marked on the
Au map Figure 7.18a(1)(iii) identifies a darker region within the particle (identified as
Region-1), compared to its surrounding areas that appear brighter (white arrow). Note
that the intensity in EELS compositional maps is proportional to the elemental content.
Therefore, the observed drop in the Au intensity at the Region-1, indicates a local de-
pletion in the Au content of the particle. The same location is also identifiable on the Pt
map as indicated by the yellow arrow in Figure 7.18a(1)(ii). Evidently, the Pt intensity at
Region-1 is higher than that in the rest of the particle. This suggests a local enrichment
in Pt at the Region-1. The Au and Pt maps have thus revealed that the Region 1 is Pt-rich,
while the rest of the particle is Au-rich. In other words, this means that the particle is
composed of two phases, one which is Pt-rich, and the other which is Au-rich. This is
much clearer from the composite Pt vs Au map shown in Figure 7.18a(1)(iv).

The segregation of Pt and Au is further evidenced by ICA of the EELS spectrum image
data enclosing particle clusters shown in Figure 7.18a(1, 3). In both datasets (shown
in Figure 7.18b), the separated component spectra, IC#1 and IC#2, strongly resemble
reference EELS spectra for Au-M4,5 and Pt-M4,5 respectively, and their inhomogeneous
spatial distribution suggests segregation of the two elements within the nanoparticles.

A similar phase separation can be observed in numerous other particles from the same
synthesis batch. This is illustrated in the maps shown in Figure 7.18a(2, 3) wherein the
Pt-rich regions are identified using yellow arrows in the composite Pt vs Au maps. Cor-
responding depletion in the Au content at these same sites are evidenced by the yellow
arrows marked on the Au maps.

8From RT to 25 min heating at following series of temperatures: 200
◦C– 400

◦C– 600
◦C– 800

◦C and
then quenching back to RT, see Section 7.4 for details.
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7.7 summary of in-situ heat-treatment investigations

In summary, we have observed formation of both solid solution and phase-separated Au-
Pt alloy mixtures during in-situ TEM annealing of Pt-on-Au heteroaggregate nanoparti-
cles. A solid solution of Au-Pt was found to result from the heat-treatment of high-Pt
heteroaggregates (87 % Pt) to about 800

◦C, while the phase separated structure formed
from a similar heat-treatment of low-Pt heteroaggregates (23 % Pt). The formation of a
solid solution contrasts the wide miscibility gap seen in the equilibrium bulk phase di-
agram of the Au-Pt system, according to which a phase-separated mixture is expected
in almost the entire composition range. It is possible that the solid solution formed is
either a metastable structure, or an equilibrium phase resulting from the compression of
phase-diagram due to nano-scale phenomena. For example, we observed that the forma-
tion of solid solution is accompanied by formation of structural inhomogeneities in the
early stages of annealing. Presence of such inhomogeneities in materials can alter the dif-
fusion kinetics of species (e.g., Au in this particular case). Additionally, the coalescence
of Pt clusters observed in these particles could also have altered the solubilities (of Au in
Pt, vice-versa). Such factors can in turn, alter the enthalpy of mixing, which determines
whether or not the formation of a solid solution is favoured during the heat-treatments.
To confirm these possible origins, however, dedicated atomistic simulation studies is
needed. Currently, there is an over growing interest in employing Au-Pt nanoparticles
for CO-tolerance, methanol oxidation and fuel cell oxygen reduction reactions. We be-
lieve that the insights developed in the present work open new perspectives for the de-
velopment of active and stable Au-Pt alloy nanoparticles for use in the aforementioned
applications.

7.8 melting of pt clusters on au nanoparticle surface

The present section discusses two separate experiments carried out to understand the
gradual melting of the Pt clusters on Au nanoparticle surfaces. The two cases considered
involve –(1) melting of isolated Pt clusters without coalescing with other clusters, and
(2) melting of two or more Pt clusters coalesced together (i.e., coalesced clusters). By
‘melting’, here we are referring to the thermally induced spreading of Pt clusters, which
are still in a solid phase, on the Au surface. Previously, a similar work by Yu et al has
referred to this phenomenon (in Pt-on-SiO2) as ‘thermal wetting [428].
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Figure 7.19: Tracking the melting of Pt clusters in low-Pt loaded heteroaggregates. (a) HAADF-
STEM images at different annealing conditions (temperature and time indicated by
labels in yellow). (b–g) Enlarged images of a selected area at different annealing con-
ditions. Arrows in green and pink identify isolated clusters and coalesced-clusters,
respectively. Green circle identifies a particular isolated cluster.
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7.8.1 Melting of isolated Pt clusters

Figure 7.19(a) shows a series of HAADF-STEM images illustrating the structural evolu-
tion of a selected area of heteroaggregates during different stages of heat-treatment. To
ensure isolation of Pt clusters, these heteroaggregates were synthesized by using low
chloroplatinic acid feed concentrations. Earlier experiments had indicated that the Pt
melting occur between 200

◦C and 400
◦C temperature holdings. Therefore, to better

investigate the melting process, the images were acquired at additional time steps (6th,
12

th, 18
th and 25

th mins), when holding the annealing temperature at 400
◦C. For good

visibility, a small region in Figure 7.19(a) is enlarged as shown in Figure 7.19(b–g). Here,
the dynamic range of HAADF-STEM images has been further improved by bandpass
filtering (method discussed earlier).

Consider Figure 7.19(b), that corresponds to particles at the RT. As expected for a low
loading of Pt clusters, a large number of isolated Pt clusters could be seen, as identified
by green arrows. However, few spots where the clusters coalesced together can also be
observed, indicated by the pink arrows. Now, consider Figure 7.19(g) that corresponds
to sample after 25 min heating at 400

◦C. On comparing the Figure 7.19(g) and (b), it is ev-
ident that the isolated particles seen in Figure 7.19(b) have disappeared in Figure 7.19(g).
In contrast, the coalesced-clusters are still present (see pink arrows in Figure 7.19(g)),
although the contact angle made with Au is different compared to that in Figure 7.19(b).

To better understand the reason for the observed disappearance of isolated clusters,
we tracked one particular cluster, as highlighted by the dotted green circle in these im-
ages. By tracking this selected region at different annealing conditions, especially in
Figure 7.19(e–g), it can be seen that: (1) the Pt cluster is melting the Au surface, and (2)
a complete melting of the cluster is observed by the end of 25 min heating at 400

◦C,
as evident from the absence of the cluster in Figure 7.19(g). Note that the exact time
for complete melting (t) might be anywhere between 18min < t < 25min. However, the
time-steps we used were relatively large9 to discern this much further.

Figure 7.20 illustrates a collage of many randomly selected areas that were tracked
during the heating experiment. Close inspection of the images reveal that the rough-
to-smooth transitioning of surfaces has happened by the end of 400

◦C heat-treatment,
which is consistent with the detailed analyses one such area we discussed in the pre-
vious paragraph. From these findings, it is clear that a rough-to-smooth transitioning

9every 6 mins
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Figure 7.20: Collage of randomly selected areas of low-Pt loaded heteroaggregates tracked during
heat-treatment (similar to area discussed in Figure 7.19).
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during annealing of heteroaggregates is due to the melting of Pt clusters on Au. Any
irregularities, e.g. remaining surface roughness, can be attributed to coalescence effects.
For example, the pink arrows in Figure 7.20(g) show coalesced-clusters which do not un-
dergo complete melting even after the heat-treatment. We performed another experiment
to understand the melting behavior of such coalesced clusters, which we discuss in the
following section.

7.8.2 Melting of coalesced Pt clusters

The previous section demonstrated that, whereas the isolated Pt clusters show complete
melting by the end of 400

◦C annealing condition, the coalesced-clusters may not un-
dergo complete melting. To better understand this effect of coalescence on the melting
behavior, here we track the melting of three different Pt coalesced-clusters, varying in
their degree of coalescence. Annealing conditions beyond 400

◦C were also studied to
identify whether or not complete melting is possible for coalesced-clusters. The overall
heat-treatment procedure involved heating the sample for about 25 min at 200

◦C, 400

◦C, 600
◦C and 800

◦C, and then finally, quencing back to the RT.

The melting of three different regions - namely Regions 1, 2 and 3, were tracked as
shown in Figure 7.21(a—e), identified by circles in green, red and blue respectively. The
HAADF-STEM image corresponding to RT shown in Figure 7.21(a) reveals different de-
grees of coalescence in these regions, varying in the order: Region 1 < Region 2 < Region
3. The measured projected areas are roughly in the ratio 1 : 5 : 10 for Region-1 : Region-
2 : Region-3. Since A = πd2

4 , the three regions can be distinguished in terms of their
measured projected diameters (d), where d1 = 3.3 nm, d2 = 7.2 nm and d3 = 9.5 nm. Con-
sequently, the radius of curvature that these regions form in contact with the Au NP is
in the order R1 < R2 < R3.

From the series of HAADF-STEM images shown in Figure 7.21(a—e), it is noticeable
that the coalesced-clusters undergo a gradual melting on the Au surface. We quantify
this by measuring the contact angle (θ) made by the melting cluster with the underlying
Au surface, for different annealing conditions. Two approaches were followed in mea-
suring the contact angles: (1) direct measurement of angles using HAADF images as
illustrated in Figure 7.21(f), and (2) θ/2 method wherein the measured height (h) and

width (d) of the melting droplet was used to calculate θ, as given by θ
2 = tan−1

(
h
d

)
(see

Figure 7.21(g)). One exception had to be made in the case of Region-1. Since the radius
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Figure 7.21: Tracking the melting of coalesced-clusters with varying degrees of coalescence. (a)-
(e) HAADF-STEM images at different annealing conditions (temperature indicated
by labels in yellow). Regions 1, 2 and 3 are identified by circles in green, blue and
red, respectively. (f) Example of direct measurement of contact angle from a HAADF-
STEM image. (g) Schematic illustration of contact angle calculated from measuring
height, h and width, d of the melting cluster. (h) Plot of contact angle vs Annealing
condition. (i) Plot of estimated interfacial energy between Pt and Au surfaces for
Regions-1,2&3, at different annealing conditions.
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of curvature formed was very small, the
(
h
d

)
measurement was inaccurate. Hence, only

the direct measurement could be reported in this case. The measured contact angles (θ)
are summarized as a ‘θ vs Annealing condition plot’ as shown in Figure 7.21(h). The
measured contact angles are also tabulated in Table 7.3.

annealing Region-1 Region-2 Region-3
condition

200
193.92◦ NA2 NA2

400
10◦ 1102.3◦, 3, 4117.6◦ 1105.3◦, 3, 596.4◦

600
10◦ 156.2◦, 3, 645.1◦ 170.2◦, 3, 777.4◦

800
10◦ 1, 30◦ 165.9◦, 3, 879.7◦

1 direct-measurement from HAADF-STEM images
2 remain as clusters
3 measured using h/d method
4 h = 4.0 nm; d = 2.4 nm
5 h = 6.2 nm; d = 6.0 nm
6 h = 1.9 nm; d = 4.65 nm
7 h = 4.7 nm; d = 5.88 nm
8 h = 4.4 nm; d = 5.24 nm

Table 7.3: Contact angle (θ) measured for regions 1, 2 and 3 identified in Figure 7.21.

In Figure 7.21(g), the data points represented by circles indicate θ measured using
the direct measurement of angle approach, while those represented by triangles indicate
θ/2 method. Fitting the former with a linear function is shown by the solid trend lines,
and the dotted lines are plotted for the latter. By comparing these two trend lines, it
can be seen that the observed trends following both these approaches, are similar. First,
considering the melting of coalesced-cluster in Region-1 (plotted in green), initially the
θ > 90

◦
at 200

◦C and becomes θ = 0
◦

at 400
◦C. This indicates complete melting by the

end of 400
◦C annealing condition, which is consistent with the earlier observation made

in the case of isolated cluster (Section 7.8.1). Note that the average diameter of isolated
cluster = 3.2 nm, and the calculated projected diameter for Region-1 = 3.3 nm. Given this
similarity in terms of size, a closeness in their melting behavior is also expected, since
the pressure ∆P, which is the driving force for wettiing is inversely proportional to the
radius of curvature (R) (i.e., ∆P ∝ 1

R ).

The solid-blue trend line drawn in Figure 7.21(g) corresponds to the melting of coalesced-
cluster shown in Region-2. In this case, unlike Region-1, the θ > 90

◦
at 400

◦C, which
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suggests incomplete melting. It can be seen that the coalesced-cluster in Region-2 eventu-
ally wets the Au surface completely (i.e., θ = 0

◦
) by the end of 800

◦C annealing condition.
This observation demonstrates that a stronger coalescence can delay complete melting of
Pt clusters on Au, compared to isolated clusters without coalescence effects. This is fur-
ther supported by the melting behavior of Region-3, wherein the degree of coalescence
is much stronger than that in Region-2. The solid-red trendline in Figure 7.21(h) is the
linear fit of the measured contact angles for Region-3. θ 6= 0

◦
even at the end of 800

◦C annealing condition, which is in contrast to θ = 0
◦

observed for Region-2. Addition-
ally, the slope (θ/◦C) for Region-3 is much lower than that for Region-2, which suggests
a sluggish melting kinetics for the coalesced-clusters in Region-3 compared to those in
Region-2.

As shown in Figure 7.21(i), we also estimated the interfacial energy between Pt and Au
in these regions.10 The interfacial energy for Region-1 is negative after 400 annealing con-
dition, that for the Region-2 is negative only after the 600 annealing condition, and that
for Region-3 is never negative over the entire course of heat-treatment. A previous study
by Yu et al [428] followed a similar approach to estimate the interfacial energies between
Pt clusters deposited on SiO2 substrate. According to this study, a negative interfacial en-
ergy would indicate a stronger interaction between the two mixing components (i.e., Pt
and Au here) from the enhanced interdiffusion of metal atoms across the interface. Sim-
ilarly, other reports have found that the negative interface energy in certain metal-metal
systems is accompanied by strong interfacial alloying (from interdiffusion of atoms) and
negative heat of mixing [430, 431].

In summary, the above findings have revealed that (1) the coalesced-clusters exhibit
delay in melting on the Au surface completely as compared to the isolated clusters. (2)
the coalesced-clusters with a smaller radius of curvature exhibit faster melting compared
to those with larger curvature. We can think of two possible reasons to explain this
observation. First, the driving force ∆P for melting for Region-3 compared to Region-
2 is expected to be weaker, since ∆P ∝ 1

R (R for Region-3 is greater than Region-2).
Second, since the mass of the two clusters are different, the corresponding mass transport
properties is also expected to be different: larger the mass of the cluster, longer it takes

10The interfacial energy between Pt and Au is given by the Young-Dupre equation: γint = γAu −
γPtcos(θ). The interfacial energies of Au and Pt at various annealing temperatures are as follows: Au (in
N/m) −→ 1.2214 (200

◦C), 1.2472 (400
◦C), 1.2730 (600

◦C), 1.2990 (800
◦C); Pt (in N/m) −→ 1.9834 (200

◦C),
2.0113 (400

◦C), 2.0393 (600
◦C), 2.0674 (800

◦C). These values were estimated from the reported interfacial
energies of these two metals measured at their melting point temperatures (Au: 1.333 N/m, Pt: 2.203 N/m)
([429].
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Figure 7.22: Pt, Au and Pt vs Au elemental maps of two representative of Pt-on-Au heteroaggre-
gates after 18 hours annealing at 403

◦C under 1 atm. N2 environment. a, HAADF
images. b, composite maps. c, Au maps. d, Pt maps. source: [432]

for the entire mass to diffuse, and consequently, longer it takes the cluster to completely
wet the Au surface.

7.9 annealing pt-on-au heteroaggregates under other atmospheres

In addition to annealing the Pt@Au heteroaggregates under the microscope vacuum, the
samples were annealed under Air and Nitrogen atmospheres. The work was carried out
in association with the then undergraduate research assistant Mike Chatzidakis (now a
Masters student in the group) whom I trained and supervised during the summer term.
Here I discuss one study carried out under N2 atmosphere (1 atm.).

The heat treatment was conducted inside a quartz tube furnace at ∼400
◦C. The Pt-

on-Au heteroaggregates were first stabilized on a carbon black (Vulcan Carbon XC-72R)
support. This involved three steps, dispersion of as-synthesized heteroaggregates in ethy-
lene glycol, ultrasonication along with carbon black, and finally evaporating the solvent
by heating in a N2 flux at 190

◦C.

Several heat treatment experiments were conducted by varying both temperature and
the annealing time, but only the 18 h annealed Pt-on-Au heteroaggregate sample is dis-
cussed here. The conditions were chosen so as to compare the Molecular Dynamics (MD)
simulation results (discussed below) to two prior experimental studies conducted by,
Braidy [417] in 2006 and Wanjala [416] in 2012. The simulations were carried out by
Chatzidakis et al and a detailed report can be found elsewhere [432].
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Figure 7.22 shows the MLLS fitted STEM-EELS elemental maps of a particles after 18

h annealing. It can be seen that the distribution of Pt and Au within the particles is not
homogeneous. For example, a Au-rich phase and a smaller Pt-rich ‘lobe’ is visible as
identified by the arrows shown. These findings imply a phase-separated alloy structure,
similar to the particles obtained by in situ TEM annealing of low-Pt heteroaggregates
(Section 7.6). Despite extensive annealing, a compositionally homogeneous alloy could
not be formed. Additionally, as identified by the arrow in Figure 7.22, a thin layer of
Au is present locally on the Pt-rich lobe surface. The Au segregation in Au-Pt nanopar-
ticles is consistent with many observations in the literature since Au is known to have
a lower surface energy than Pt. Using the quantification procedure (described earlier in
Section 7.3.5), the compositions of these phase-separated nanoparticles were estimated
to be 35.7± 10% Pt (left), and 39± 10% Pt (right). Both compositions fall within the mis-
cibility gap of the bulk binary Pt-Au phase diagram, and thus, the formation of such
phase-separated alloy structures is not an apparent contradiction.

To understand the segregation behaviour (i.e., Au segregation on a Pt-lobe) and the
phase equilibrium, a set of hybrid Molecular Dynamics (MD) and Monte Carlo simula-
tions were carried out by Chatzidakis et al independently. Both single- and multi- phase
particles (20 nm diameter) were considered and allowed to equilibrate at the experimen-
tal temperature of 400

◦C (other details on the simulation can be found elsewhere [432]).
Figure 7.23 illustrates the morphologies of the Pt-rich phase within the nanoparticle as a
function of alloying concentration. At low Pt composition (Pt < 2 %), the nanoparticles
exist as a single phase solid solution. Between 2 % Pt and 89 % Pt, a faceted Pt-rich lobe
is observed within the nanoparticle. Because of some solubility of Au within the Pt-rich
phase, Au is seen to preferentially segregate towards the surface of the Pt-rich phase.
Thus, we can infer that the phase equilibrium in these 20 nm nanoparticles behaves simi-
lar to that of a bulk system, despite having an incredibly small size.

Figure 7.23: Simulated atomic-structures (bisected along (100) plane) of equilibrated Au-Pt
nanoparticles varying in initial composition (left to right: Au0.98Pt0.02, Au0.75Pt0.25,
Au0.5Pt0.5, Au0.25Pt0.75 and Au0.11Pt0.89). source: [432]
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It is important to note that the Au surface atoms of the phase-separated Pt-Au nanopar-
ticles is not energetically uniform across the entire surface, but depending on the nature
of the underlying sub-surface (Au phase or Pt-rich phase), the interfacial free energy for
Au segregation (ES) can vary. From the simulations that Chatzidakis et al carried out, a
higher interfacial free energy for Au segregation was found on a Pt-rich phase compared
to pure Au/vacuum interface (40 % greater) [432]. This suggests that the segregated Au
layer is destabilized by the presence of Pt-rich lobe underneath it. In contrast, a core-shell
structure with spherical Pt phase surrounded by a thick Au shell offers lower interfacial
free energy for Au segregation [432]. It is then not immediately obvious as to why a
hemispherical lobe structure of the Pt rich phase would be more favorable to form than
a core-shell structure.

MD calculations show that the elastic strain energy effects could have led to the ob-
served hemispherical lobe structure of the Pt rich phase. For example, Figure 7.24a shows
the stress maps calculated for both lobe and the core-shell structures of the Pt-phase. It
can be seen that the lobe structure is a stress-minimized structure, considering the fact
that a large volume fraction of the nanoparticle is relaxed. Figure 7.24b compares the
total internal energy calculated for both configurations. It can be seen that the total in-
ternal energy of a hemispherical lobe structure is much lower than that of a core-shell
alloy structure. In other words the lobe structure of Pt-rich phase is the most stable con-
figuration, since the lower the internal energy of a structure the greater is its stability.
This explains why despite having an unfavorable interface for Au segregation, the hemi-
spherical lobe structure of the Pt rich phase is energetically more favorable to form than
a core-shell structure.

7.10 perspective

In summary, we have monitored the Au-Pt phase transformation process using a in situ
thermal annealing method. For this we considered the as-synthesized Pt-on-Au heteroag-
gregate particles as a test system, and annealed them inside a transmission electron
microscope. Using high angle dark field imaging (HAADF) and electron energy loss
spectroscopy (EELS) techniques we monitored both the structural and the compositional
changes in these nanoparticles, over the entire course of heat-treatments. In order to un-
derstand the effect of chemical composition on the resulting final structures formed, we
studied the heat-treatment process on two distinct compositions of Pt-on-Au heteroag-
gregate particles, identified as low-Pt and high-Pt heteroaggregates. Our results indicate
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(a) Visualization of the interior of the Au-Pt nanoparticle structures with different mor-
phologies for Pt-rich phase: (a) hemispheric lobe and (b) spherical. Corresponding
color-coded stress maps are also shown for different components along different
direction vectors.

(b) Comparison of internal energies of lobe and spherical morphologies of the Pt-rich
phase.

Figure 7.24: Simulations verifying the (b) relative thermodynamic feasibility, and (a) elastic strain
energy effects for the formation of two different Pt-rich phase morphologies in the
Au-Pt nanoparticles: hemispherical lobe structure and a core-shell structure. source:
[432]
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that depending on the initial composition of the particles, the formation of both the solid
solutions and the phase-separated alloys are possible. We find that the low-Pt heteroag-
gregates transformed into a phase-separated alloy mixture (discussed in Section 7.6),
whereas the high-Pt heteroaggregates formed a solid solution (discussed in Section 7.5).
A detailed analysis of the solid solution further indicates a uniform chemical composi-
tion and an ordered atomic-structure, virtually in the entire particle. Formation of such
Au-Pt alloy nanoparticles in a solid solution alloy is considered extremely challenging.

In addition to annealing the heteroaggregates in vacuum, we also conducted anneal-
ing in other atmosheres, such as Air and N2. We find that the annealing in N2 envi-
ronment transformed the heteroaggregates structure into a phase separated alloy, with
a hemispherical lobe structure of the Pt rich phase in contact with the Au-rich phase.
In collaboration with other researchers, a detailed molecular dynamics simulations of
equilibrium structures was also conducted. The results indicate that, despite having an
unfavorable interface for Au segregation, the hemispherical lobe structure of the Pt rich
phase is energetically more favorable to form, than a core-shell Au-Pt structure.

In addition to above experiments, we investigated the melting of Pt clusters on the Au
surface during the annealing of Pt-on-Au heteroaggregate particles. Our results suggest
that the coalescence of Pt clusters plays an important role in the kinetics of melting.
When coalesced, the coalesced-clusters experienced considerable delay for melting fully
on the Au surface compared to the isolated clusters. Furthermore, among the different
coalesced-clusters, those with a smaller radius of curvature experienced faster melting
compared to those with relatively larger curvatures. This could be due to the differences
in the mass transport properties of these clusters, i.e., greater the mass of the coalsced-
cluster, longer it takes for it to fully wet the Au surface.
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S Y N O P S I S

The work presented in this thesis involved application of scanning transmission electron
microscopic (STEM) techniques to conduct an atomic-level investigation of the structural
and compositional aspects of Pt-alloy nanostructures. Based on the material investigated,
the experiments conducted are classified into three main categories, namely the platinum-
iron (Pt–Fe) alloy nanoparticles (Chapter 6), the platinum-on-gold (Pt-on-Au) heteroag-
gregate nanoparticles (Chapter 7), and the other complementary structures involving
thin films and nanowires (discussed separately in Appendix D). Detailed technical sum-
mary of these individual works can be found in Section 6.8, Section 7.10, and Appendix D.
Noted below is a summary of the general insights that we have obtained from these listed
works.

A detailed microscopic investigation of the as-synthesized Pt–Fe nanoparticles revealed
that the Pt and Fe atoms are arranged in a random and inhomogeneous fashion. A fur-
ther characterization of these particles after a routine heat-treatment procedure indicated
that the particle surfaces could be covered in a iron-rich outer shell, which is not ideal for
the catalytic performance. We show that a simple electrochemical procedure can be used
to clean the catalyst surfaces. Inspection of such Pt–Fe particles post-cleaning, revealed
that the core of the particle is composed of an ordered Pt–Fe alloy (i.e., arrangement
of Pt and Fe atoms in an ordered fashion), and the shell is platinum-rich. The routine
electrochemical tests on these unique Pt–Fe particles indicated a superior and durable
catalyst performance.

The experiments connected to Pt-on-Au heteroaggregates involved synthesizing them
with different Pt feed ratios, heating them inside the microscope (and also other gaseous
atmospheres), and importantly, monitoring their structural and compositional changes
during the heat-treatments. We find that depending on the composition in which we
synthesize them, the environment in which we heat them, the Pt-on-Au heteroaggregates
transform into either a homogeneous or a inhomogeneous alloy structure. Both these
alloy forms are known to exhibit very different catalytic properties. Therefore, an atomic-
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level visualization of the entire transformation process allowed us to derive novel insights
into their structural formation.

The structures investigated under the category ‘complementary structures’ (Appendix D)
included: thin film catalysts such as Pt–Au–Co alloys, Pt–Ir–Ni alloys, the Pt-nanotubular
skeletons, and the Bi-decorated Pt nanowires. Each of these catalyst systems were found
to exhibit superious catalyst performances. A detailed microscopic investigation revealed
the atomic arrangement and compositions in the surface, near-surface and the bulk re-
gions of these catalyst structures. This information was useful in interpreting their cat-
alytic performances, which generated new perspectives towards further development of
these catalysts.
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P R O P O S E D F U T U R E W O R K

Through series of examples highlighted in the previous chapters (Chapter 6, Chapter 7

and Appendix D), I hope to have convinced the reader that the STEM based imaging and
spectroscopy techniques offer a full suite of options to characterize Pt-alloy catalyst struc-
tures. Moving forward, similar analyses can be extended to many other PEMFC catalyst
systems such as those we reviewed earlier in Chapter 4. Also, suitable in situ approaches
that we reviewed earlier in Section 4.4 and Section 5.9 can be adopted. Additionally,
tools such as compressive sensing methods that promise a minimal beam-damage of ma-
terials can also be incorporated into our analytical measurements. From the materials
viewpoint, however, one area where STEM techniques can be potentially of great value
is the investigation of the surface-oxidation mechanism in the fuel cell working environ-
ments.

As discussed earlier in Section 3.1.4, the catalyst nanoparticles in PEMFCs are sub-
jected to conditions that promote surface-oxidation (termed ‘electro-oxidation’), such as
(1) high oxidation potentials, (2) presence of water, and (3) a direct exposure to gas-
phase oxygen [433]. The surface-oxidation of catalyst reduces the available area for fur-
ther adsorption of fresh incoming oxygen molecules, and consequently decreases the
electrocatalytic activity. Experiments attempting to understand Pt electro-oxidation on
the nanoscopic size scales have been scarce, partly due to a lack of surface analytical
techniques with atomic-resolution capability.

The mass-thickness sensitivity1 provided by HAADF-STEM is certainly a great tool
for studying the catalyst nanoparticles. While this works well for detecting heavy atoms
in the matrices of light atoms, the converse2 is not often easy [89]. For instance, it is
extremely difficult to image chemisorbed oxygen atoms against a Pt background, solely
with HAADF-STEM imaging. The elastic-scattering cross section of Pt is about 20 times
that of oxygen and thus, the electrons scattered by Pt dominate the signal. In a surface-

1Intensity as a function of the number of atoms viewed in projection and their atomic-numbers
2i.e., detection of light atoms in the matrices of heavy atoms
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oxidised Pt nanoparticle of diameter 5 nm, only 5 of the projected 25 atoms in an atomic
column are oxygen, which is also not favourable to allow the detection of oxygen atoms.

In the recent past, the annular bright field (ABF) imaging has attracted great interest
for the visualization of the light elements in the presence of heavier elements [434, 435].
For example, H-atoms in the metal hydrides (YH2 and VH2), O-atoms in a SrTiO3 crystal
and lithium columns in lithium metal oxides (LiV2O4 and LiCoO2) have been visualized
[436–439]. In addition to experiments, developments of the required theoretical formu-
lations to interpret the ABF image contrast have also been undertaken [440]. With its
optimum sensitivity towards both heavier and lighter elements, the ABF technique can
be expected to also serve as an ideal analytical tool for studying the surface-oxidation
in Pt/Pt-alloy nanocatalysts. However, to the best of our knowledge, no such research
effort has been undertaken so far. In the following section, we highlight the potential to
visualize the oxide layer residing on the Pt surface using multislice simulations of the
ABF-STEM image. The reader is referred to Appendix E for the detailed version of this
work, where we have studied the dynamics of the ABF-contrast with changing defocus
and speciment thicknesses, and performed simultaneous ABF-STEM and HAADF-STEM
characterization of the real PtOx sample.

Simulation of ABF-STEM and HAADF-STEM images of surface-oxidised nanoparticles
Figure 9.1 illustrates a case study on two different surface-oxidised Pt nanoparticles: (1)
∼3 nm Pt-core, ∼1 nm O-shell, oriented along 110 as shown in Fig. (a), and (2) ∼9 nm
Pt-core, ∼1 nm O-shell, oriented along [111] as shown in Fig. (c). Note that by O-shell, we
mean a hypothetical case of pure-oxygen covering the Pt surface. Detailed analyses on
the simulated ABF-STEM and HAADF-STEM images are discussed as follows.

Firstly, as shown in Figure 9.1(a1), a 3 nm (diameter) pure-Pt nanoparticle was con-
sidered with an orientation along 110. Onto this, a ∼1 nm thick surface-oxide shell was
created Figure 9.1(a2) to form a core-shell type structure Figure 9.1(a3). The correspond-
ing ABF-STEM and HAADF-STEM simulated images are shown in Figure 9.1(a4, a5),
respectively. The atomic-columns of Pt appear with brighter and darker intensities in the
HAADF-STEM and ABF-STEM images, respectively. The blue circles compare identical
atomic-columns in both the images, while the green arrow identifies an O atomic-column
at the surface. Clearly, the HAADF-STEM image (Figure 9.1(a5)) does not reveal any in-
tensity for surface O atomic-columns. Figure 9.1(b) shows a section of the ABF-STEM
image simulated for the same particle as displayed in Figure 9.1(a4). Here we have opti-
mized the dynamic range of the display for ensuring better visibility of atomic-columns.
As indicated by appropriate labels in Figure 9.1(a4), it is clear that a simultaneous de-
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tection of both the projected Pt-core (along 110), and the O-shell is possible with the
ABF-STEM imaging condition. For instance, at the location indicated by green arrow in
Figure 9.1(b), an O atomic-column has now been clearly identified, unlike that in the
HAADF-STEM image (Figure 9.1(a5)).

Figure 9.1: ABF-STEM and HAADF-STEM simulations of surface-oxidized Pt nanoparticles. (a)
and (c), correspond to data-sets of two different modeled particles of sizes ∼ 5 nm and
10 nm, respectively. a(1) and c(1), Modeled Pt-cores of size 4 nm and 9 nm. a(2) and c(2),
Modeled O- shells of size 1 nm. a(3) and c(3), Atomic-models with O-shell overlayed
on Pt-core. a(4) and c(4), ABF-STEM image simulations. a(5) and c(5), HAADF-STEM
image simulations. b, 2D Surface-plot of the boxed region in a(4). c(6) and c(7), Mag-
nified images of the boxed regions in c(4) and c(5), respectively.

Figure 9.1(c) illustrates the simulation results of the second variety of Pt nanoparticle,
composed of a ∼9 nm Pt-core (Figure 9.1(c1)) that is covered by ∼1 nm thick O-shell (Fig-
ure 9.1(c2)), and oriented along [111]. Here again, by O-shell we mean that a hypothetical
shell composed of pure oxygen is covering the Pt particle surface. The orientation along
[111] was chosen so that the atomic-columns are composed of a mixture of both Pt and O
atoms. The modeled Pt-core and O-shell are overlaid to form a core-shell type structure
(Figure 9.1(a3)). The corresponding ABF-STEM and HAADF-STEM simulated images are
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shown in Figure 9.1(c4, c5), respectively. The blue and green markings identifying iden-
tical locations in both the images. To obtain a more detailed comparative picture, the
identical regions within the green boxes marked in Figure 9.1(c4, c5) are magnified and
shown in Figure 9.1(c6, c7), respectively. Noticeably, these images represent the same re-
gion, and illustrate ABF-STEM and HAADF-STEM intensities of atomic-columns from
the 3 top-most surface layers (in the order 3-2-1, referring to pink labels noted).

The three atomic-columns within the dotted pink boxes marked in Figure 9.1(c6, c7) are
composed of a mixture of Pt and O atoms; this information is available from the atomic-
model created (Figure 9.1(c1, c2)).3 By comparing these three columns in Figure 9.1(c6, c7),
it can be seen that the intensities are observed in both the images, confirming that both
ABF-STEM and HAADF-STEM techniques can detect a non-pure atomic column (mixing
of both Pt and O atoms). Finally, the green arrows in Figure 9.1(c7) indicate atomic-
columns composed of O atoms solely. A close observation of the intensities at these
locations in both the images (Figure 9.1(c6, c7)) reveal that the ABF-STEM conditions
enabled their detection, whereas the HAADF-STEM did not provide any intensity.

In summary, the two case studies illustrate that the ABF-STEM technique (unlike
HAADF-STEM) can identify the presence of O-shell residing on the Pt nanoparticles.
As mentioned earlier, such a capability makes the ABF-STEM a right tool to investigate
the electro-oxidation problem faced in PEMFCs. A detailed report of the above case study
is provided in Appendix E.

3It is important to note here that the mixing of Pt and O atoms in the column does not imply a PtOx
shell, since the input to the simulation was an atomic-model composed of a hypothetical pure-oxygen shell.
Instead, the mixing of Pt and O atoms in the atomic-column stems from the fact that we are looking at a 2D
projection of the actual 3D particle.
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D I F F R A C T I O N E F F E C T S AT A N A P E RT U R E

Objective aperture is fitted to exclude the aberrated beam to probe formation. What
happens mechanistically is similar to diffraction of a light beam at a slit, resulting in
the formation of an ‘airy disk’ at a screen placed. A simple situation is illustrated in
Figure A.1, where a parallel beam of light is being diffracted by a circular aperture
(diameter, D). The angle subtended by the radius of the aperture on the screen can be
called as α. The diffracted light forms an airy disc on the screen with a bright spot in the
center, accompanied by subsidiary concentric rings. This we call the ‘disk of confusion’.
The diameter ∆x of the ‘disk of confusion’ exceeds that of the aperture itself. (i.e., ∆x�
D). For an aperture of much smaller diameter, the diameter of ‘disk of confusion’ ∆x is
even higher. Relationship between ∆x and α (note that α ∝ D) is found to be 0.61 λ/α.

Figure A.1: Illustration of diffraction at a typical aperture, and the comparison of the ‘airy discs’
formed with a larger, and a much smaller apertures.

In STEM, formation of such ‘disk of confusion’ creates stray intensities in the image
that may not be resulting from the specimen. As a result, the images may not be directly
interpretable. This limitation set by the nature is termed as the ‘diffraction limitation’,
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and is particularly more dominant at the smaller aperture sizes, in other words, at small
probe convergence angles. In such cases, STEM probe is referred to as the ‘diffraction-
limited probe’ and the quantity ∆x is the resulting diffraction error ddiff = 0.61 λ/α with
respect to a probe unafflicted by such diffraction effects.
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E S T I M AT I N G A U A N D P T C O M P O S I T I O N S I N E E L S

In the following discussions, we first describe the general relationships between the EELS
intensities and the atomic fraction of a given element in the sample. We then describe the
procedure that we adopted to quantify the composition of Au and Pt in the heteroaggre-
gate samples discussed in the thesis (Section 7.3.4). Note that the Au and Pt M-4,5 edges
were first deconvolved from the experimental sum spectrum using MLLS fitting (see
Section 7.3.3). The estimated composition of both low-Pt and high-Pt heteroaggregate
particles is summarized in Table B.1.

General relationship between material composition and EELS signals
IPt and IAu are the core-loss integrals (integrated within same window ∆). Ilow−loss is
the low-loss intensity integrated up to ∆). The areal density (N, no. of atoms per unit
area) is then given by:

IPt = NPt Ilow−loss σPt

IAu = NAu Ilow−loss σAu
(B.1)

Where σ is the partial cross-section for energy losses within same range ∆ and collection
angle.

Then the Pt/Au atomic ratio is given by:

NPt
NAu

=

(
IPt
IAu

)
x

(
σAu
σPt

)
(B.2)

Similarly, the Pt wt.% is given by:

WPt =
MPt

MPt +

(
MAu x

NAu
NPt

)
(B.3)
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Where MPt and MAu are atomic-masses of Pt and Au, respectively.

Since, moles of Pt =NPt/NAvag. and moles of Au =NAu/NAvag. Molar ratio of Pt/Au
= NPt/NAu Therefore, mole fraction of Pt (XPt) is given by:

XPt =
1

1+

(
NAu
NPt

) (B.4)

sample At.% Pt At.% Fe

high-Pt heteroaggregates1
87 % 13 %

low-Pt heteroaggregates2
23 % 77 %

1 Au/Pt M-edges, BPt: 1.32143, BAu: 0.161672, IPt: 3.59 x 10
6, IPt: 4.65 x 10

5, σPt: 1616 ± 162,
σAu: 1438 ± 144, NPt/NAu = 6.8783

2 Au/Pt M-edges, BPt: 6.78824, BAu: 7.73651, IPt: 5.36 x 10
8, IPt: 1.46 x 10

9, σPt: 1664 ± 166,
σAu: 1338 ± 134, NPt/NAu = 0.2946

Table B.1: Quantification of Pt and Au content in the low- and high-Pt heteroaggregate particles.

Quantification of Au and Pt composition in Pt-on-Au heteroaggregates
As mentioned earlier, the MLLS fitting was carried out to deconvolve individual Pt and
Au M-4,5 signals from the experimental EELS spectra of heteroaggregates. The MLLS fit
coefficients are denoted as BPt and BAu for Pt and Au, respectively. To calculate total
number of counts (IPt, IAu) of the deconvolved Pt and Au signals: we first obtain total
counts of the Au and Pt reference spectra by integrating over the same energy range
(200 eV) (IPt,ref, IAu,ref), followed by multiplication of the obtained counts with the
corresponding fit coefficients (BPt and BAu). That is:

IPt = IPt,ref xBPt

IAu = IAu,ref xBAu
(B.5)

The cross-sections of Au (σAu) and Pt (σPt) were calculated based on Hartree-Slater
model, available in the Gatan Digital Micrograph software. The cross-section values were
obtained for over the same size of the energy window for both Au and Pt. The inten-
sity and the cross-section values calculated from the steps listed above is substituted in
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Equation B.2, to obtain the composition of Pt relative to Au (from Equation B.3 and Equa-
tion B.4). The compositions of low-Pt and the high-Pt heteroaggregates thus calculated
are summarized in Table B.1 (refer to main text for details: Section 7.3.5). In all the cases,
the estimated error was about 10 %, which was calculated from the uncertainities in the
Au and Pt cross-sections used for quantification.



C
A N A LY S I S O F T H E D I F F R A C T O G R A M O F A P T– A U PA RT I C L E .

Here we discuss the detailed analyses of the diffractogram of the heat-treated high-Pt
heteroaggregate particle presented in Section 7.5.3. The objective is to identify the major
reflections in the diffractogram that represent the bulk of the particle structure. The reflec-
tions were selected by applying a circular mask to the diffractogram. The corresponding
real space image was then recalculated by taking an inverse FFT of the retained reflec-
tions in the diffractogram.

As illustrated in Figure C.1(a), we identify three separate components of the diffrac-
togram, labeled as the Groups-1, 2 & 3. The corresponding real space images in each case
are also shown (see Figure C.1(b–e)). From Figure C.1(b), it can be seen that the Group-1
reflections do not represent the bulk structure of the nanoparticle visible in Figure 7.18,
but instead, correspond to small pockets of regions most likely in the surface regions
of the nanoparticle. Therefore, for a further analysis of the bulk nanoparticle structure,
we subtracted the Group-1 reflections from the full spectrum, which is summarized in
Figure C.1(c).

The reflections belonging to the Groups-2&3 are summarized in Figure C.1(d) and (e),
respectively. These groups comprise of many reflections that are related in symmetry to
the two reflections M and L highlighted in Figure C.1(a). As shown in Figure C.1(f), these
groups of reflections appear to fully represent the bulk structure of the nanoparticle when
combined together. However, a close inspection of the two power spectra, and also the
real space images, in Figure C.1(f), reveals that the Groups-2&3 reflections represent two
distinct structural arrangements of atoms. For example, the repetitive column-A identi-
fied in the real-space image of Group-2 is absent in that of Group-3 (see Figure C.1(f)). In
Fourier space, we can quantify this distinction by measuring the angle M2-O-M3 in the
power spectrum. As illustrated in Figure C.1(g), the estimated misorientation between the
two groups of reflections is about 17◦. It is also important to note that the two triangles
M2-O-L2 and M3-O-L3 also differ in the m/l length ratios (see Figure C.1(g)) (1 vs 0.75

for Groups-2&3, respectively), which again suggests that the two groups of reflections
represent two distinct structural arrangements.
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Figure C.1: Detailed analysis of the Fourier diffractogram of the annealed high-Pt heteroaggre-
gate. (a) Raw power spectrum from the particle. (b), (d) and (e), three individual
groups of reflections and the associated real-space reconstructed images. (f) com-
parison of structural features represented by two different groups of reflections. (g)
Schematic of the angles between the reflections identified within the circled region in
(a).
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Above analyses of the power spectrum of the annealed particle suggest that the pro-
jected 2D lattice is composed two distinct arrangements of atoms, which are both mis-
oriented as well as distinct in lattice spacing compared to one another. The net effect
is the formation of an ordered superlattice along the horizontal direction. Furthermore,
the Group-3 reflections appear to fully represent the bulk structure of the nanoparticle.
Therefore, matching the reciprocal lattice spacing of Group-3 reflections with the litera-
ture can provide a good starting point to identifying the zone-axis, and eventually the
crystal structure of the particle. As discussed in Section 7.5.4, we found that the Group-3
reflections closely represent a Pt crystal oriented along 4 5 2 zone-axis. Thus, in the fu-
ture, additional structural refinements of the Pt unit cell so as to fit the reciprocal lattice
spacing of Group-3 reflections would need to be performed.



D
C O M P L E M E N TA RY S T R U C T U R E S

The discussions in Chapter 6 and Chapter 7 presented the characterization work related
to Pt–Fe and Pt–Au alloy nanoparticle systems. In addition to these, we also conducted
structural and compositional characterization of around four other groups of ORR cata-
lysts, namely the thin film catalyst structures composed of Pt–Au–Co and Pt–Ir–Ni alloys,
and the novel Pt-nanotubular skeletons, and Bi-decorated Pt nanowires. These structures
were complimentary to the work on ‘Pt-alloy nanoparticles’ that we focussed in the ear-
lier parts of the thesis discussion. Brief summary of the findings obtained from each of
these four complimentary catalyst structures are presented as follows.

d.1 platinum-gold-cobalt thin films

Collaborators Tan and Mitlin (University of Alberta) studied the ORR catalytic perfor-
mances of Pt-Au-Co and Pt-Ir-Co alloy thin films as a function of Au and Ir substitution
[274]. Figure D.1a shows the HAADF-STEM images of a typical area under different
magnifications in the microscope. The samples were synthesized by a sputtering tech-
nique. In the present discussion, the work carried out on only the Pt-Au-Co alloys is
being highlighted.

Figure D.1c illustrates the reported CV profiles and ORR polarization curves for dif-
ferent Pt-Au-Co alloy catalysts. The measured specific activities are summarized in Fig-
ure D.1d(top-panel). All the Pt-Au-Co catalysts showed higher activities relative to binary
Pt-Co alloy and pure Pt catalysts. The catalytic stability was monitored over the course
of 100000 potential cycles (cycled between 0.6 and 1.0 V). Figure D.1d(bottom-panel) il-
lustrates the change in the initial specific activities of different catalysts over the course
of 100000 cycles. As can be seen, although the Pt-2.5Au-25Co thin film (i.e., 2.5 at. %
Pt, 25 at. % Au) showed the highest specific activity of all the Pt-Au-Co alloy catalysts
initially (about 5 fold improvement to pure Pt), it suffered the most degradation by the
end of 100,000 cycles (70 %). In contrast, the Pt-10Au-25Co thin film showed a relatively
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(a) HAADF-STEM image series
of catalyst structure at differ-
ent magnifications (bulk-to-
nano).

(b) Elemental mapping of an area of Pt-10Au-25Co thin film (i)
before and (ii) after potential cycling.

(c) CV profiles and ORR polar-
ization curves for different Pt-
Au-Co alloy catalysts.

(d) Summary of the measured specific ac-
tivities for different Pt-Au-Co alloy cat-
alysts (top) before and (bottom) after
100000 potential cycles.

Figure D.1: Atomic-scale characterization of Pt-Au-Co thin films catalysts. source: [274]
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lower activity (2.7 fold improvement to pure Pt), but the catalyst stability shown was
substantially higher (25 % degradation in initial activity).

The catalyst surface structure of Pt-10Au-25Co alloy was characterized before and after
5000 cycles using HAADF-STEM imaging and EELS elemental mapping. The onsets of
core-loss edges of Pt (M-4,5), Au (M-4,5) and Co (L-2,3) are at 2120, 2206, and 779 eV,
respectively. Given the difficulty of deconvoluting Pt and Au signals from the EELS (as
described in Section 7.3.2), we acquired (Pt + Au) combined, Pt, and Co elemental maps.
As may be seen in the map of the as-synthesized alloy (Figure D.1b(i)), the material
is overall quite homogeneous on the atomic scale. However, there does appear to be a
subnanometer thick Pt-Au-rich surface layer in this specimen. On the basis of the EELS
elemental maps, the Pt-Au-rich surface layer is about 0.5 nm, which corresponds to two
to three atomic layers. Such fine segregation would be driven by the differences in surface
segregation energies of Au, Pt, and Co, with the diffusion distances being small enough
for it to occur even at ambient temperature. As shown in Figure D.1b(ii), a similar scale
Pt-Au-rich surface layer also exists after 5000 potential cycles between 0.6 and 1.0 V.
Additionally, many other regions were analysed [274], and a subnanometer thick Pt-Au-
rich surface layer could be found in all the cases. These results highlight the structural
stability of the Pt-Au-Co alloy surface during the extended electrochemical cycling test
conducted.

Compared to binary Pt-25Co catalysts which suffered a significant degradation of
about 80 %, the role of Au on the structural/compositional stabilization of ternary Pt-Au-
Co alloys is attributed to a ‘self-healing’ mechanism of Au, which has been previously
proposed for PdAu-Pt monolayer core-shell nanoparticles [441]. Driven by the lower sur-
face energy of Au, the segregated Au atoms toward the surface could potentially stabilize
the Pt–Au surface layer, which in turn suppresses the dissolution of Co from the ternary
core.

d.2 platinum-iridium-nickel thin films

Collaborators Zahiri and Mitlin (University of Alberta) studied the ORR catalytic perfor-
mances of Pt-Ni-Ir alloy thin films as a function of Ni and Ir substitution (unpublished).
Figure D.2a shows low-magnification TEM images of different Pt-Ir-Ni samples, includ-
ing pure Pt and binary Pt-Ni and Pt-Ir samples. Figure Figure D.2b illustrate the CV
profiles and ORR polarization curves for different binary and ternary catalysts. The mea-
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sured mass- and specific- activities is summarized in Figure D.2c(top-panel). As can be
seen, with exception to one composition (PtIr/10Ni) all the other ternary Pt-Ir-Ni cata-
lysts performed poorly in comparison to the binary Pt-Ni catalyst. This can be ascribed
to the expected high oxygen binding by Ir, which is further evidenced by the observed in-
creasing trend in the specific activity following a decrease in the Ir content in the samples
studied.

Figure D.2c(bottom-panel) shows the changes in the specific activities of these catalysts
after 2500 potential cycles (between 0.6 to 1.2 V). As can be seen, the ternary alloy with
the highest Ir content (PtIr3Ni) showed the least degradation among the ternary alloys.
We investigated the structure and composition of this particular catalyst (PtIr3Ni), in
reference to its counterpart PtNi3Ir, and the binary Pt-Ni catalysts. The findings are dis-
cussed as follows.

Figure D.3a illustrates HAADF-STEM images of binary (Pt-Ni, Pt-Ir) and ternary (Pt-
Ni-Ir) catalyst thin films at different magnifications. Of particular interest to analyses
are the atomic-resolution images, which on comparison does not reveal a characteristic
distinction between the atomic-structures these catalysts. Features such as the presence of
both low- and high-index facets, network of nanoparticles forming the thin film structure
is common to all the catalysts.

Figure D.3b illustrates the Pt, Ni and Pt+Ir elemental maps of Pt-Ni, PtIr3Ni and
PtNi3Ir samples. Due to overlap between the M-4,5 edges of Pt and Ir, the elemental
mapping the Ir in the particle was difficult. The Ni maps reveal a homogeneous distribu-
tion of the Ni in all the three catalysts. In addition, comparing the relative distribution
of noble metals (Pt + Ir) with respect to Ni in PtIr3Ni and PtNi3Ir samples does not
evidence a characteristic distinction. This suggests that the one possible reason for the
high durability of PtIr3Ni catalysts with respect to PtNi3Ir is the increased concentration
of Ir atoms. The role played by Ir in extending the durability can be similar to that of
Au in Pt-Au-Co Pd-Au-Pt particles, where the presence of platinum group metals (Au,
Ir) stabilizes the surface layers by suppressing the dissolution of metals with relatively
higher dissolution potentials (e.g., Co, Pd and Ni) from the ternary core.

d.3 pt nanotubular skeletons

Using the five-fold twinned Pd nanowires as a template, collaborators Wang, Higgins
and Chen (University of Waterloo) synthesized ‘Pt nanotubes’, which from subsequent
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(a) Low-magnification TEM images of different Pt-Ni-Ir catalysts.

(b) CV profiles and ORR polar-
ization curves for different Pt-
Ni-Ir thin film catalysts.

(c) Summary of the measured specific activ-
ities for different Pt-Ni-Ir catalysts (top)
before cycling, and (bottom) % reduction
in their activities after cycling.

Figure D.2: TEM and electrochemical characterization of different Pt-Ir-Ni thin films catalysts.
source: Zahiri, Ben and Mitlin, David (unpublished)
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(a) HAADF-STEM imaging.

(b) Elemental mapping.

Figure D.3: Atomic-level characterization of Pt-Ir, Pt-Ni, PtIr3Ni and PtNi3Ir thin film catalysts.
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annealing treatment resulted in the formation of ‘Pt nanotubular skeletons’ [442]. Wang
et al studied the ORR catalytic performances and durability of ‘Pt nanotube’ and ‘Pt nan-
otubular skeleton’ catalysts with respect to state of the art Pt/C catalysts. The measured
Tafel plot for three catalysts indicate better ORR activity for Pt nanotubular skeletons
(see Figure D.4a(i)). Monitoring the ECSA losses over the course of 3000 cycles indicates
that the Pt nanotubular skeletons is a very durable catalyst compared to others (see Fig-
ure D.4a(ii)). At the end of 3000 cycles, only 25.7 % of the pristine ECSA was left for the
Pt/C catalyst, while 76.0 % and 59.1 % of the initial ECSA remained for ‘Pt nanotubular
skeletons’ and ‘Pt nanotubes’.

The catalyst structures before and after the durability tests were investigated by BF-
TEM imaging. Figure D.4b illustrates, (i) the initial structures of Pd nanowires, (ii) epi-
taxial growth of Pt nanoparticles on Pd nanowires, (iii) Pt nanotubes formed by acid
leaching of Pd, and finally, (iv) the Pt nanotubular skeletons formed by annealing of
Pt nanotubes. The electron-diffraction patterns (inset) reveal that the five-fold twinned
structure of the initial Pd nanowires is preserved in both Pt nanotubes as well as Pt
nanotubular skeletons. The distinction in Pt nanotubular skeletons is shown by the HR-
TEM images as a smoothening of the rough particle surfaces seen in Pt nanotubes from
annealing. TEM and HRTEM results show that the smooth surface and continuous lat-
tice fringes along the length of the structure is a characteristic of the Pt nanotubular
skeletons.

Detailed inspection of surface-structure of Pt nanotubular skeletons was conducted
using HRTEM imaging. The images shown in Figure D.4c reveals a tube like structure
composed of individual single crystal ligaments along the length direction, although
some unreleased dislocations could also be observed (white arrows). Together with the
electron diffraction, these results demonstrated a nanotubular skeleton structure with
preserved five-fold twinned structure. Note that the images were band-pass filtered and
color-coded to enhance the visibility of lighter contrast features.

Figure D.5 shows the TEM images of three catalysts (Pt nanotube, Pt nanotubular
skeleton and Pt/C) after the durability tests (i.e., end of 3000 cycles). The cycled Pt/C
catalysts showed severe particle size enlargement compared to pristine particles. This is
consistent with the observed large ECSA losses in these particles (about 75 %). On the
other hand, the Pt nanotubes and Pt nanotubular skeletons underwent different struc-
tural evolutions. As shown in Figure D.5(ii, iii), both catalysts ultimately turned into
tubular structures with diamond shape ligaments (knots) that extend continuously along
the entire length of the structure. Detailed examination of the surface-structure of Pt nan-
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(a) (i): ORR polarization curves. (ii): % ECSA loss over cycling.

(b) TEM illustrations of different steps to synthesize Pt nanotubular skeletal
structures.

(c) Center: HRTEM image. Color coded images: band-pass filtered to en-
hance visibility.

Figure D.4: ORR activity measurements of Pt/C, Pt nanotubes and Pt nanotubular skeletons,
and the detailed TEM characterization of the nanotubular skeleton catalyst structure.
source: [442]
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otubular skeletons in Figure D.5(iii) reveals that most of the surface is covered by atomic
steps composed of high-index facets such as {210}, {310} and {311}. This is believed to
be a relatively stable structure resulting from the potential cycling conditions employed
that resulted in better durability with only 25 % losses in the ECSA.

Figure D.5: Structural evolution of Pt nanotubular skeleton catalyst structure. (i) TEM images
of Pt/C before and after the acceleration durability test (top and middle). (ii) TEM
images of Pt nanotubes after durability testing (top and middle). (iii) TEM images of
Pt nanotubular skeletons after testing (top and middle), HRTEM images were band
pass filtered and color coded to enhance visibility. source: [442]

Comparing Figure D.4b(iii) and Figure D.5(ii), it is obvious that the structural changes
in Pt nanotubes is much more dramatic than that seen in Pt nanotubular skeletons. This
observation is consistent with the high ECSA losses found for Pt nanotubes (40 %), and
can be attributed to the higher concentration of low-coordinated Pt atoms for rough
surfaces (as in Pt nanotubes) than smooth surfaces (as in Pt nanotubular skeletons). These
low-coordinated Pt atoms dissolve at a faster rate during potential cycling, thus should
be avoided in the design of new Pt nanostructural catalysts.
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d.4 bismuth-decorated pt nanowires

Collaborators Wang and Chen from University of Waterloo synthesized a novel mono-
lithic fuel cell electrode mimicking a pine tree [443]. As schematically illustrated in Fig-
ure D.6a, the entire electrode structure consisted of several branches of pines. Each in-
dividual branch refers to a nanofiber (or carbon nanofilm), and individual pines refers
to Bi-decorated Pt nanowires. While the nanofibers provide electron conductivity, the
Pt nanowires provide surface area for catalysis. Additionally, the nanofibers were elec-
trospun to form of a carbon net, which ensured good mass transport of reactant gases
through many micrometer sized pores. The detailed report can be found in the published
article [443]. Below I discuss the HRTEM characterization work carried out to evidence
the Pt nanowire structure and the presence of Bi coating.

TEM images of Bi-decorated Pt nanowires at different magnifications is shown in Fig-
ure D.6b. Close inspection of the atomic-resolution images reveal a ultra-thin layer of Bi
coating covering the surface of Pt nanowires. Additionally, a lack of ordered arrangement
of the atomic columns visible suggests a lack of crystallinity in the coated Bi layer. Using
EDS spectroscopy, the Bi/Pt atomic ratio was found to be 6:94. A EDS line scan across
the surface confirms the presence and distribution of Bi on the surface of Pt nanowires
(Figure D.6b(right-panel)).

Wang et al measured the ORR performance of these electrodes (denoted as C-PtNW-Bi),
along with a similar sample but without Bi decoration (C-PtNW), and a standard Pt/C
catalyst (GDL-PtB). The measured specific activities is summarized in Figure D.6c, and
evidently the Bi-decorated Pt nanowires with an unique architecture (described above)
showed a superior activity compared to others.
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(a) Schematic representation of the synthesis process.

(b) Illustration of Bi-coated surface layer with HAADF-STEM imaging and EDS elemental line
scan.

(c) Bar-chart indicating measured specific
activities.

Figure D.6: ORR activity measurements, detailed HAADF-STEM imaging and EDS spectroscopy
of the synthesized Bi-decorated Pt nanowires. source: [443]



E
I N V E S T I G AT I O N O F P T S U R FA C E O X I D AT I O N W I T H A B F - S T E M

As discussed in the doctoral dissertation (Section 3.1.4), the catalyst nanoparticles in
PEMFCs are subjected to conditions that promote surface-oxidation (termed ‘electro-
oxidation’), such as (1) high oxidation potentials, (2) presence of water, and (3) a direct
exposure to gas-phase oxygen [433]. The surface-oxidation of catalyst reduces the avail-
able area for further adsorption of fresh incoming oxygen molecules, and consequently
decreases the electrocatalytic activity. Experiments attempting to understand Pt electro-
oxidation on the nanoscopic size scales have been scarce, partly due to a lack of surface
analytical techniques with atomic-resolution capability.

The mass-thickness sensitivity1 provided by HAADF-STEM is certainly a great tool
for studying the catalyst nanoparticles. While this works well for detecting heavy atoms
in the matrices of light atoms, the converse is not often easy [89]. For instance, it is
extremely difficult to image chemisorbed oxygen atoms against a Pt background, solely
with HAADF-STEM imaging. The elastic-scattering cross section of Pt is about 20 times
that of oxygen and thus, the electrons scattered by Pt dominate the signal. In a surface-
oxidised Pt nanoparticle of diameter 5 nm, only 5 of the projected 25 atoms in an atomic
column are oxygen, which is also not favourable to allow the detection of oxygen atoms.

In the recent past, the annular bright field (ABF) imaging for detecting low-Z elements
has attracted much interest for permitting direct visualization of light elements in the
presence of heavier elements [434, 435]. For example, H-atoms in the metal hydrides
(YH2 and VH2), O-atoms in a SrTiO3 crystal and lithium columns in lithium metal oxides
(LiV2O4 and LiCoO2) have been seen within heavy element rich environments [436–439].
In addition to experiments, a considerable research have been made in the development
of the required theoretical formulations to interpret the ABF image contrast [440]. With
its optimum sensitivity towards both heavier and lighter elements, the ABF technique can
be expected to also serve as an ideal analytical tool for studying the surface-oxidation in
Pt/Pt-alloy nanocatalysts. However, to the best of our knowledge no such research effort

1Intensity as a function of the number of atoms viewed in projection and their atomic-numbers
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has been undertaken so far. In the following sections I discuss some preliminary work
carried out in this direction.

The preliminary analyses is presented thus, Section E.1 and Section E.2 describes the
ways in which implementing ABF imaging in a STEM is possible. Section E.3 explore the
dynamics of ABF contrast with the varying specimen thickness and defocus with the aid
of multislice simulations. Section E.2 discusses the method and parameters used in sim-
ulations. Sections Section E.4 and Section E.5 present the simulated ABF images of two
case studies: (a) single-crystal PtO nanoparticles, and (b) surface-oxidised Pt nanoparti-
cles, respectively. Finally, the Section E.6 discusses simultaneous acquisition of the ABF-
STEM and HAADF-STEM images over a real specimen (PtOx particles deposited on
Poly-Pt substrate).

e.1 different approaches to abf imaging in stem

Figure E.1 shows schematic illustrations of three prominent approaches that can be fol-
lowed to implement ABF in STEM (termed ABF-STEM imaging). α is the convergence
semi-angle of the incident STEM electron probe. βinner and βouter are the inner and the
outer collection semi-angles of the annular detectors (ADF, HAADF, ABF). Typically, α
= 22 mrad for a STEM electron probe that is focussed to sub-angstrom dimensions, while
the βinner is about 60 mrad and 120 mrad for ADF and HAADF detectors, respectively.
Since βADF/HAADF,inner > α, the collection range of ADF and HAADF detectors lie
outside the illumination cone of the focussed electron probe.

Figure E.1(a) illustrates ABF-STEM that is implemented with the aid of a dedicated de-
tector. βABF,inner and βABF,outer are the inner and outer collection semi-angles of the
ABF detector. βHAADF,inner is the inner collection semi-angle of the standard HAADF
detector. In STEM, the ABF imaging is implemented by setting its inner detector semi-
angle (βABF,inner) to a value equal to half of the convergence semi-angle of the incident
electron probe (i.e., βABF,inner = α/2), while the βABF,outer = α. Therefore, the collec-
tion range of ABF detector spans within the illumination cone of the focussed electron
probe (i.e., α/2 < βABF < α) [434–440].

Figure E.1(b, c) illustrate alternative approaches to implementing ABF-STEM without
the need for a dedicated detector. The first approach shown in Figure E.1(b) involves
utilizing the traditional bright field (BF) detector, but in conjunction with a beam stop
[440]. However, it is important to note that the geometry of beam-stop is constrained so
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Figure E.1: Schematic illustration of prominent ABF-STEM approaches. (a) using dedicated ABF
detector. (b) using BF detector in conjunction with a beam-stop. (c) by increasing the
camera length of ADF detector.

as to ensure that the α/2 < βBF < α. The second approach (Figure E.1(c)) is based on the
principle that the collection range of the annular detectors can be adjusted by changing
the camera length (L) [440]. Herein, a standard annular dark field (ADF) detector is used
to collect the scattered electrons and its camera length (L) is increased from L1 to L2 as
shown in Figure E.1(c), so as to reach an outer collection semi-angle that is equal to α
(i.e., βADF, outer = α). In such an acquisition, it is even possible to collect the energy loss
electrons that are passing through the center hole.

e.2 multislice simulations

In the case of coherent imaging techniques (for instance, BF-TEM), the contrast generated
can undergo a reversal with the varying specimen thicknesses and defocus values; hence,
the image interpretation is not obvious [147, 383, 384]. To correlate the observed contrast
with the crystal structure, it is then necessary to perform image simulations. In this work,
we adopt multislice approach to simulate the HAADF-STEM and ABF-STEM images. The
HAADF-STEM imaging is well known to be an incoherent image formation technique
with no contrast reversal from the changing defocus and specimen thickness. It is the
suppression of coherence effects in the case of ABF-STEM that we need examine.
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For simulations, an incident electron probe of 300 keV energy with 18 mrad conver-
gence semi-angle (α) was considered. The outer and the inner collection semi-angles
of the ABF-STEM detector were set to 18 mrad and 9 mrad respectively. Similarly, the
HAADF detectorg geometry was set to βHAADF,outer = 180 mrad and βHAADF,inner =
120 mrad. The crystal lattice was modeled using CrystalMaker commercial software.

Figure E.2: Dynamics of ABF-STEM image contrast with the changing defocus. (a) PtO FCC unit-
cell (a = b = c = 5.15 Å). Pt and O atoms are identified by gray and red spheres,
respectively. (b) PtO unit-cell viewed along 110 zone-axis. (c) 2D projected image of
the modeled PtO nanoparticle (size∼6 nm) along 110 zone-axis. (d) Multislice simu-
lated ABF-STEM image of (c). (e and g), cropped images from the green window
marked in (c) and (d), respectively. (f), off-axis tilted view of atomic-columns visible
in (e). (h) Simulated ABF-STEM images of (e) at varying defocus values ranging from
-12 nm to +12 nm.
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e.3 dynamics of abf-stem contrast with changing thickness and defo-
cus

Figure E.2 and Figure E.3 illustrate the dynamics of ABF-STEM image contrast with the
changing defocus values and specimen thicknesses (discussed below).

Single-crystal platinum oxide (PtO) was used as the candidate material, and its face
centered cubic (fcc) unit cell with a = b = c = 5.15 Å is shown in Figure E.2(a). The gray
and red spheres indicate Pt and O atoms respectively, and the indicated sizes are based
on the corresponding crystal radii of Pt (0.71 Å) and O (1.21 Å). PtO was chosen as a test
candidate owing to its simple fcc structure and visibility of O atomic-columns separated
out distinctly from the Pt columns along 110 at all particle sizes. Figure E.2(b) shows the
PtO unit-cell oriented along 110 zone-axis. With this unit-cell, a nanoparticle of size ∼6

nm was modeled as illustrated by its 2D projection along 110 shown in Figure E.2(c). ABF-
STEM images of this particle were simulated at defocus values ranging between -12 nm to
+12 nm. Figure E.2(d) shows one such multislice-simulated ABF-STEM image, calculated
at a defocus value of +3 nm. For better visibility and comparison, an identical region
from Figure E.2(c, d) is enlarged as shown in Figure E.2(e, g), respectively. The yellow
and red arrows in Figure E.2(e) indicate the locations of pure Pt and O atomic-columns,
respectively. The fact that there was no intermixing of Pt and O atoms within each of
these atomic-columns can be confirmed by a off-axis tilting of the region in Figure E.2(e),
as shown in Figure E.2(f). Hence, the ABF-STEM image contrast at these locations should
correspond to pure atomic-columns of Pt and O, solely.

By comparing Figure E.2(e, g), it can be observed that in ABF-STEM image (defocus
+3 nm), the atomic-columns corresponding to O (red arrow) appears with a lighter-gray
contrast, whereas those of Pt (yellow arrow) appear with darker-gray contrast. This sug-
gests that theoretically the ABF-STEM can offer a direct visualization of O together with
Pt.

Panels shown in Figure E.2(h) are the ABF-STEM simulated images corresponding to
region in fig. (2e), but calculated at different defocus values in the range -12 nm to +12 nm.
By comparing the yellow (Pt column) and red (O column) arrows indicated in panels 1

(defocus -12 nm) and 2 (defocus +12 nm), it is evident that the contrast has undergone a
reversal. While the contrast for O-columns is darker at defocus -12 nm, their contrast at
defocus +12 nm is lighter. Vice-versa, for atomic-columns of Pt. Clearly, this demonstrates
that the coherence effects are not suppressed in ABF-STEM, with respect to the changing
defocus.
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Figure E.3(a) provides a quantitative treatment of the observed variation in contrast
with defocus, by plotting the ABF-STEM scattered intensities (seen in Figure E.2(h)) for
Pt and O atomic-columns across varying defocus values. Trends corresponding to Pt and
O are represented by dotted blue and red lines, respectively; and the intensity values
are normalized such that a value of +1 and 0 indicate brightest and darkest ABF-STEM
intensity, respectively. With the changing defocus value from -12 nm to +12 nm, these
trend-lines for both Pt and O highlight the contrast reversal in the ABF-STEM images.
Additionally, the difference between the Pt and O ABF-STEM intensity at each defocus
value (green line) is useful in calculating the optimal defocus range (ODR) for ABF-STEM
imaging.

The ODR refers to that range of defocus values wherein the contrast for a particular
atomic-column might suffer a lowering in the intensity (dimness) but not a contrast
reversal. With the observed sensitivity of ABF-STEM towards defocus values, the ODR
provides a useful window to the microscopist, within which various other microscopic
parameters (such as Z-height) can be tuned, and at the same time, obtain images whose
contrast can be correlated with the structure, reliably. The ODR extends between the
defocus values at the maximum and the zero intensity. From Figure E.3(a), it is clear
that the ODR (indicated by the green window) lies between the defocus values of -3 nm
(intensity = 0.6) and +1.5 nm (intensity = 0).

In the above discussion, it was shown that the coherence effects with respect to chang-
ing defocus are still not suppressed in ABF-STEM imaging, consistent with earlier reports
by Findlay et al [438, 440]. It is also equally important to examine the variation in ABF-
STEM image contrast with the specimen thickness; because, unlike defocus, the thickness
is not a tunable parameter in the hands of a microscopist.

Figure E.3(b) illustrates the variation in ABF-STEM contrast at varying thicknesses
while the defocus is fixed to 0 nm. Simulations were carried out on the modeled crystal
slabs (along 110) of varying thicknesses. A maximum thickness of 7 nm was chosen so
as to cover the range of particle sizes intended towards the ORR. The region shown in
Figure E.3(b1) represents the 2D projected view (along 110) of a small area (0.515 nm x
0.37 nm) extracted from the modeled slabs. With the aid of the dashed blue boxes over-
laid in Figure E.3(b2), the same area is being tracked at varying thicknesses. The yellow
arrows shown identifies the location of a pure Pt atomic-column, and a careful obser-
vation reveals that the ABF-STEM contrast is not reversed with the varying thicknesses
(5, 6, and 7 nm). Hence, although ABF-STEM is not fully suppressed by the coherence
effects in terms of its sensitivity towards defocus values, it shares with HAADF a relative
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Figure E.3: Dynamics of ABF-STEM image contrast with the changing defocus values and spec-
imen thicknesses. (a) Quantified ABF-STEM intensity plotted as a function of chang-
ing defocus values. Trendlines in blue and red correspond to intensities of Pt and
O atomic-columns (of constant thickness), respectively. b(1), 2D projected area along
110 from the modeled crystal slab. b(2), ABF-STEM simulations at varying slab thick-
nesses. The dashed blue box in each panel correspond to 2D area shown in b(1). Yellow
arrows in b(1) and b(2) identify the location of a pure Pt atomic- column.

insensitivity to particle sizes. This is consistent with the recent work by Findlay et al [440]
where they studied the dynamics of ABF-STEM contrast on SrTiO3.

The above findings uncover a remarkable benefit of employing ABF-STEM to study
surface-oxidation, as opposed to conventional coherent imaging techniques. While op-
erating within the optimal defocus range (ODR) it is possible to detect both Pt and O
simultaneously, for a range of particle sizes of catalytic interest. Having realized this
unique ability of ABF-STEM imaging, we performed case studies on (1) PtO single-
crystal nanoparticles and (2) the surface oxidized Pt nanoparticles, discussed as follows.
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Figure E.4: Multislice simulated HAADF-STEM and ABF-STEM images of a modeled PtO
nanoparticle viewed along 110 zone-axis. (a) Modeled PtO nanoparticle of size ∼ 3

nm oriented along 110. (b) simulated HAADF-STEM image of (a). (c) simulated ABF-
STEM image of (a). Yellow and red arrows indicate pure atomic-columns of Pt and
O, respectively. Pink and green arrows in (c) identify an O atomic-column in the core
and the shell regions, respectively.

e.4 abf simulations of single-crystal pto nanoparticle

Figure E.4(a) illustrates the modeled PtO nanoparticle (size = 3 nm) lattice viewed along
110 zone-axis. The corresponding HAADF-STEM and ABF-STEM simulated images are
shown in Figs. (4b, 4c). The blue circles in Figure E.3(a–c) compare identical locations,
and the arrows in yellow and red indicate atomic-columns of Pt and O, respectively. By
comparing the red arrows in Figs. (4b, 4c), it is clear that the HAADF-STEM imaging fails
to detect the presence of O together with Pt, while the ABF-STEM can be seen to provide
a lighter-gray contrast for O atomic-columns. Also, by comparing an O atomic-column
at the core (pink arrow in Fig. (4c), 5 atoms thick) and the shell (green arrow in Fig. (4c) 2

atoms thick), the intensity can be observed to decrease in proportion with the thickness,
demonstrating the thickness-contrast sensitivity of the ABF-STEM technique.

e.5 abf simulation of surface-oxidised nanoparticles

Figure E.5 illustrates the case study on two variety of Pt nanoparticles composed of - (1)
∼3 nm Pt-core, ∼1 nm O-shell, oriented along 110 as shown in Fig. 5(a), and (2) ∼9 nm
Pt-core, ∼1 nm O-shell, oriented along [111] as shown in Fig. 5(c). Detailed analyses on
the simulated ABF-STEM and HAADF-STEM results are discussed as follows.
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Figure E.5: ABF-STEM and HAADF-STEM simulations of surface-oxidized Pt nanoparticles. (a)
and (c), correspond to data-sets of two different modeled particles of sizes ∼ 5 nm and
10 nm, respectively. a(1) and c(1), Modeled Pt-cores of size 4 nm and 9 nm. a(2) and c(2),
Modeled O- shells of size 1 nm. a(3) and c(3), Atomic-models with O-shell overlayed
on Pt-core. a(4) and c(4), ABF-STEM image simulations. a(5) and c(5), HAADF-STEM
image simulations. b, 2D Surface-plot of the boxed region in a(4). c(6) and c(7), Mag-
nified images of the boxed regions in c(4) and c(5), respectively.

Firstly, as shown in Fig. 5(a1), a 3 nm (diameter) pure-Pt nanoparticle was considered
with an orientation along 110. Onto this, ∼1 nm thick surface-oxide shell was created (Fig.
5(a2)) to form a core-shell type structure (Fig. 5(a3)). The corresponding ABF-STEM and
HAADF-STEM simulated images are shown in Figs. 5(a4, a5), respectively. The atomic-
columns of Pt appear with brighter and darker intensities in the HAADF-STEM and ABF-
STEM images, respectively. The blue circles compare identical atomic-columns in both
the images, while the green arrow identifies an O atomic-column at the surface. Clearly,
the HAADF-STEM image (Fig. 5(a5)) does not reveal any intensity for surface O atomic-
columns. In the case of ABF-STEM image (Fig. 5(a4)) however, although the intensities
for surface O is certainly detectable, the values are very close to that of background and
hence, remains invisible to naked eyes. We overcome this by re-plotting the ABF-STEM
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image as a 3D surface-plot (x and y: position, z: intensity) as shown in the Fig. 5(b), for a
small region extracted from Fig. 5(a4) (within purple box). As indicated by the color bar,
the image has been color coded such that the lowest (value: 0) and highest intensities
(value: 256) span between red and purple colors, respectively. From a careful reading
of the labels marked in Fig. 5(b), it is clear that a simultaneous detection of both the
projected Pt-core (along 110) and the O-shell is possible with ABF-STEM. For instance,
at the location indicated by green arrow in Fig. 5(b), an O atomic-column has now been
clearly identified, unlike that in the HAADF-STEM image (Fig. 5(a5)).

Figure E.5(c) illustrates the simulation results of the second variety of Pt nanoparticle,
composed of ∼9 nm Pt-core (Figure 5c(1)) covered by ∼1 nm thick O-shell (Fig. 5(c2)) and
oriented along [111]. The orientation along [111] was chosen so that the atomic-columns
are composed of a mixture of both Pt and O atoms; unlike that in 110 discussed earlier.
The modeled Pt-core and O-shell are overlaid to form a core-shell type structure (Fig.
5(a3)). The corresponding ABF-STEM and HAADF-STEM simulated images are shown
in Figs. 5(c4, c5), respectively; with the blue and green markings identifying identical
locations in both the images. To obtain a more detailed comparative picture, the identical
regions within the green boxes marked in Figs. 5(c4, c5) are magnified and shown in Figs.
5(c6, c7), respectively. Noticeably, these images represent the same region, and illustrate
ABF-STEM and HAADF-STEM intensities of atomic-columns from the 3 top-most surface
layers (in the order 3-2-1, referring to pink labels noted).

The three atomic-columns within the dotted pink boxes marked in Figs. 5(c6, c7) are
composed of a mixture of Pt and O atoms; this information is available from the atomic-
model created (Figures 5c(1) and 5c(2)). By comparing these columns in Figs. 5(c6, c7),
it can be seen that the intensities are observed in both the images, confirming that both
ABF-STEM and HAADF-STEM techniques can detect a non-pure atomic column (mixing
of both Pt and O atoms). Finally, the green arrows in Fig. 5(c7) indicate atomic-columns
composed of O atoms solely. A close observation of the intensities at these locations in
both the images (Figs. 5(c6, c7)) reveal that ABF-STEM enabled their detection while the
HAADF-STEM did not provide any intensity; consistent with the multislice simulation
results discussed earlier.

Overall, the case study on two varieties of surface-oxidized particles discussed above
suggests that the ABF-STEM technique (unlike HAADF-STEM) can identify the presence
of O-shell residing on the Pt nanoparticles. As mentioned earlier, this capability then
holds a great potential to investigate the electro-oxidation problem faced in PEMFCs.
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e.6 simultaneous abf-stem and haadf-stem acquisition on real speci-
men

In addition to the image simulations, we also undertook the task of performing ABF-
STEM on a real specimen. Unfortunately, the synthesis of PtO nanoparticles was ex-
tremely challenging, since Pt does not form stable oxide phases. The formation and sta-
bility of PtO, PtO2 and Pt3O4 species has been extensively investigated in the past [444].
The standard enthalpies of formation of these phases are reported to be: PtO (-71 kJ/mol),
PtO2 (-134 ± 42 kJ/mol) and Pt3O4 (-268 ± 100 kJ/mol) [445–449], and consequently, the
thermodynamic stability follows the trend PtO < PtO2 < Pt3O4. Seriani et al [450] have
further shown that the thermal decomposition of PtO2 phase follows the trend PtO2 −→
Pt3O4 −→ Pt. On the nanoscale, the situation could be much worse, due to high surface
chemical potentials (due to small sizes), and an enhanced mass-transport (promoted by
mechanisms such as Ostwald ripening and coalescence). For instance, the formation of
PtOx species is suggested to accelerate coarsening of Pt nanoparticles during annealing
in O2 atmosphere as opposed to that under a reducing H2 [96, 451]. Owing to these
practical difficulties involved with thermal-based and O2 plasma exposure syntheses, al-
ternative methods were employed in the present study, for enabling direct visualization
of Pt and O with ABF-STEM.

Our approach involved imaging the Pt oxide particles that were grown on a polycrys-
talline Pt substrate. The oxide was grown under potentiostatic conditions (in aqueous
solution) by applying a constant polarization potential, for a controlled time, and a fixed
temperature range.2

Pt (s) +H2O (l) −→ Ptδ+surf—O
δ−
chem + 2H+(aq) + 2e− (E.1)

Greater details on the synthesis is described in a recent work by Furuya et al [452], but
few key points on the lattice-structure can be noted as follows. As per the literature [452],
the grown Pt oxide particles form a quasi-3D lattice comprising of Pt2+ and O2-; following
an interfacial place exchange mechanism between the electro-adsorbed O (chemisorbed-
O, Ochem) and the Pt surface atoms (Ptsurf) from the Poly-Pt substrate.

Ptδ+surf—O
δ−
chem −→

(
Pt2+—O2−

)
quasi−3Dlattice

(E.2)

2The synthesis was carried out by collaborators Jerkiewich et al from Queens University.
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Figure E.6: Pt oxide particles deposited on Poly-Pt substrate. (a) SEM image of the sample illus-
trating Pt oxide film (brighter contrast) deposited on Poly-Pt (darker contrast) sub-
strate. (b and c) HAADF-STEM images of the FIB’d section revealing Poly-Pt|Pt ox-
ide|W interface, respectively. (d) EDS mapping of Pt-L and O-K line over an area
shown in the survey image. (e) Atomic-resolution HAADF-STEM image illustrating Pt
oxide|Poly-Pt interface. Inset image (band-pass filtered) shows the interphase at an
atomic- resolution. Poly-Pt is oriented along 001 zone-axis.
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Since the above lattice-structure was comprised of both Pt and O, we thought it to be
suitable to perform experimental ABF-STEM imaging on these particles. Figure E.6(a)
shows an SEM image identifying the Pt oxide films (lighter contrast) on the Poly-Pt
substrate (darker contrast). As shown in Figures 6(b) (low-mag SEM image) and 6(c)
(low-mag HAADF-STEM image), a FIB (focused ion beam) was prepared to analyze the
Pt oxide|Poly-Pt substrate interface. HAADF-STEM is a Z-contrast imaging tool with
intensities proportional to Z1.7. Hence, as evident from Figs. 6(c), the Pt oxide region and
Poly-Pt substrate appear with darker and brighter intensities, respectively; suggesting
that the Pt oxide region is O-rich. This is further confirmed by the STEM-EDX mapping
of Pt (Lα) and O (Kα) profiles over a Pt oxide|Poly-Pt region, as shown in the Fig. 6(d).
The HAADF-STEM image illustrated in Fig. 6(e) provides an atomic-resolution visual-
ization of the Pt oxide|Poly-Pt region. Atomic-columns with bright intensities (lower
half) confirm pure-Pt lattice oriented along [001] zone-axis (see inset figure for clarity, d-
spacing = 0.2 nm). The upper half corresponds to region with Pt oxide particles appearing
with darker intensities and out of focus, expected due to smaller elastic-scattering angles
from the O-rich quasi-3D Pt oxide lattice that leads to poor collection of the transmitted
electrons by HAADF detector (βHAADF,inner = 120 mrad).

Figure E.7 illustrates a simultaneous acquisition of the ABF-STEM and the HAADF-
STEM images, over an identical location in the Pt oxide lattice and Poly-Pt substrate.
The ABF-STEM was performed by implementing the approach described in Figure E.1(c)
earlier, wherein the camera lengths of the ADF detector could be changed so as to reach
an outer collection semi-angle that is equal to (i.e., βADF,outer = α). The defocus was
kept constant at zero. Upon comparing the ABF-STEM (Fig. 7(a)) and HAADF-STEM
(Fig. 7(b)) images of the Pt substrate (oriented along [001]), it is clear that the pure-Pt
atomic-columns appear with bright (in HAADF-STEM) and dark (in ABF-STEM) inten-
sities. Similar imaging over the Pt oxide particles reveals that the O-rich Pt oxide lattice
appears with bright and dark intensities in ABF-STEM (Fig. 7(c)) and HAADF-STEM (Fig.
7(d)) images, respectively. These findings validate with the observed image contrast in
the multislice simulations presented earlier (Figure E.4, O and Pt atomic-columns appear-
ing with brighter and darker intensities). Furthermore, unlike HAADF-STEM (Fig. 7(d))
wherein the Pt oxide particles appear out of focus, the ABF-STEM (Fig. 7(c)) provides
a sufficient depth of field, owing to adequate collection of electrons passing through O
atomic-columns that are scattered at low-angles. Also noticeable is that the ABF-STEM
could keep even the Pt substrate in focus (Fig. 7(a)), unlike HAADF-STEM where only
Pt substrate was in focus but the Pt oxide particles were completely out of focus. This
again, is a unique ability offered by the ABF-STEM technique. Further, the Fig. 7(e) is
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Figure E.7: Simultaneous ABF-STEM and HAADF-STEM imaging of Pt oxide particles and Poly-
Pt substrate. (a and c) ABF-STEM images of Pt oxide particles and the Poly-Pt sub-
strate, respectively. (b and d) Corresponding HAADF-STEM images. (e) Magnified
image of the boxed region in (c).
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a magnified image of the boxed region (highlighted in pink) in Fig. 7(c). The sizes of
the atomic-columns in the region encircled in green appear larger compared to the sizes
of the atomic-columns within the region encircled in red. As labeled in Fig. 7(c), the
measured lattice spacings in these locations are also different; larger for the region encir-
cled in red. These observations suggest that the lattice is composed of dissimilar atoms,
possibly an intermix of both O and Pt atoms and in which case, corroborates with the
proposed quasi-3D lattice for the Pt oxide particles.

From the green arrows pointed in Fig. 7(c), it can also be seen that the particles were
oriented in multiple zone-axes. This made it difficult to tilt onto a suitable zone-axis
(such as 110) and perform ABF-STEM on pure columns of Pt/O. Note also that within
the field of view of Fig. 7(a) (Pt substrate) and Fig. 7(c) (Pt oxide particles), a range of
specimen thicknesses ranging from nanoparticles to bulk material have been imaged
with ABF-STEM, and clearly, the contrast is not reversed; corroborating with our earlier
inference (from multislice simulations) that ABF-STEM shares an insensitivity towards
varying thicknesses with the HAADF-STEM imaging.

e.7 summary and outlook

In summary, the prospects of employing ABF-STEM imaging technique to investigate
surface-oxidation of Pt nanocatalysts in fuel cells (also termed, electro-oxidation) is dis-
cussed. Our results indicate that the ABF-STEM is relatively insensitive to varying speci-
men thickness. ABF-STEM contrast is sensitive to changing defocus, which by choosing
a suitable defocus range (optimal defocus range (ODR)) can be easily overcome. Us-
ing multislice simulations, we discussed the use of ABF imaging to detect oxygen in
(a) single-crystal PtO nanoparticles, and (b) surface-oxidized Pt nanoparticles. Our find-
ings show that the chemisorbed O-shell on Pt nanoparticles can be visualized using
ABF-STEM unlike HAADF-STEM technique. Using an aberration-corrected TEM, simul-
taneous acquisition of ABF-STEM and HAADF-STEM images was carried out over a real
PtOx specimen. Although acquisition of ABF images was practically feasible, owing to
high beam sensitivity of the specimen the oxygen atoms in the specimen could not be
located. In future, we propose to carry out similar analyses on much stable specimens
such as some Pt-alloy catalysts with mixed surface structures, e.g. surface oxidised Pd-Pt
alloy shell yielding stable PdO sites for ABF analyses.



F
G L O B A L E N E R G Y D E M A N D A N D I T S E N V I R O N M E N TA L
I M P L I C AT I O N S

Energy can be classified into three broad categories [453]. First, the energy derived
from photo-physical/chemical sources that rely either on oxidising some reduced sub-
stance (e.g., combustion of fossil fuels), or absorbing sunlight to generate heat and elec-
tricity (e.g., solar). Second, the energy derived from nuclear reactions, by either splitting
a heavy nucleus or fusing light nuclei. Third, the thermomechanical energy which is de-
rived from geological sources such as wind and water. Typically, the energy generated
from the chemical/photophysical reaction is about a fraction of an electron-volt (eV), that
from a nuclear reaction is on the order of a Mega-electron-volt (MeV1), and that from a
thermomechanical process is few milli-electron-volts (meV1).2

Combustion of fossil fuels is the primary source of global CO2 emissions.
Presently, the fossil fuels are the most consumed energy source in the world. This is best
illustrated with the help of an energy flow chart shown in Figure F.1a. Here, the global
energy flow is mapped according to sources, transformation processes, and the end uses.
In the year 2013, the global energy consumption was about 786992 Peta-Joules (PJ)3 [454].
Of which, over 80 % has been transformed into heat, electricity, or transportation, by
means of fossil fuel combustion4 [1]. In the process, carbon-dioxide (CO2) released into
the atmosphere was about 31.9 GtCO2 (Giga-tonnes), of which about 98 % was from
fossil fuel combustion alone (oil (33 %), coal (46 %), gas (20 %). Realizing this the United
Nations (UN) Intergovernmental Panel on Climate Change (IPCC) has ascertained (to 90

1
1 MeV = 10

6 eVs; 1 meV = (1/1000)th eV
2per elementary reaction/process basis.
3
1 Peta-Joule = 10

15 Joules. This is equivalent to about 50 megatons of TNT, which is about the same
energy as that produced by Tsar Bomba, the Hydrogen bomb created and tested by the then Soviet Union
in 1961. The Tsar Bomba is considered to be the ‘single most physically powerful device ever deployed by
mankind’.

4Contribution to energy supply from other sources: 9 % from nuclear plants, and the remaining 11 %
from renewable sources, such as hydro, wind, solar, biofuels, geothermal, wave, and tidal power
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% certainty) that the combustion of fossil fuels to produce energy is the primary source
of anthropogenic CO2 emissions [2].

(a) Global energy flow chart for the year 2013. source: [454]

(b) Global CO2 emissions (Mt) from 1971 to 2013

by fuel. source: [1]
(c) Shares of global anthropogenic green-

house has emissions (2010). source: [1]

Figure F.1: Combustion of fossil fuels is the primary source of global CO2 emissions.

Of all the anthropogenic activities the energy sector produces the most CO2 emission.
Figure F.1c shows the contribution of different human activities to greenhouse gas emis-
sions (GHGs5), including CO2. It is evident that of all the different anthropogenic activi-
ties (e.g., agriculture, domestic livestock, energy-consuming processes etc. . . ), the energy
sector is the largest producer of CO2 emissions (over 95 % of the global anthropogenic
emissions).

5CO2, Methane, Nitrous Oxide (N2O), and few others
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Figure F.1b compares the emissions within the energy sector, from different fuel sources.
As can be seen, the emissions due to the combustion of fossil fuels remains the highest.
More importantly, Figure F.1b also illustrates that the fossil fuel combustion has in fact
dominated the total energy-related CO2 emissions, for over many decades.

(a) CO2 emissions from fossil fuels pre- and post-
industrial era. source: [3]

(b) World primary energy supply in 1971 and
2013 (toe = tonne of oil equivalent) source: [3].

Figure F.2: Ever-increasing global demand for energy.

Ever-increasing global energy-demand can double the current CO2 emissions by 2050.
Figure F.2a shows the trend in CO2 emissions due to fossil fuel combustion, in the post in-
dustrial era (i.e., mid-19th century onwards). The annual CO2 emissions has dramatically
increased from near zero in 1870, to over 32 GtCO2 in 2013. This is attributed primarily
to the industrialization seen particularly in the West, which led to substantial increase in
the demand for energy [3]. Figure F.2b shows the global energy supply in 1971 and 2013.
Over the span of these 42 years, a rise of about 150 % in the supply was observed to meet
the energy demand. Importantly, the % share of the fossil fuels has remained almost the
same during this period. Considering that the fossil fuel supply is a scarce commodity,
an extrapolation of the present rate of energy consumption indicates that the supply of
oil could terminate by 2050, natural gas in 70-100 years, and coal in a couple of centuries
[455, 456].

Understanding the energy consumption trends of some of the big emitters in the world,
particularly in relation to their socio-economic structures, allows us to predict the future
trends in global CO2 emissions. Figure F.3 shows the trends in CO2 emission ‘per capita’
as well as ‘per gross domestic product (GDP) per capita (GDP PPP6)’ for the top five
emitters in the world, in the year 1990 and 2013. The size of the circle in Figure F.3

6PPP refers to the purchasing power parity in that particular country.
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indicates total CO2 emissions from each country, in that year. These indicators establish
relationships between the population, the amount of GHGs emitted, and how efficiently
sectors in the economy are minimizing emissions while producing goods and services
for consumption and export. These aspects we discuss, as follows.

Figure F.3: Energy consumption trends of top CO2 emitting countries in the world. source: [3]

The United States of America (US) has the highest emissions per capita, despite its
smaller population compared to developing nations such as China and India. Further-
more, all the five largest emitters showed reduction in emissions per GDP-PPP, between
1990 and 2013, but is particularly more pronounced in the case of China and the Russian
Federation. These improvements are attributable to the more efficiency in the industrial
processes, a shift to a more service-based economy, or a reduced production of carbon
intensive fuels such as coal. On the other hand, the emissions on the per capita basis
showed contrasting trends (see Figure F.3). While the US and the Russian Federation
decreased their emissions per capita significantly, China tripled its, and India more than
doubled its. This is alarming, especially considering that India and China account for
about 36.41 % of total world population. The consequence would be that the global CO2

emissions will increase substantially [3, 4, 457]. Assuming that the use of fossil fuels is
continued at the same rate as present day, the energy-related CO2 emissions is expected
to reach about 60 GtCO2 by the year 2050, which is almost double the present day’s
emissions [4]. It is therefore, crucial that both China and India reduce their per capita
emissions in the coming future. One possible solution here could be to further improve
upon the same measures that have helped them reduce their ‘emissions per GDP-PPP’.
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Figure F.4: Predicted change in average surface temperature of earth between 1986-2005 to 2081-
2100 based on two scenarios: Mild climate change (Left) and Extreme climate change
(Right). source: [2]

Implications of CO2 emissions on the environment – climate change is inevitable
The rising CO2 concentration in the Earth’s atmosphere at the current alarming rate
(Figure F.2a) will have serious implications on the climate [2–4]. CO2 is one of the major
greenhouse gases that is able to trap heat within the atmosphere, thus keeping the surface
of the Earth warm, a phenomenon popularly known as ‘greenhouse effect’ [5, 6]. Over
the last 1000 years, the concentration of CO2 in the atmosphere has remained stable, at
roughly 280 parts per million (ppm), maintaining an average temperature on the Earth’s
surface at about 15

◦C [3]. However, with CO2 concentration expected to increase to about
936 ppm by the year 2100 [2], the greenhouse effect will intensify, trapping more heat
and thus further warming the earth, and in the process, altering the planetary climatic
system.

The UN Intergovernmental Panel on Climate Change (IPCC) predicts that relative to
the average from 1850 to 1900, the global surface temperature change by the end of 2100

is likely to exceed 2
◦C [2]. Figure F.4 illustrates the geographic distribution of the change

in the Earth’s of surface temperature, based on an extreme scenario (termed, RCP 8.5)
as well as a relatively less extreme scenario (termed, RCP 2.6). Noticeably, both indicate
that the Arctic region will warm more rapidly than the global mean, and mean warm-
ing over the land will be larger than that over the ocean. Other expected effects of the
climate change include, rise in the sea water levels (up to 1 meter), acidification of wa-
ter, frequent heat waves and drought, heavy precipitation and increased cyclone activity.
While some of these effects entail both beneficial and adverse effects on the environment
and socio-economic systems, the adverse effects are likely to dominate in the longer run.
Unfortunately, most aspects of climate change will persist for many centuries even if CO2

emissions are completely stopped as of today [2].
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Figure F.5: Projected trends in CO2 emissions as per two scenarios: Reference scenario: (no imple-
mentation of policies) and Alternative scenario (successful implementation of drafted
policies). source: [2]

International commitment to developing a low-carbon future
Realising the implications of rising CO2 emissions noted above, the international com-
munity has finally agreed to act. Since the Kyoto Protocol in 2008 up until the most
recent Paris Agreement in 2015, multiple agreements have been signed to secure an in-
ternational commitment for reducing emissions. Because the anthropogenic emissions of
carbon dioxide (CO2) result primarily from the combustion of fossil fuels, energy con-
sumption is at the center of the climate change debate. Pledges have been made to move
towards a low-carbon and more efficient energy system, but without altering the rising
global needs of energy [6]. As a primary course of action, alternative fuel sources and en-
ergy carriers that are renewable/abundant, efficient and less CO2 producing, are being
promoted. Notable candidates in this category include the solar, wind, and Hydrogen
based technologies. [7].

Figure F.5 provides a projection of CO2 emissions from the energy sector up to 2030,
following a reference scenario assuming no implementation of policy measures, as well
as an alternative scenario wherein the drafted policy measures are implemented. In the
reference scenario, CO2 emissions will continue to rise, growing by about 50 % between
2005 and 2030. If the policy measures are implemented (i.e., in the alternative scenario),
the emissions are projected to grow by 27 %, which is almost a reduction by half com-
pared to the reference scenario. This suggests that although the rising emissions and the
consequent climate change cannot be prevented, its effects can be delayed, provided the
shift to low-carbon and efficient energy systems is executed in a timely and stringent
manner.
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Currently there is a tremendous research effort directed towards developing low-carbon
energy systems, primarily based on solar, wind and hydrogen energy sources/carriers.
Mass adoption of these technologies, however, is faced with numerous challenges con-
cerning energy generation, conversion, storage and the cost-effectiveness. An in-depth
review of these energy systems for applications other than the transportation sector is
beyond the scope of the present work. In Appendix G, a brief overview of solar, wind and
hydrogen based energy technologies is discussed, for the specific case of transportation
applications. Of particular interest to the present thesis are hydrogen based energy sys-
tems, which are reviewed in a more detailed manner, and compared to solar and wind
based energy technologies.



G
L O W- C A R B O N E N E R G Y T E C H N O L O G I E S F O R T H E F U T U R E

The previous chapter (Appendix F) discussed the ever-increasing demand for energy that
is derived primarily from the fossil fuel sources, and its arguably irreversible impact on
the Earth’s climate system. Importantly, the pressing need to develop alternative energy
technologies to replace fossil fuels while still sustaining the future energy demands was
highlighted. Three general approaches are available to meet this objective: (1) use of
nuclear power, (2) carbon capture and storage (CCS), and (3) use of renewable energy.
Each of these solutions are overviewed in the following sections, but given the scope of
the present thesis, the hydrogen based energy technologies (falling under the category
(3)) will be reviewed in a more detailed manner.

g.1 nuclear power

Typically, a nuclear fission reaction releases vast amount of energy on the order of few
Megawatts by splitting heavy nuclei such as, Uranium. In the process, no CO2 is emit-
ted. From the standpoint of global warming, nuclear power is therefore an ideal energy
source. The problem however is that it would require widespread implementation of the
so-called breeder reactors that feed on Uranium [458]. Terrestrial Uranium reserves are
sufficient to produce about 100 TW (Tera-Watts) of nuclear power [459]. On the basis of
10 TW produced by conventional fission reactors per year, this means that the Uranium
reserves would be exhausted in less than a decade.1 Moreover, these reactors would have
to be built at a very rapid rate by traditional standards. However, the current understand-
ing of radiation effects on the reactor materials is still not mature enough to successfully
lead such an effort [460]. In addition, nuclear energy faces serious criticisms over its
assurable safety and radioactive waste disposal [461]. Since the disaster in Fukushima
(2011), the public fear has only been aggravated [462]. Submitting to these public senti-
ments, the construction of nuclear plants has reduced drastically in the past few years
[453, 463].

1On the basis of an annual energy consumption of 786992 Peta-Joules (PJ) every year.
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Nuclear Fusion (of light nuclei) is yet another process that in principle, can provide
limitless power. The problem however is that the temperatures are high enough for the
interacting ions to overcome coulomb repulsion (resulting in a state of ‘plasma’). Confin-
ing them to obtain a net energy output is still not practically viable [464, 465]. Although
magnetic confinement technology is envisaged to be a promising option, the timeline for
practicability is much too far in the future [465]. For example, the International Tokamak
(Magnetic confinement fusion) Experiment (ITER) is scheduled to demonstrate an energy
break-even point in about 35 years, for a few minutes of operational time. At this rate,
the fusion process is expected to be viable only in the late 21

st century [464].

g.2 carbon capture and storage

In the carbon capture and storage (CCS) process, CO2 is stripped away from the atmo-
sphere using absorption, adsorption or membrane separation techniques and stored in
the underground geological formations (saline aquifers, minerals, ocean beds, exhausted
gas fields and mines) as gaseous injections or solid carbonates [466]. For CCS to be vi-
able, any leakage of CO2 should be restricted to the maximum leakage rate of 1% over a
few centuries [467]. Tremendous research is already underway, but extensive modeling,
experimentation and validation is still required to ascertain that the leakage rate would
be acceptably low over at least five centuries. Estimations suggest that the global reser-
voirs can store enough CO2, equivalent to full reduction in the emissions for next 100-150

years. Therefore, if CCS can be validated within the next two decades, the rate of global
warming can be considerably delayed, which can also relax the task of developing the
alternative energy technologies in hand.

g.3 use of renewable energy

As a third general approach, renewable means of producing electricity using solar, hy-
drogen and wind is becoming increasingly popular [468]. Development of energy con-
version devices such as solar cells and fuel cells to effectively convert renewable energy
into useful forms have made remarkable progress. Various reliable ways of storing and
transmitting energy are also being explored and optimized in the fields of rechargeable
batteries, hydrogen storage and superconductors. In this overview, opportunities and
challenges offered by major renewable energy technologies based on solar, wind and
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hydrogen are discussed. The present status of other energy technologies based on renew-
able sources such as biomass, hydropower, geothermal, tidal etc. . . can be found in the
following review articles [468–471].

g.3.1 Solar energy

The sun is the most obvious source of renewable energy. On a clear sunny day with sun
overhead, the radiation falling on a horizontal surface is roughly 1000 Wm2 [472]. Con-
sidering the US as an example, over its total area of 9.86 trillion-m2 the annual insolation
(amount of solar energy falling on a given area) is about 4.67 x 10

4 quads.2 This is well in
excess of the total annual energy consumption of the US, which is about 98.6 quads [473].
Yet, only about 0.55 quads of solar energy is being produced in the US [474]. In fact, the
world solar scenario is no different- although the proportion of solar radiation reaching
the Earth’s surface is about 10000 times the annual global energy consumption [475], the
utilization is extremely poor (2001: < 0.1% share in world electricity supply [476]). There-
fore, suitable utilization technologies are required to better integrate the solar energy
produced into the grid. Prominent applications of solar energy include heating, light-
ing, electricity generation and even production of other chemical fuels (e.g., hydrogen).
The principal disadvantage is the seasonal-diurnal variability in local insolation. Current
challenges for widespread commercialization include high cost and low efficiency in its
utilization.

g.3.1.1 Energy conversion technologies for solar energy utilization

Solar energy utilization requires (1) energy capture and conversion, and (2) storage.
Prominent technologies for capturing and conversion of solar energy include photo-
voltaics (solar energy into electricity), solar thermal technology (solar energy into ther-
mal energy) and photoelectrochemical cells (solar energy into electricity or hydrogen
production) [459]. The principal challenge here is to substantially reduce the cost per
Watt ($/Watt) of solar electricity delivered.

Photovoltaics (PVs) are highly capital-intensive, with almost all expenditures paid up-
front. PVs work on the principle that photons falling on a semiconductor can create
electron-hole pairs, and at a junction between two different materials, this effect can set

2
1 quad = 2.9 x 10

11 KWh



G.3 use of renewable energy 288

(a) A photovoltaic cell (PV). source: [477] (b) Solar thermal technology. source: [478, 479]

Figure G.1: Schematic illustrations of prominent solar energy conversion technologies.

up a potential difference across the interface (Figure G.1a) [480–482]. Commercially avail-
able Si-based PV modules are priced at $ 300/m2 and yield an efficiency of about 10 %.
When amortized over a 30-year period, an electricity price of $ 0.35/kWh is required
to recover the initial capital. By comparison, the cost of electricity derived from fossil-
fuels is only about $ 0.02/kWh, including even the storage and distribution. Widespread
commercialization of PVs will therefore require significant improvements to conversion
efficiency (from 10 % to at least 24 % for single-crystal Si modules), and dramatic de-
creases in their total cost (from $ 300/m2 to at least $ 100/m2). From a materials sci-
ence standpoint, this effort requires development or optimization of polycrystalline and
nanocrystalline semiconductors (cheaper option) that can separate the photogenerated
charge as efficiently as the single-crystal semiconductors (more costly option) [459]. Nu-
merous approaches are currently being pursued, such as thin films, multi junction cells
(especially from III-V semiconductors), low or high-concentrating PV, Quantum dots,
dye-sensitized cells, organic cells and thermoelectric materials [483–486].

The second method for capturing and converting solar energy is a photoelectrochemi-
cal cell (PEC). As opposed to the traditional solid-state approaches of making a junction
(as in PVs), these devices replace the phase in contact with the semiconductor3, by an
electrolyte (liquid, gel or organic solid) [481, 488, 489]. In addition to converting solar
energy into electricity (termed regenerative cells), these devices can also produce hydro-
gen (termed, photosynthetic cells [489, 490]), thus providing a promising alternative to
conventional carbon-intensive ways of producing hydrogen (steam-reforming of hydro-
carbons and coal-gasification). Although this combination of solar energy and electro-

3electrodes (anode/cathode) is not necessarily a semiconductor (n-type/p-type), but can also be a metal
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(a) Battery storage system: Exchange of ions between
two electrodes in forward/reverse directions en-
ables storage/discharge of the electricity to/from
the grid.

(b) Regenerative fuel cell system: Electrical energy from
the grid is converted into hydrogen gas, which
from the action of fuel cells can be reconverted
into electricity as and when required.

(c) Supercapacitor: consists of two porous electrodes
in contact with an electrolyte. Exchange of ions
charges/discharges the two electrodes, enabling
storage/discharge of electricity to/from the grid.

(d) Flywheel energy storage: Input electricity is
used to rotate the flywheel; when necessary
the electricity is regenerated by an electric mo-
tor connected to the flywheel.

Figure G.2: Schematic illustrations of prominent energy storage technologies. source: [487]



G.3 use of renewable energy 290

chemistry makes PECs very attractive, its full potential can only be realized if the key
issue concerning the instability of semiconducting materials in close contact with liquids,
termed as ‘photocorrosion’, can be addressed.

Currently, the cheapest method of solar energy capture and conversion is the solar
thermal technology (Figure G.1b). It relies on first collecting solar energy to heat a liquid
to high temperatures and produce steam, which turns the turbines generating mechani-
cal energy. Finally, the mechanical energy is used to power a generator, which produces
electricity [491]. The overall cost of electricity generated from solar-thermal technology
is as low as $ 0.10/kWh. Further possibility of integrating capture, conversion, storage
and distribution makes this technology a very attractive option that needs to be pursued
more vigorously [492]. More research is required towards improving the collection ef-
ficiency, and designing new thermochemical cycles, which can enable coversion of the
captured energy into many other useful forms, such as the production of a chemical fuel
for industries [492, 493].

g.3.1.2 Energy storage technologies for storing electrical energy

Once solar energy is converted into usable forms, such as electricity and hydrogen, it
requires storage. Notable electrical energy storage technologies include rechargeable bat-
teries (lead-acid, nickel-based, lithium-based, sodium-sulphur, metal-air), supercapaci-
tors (electrochemical double layer (ECDL), pseudo-capacitors, hybrid supercapacitors)
and mechanical means (flywheels, pumped hydroelectric storage) [494–496]. The work-
ing principle of each technology is briefly noted in Figure G.2. Hydrogen storage tech-
nologies will be discussed in more detail later in the Section.

Figure G.3 provides a comparative chart of the energy and power densities achievable
using each energy storage technology, source: [494]. A few terminologies need to be first
revisited. Energy density (or specific energy, Wh/kg) is the measure of the amount of
energy that can be stored in a device. Whereas, power density (or specific power, W/kg)
reflects the amount of work that the device can deliver in a given time, also equivalent
to maximum current that can be drawn. Consider a recreation vehicle (RV) for example,
which requires two kinds of batteries: one to start the engine (starter battery) and another
to run the interior home-setup (home battery). To crank the engine, high power (more
work in short time) needs to be delivered, but only for a very short time as the starter
motor is engaged for a few seconds. Therefore, the starter battery needs to be of high
power density (high energy density is not necessary). On the other hand, the home
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battery is expected to deliver its energy for extended period of time, but the current
drawn at every instant of time is small. Therefore, the energy density of home battery
must be high, but the power density can be low.

Figure G.3: Comparative chart of achievable energy and power densities with different energy
storage technologies. source: [494]

From Figure G.3, it is clear that batteries have the highest energy density (with the ex-
ception of hydrogen storage devices), but the lowest power density. Supercapacitors, in
particular those based on metal-oxides, can provide very high power densities. Pumped
hydroelectric storage is not shown on the chart as it exceeds the scale, but can pro-
vide power densities suitable for high power applications (in the order of 100 MW).
Flywheels have high power densities compared to batteries and in few cases (composite
rotor flywheel technology) even match the energy density offered by batteries. However,
the battery technology still remains a cheaper option (Batteries: $50-100/kWh, Flywheel:
$400-800/kWh).

The above analysis indicate that batteries are most suitable when a continuous energy
supply is of primary importance (such as in laptops and phones). Technologies such as
flywheels and supercapacitors are more suited for power storage applications where a
very brief power supply, such as in a UPS (uninterrupted power supply) is needed.
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Among the many different battery types available in the market (lead-acid, nickel-
based, lithium-based, sodium-sulphur, metal-air), the lithium-ion battery (LIB) has kicked
off in a big way and has become commercial reality in various portable electronics, elec-
tric vehicles, military and aerospace applications [497–502]. Their advantages over other
battery types include higher energy density (80-150 Wh/kg) and energy efficiency (90-100

%), lower self-discharge rate (5 % maximum per month), longer lifetime (> 1500 cycles)
and relatively low maintenance [494]. Given their low power density (500-2000 W/kg),
applications such as UPS are not yet possible, although further research in that direction
is already underway.

The Lithium-ion battery (LIB) is composed of two electrodes (anode, cathode) and an
electrolyte (separating the electrodes) (see Figure G.2a). Typically, the cathode is an inter-
calated lithium compound4, the anode is graphite or other carbon based material, and
the electrolyte is a lithium salt5 in an organic solvent6 [503]. During charging, Li ions mi-
grate from cathode to anode, and vice versa during the discharge. Based on the cathode
material used different LIB types exist, and each offer a unique chemistry, cost, per-
formance and safety, targeting a specific application. For example, lithium cobalt oxide
(LiCoO2) batteries are preferred in handheld electronics, given their high energy den-
sities. Lithium manganese oxide (Li2MnO3 or LMO), lithium iron phosphate (LiFePO4)
and lithium nickel manganese cobalt oxide (LiNiMnCoO2 or NMC) batteries offer rela-
tively lower energy density (compared to LiCoO2) but longer battery life times and better
safety. These batteries are widely used in electric tools, medical equipment and electric
powertrains. The NMC cathode in particular, has become a favorite candidate for elec-
tric cars [504–506]. Its success is primarily attributed to the synergy resulting from the
mixing of Nickel (high specific energy but poor stability) and Manganese (low internal
resistance from the spinel structure and low specific energy).

One major disadvantage with LIBs is their flammability [507, 508]. If overheated, they
suffer thermal runaway, leading to cell rupture and in extreme cases, explosion. In some
cases, even short circuiting has resulted in overheating and fire. Since in most appli-
cations multiple cells are always connected together, overheating can spread between
the adjacent cells. To reduce these risks, the LIBs need to be fitted with a built-in cir-
cuit breaker (current interrupt device (CID)), which regulates charge-discharge current
and the temperature. Currently, much of the research on Li-ion batteries is directed
towards improving energy density, safety, battery lifetimes, recharging rates and cost-

4based on LiCoO2 and LiMnO2

5such as, LiPF
6
, LiBF4, LiClO4

6e.g., ethylene/dimethyl/diethyl-carbonates
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effectiveness. With the fast-growing market, although scarcity of lithium might appear
to be a looming concern, it should be noted that only around 1 % of Li-ion battery is Li
by weight; in the future, recycling Li from the batteries is expected to become a standard
practice.

g.3.2 Wind

Wind is an indirect form of solar energy caused by differential heating of the Earth’s sur-
face by the sun, thus is constantly replenished. It is estimated that about 10 million MW
of energy is continuously available in the Earth’s wind [509]. The kinetic energy stored
in the wind is converted into electrical energy using wind turbines. The process involves
first aligning the blades in the direction normal to the wind, the rotary blades thus con-
verts wind energy to mechanical energy, which then turns a shaft that is connected to
the generator (an induction motor), producing electricity (Figure G.4a).

The maximum achievable efficiency of wind turbines is about 59.3 % (Betz’s limit,
1920), but most current turbine technologies operate with an efficiency in the range of 35-
45 %. Since the 1980’s, remarkable advancements in the areas of aerodynamics, structural
dynamics and meteorology have made the technology very reliable, contributing about 5

% annual increase in the energy yield [510]. In areas with sufficiently high wind speeds
(12-16 m/s), wind energy has proven to be cost-competitive with fossil-fuel energy (cost
of electricity: wind –$ 0.04/kWh, fossil-fuels –$ 0.02/kWh) [511]. It is also the fastest
growing renewable energy sector with an annual growth of 27 %7 [510, 511]. Wind energy
now provides about 2.5 % of the global electricity demand. By 2050, about 15-18 % share
of the global electricity supply is targeted [512].

Similar to solar energy, the major limitation with wind energy is its variability. Due to
variable wind speed based on location, turbulence and the seasonal-diurnal cycles, the
power output fluctuates, affecting the quality of the electricity supplied by the grid (e.g.,
flicker effects, voltage fluctuations etc. . . ). Figure G.4b illustrates typical fluctuations in
the wind speed and output power over a four-day period (vertical axis indicates percent
variation from the average), source: [514]. For this reason, a network of many wind tur-
bines in the form of ‘wind farms’ are preferred over isolated wind turbines. Here, under
ideal conditions the variations in power output will drop by 1/

√
n (n is the number of

wind turbines) [510]. These wind farms are set to follow standard grid codes and employ

7in terms of the number of worldwide installations
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(a) Schematic illustation of a typical wind turbine.
source: [513]

(b) Variability of the wind speed and output
wind power with time. source: [514]

Figure G.4: Power generation using wind energy.

energy storage systems (Section G.3.1.2), thus providing better control and reliability over
the output power and voltage [487]. In certain regions such as Europe, owing to limited
space and high population density on the land, offshore wind farm developments are
also being pursued [509, 510]. Studies indicate that the offshore sites can produce higher
wind energy compared to onsite sites [510]. For example, Fuglsang et al [515] compared
a 1.5 MW turbine in an onshore flat terrain and in offshore wind farm, and showed a
potential increase in the energy production of 28 % for the offshore site.

g.3.3 Hydrogen

Unlike coal, oil or the sun, which are all primary energy sources, hydrogen is a secondary
energy source, also called an energy carrier [516, 517]. Since it does not exist in its natu-
ral state on the earth, hydrogen must be produced from other sources. Once produced,
it can be easily converted into various other forms of energy in an efficient and envi-
ronmentally friendly way. As an energy carrier, hydrogen can impact a broad range of
sectors including stationary/residential systems, transportation and industrial processes
[9, 456, 518, 519]. Following are some unique characteristics of hydrogen that makes it
an attractive energy carrier:

• High energy density
Hydrogen has one of the highest specific energy density on weight basis. For ex-
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ample, the energy contained within 9.5 kg of H2 is equivalent to that in 25 kg of
gasolene [520]. Energy densities of some well known fuels are listed in Table G.1.

• Clean and environmentally benign when combusted
When combusted electrochemically, hydrogen produces electricity without any GHG
emissions, the only byproducts are water and some heat. Specific carbon emission
(kg C/kg fuel) for hydrogen is zero, whereas that of oil is about 0.84 [517].

• Multiple production pathways exist
Hydrogen can be produced from a number of energy sources (discussed later),
both renewable (e.g., solar, wind, biomass) and non-renewable (e.g., natural gas
and coal).

• Ease of transportation
It can be easily transported over large distances through pipelines, tankers and rail.

• Convertibility into other forms of energy
Hydrogen can be converted into various other forms of energy suiting the end
use, such as electricity, other gases (natural gas blend, synthetic methane) or even
directly as a feedstock (in refineries).

In these respects, hydrogen mirrors the appealing attributes of electricity, another most
versatile energy carrier that forms the backbone of our current energy system. Hydrogen
and electricity form a natural partnership as both the carriers are interconvertible at high
efficiencies. They further complement each other with respect to storage characteristics,
while hydrogen can store energy indefinitely and at high density, electricity is used at the
point of generation and lacks convenient high-density storage. Thus, during the times of
seasonal-diurnal fluctuations of renewable electricity, local hydrogen storage and inter-
conversion to electricity can provide reliable power output (see Figure G.2b). To realize
these promises however, suitable technologies for hydrogen production, storage, distri-
bution and utilization are required.

Most of the hydrogen energy technologies have already been developed, but only a few
of them are competent with the existing technologies. Following is an overview of various
technologies used toward hydrogen production, storage, distribution and utilization.
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energy carrier state of energy density by energy density by

storage weight (kWh/kg) volume (kWh/L)

Hydrogen
Gas (25 MPa) 33.3 0.64

Liquid (-253
◦C) 33.3 2.36

Metal hydrides 0.58 3.18

Natural Gas
Gas (25 MPa) 13.9 3.01

Liquid (-162
◦C) 13.9 5.8

LPG Liquid 12.9 7.5

Methanol Liquid 5.6 4.42

Gasoline Liquid 12.7 8.76

Diesel Liquid 11.6 9.7

Table G.1: Comparison of the energy densities of different energy carriers. source: [519]

g.3.3.1 Technologies for hydrogen production

Although hydrogen is the most abundant element in the Universe (∼75 % of baryonic
mass8 and > 90 % by number of atoms), pure gaseous hydrogen is scarce in the Earth’s
atmosphere (0.00005 %). Given their low molecular weight, hydrogen molecules over-
come Earth’s gravity and rapidly escape into the space (via so-called ‘Jeans’ or the ‘hy-
drodynamic’ escape mechanisms) [521]. Any hydrogen found is mostly in the molecular
forms such as water and organic compounds. Extraction of gaseous hydrogen from these
resources is an energy-intensive process. Currently, 96 % of the total hydrogen produced
worldwide is by reforming of fossil fuels (natural gas: 48 %, oil: 30 %, coal: 18 %), and
only 4 % is produced by renewable energy sources [11]. But, for a low-carbon future
hydrogen must be produced by renewable means only.

Hydrogen production by water splitting is one of the ‘green’ approaches [519, 522, 523].
This can be achieved by either applying a direct current (as in electrolysers) [524], using
sunlight (as in photoelectrochemical cells) [525], using microorganisms (photobiological
splitting) [526] or by high-temperature decomposition [527]. In particular, electrolysers
provide a conversion efficiency of 70-75 % and would be ideal to work in conjunction
with PVs and wind energy. However, since the process requires considerable amounts
of electricity, and the renewable means of generating electricity are still expensive, elec-

8The baryonic mass refers to all the material in the Universe made up of protons, neutrons and electrons.
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trolysis is currently non-viable. Yet, considering the growth rate of PVs and wind energy
technologies (discussed in earlier sections), electrolysis can be seen as a promising hy-
drogen production technology for the future [523].

Other means of producing hydrogen (without CO2 emission) include use of wind, tidal
and biomass. Unfortunately, these methods are not suitable to delivering hydrogen in
large quantities that would be required to satisfy the global demands. Additionally, use of
nuclear energy (fission and fusion) is also under consideration, but the concerns inherent
to nuclear technologies are restraining (Section G.1). For a comprehensive review of these
hydrogen production technologies the reader is referred to following articles [511, 528,
529].

g.3.3.2 Technologies for hydrogen storage

Hydrogen has a very low volumetric energy density (i.e., energy content by volume),
about 3000 times smaller than gasoline at standard temperature and pressure [530]. Un-
der ambient conditions, a 5 m diameter vessel would be required to store 5 kg hydrogen
(equivalent to 22 litres of petrol). This is certainly very impractical from the most applica-
tions’ standpoint. The problem can be solved by either storing hydrogen under increased
pressure (gas storage), or storing it at extremely low temperatures as a liquid (liquid stor-
age), or storing within solid materials (solid-state storage) [531–533].

Although both gas and liquid storage is widely used in many demonstration vehicles,
these are considered to be provisional options only [518]. This is because even at the
highest practical pressure (10000 psi), compressed H2 gas requires a large storage space.
In the case of liquid hydrogen storage, although it requires relatively lower storage space,
about 30-40 % of its energy is lost during liquefaction.

Solid-state storage of hydrogen is a more promising route, which relies on either chem-
ically binding or physically adsorbing hydrogen onto a solid material at high volume
densities [534]. In particular, the metal hydrides have shown great promise [535].9 In
this route, the hydrogen molecules split into atomic forms at the solid surface, enters the
metallic lattice, and occupy available interstitial sites, forming a stable hydride phase (i.e.,
hydrogenation). Dehydrogenation process is endothermic, thus when the heat is applied
or the pressure is increased, stored hydrogen is released back. Ongoing research in this
area aims to find lighter storage materials with higher hydrogen density, and provid-

9These include sodium alanates (NaAlH4, Na3AlH
6
), lithium imides (Li3N), borohydrides (M+BH4

-,
where M is Li, Na or K; B can also be replaced by Al), and magnesium hydrides (MgH2).
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ing reversible H2 charge/discharge cycle in the temperature range 70-100
◦C, at a faster

rate [535, 536]. In the recent years, a number of nanostructured materials have shown
promising hydrogen storage properties. Notable are carbon nanotubes [537], core-shell
nanocomposites [538] and metal-organic frameworks [539].

g.3.3.3 Technologies for hydrogen distribution

Unlike the electricity grid, present infrastructure for H2 distribution is limited. Four op-
tions are available for future developments in this sector: gaseous truck transport (com-
pressed hydrogen), liquefied truck transport, pipeline and pumping station networks,
and finally, decentralised hydrogen production (methane reforming or electrolysis of wa-
ter) [9]. Trade-off exists between fixed and variable costs. For instance, while trucks offer
the lowest investment cost, variable costs in the longer run are high (from the limited
H2 transferability due to low volumetric density). On the other hand, while pipelines
offer low variable cost, the fixed cost (or the initial investment) is high. Since the market
for hydrogen is still not mature, the investment risks are high. Therefore, the progress
in the hydrogen infrastructure development is sluggish. To survive this so called ‘val-
ley of death’, support from Governments is crucial, for instance a sizeable demand for
hydrogen can be created by subsidizing hydrogen fuel cell vehicles [9].

g.3.3.4 Technologies for hydrogen utilization

Various technologies exist for efficiently converting the chemical energy stored in hydro-
gen into other useful forms. These include hydrogen gas turbines, direct steam genera-
tion by hydrogen combustion, catalytic burners by combustion of hydrogen, and ‘fuel
cells’ for electricity generation [511]. The most effective utilization of hydrogen is when
its chemical energy is converted into electrical energy by ‘fuel cells’. The conversion effi-
ciency in fuel cells can reach up to 60 %, and no CO2 is emitted in the process [540, 541].
These are also highly versatile devices in their application, the electricity generated can
be used to create motion, light or heat. In contrast, the gasolene based internal combus-
tion engines operate with 25 % efficiency and are used exclusively for motion [518].

Fuel cells are electrochemical devices composed of an anode, a cathode and an elec-
trolyte (a non-conductive membrane). Fuel (e.g., H2) is fed at the anodic site, which
decomposes into ions and electrons. Ions migrate to the cathodic site through the mem-
brane, while the electrons pass through an external circuit (thus, generating electricity).
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(a) Basic fuel cell construction. source: [542] (b) A fuel cell electric vehicle (Toyota Mirai). source: [543]

Figure G.5: Schematic representation of a hydrogen based automotive fuel cell.

fuel cell design operating temperature electrolyte used

Direct Methanol FC 20
◦C- 90

◦C Nafion
PEMFC 30

◦C- 100
◦C Nafion

Alkaline FC 50
◦C- 200

◦C aq. KOH
Phosphoric acid FC 180

◦C- 250
◦C H3PO4

Molten Carbonate FC 650
◦C Carbonates of Li, Na and K

Solid Oxide FC 500
◦C- 1000

◦C Yttria stabilized Zirconia

Table G.2: Comparison of the characteristics of different fuel cell types.

Recombination of ions and electrons with an oxidant at the cathodic site forms pure wa-
ter and some heat. Figure G.5 illustrates the basic construction of an automotive fuel cell,
and its assembly in the drivetrain of a Toyota Mirai car.

Depending on the membrane used, various different types of fuel cells are available,
such as alkaline, polymeric, phosphoric acid, molten carbonate and solid oxide fuel cells
[540]. Table G.2 summarises the characteristics of these fuel cell types. The overall reac-
tion is the same in all these cases: combustion of hydrogen to generate electricity, water
and heat (H2 + 1/2O2 −→ H2O). Fuel cells operating at low temperatures require cata-
lysts to achieve practical reaction rates at the anode and cathode. A variety of input fuels
(methanol, natural gas etc. . . ) can also be combusted in fuel cells, in this way the fuel
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cells are intimately but not exclusively linked to the hydrogen. But, the use of hydrogen
guarantees cleaner generation of electricity with no emissions.

Notable fuel cell applications are in the stationary/residential systems (cogeneration
(heat + power), backup and remote power), the automotive sector (passenger vehicles
and trucks), and the industrial sector (for decarbonizing the refining, steel and chemical
processes) [544]. In the future low-carbon energy system, a combination of electrolysers
(electricity to hydrogen) and fuel cells (hydrogen to electricity) offers a flexible and reli-
able power output option (Figure G.2b).

Given the broad range of applications, fuel cells are an important technology that
needs to be pursued, particularly for a successful realization of hydrogen economy [9].
Remarkable developments are already in progress, for instance within a span of five years
(2008–2013) the global market for fuel cells grew by almost 400 % [10], the manufacturing
cost of fuel cell electric vehicles has decreased by a staggering 90 % since 2005 [11], and
the technology is regarded as one of the key sustainable energy systems by many coun-
tries [9]. Commercialization of fuel cells however requires significant reduction in cost
(from $ 3000/kW to $ 30/kW), longevity and reliability. This presents materials research
challenges related to optimization of electrode materials, electrolyte membranes and the
catalysts used [518, 545, 546]. Chapter 2 highlights the challenges and related material
progress for the case of polymer electrolyte membrane fuel cells (PEMFCs) which are
used in the automotive sector for passenger vehicles. PEMFCs operate at low tempera-
tures (80

◦C), provide high power density and can vary their output quickly, thus are
well suited for the automotive market as an alternative to fossil-fuel powered internal
combustion (IC) engines [8].

Figure G.6 summarizes the cross-cutting relationship between different hydrogen pro-
duction, storage and utilization technologies.

g.3.3.5 Hydrogen economy, its opportunities and challenges

‘Hydrogen economy’ is a long-term effort to effectively integrate hydrogen and fuel cell
technology into the current energy system, which is primarily based on electricity as
the primary energy carrier [9, 456, 517]. Essentially two energy distribution systems will
be operating, the electric network and the hydrogen network, both well interconnected
with suitable energy conversion and storage devices, such that the energy demand and
supply is balanced at all times. Transitioning into a hydrogen economy offers a number
of attractive opportunities, such as:
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Figure G.6: Cross-cutting relationship between hydrogen production, storage and utilization tech-
nologies. source: [517]
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• Reducing global CO2 emissions
Use of hydrogen energy technologies can facilitate significant reductions in the
energy-related CO2 emissions and contribute towards limiting global temperature
rise to 2

◦C (termed the 2
◦C scenario (2DS)), thus moving away from the extreme

6
◦C scenario (6DS). For instance, deploying even 25 % share of the road transport

with fuel cell electric vehicles (FCEVs) by 2050 can contribute up to 10 % of all the
cumulative transport-related emission reductions to move from 6DS to 2DS [9].

• Elimination of foreign dependence for oil
Since hydrogen can be produced from various locally available renewable and non-
renewable sources, shifting to hydrogen economy can enhance a country’s energy
security, and also reduce political tensions over fuel sharing such as in the case of
oil [518]].

• Facilitating future low-carbon energy system integration
The current energy system based on fossil fuels is highly flexible, efficient and
reliable. Given their high energy density (either in solid, liquid or gaseous forms),
fossil fuels can store immense amounts of energy, where and when necessary, and
also be efficiently transported over large distances. Thus, the supply and demand
for electricity in the grid is balanced at all times. In contrast, the low-carbon energy
system with high shares of variable renewable energy (VRE: solar, wind, tidal)
offers poorer flexibility. Since these energy sources vary spatially and temporally,
periods of surplus and deficit in energy supply is inevitable. In such a scenario,
hydrogen offers a suite of promising options as outlined below [9].

– Power-to-power: During surplus, excess electricity can be converted into hydro-
gen (via electrolysis of water) and stored in large quantities over long periods,
and converted back into electricity as and when required.

– Power-to-gas: During surplus, excess electricity can be converted into hydro-
gen, that can be in turn be mixed into the natural gas grid, or converted into
synthetic methane.

– Power-to-fuel: During surplus, excess electricity can be converted into hydro-
gen that can be sold as fuel to the transport sector (for use in FCEVs).

– Power-to-feedstock: During surplus, excess electricity can be transformed into
hydrogen and then used as a feedstock, for example in refineries.
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Figure G.7: Illustrations of the present (Left), and the future (Right) energy systems. source: [9]

Despite the undeniable loss of efficiency during these processes (60-70%), an unin-
terrupted supply of electricity is still guaranteed. Figure G.7 illustrates the energy
system today (electricity based) and the projected low-carbon energy system in the
future (electricity and hydrogen based) [9].

Considering these attractive economic and environmental opportunities many coun-
tries have undertaken major commitments for transitioning into a hydrogen economy
[9, 456, 547, 548]. According to the International Energy Agency (IEA), the global public
sector expenditure spent towards building hydrogen economy is about $ 1 billion every
year. This effort is primarily led by the US, Japan and the EU, accounting for about two
thirds of the total expenditure. Their technological roadmaps estimate that transitioning
into a mature hydrogen economy would require several decades, led by major devel-
opments in the areas of hydrogen production, storage, distribution and utilization. Key
technical objectives include:

• Mass production of hydrogen by a CO2-free route and at a competitive cost

• Development of efficient infrastructure for hydrogen distribution and delivery

• Development of viable storage systems for both stationary and automotive applica-
tions

• Reduction of cost for fuel cells and improvements to their performance and life-
times
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Figure G.8: Annual public-sector spending towards low-carbon technologies (in 2007) (million
USD 2008 basis). source: [7]

While a full fledged hydrogen economy encompassing all these developments could be
the ultimate goal, a partial implementation of fuel cell technology for use in stationary
and automotive applications is a desirable outcome on its own merits [518].

In summary, the present chapter has overviewed key low-carbon energy technologies
based on nuclear power, carbon capture and storage, solar, wind and hydrogen. As il-
lustrated in Figure G.8, many countries are actively investing in the research and devel-
opment of these technologies, although varying in the proportion based on their policy
goals and resource availabilities [7]. While the global low-carbon energy research and
development needs to be pursued in a much more aggressive manner, current develop-
ments provide a good start to future energy revolution.



H
S TAT E M E N T O N T H E C H O I C E O F M AT E R I A L S

In the chapters discussed in the main thesis, the need for the development of suitable
catalysts for the oxygen reduction reaction (ORR) was highlighted (Chapter 2). Subse-
quently in Chapter 3 the ‘alloying’ as an effective strategy to improved catalysis on Pt
surfaces was presented, which was followed by a detailed review of the recent progress
in the development of Pt-alloy nanoparticle catalysts (Chapter 4). Such efforts are impera-
tive for the widespread commercialization of PEMFCs, and as highlighted in Section 3.5,
adoption of suitable structural characterization techniques is crucial in order to succeed
in this effort. Chapter 6 and Chapter 7 discuss our findings in regards to the structural
and compositional characterization of Pt-Fe alloy and Pt-Au nanoparticle alloy systems,
studied exclusively with the use of aberration-corrected scanning transmission electron
microscopy (previously reviewed in Chapter 5). The choice of these materials is justified
from the great interest that they have gathered towards ORR electrocatalysis over the
past years. A detailed discussion of these premises and some past works can be found in
the Section 6.1 and Section 7.1 for Pt-Fe and Pt-Au systems, respectively. Some notable
points can be summarized as below.

The Pt–Fe nanoparticles system has generated a lot of interest, both on the account
of its enhanced ORR electrocatalysis [83, 262, 284–288, 366, 367], and also because of
the magnetic properties that are deployable in ultrahigh-density information storage
[368–372]. The PtFe (L1) ordered phase exhibits a very high uniaxial magnetocrystalline
anisotropy along the c direction of the crystal structure. The Pt3Fe (L12) phase is shown
to deliver an enhanced ORR activity from the compressively strained Pt overlayers that
encapsulate ordered alloy cores. Therefore, the chemical synthesis of Pt–Fe alloy nanopar-
ticles in these ordered phases has been extensively studied in the past years. To note a
few, the reported novel alloy structures include intermetallic Pt–Fe/Pt core shells [157],
Pt–Fe–Cu ternary alloy nanoparticles [262], mono-disperse Ni/FePt core shells [373], and
face-centered tetragonal (fct) FePt nanoparticles (see Chapter 2) [374].1

1The reported specific activities for these structures are about 0.55 mA/cm2, 0.75 mA/cm2, 1.95

mA/cm2, and 3.16 mA/cm2, respectively.
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Bimetallic Au-Pt alloy nanoparticles are a promising class of materials for ORR electro-
catalysis [393–399]. Several examples substantiating this were discussed in the literature
review presented earlier in Chapter 4. Additionally, the Au-Pt nanoparticles are also be-
ing considered for the catalysis of many other reactions, such as H2 activation [400], CO
oxidation [401–403] and Methanol oxidation [393]. One major advantage here is that the
combination of two noble metals allows the nanoparticle alloys to remain stable in many
gaseous, liquid and electrochemical environments.

It is important to note, however, that the Pt-Fe and Pt-Au systems are probably not
very practical options for the fuel cell ORR (see Chapter 4). One major issue with the
Pt-Fe system is the leaching of Fe in the fuel cell working environments. In the case
of Pt-Au, the use of two expensive noble metals creates an unfavorable burden on the
overall fuel cell cost. In this juncture, the present work on these materials should be
looked at as a model study for the structural investigation of other current and future
catalyst systems. In the Appendix D, we discuss many such examples where the charac-
terization techniques used in the main thesis work were applied to investigate thin film
catalyst structures composed of Pt–Au–Co and Pt–Ir–Ni alloys, the novel Pt-nanotubular
skeletons, and the Bi-decorated Pt nanowires.



Part VII
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