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Abstract: 


An energy gap or "pseudogap", where there is spin pairing without phase 

coherence, has been observed in a number of unconventional superconductors that has 

been detected even above the superconducting transition. It has been proposed that this 

"pseudogap" region is intimately related to the appearance of high Tc superconductivity. 

Comparable spin gaps have been observed in a number of low dimensional quantum spin 

systems with a spin-singlet ground state. Therefore quantum magnets which show 

collective singlet ground states have been receiving much interest recently. 

As an example of these; CuGe03 is one of the few quasi-one dimensional 

magnetic insulators which displays a Spin-Peierls transition. This novel transition results 

from the coupling of the lattice with S=l/2 spin degrees of freedom to break transitional 

symmetry below some characteristic phase transition temperature, and a collective singlet 

magnetic ground state with a characteristic energy gap is observed. 

In my thesis I have studied the critical phenomena associated with the Spin­

Peierls transition which occurs in the inorganic compound Cul-xCdxGe03by means of X­

ray Scattering. I also conducted inelastic neutron scattering experiments and studied the 

temperature dependence of the singlet-triplet excitation of this system. I applied different 

theoretical methods to detertnine the best model describing the behavior observed for this 

material and compared the results with those obtained on the pure compound. 

There are few quasi two dimensional experimental examples of interacting dimers 

such as SrCu2(B03)2 which has been proposed as a realization of the Shastry-Sutherland 
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model. This system has been modeled as Heisenberg spins in a square lattice with two 

exchange coupling constants of magnitudes J and J' along the diagonal and the edges of 

the lattice. Its ground state is known to be a collective singlet state. It is known 

theoretically that its ground state changes from a gapped singlet to a gapless 

antiferromagnetic state as a function of J/J'. Recently, subleading terms in the 

Hamiltonian have been considered, such as Dzyaloshinski-Moriya interactions, which are 

needed to understand the precise physical properties of this material. 

I performed high resolution, inelastic neutron scattering measurements on this 

material aim at clarifying the nature of the singlet-triplet excitation spectrum. The results 

revealed the dispersion relations along with the Q-dependence of the excitations. Finally, 

neutron powder diffraction measurements were also performed in order to investigate any 

possible structural phase transition in this material. 
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Chapter 1 


Phase Transitions and Quantum Magnetism: 

1.1. Phase Transitions: 

The degree of ordering in every system arises from the compromise between 

interactions that enforce order and thermal motion which acts to enhance disorder. As a 

result of the competition between the tendencies to minimize energy and to maximize 

entropy, many systems can form different macroscopic phases. 

A Phase transition is the transformation of a thermodynamic system from one of 

its phases to another. Phase transitions happen when the free energy of a system is non­

analytic for some choice of thermodynamic variables, which means that there is a 

discontinuity in the free energy of the system or one of its derivatives. The distinguishing 

characteristic of a phase transition is a sudden change in one or more physical properties 

(e.g. the transitions between the solid, liquid, and gaseous phases, or the transition 
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between the ferromagnetic and paramagnetic phases of magnetic materials at the Curie 

point). 

1.1.1. Classification of phase transitions: 

According to the modern classification scheme, phase transitions are divided into 

two broad categories which are defined as below: 

First-order or Discontinuous Transition: 

If there is a finite discontinuity in one or more of the first derivatives of the 

appropriate thermodynamic potential, the transition is first-order or discontinuous. For 

example in a magnetic system this can be a discontinuity in the magnetization and for a 

fluid the discontinuity can be in the volume. 

One of the characteristic of a first-order phase transition is the existence of a 

latent heat. This means that during such a transition, a system either absorbs or releases a 

fixed amount of energy. Because energy cannot be instantaneously transferred between 

the system and its environment, first-order transitions are associated with "mixed-phase 

regimes" in which some parts of the system have completed the transition and others 

have not (e.g. boiling water). 
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Second-order or Continuous Transition: 

The second class of phase transitions are the second-order or continuous phase 

transitions. If the first derivatives of thermodynamic potential are continuous but second 

derivatives are discontinuous or infinite, the transition will be described as higher order, 

continuous, or critical. 

The key feature of a continuous phase transition is the presence of fluctuating 

micro regions of both phases near the critical point. The characteristic size of these 

fluctuating regions, which is called the correlation length ~. tends to infinity at the critical 

point. (Collins 1989). 

1.1.2. Magnetic phase transitions: 

To further discuss the behavior near a critical point, let's focus on a magnetic 

system. Such a system involves a set of interacting magnetic moments which are located 

at lattice points of a crystal. These magnetic moments arise from the spin angular 

momentums of the unpaired electrons residing on the atoms in a crystalline solid. 

Let's consider a ferromagnetic system. In this system, nearest neighbors interact 

in such a way that makes it favorable to have spins pointing in the same direction at some 

temperature below the critical temperature Tc. Thermal fluctuations may drive a region of 

the system into a state at which the spins are in opposite directions. Consequently, there 

will be an increase in the free energy of the system (Kadanoff 1976). If the energy 

required in the formation of such a "droplet" region is significantly greater than the 
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thermal energy present in the system (i.e. kBT) then such a process will be unlikely to 

happen. 

The thermal energy increases as the temperature rises and a larger number of 

these droplets are formed. However, the net magnetization (i.e. number of spins in one 

direction minus number of spins in the opposite direction) approaches zero. Therefore, 

the energy for formation of a droplet decreases as temperature approaches Tc, and 

consequently, size of the droplets increases rapidly. The size of the largest such droplet, 

defined as correlation length ~. diverges with T ~ Tc (Stanley 1971). 

The existence of a quantity, which is non-zero below a finite temperature Tc and 

zero above it, is an important feature associated with the critical points of a wide variety 

ofphysical systems. This quantity is called the order parameter. 

1.1.3. Symmetry: 

Phase transitions often take place between phases with different symmetry. The 

transition between a fluid (i.e. liquid or gas) and a crystalline solid is an example ofthese 

phase transitions. Generally, one phase participating in a phase transition is more 

symmetrical than the other. The transition from the more symmetrical phase to the less 

symmetrical one, such as the one in the case of fluid-solid transition, is a symmetry­

breaking process. 

The ferromagnetic transition is another example of a symmetry-breaking 

transition. This symmetry is broken in the ferromagnetic phase as a result of the 

4 



M.Sc. Thesis - Sara Haravifard 	 McMaster- Physics 

formation of magnetic domains containing aligned magnetic moments. Inside each 

domain, there is a magnetic field pointing in a fixed direction chosen spontaneously 

during the phase transition. In magnetic systems, there are three common symmetry 

breaking scenarios: 

1. 	 The magnetic moment has a component in only one direction. This is 

also known as discrete or Ising. 

2. 	 The spins are confined to a single plane - XY symmetry. 

3. 	 The spins are free to rotate throughout 3D space - Heisenberg 

symmetry. 

1.1.4. Critical exponents and universality classes: 

The phenomena associated with continuous phase transitions are called critical 

phenomena, due to their association with critical points. It is found both experimentally 

and theoretically, that a number of quantities diverge at phase transitions and follow a 

power law behavior close to Tc: 

(1.1) 

where t is the reduced temperature and defined as: 

t= 1- TITc (1.2) 

and A. is called the critical exponent. Some examples of the power law behavior and the 

critical exponents for thermodynamic quantities are: 

(1.3) 
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Mo(1)- tp (1.4) 

X= (BMI BH)r -It l-1 (1.5) 

It has been found that phase transition in some systems often possess the same set 

of critical exponents. Such systems are said to be in the same universality class 

(K.adanoff 1971 ). Therefore, universality states that it is possible for the systems 

belonging to same class to exhibit the same critical behavior and if one system is 

understood all the systems in the same class can be understood. 

To explain power law behavior and critical exponents better; let's consider the 

case of spin -112 Ising model as an example. A classical spin variable Si, with a value of 1 

or -1, is placed on each lattice site. These spins interact according to a Hamiltonian as 

follow: 

(1.6) 


where (i ,j) denotes a sum over nearest spins. 

In this Hamiltonian, the first term is responsible for the cooperative behavior and 

the possibility of a phase transition, in which J is the exchange energy. It can be seen that 

a positive J favors parallel alignment while a negative J favors antiparallel alignment of 

the spins. It can be seen from the Hamiltonian that a given spin i in this system feels the 

external field plus the internal fields created by its neighbors: 

(1.7) 


6 



M.Sc. Thesis- Sara Haravifard McMaster - Physics 

By replacing the actual field by the mean field, we can calculate thermodynamic 

quantities such as the magnetization: 

(1.8) 

In principle, this is a set of many equations which should be solved for m; and 

therefore further simplifications are required. Assuming the spatial homogeneity, h1 =h, 

and that surface effects are not important, then Jij = J(r;,rj) = J(lr,-rjl). We obtain: 

m = tanh[fJ(qJm +h)] 
(1.9) 

where, 

(1.10) 

For the case h =0, the situation is as illustrated in Figure 1.1. 

m 
--------·~m~o~~~----~--------

·1 

. 
Figure 1.1: Graphical solution of the mean field equation. (Collins 1989) 
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Expanding the equation for m near the transition temperature Tc, the magnetization will 

have the following form: 

(1.11) 


for which t = 1 - TITc. Then the critical parameter Pin m ~ t fJ is found to be l/2. 

Model p r v a t5 17 

Mean Field 0.5 1.0 0.5 - 3 0 

ID Models - - - - - -

2D Models 

Ising 0.125 1.75 1 0 15 0.25 

XY - - - - 15 0.25 

Heisenberg - - - - - -

3D Models 

Ising 0.326 1.238 0.6312 0.106 4.780 0.039 

XY 0.345 1.316 0.669 -0.010 4.810 0.030 

Heisenberg 0.367 1.388 0.707 -0.121 4.780 0.037 

Table 1.1: Theoretical predictions for various critical exponents in the conventional universality 
classes (Collins 1989). 
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Similarly other power laws and other critical parameters can be derived. A similar 

calculation results in a power law for susceptibility, x ~ t -r, where the critical parameter 

y is found to be about I. Another quantity of interest which can be determined is the 

correlation length .;. The predicted power law for .; is .; ~ t _,,, with v = 112 (Collins 

1989). 

1.2. Quantum Magnetism: 

According to classical electromagnetic theory, magnetic fields are produced by 

electric currents or changing electric fields and that the magnetic fields far from the 

electric currents producing them can be described by a magnetic dipole. Therefore, it 

would be expected that magnetic effects in materials are produced by microscopic current 

loops created by the motion of electrons in atoms. However, Neils Bohr in 1911 showed 

that the phenomenon of diamagnetism does not exist in classical physics. Thus, the 

source of magnetism should be explained by quantum mechanics through the existence of 

an intrinsic magnetic moment, which in tum is proportional to the intrinsic spin. 

Since in most magnetic materials the electrons responsible for magnetic behavior 

are localized near the atoms of a regular lattice, the simple case of two localized electrons 

is considered here as an example. Each electron has a spin 112 which can point either up 

or down along the axis which is specified by the applied magnetic field. The electrons 

interact with each other and with the nearby atoms and are described in part by the spatial 
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wavefunction lfl(rt, r2). This wavefunction must be multiplied by the spin eigenstates to 

obtain the actual state of the two electron system. We denote the basis for these states as: 

(1.12) 


where the arrows corresponds to the spin of the electrons (Sakurai 1985) 

These states are eigenstates of the z-component of the total spin angular 

momentum, Sz, such that Sz operating on any of these states has an eigenvalue equal to 

the sum of the spins in the z direction. For example: 

(1.13) 


and 

(1.14) 


Since electrons are fermions, the basis states in Equation 1.12 are not physically 

meaningful, because if two electrons are interchanged, the new wavefunction must either 

be the same or differ by only a minus sign. The simplest normalized linear combinations 

ofthe states in Equation 1.12 that satisfy this condition are: 

~(lt~)-l~t)) (1.15) 

Itt) (1.16) 

~(lt~)+l~t)) (1.17) 

I~-~-) (1.18) 
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The state in Equation 1.15 is antisymmetric, because interchanging the two 

electrons leads to minus the original state. This state has a total spin, S = 0, and is called 

the singlet state. The collection of the last three states (i.e. Equations 1.16 to 1.18) is 

called the triplet state and has S = 1. According to the Pauli principle the states of 

fermions must be antisymmetric, thus the spin state is antisymmetric when the spatial part 

of the wavefunction 1f1 (r1, r2) is symmetric and vice versa. That is, if the spin state is 

symmetric, then ~p(r1, r2) = -lfl(r2, n). Similarly, if the spin state is antisymmetric, then 

~p(n, r2) = +1p(r2. n). Hence, when n = r2, 1f1 is zero for symmetric spin states and is 

nonzero for antisymmetric spin states. This means that if the spins are parallel, the 

separation between the two electrons will rarely be small and their average electrostatic 

energy will be less than it is for antiparallel spins. This is referred to as the second 

Hund's rule. 

A general model (and probably the most common one) for describing the total 

magnetic energy of magnetism for the spin-spin interaction is expressed as: 

N N 

rt=-I Jljsl ·Sj- gJtoH ·Is~ (1.19) 
l,j=l 1=1 

where 1i is the Hamiltonian operator, His the external magnetic field, gp.o is the magnetic 

moment of the electron and JIJ is the exchange interaction which can be positive or 

negative (Aschroft and Mermin 1976). 
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1.2.1. The Spin - Peierls transition: 

The spin-Peierls transition (SP) occurs in antiferromagnetically coupled quantum 

(lowS) spin chains with short range (nn) interactions and continuous symmetry (either 

Heisenberg or XY). This transition is typically described for S = 1/2 Heisenberg spin 

chains since these are the only examples found experimentally (Bray et a/. 1983). This 

transition was initially widely studied, both experimentally and theoretically, in the 

1970s. However, the experimental work was rather restricted, since there were only very 

few organic compounds known, which showed this tr:ansition. Thus, the observation of a 

spin-Peierls transition in the inorganic compound CuGe03 in 1993 by Hase et al. 

attracted widespread attention, since the structure of this material was not as complex as 

the previously studied organic samples. 

For the 	 occurrence of a spin-Peierls transition, several preconditions are 

necessary: 

1. A crystal must contain (quasi-) one-dimensional antiferromagnetic spin 

chains of half-integer spin, i.e. the exchange coupling between 

neighboring spins along one crystal direction has to be much larger than 

those perpendicular to this direction. 

2. 	 A finite magneto-elastic coupling is necessary, i.e. the exchange 

interaction depends on the distance between neighboring sites. 

In a strictly one-dimensional spin chain, even at T = OK, no long-range anti­

ferromagnetic order can develop. However, the magnetic energy can be lowered by a 

spin-Peierls transition. In order to understand the salient feature of the SP transition, let 
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us consider the excitation spectrum shown in Figure 1.2. In this figure 6(q) =E(q)- Egs. 

where Egs is the ground state energy. 

For the particular case of uniform chains with the same antiferromagnetic 

coupling J, as shown in Figure 1.2(a), the important feature is the lack of a gap between 

the singlet ground state and the triplet excited state. Consequently, excitations at q = 0, ± 

rc/a are infinitesimally close to the ground state energy. In the case of dimerized spin 

chain, as shown in Figure 1.2(b ), below a certain transition temperature Tsp the distances 

between neighboring spins are no longer uniform. Due to the magneto-elastic coupling 

this leads to an alternation of the exchange coupling and each pair of stronger-coupled 

spins is forming a spin singlet. This results in a double unit cell and as can be seen in 

Figure 1.2(b), a gap separating a singlet ground state from a triplet excited state appears. 

This is often referred to as dimerization. This dimerization leads to a lower magnetic 

energy than in the uniform case which compensates the gain of elastic energy arising 

from the alternating structural distortion along the spin chains. For such a transition to 

occur, the lowering of magnetic energy due to the gapped excitation spectrum must 

outweigh the increase in lattice energy which is required to dimerize the chain. Thus, if 

the lattice is soft in the chain direction, and the chains are magnetically well separated 

from each other, a periodic deformation (dimerization) of the lattice takes place at a finite 

temperature Tsp· The lattice dimerization alternatively increases J(l +b) or decreases J(l­

b) the anti-ferromagnetic interactions, and brings about singlet pair formations on the 

enhanced exchange links. Here o has been defined as the dimensionless relative 

distortion. This is called spin-Peierls transition. 
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In a purely one-dimensional system, there can be no phase transition. Thus, within 

the Hamiltonian there must be some higher dimensionality in order to produce a finite 

transition. Physical realization of one-dimensional system occurs when interactions 

which are highly anisotropic, with much stronger interactions along one crystalline 

direction, appear due to geometry and exchange paths of the system. Therefore, physical 

one-dimensional systems are actually quasi-one dimensional systems with much stronger 

interaction along one direction. 

(a) Uniform (b) Dlmerlzed 

J J J J J J+lil J -lil J+lil J -lil J+lil 

1 l 1 l 1 l H ll H 

Figure 1.2: (a) An S = 112 spin chain with a uniform antiferromagnetic interaction J. (b) The lattice 
dimerized state below the spin Peierls transition temperature Tsp (Bray et aL 1983). 

The ground state structure of the spin-Peierls system is a stacking of singlet pairs 

along the chain. The ground state is non-magnetic, because each singlet pair produces no 
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magnetic field. Since the singlet pairs are well localized, there is a finite energy gap 

between the ground state and the excited states. This energy gap is related to the amount 

of energy which is necessary to convert a single dimer of the singlet ground state into a 

triplet. 

Experimentally, the spin-Peierls transition and the openmg of a spin gap is 

observed in inelastic neutron scattering, magnetic susceptibility and X-ray scattering 

experiments. There are several characteristic features which signal the spin-Peierls 

transition. Below Tsp, superstructure reflections can be observed due to the structural 

distortion leading to the doubling of the unit cell. In addition, there is a drop of the 

magnetic susceptibility due to the formation of non-magnetic spin singlets. Finally, Tsp 

shows very characteristic magnetic field dependence. 

1.2.2. Shastry-Sutherland Model: 

In 1981, Shastry and Sutherland introduced a two-dimensional model for which 

geometrical frustration was essential. In this model, the spins are configured in such a 

way that each spin is coupled to pairs of spins. With the experimental realization of the 

Shastry-Sutherland model in the orthoborate SrCu2(B03)2 (Kageyama et al. 1999) 

synthesized by Smith and Kezler in 1991, the model attracted a lot of attention, as it 

became possible to compare the theoretical findings and experimental data directly. 
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Figure 1.3: Illustration of a dimer solid. Spins are denoted by circles. Two spins interacting via J 1 

couple to a dimer. The dimers interact via J2. The singlet-on-dimers state is always an eigenstate • 

The Hamilton operator describing the Shastry-Sutherland model, with spins of 

sizeS= ~on the vertices is given by: 

H = J 1'Lsisj +J 2LSksl 
intra dimers inter dimers 

i,j k,l (1.20) 

in which, the sums run over all couplings between the sites connecting diagonal bonds 

(J1), and between sites on different dimers (J2), respectively. It can also be shown that the 

state in which all dimers are singlet is always an eigenstate (and for certain values of J1 

and J2 a ground state) (Shastry and Sutherland 1981 ). 

Figure 1.4 shows the Shastry-Sutherland model for the Hamiltonian described in 

Equation 1.20. In the limit J1 = 0 a simple square lattice is obtained. For other cases, the 

model can be seen as a square lattice with additional (frustrating) diagonal bonds. The 

ratio x = J2/J1 is introduced as the inverse frustration. Because of the particular geometry 

of the system is sometimes called orthogonal dimer model (Miyahara and Ueda 1999). 
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Figure 1.4: Sbastry-Sutherland model with spins on the vertices. The couplings on the square lattice 
are parameterized by J1 and the diagonal couplings (dimers) are parameterized by J1• The grey 
shaded region depicts the unit cell of the system. (shastry and Sutherland 1981) 

In their original work in 1981 Shastry and Sutherland designed this model in an 

effort to create a two- (and three-) dimensional system exhibiting an exact ground state 

made from a product of singlets. Shastry and Sutherland showed, that the dimer-singlet 

state is the exact ground state for x == Jz!J1 < Y2 (for spin S == 112). Consequently, the 

elementary excitations above the dimer-singlet ground state are given by promoting one 

of the singlets to a triplet. 

The left part of Figure 1.5 shows the classical phase diagram (i.e. S -+oo) of the 

Shastry-Sutherland model. It can be shown that there is a long range ordered anti-

ferromagnetic phase (i.e. Neel phase) for large Jz > 0 and a ferromagnetic ordering for 

large Jz < 0 (Low and MUller-Hartmann 2002). 
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spin2S 

Figure 1.5: The left part shows the classical phase diagram of the two-dimensional Shastry­
Sutherland model. The phase transition lines can be calculated exactly. The right part depicts the 
phase diagram in the quantum mechanical case (S < co). The singlet dimer phase covers a finite 
region. The nature ofthe adjacent phases is not understood yet (Low and MOller-Hartmann 2002). 

In the quantum mechanical regime (i.e. S < oo), the dimer-singlet product state 

becomes the exact ground state for J 1 > 0 and J2 not too large. The phase diagram on the 

J1 < 0 side is similar to the classical phase diagram. This is sketched in the right part of 

Figure 1.5. In 1999, Miyahara and Ueda found that this dimer to Neel transition occurs at 

Xc = J7/J1 z 0.7, which is a broadly accepted value. Recently, there has been discussion 

suggesting the existence of an intermediate phase between the singlet collective ground 

state and long range antiferromagnetic state. The existence and nature of this intermediate 

phase is still an open question (Miyahara and Ueda 2003). 
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Chapter 2 


X-ray and Neutron Scattering: 

2.1. Introduction: 

In order to resolve details of condensed matter structures, most of the time a 

scattering experiment is conducted. When the atomic positions are arranged in a crystal 

lattice the well known idea of Bragg (1913) can be used to understand the scattering 

intensity distribution. The incoming waves are reflected by parallel lattice planes defined 

by the periodically aligned atoms. Diffraction maxima are visible if the path difference is 

an integer multiple of the wavelength, 

2d sinO= nA. (2.1) 
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d·sine 

Figure 2.1: Diffraction geometry with path difference of waves scattered at a crystal lattice (Aschroft 
and Mermin 1976). 

2.2. Scattering from crystals: 

In general, the nucleus in an atom is surrounded by a spatial distribution of 

electrons, which can be described by a local electron density ne(r) within the atomic 

volume V. The summation of scattering amplitudes of all electrons using correct phase 

shifts leads to the atomic structure factorjj(Q): 

~ (Q) =JdVne (r )eiQ.r (2.2) 
v 

Due to this spatial distribution of the shell electrons, there is always a Q-

dependence of x-ray scattering. This Q-dependence is absent for non-magnetic neutron 

scattering experiments, since the nucleus appears as a point source on the scale of the 

thermal neutron wavelengths. However, for neutron scattering, a Q-dependence occurs 

for the magnetic scattering where the magnetic moment caused by unpaired electrons 
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couples to the magnetic moment of the neutron. Normally, only a few electrons orbiting 

in the outer shell of the atom will contribute to the magnetic moment. Therefore, the 

magnetic scattering form factor for neutrons is not identical to the electronic form factor 

forx-rays. 

Let's consider a Bravais lattice with N atoms described by their position vectors rn 

= nta + n2b + n3c where a, band care basis vectors in real space. For simplicity, only one 

type of atom is assumed to be present, thus fn =f. The scattered amplitude of such a 

lattice is then given by the phase-correct addition of all separate scattering contributions: 

n 

(2.3) 

where the lattice sum over N atoms in the crystal is separated into three partial sums over 

The condition for constructive interference with sharp maxima requires that each 

of the three factors has to be non-zero, individually. This means that Q has to satisfy three 

equations simultaneously: 

Q ·a= 2trh Q ·b =2trk Q ·c =2tr/ (2.4) 

where h, k and I are any set of integers. These conditions are known as Laue conditions. 

In order to identify the solutions of the scattering vector Q that fulfill these 

conditions Q=hA + kB + IC with a new set of basis vectors A, B and C is made, where: 
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21l' 21l' ) 21l' ( )A =-(b xc) B =-(c xa C =- axb (2.5) 
vc vc vc 

and Vc = a · (b x c) is the volume of a unit cell. The vectors A, B and C have the 

dimension of a reciprocal length; therefore the lattice they span is called the reciprocal 

lattice. In this way, each crystal has two associated lattices, the real lattice with its points 

r =n1a + n2b + n3c and the reciprocal lattice with its points G = hA + kB + IC. 

The role of the reciprocal lattice can be illustrated further with the discussion of 

the momentum transfers during the scattering process. Figure 2.2 shows the scattering 

triangle made up by Q, k; and k.r together with the reciprocal lattice points. The 

constructive interference occurs when the scattering vector Q coincides with the lattice 

vector G: 

Q=k;-kf =G (2.6) 

Multiplying this equation by ndelivers: 

(2.7) 


with nk = 21l'nllv = hllv = p being the momentum. Hence, Equation 2.7 stands for the 

momentum conservation in the scattering process. 

• 

O=G 

Figure 2.2: Diffraction geometry with path difference of scattered waves. 
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This fact was used by P. P. Ewald for an instructive geometric interpretation of 

the Bragg's law and the prediction of allowed scattering maxima, as illustrated in Figure 

2.3. In the figure, k; shows the direction of the incoming beam and may end at any point 

of the reciprocal lattice. A sphere of radius jk;l = 27f /'A; around the origin of k; gives the 

length of k; of the scattered beam. Now, any point ofthe reciprocal lattice on the surface 

of the sphere defines a diffracted beam, k1 =k;- G. 
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, ..... 
• . ,, . . . . ,.. . • , ' 

• I • • ' • 
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Figure 2.3: Allowed k1leading to scattering maxima according to the Ewald construction (Aschroft 
and Mermin 1976). 

2.3. Neutron Scattering: 

Neutron scattering is a powerful tool to probe dynamic and static properties of 

condensed matter at microscopic levels. The energies of cold and thermal neutrons are of 

the order ofmicroscopic excitations in condensed matter and the wavelengths of cold and 

thermal neutrons are comparable to the intermolecular distances. Since neutrons have no 
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electrical charge, there is no Coulomb interaction between them and the nuclei of the 

sample, and therefore they can easily and deeply penetrate the material. 

Neutron scattering events are described by means of energy and momentum 

transfer. The kinematics of a neutron scattering event is shown in Figure 2.4. A neutron 

with incident momentum p0 and incident wave-vector k0 has incident energy of: 

(2.8) 


Figure 2.4: Neutron scattering kinematics in real space (left) and in reciprocal space {right) {Squires 
1986). 

After interactions with the sample, the neutron scatters to the direction 28, with a 

momentum p1 , a wave-vector~ and energy E1 • As with any particle scattering technique, 

the energy and the momentum conservation are the two basic principles of neutron 

scattering. The energy conservation allows defining the energy transfer of the incident 

and scattered neutrons: 

(2.9) 


Eventually, momentum conservation makes it possible to define the scattering vector Q: 
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hQ =p1-p0 =nk 1 -hk 0 (2.10) 

The magnitude of Q is related to the incident and scattered neutron energies and to the 

scattering angle 28 as follows: 

(2.11) 


Both the sign and the magnitude of the energy transfer are used to classify the neutron 

scattering event, as shown in Figure 2.5. 

o) bl cl 

k ~kut 
t 

hw<O 0 l'lw> 0 

Figure 2.5: Neutron scattering spectrum as a function of energy transfer. The momentum 
conservation triangles are shown for processes of a) neutron energy loss, b) elastic scattering and c) 
neutron energy gain (Squires 1986). 

Neutron scattering is considered elastic, when Anw = E1 - Eo= 0, i.e. the neutrons 

do not change their energy in the scattering process. If neutrons either gain (i.e. Anw > 0), 

or loose energy (i.e. Mw < 0) in the scattering process, the scattering is called inelastic. 
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2.3.1. Neutron scattering cross-section: 

The quantity measured in a neutron scattering experiment is the double 

differential cross-section, 82u/ oQoE1 , which gives the proportion of neutrons with an 

incident energy Eo scattered into a solid angle element dO with an energy between E1 and 

E1+dE1• The geometry of the scattering experiment is shown in Figure 2.6. 

scattered beam 
E, 

Figure 2.6: Scattering geometry from a single core (Squires 1986). 

An incident neutron with a wave vector ko is scattered into a state with wave 

vector k1• Before and after the interaction with the neutron, the sample can be described 

by the quantum states N! and AI. respectively. The probability that the combined state of 

the neutron and the sample makes the transition from the initial statejk 01iu), to the final 

state lk ~) is given by Fermi's Golden Rule: 1 

(2.12) 
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Where pk is the density of the final states of the neutrons described by k1 in dO and Vis 
1 

the interaction potential between the nuclei in the sample and the neutron. Using the Born 

approximation for the cross-section, the double differential cross section is given by: 

(2.13) 

where the b-function is included to ensure the energy conservation with the neutron 

energy transfer tuv , the initial sample energy E A.J and the final sample energy E ~ . In 

this equation. p A.J is the probability that the initial state of the sample is A.o. This 

probability is given by Boltzmann distribution: 

(2.14) 


j 
j 

kB is the Boltzmann constant, Z the partition function of the sample and T the sample j 

temperature. After further manipulations, the double differential scattering cross-section j 
j 

can be written as: j 

j 
where bj and bi are the scattering lengths of the lh and lh nuclei, Rt(O) is the position j 

operator of the lh nucleus at time zero, Ri (t) is the position operator of the lh nucleus at j 
j 

time t, and ( ) denotes a thermal average. j 
j 
j 
j 

(2.15) 
j 
j 
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__ __jci- __ j¢1 _ 2 

The average bi1 for casesj = i andj i: i is given as b = b 2 ,and b = b ;1b1 1b1 

therefore Equation 2.15 can be written as a sum of two components, due to the different 

mean values for cases j = i and j ::j: i as follows: 

(2.16) 

This leads to the introduction of coherent and incoherent scattering, related to the terms 

of the sum in Equation 16 respectively. The coherent scattering arises from interference 

effects and would be the scattering if all the nuclei of any element had the same scattering 

length b. The incoherent scattering, on the other hand, does not arise from interference 

effects and is related to the distribution or deviation of scattering length from the mean 

- 2 

value band therefore is proportional to b2 -b The coherent and the incoherent 

scattering cross section into all directions can be defined as follows: 

_2 

(J'coh =4trb 
2 (2.17) 

2 -b(]'Inc =4tr(b ) 

Subsequently, the double differential cross section can be re-written as: 

(2.18) 
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The coherent scattering contains information about the correlation between the 

positions of different nuclei and the collective excitations in a sample. The incoherent 

scattering component can provide information about the individual nuclei and single 

particle excitations in the sample. 

2.3.2. Scattering functions: 

The pair-correlation function describes the position of nuclei in space and time, 

and is given for N nuclei as: 

(2.19) 

The space Fourier transformation of the pair-correlation function G(Q,t) is called 

intermediate scattering function: 

J(Q,t)= fG(R,t)eiQ.RdR =-1L:(e-iQ.R,(O)e-IQ.RJ(tl) (2.20)
N ;·-Q) ,] 

A time Fourier transform of the intermediate scattering functions leads to the scattering 

function (also called as the dynamic structure factor), which provides information on the 

sample states as a function of energy and momentum: 

(2.21) 
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Both I(Q,t) and S(Q,t) can be divided into a coherent and an incoherent part. The 

relationship between the coherent and incoherent scattering functions and the double 

differential scattering cross section can be written as: 

fi CJ' (}'Inc k 1 NS (Q ) CJ'coh k I NS (Q ) (2.22)f}Qf}E =47th-;;; Inc ,@ + 47l'h ko coh ,aJ 

2.3.3. Magnetic cross-section: 

The interaction between the magnetic moment of a neutron )ln, and the electrons 

inside the scattering system originates from the Zeeman interaction of the neutron with 

the magnetic field distribution inside the sample arising from the spin and orbital angular 

momenta of unpaired electrons. The magnetic moments of a neutron is given 

by f-ln = -yp,Nun where y = 1.913 is the gyromagnetic ratio of the neutron, andp,N = 5.051 

x 10 -27 J/T is the nuclear magneton. Ifp denotes the electron momentum operator and R 

the distance vector measured from this electron, then by introducing the unit 

vector R= R ljR I, the total Zeeman interaction with the field produced by this electron 

can be derived from electromagnetic theory: 

(2.23) 
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where un = 2s n is the Pauli spin operator and sis the operator for the electron spin. 

The first term originates from the field created by the magnetic moment 

associated with the electronic spin angular momentum. The second term comes from the 

orbital angular momentum of electronic charges. The motion of these charges may be 

viewed as current elements and hence contributes to the field distributions as described 

by the law of Biot and Savart. 

Substituting this electromagnetic potential into double partial differential cross 

section one can come up with the equation for magnetic scattering differential cross 

section. This was first pointed out by Van Hove (1954): 

The scattering function fi'P(Q,ro) is then given by: 

safJ(Q,OJ) =-
1 L exp(-iQ ·(R -R')) j dt exp(-iOJt )(s: (O)S:.ct)) (2.25) 

2RRfl' ­

A useful property of S(Q,ro) is that it is connected to the imaginary part of the 

generalizedmagnetic susceptibility x(Q,co) =x'(Q,co) + i x"(Q,co) through the fluctuation-

dissipation theorem (Furrer 1995): 

s (Q' (J}) = [ n ((9) +1] x"(Q. (J}) = x"(Q ' (J}) (2.26)
l-exp(-hc9/ k 8 T) 
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in which the exponential term is called the Bose factor. The imaginary part of the 

susceptibility x"(Q,co) is a very important property of the system and describes how the 

system responds to external forces. For instance, magnetic susceptibility of a system 

characterizes the magnetic response of that system to the magnetic field: 

M(Q,co) =x"(Q,co) H(Q,co) (2.27) 

The probability that a neutron gains an energy co is different from the probability 

that a neutron looses an energy co in the scattering process. This is due to the fact that it is 

exp(-nco I k 8 T) times less probable for the system to be in a higher initial state. Hence, 

the scattering function has to be corrected for this factor when calculating the 

susceptibility at different temperatures and energy transfers and this is exactly what the 

Bose factor does in Equation 2.26. 

2.4. Instruments: 

2.4.1. Triple-Axis Spectrometers: 

A triple-axis spectrometer is an extremely simple machine. It is based only on the 

Bragg's law and simple geometry in reciprocal space. In a triple-axis experiment a beam 

of neutrons traverses a path through the instrument determined by the settings of three 

angles Os, ()M and ()A· Figure 2.7 shows a triple-axis spectrometer with a monochromator 

crystal, located in the beam path from source to sample position, and an analyzer crystal, 

located in the path from sample to detector. Monochromators and analyzers are either 
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perfect crystals or crystals that have been deformed in a controlled manner to obtain 

certain characteristic properties. Typical monochromator and analyzer materials are 

pyrolytic graphite (PG), silicon and germanium. 

At the monochromator and analyzer positions neutrons are reflected according to 

Bragg's law: 

nA=2d sin01 (2.28) 

where n is an integer and i = M, A for monochromator and analyzer respectively. The 

setting of the angle 8; causes a family of crystal planes, characterized by their distance d, 

to diffract exactly those neutrons with wavelengths A. = 21r!k determined by Equation 

2.28. Hence, a monochromator transforms a polychromatic beam of neutrons to a beam 

of neutrons with wavenumbers k, 2k, etc. When this beam hits the sample, the scattered 

neutrons leave the sample along a distribution of directions and with a distribution of 

energies and spin directions which are determined by the spin-dependent partial 

differential scattering cross-sections. 
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Figure 2.7: The layout ofa triple-axis spectrometer (Connolly 2003). 

By varying the scattering angle Os between k; and kfi the angular distribution can 

be explored. At the same time, the energy distribution in each given direction can be 

studied by varying the analyzer angle ()A· Additional information may be collected by 

considering not only the change in momentum and energy of the neutron in the scattering 

process, but also possible changes in its spin state. 

2.4.2. Time-of-Flight Spectrometers: 

The time-of-flight method complements the triple-axis spectrometer technique. 

The triple-axis spectrometer is ideally suited to the study of excitations in oriented 

samples at specific points in (Q,co) phase space. Time-of-flight instruments, on the other 
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hand, may be used to explore rather large regions of phase space since many detectors 

simultaneously collect neutrons over a wide range ofvalues of the scattered energy. 

Figure 2.8 illustrates a simple time-of-flight spectrometer. Neutron beam from the 

reactor reflects from a monochromator crystal. The monochromatic beam, characterized 

by its energy Eo and wave vector ko, is then pulsed by a chopper placed at a known 

distance Lcs from the sample. An array of detectors is arranged at a known fixed distance 

LsD from the sample, and scattered neutrons arrive at the detectors at times determined by 

their scattered energies E. The time of flight of a neutron from the chopper is given by: 

(2.29) 


where tcs and tso are the times of flight of the neutron from chopper to sample and from 

sample to detector, respectively, and To and '&'are the reciprocal velocities ofthe neutron 

before and after scattering. If the initial energy Eo, is known, then using teo and the final 

energy E, the energy transfer (i.e. lim = E0 - E ) may be determined. Given the angle 

between the incident and scattered neutron wave-vectors, the wave-vector transfer (i.e. Q 

= ko - k ) can also be calculated. 

Figure 2.8: Schematic plan view of a simple time-of-flight spectrometer. The letters R, M, C, S, and D 
denote the reactor, monochromator, chopper, sample and detectors, respectively (Copley and Udovic 
1993). 
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2.4.3. Powder Diffractractrometers: 

A polycrystalline aggregate or powder is referred to the kind of materials that are 

not single crystals, but are composed of billions of tiny crystallites, called. In these 

materials there will be a great number of crystallites in all possible orientations. When a 

powder with randomly oriented crystallites is placed in an incident beam, the beam will 

see all possible interatomic planes. This can be explained using the Ewald sphere: 

• 	 There is a J'hid vector associated with each point in the reciprocal lattice with its 

origin on the Ewald sphere at the point where the direct incident beam exists. 

• 	 Each crystallite located in the center of the Ewald sphere has its own reciprocal 

lattice with its orientation determined by the orientation of the crystallite with 

respect to the beam. 

Figure 2.9: The intersection of a100 vectors from a powder with the Ewald sphere (Connolly 2003). 
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Figure 2.9 shows this geometry from the a100 reflection, which forms a sphere of 

vectors originating from the point of interaction with the beam. The number of vectors 

will be equal to the number of crystallites interacting with beam. The angle between the 

beam and the cone of diffraction is 28. 
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Chapter 3 


X-ray Diffraction and Neutron Scattering from CuGe03 : 

3.1. Introduction: 

The magnetic properties of low-dimensional systems of quantum spins with 

antiferromagnetic (AF) interactions display various interesting phenomena due to their 

quantum nature and their large fluctuations. The spin-Peierls (SP) transition in S = 112 

Heisenberg chains with spin-lattice interactions (Bray et al. 1975) is one example. 

Studies of the SP transition already had a relatively long history of theoretical and 

experimental research (Bray et al. 1975); however experimental studies were limited to 

organic materials (Bray et al. 1975), which were difficult to grow as large single crystals 

and for which the doping or substitution of impurities was not possible. Therefore 

detailed studies of spin excitations by neutron inelastic scattering which requires 
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relatively large single crystals or the doping effects in SP systems had not been 

performed on organic SP materials. 

This was the situation as of 1992, at which time Hase et al. (1993a) discovered a 

new SP compound, CuGe03, which was the first inorganic SP material. This discovery 

not only added a new material to the list of SP materials but a new phase of the studies on 

this problem had begun with it. This was mostly due to large, high-quality single crystals 

that could be grown, which allowed the properties of this compound to be studied 

thoroughly. 

Because the two-dimensional Cu02 planes are responsible for the high 

temperature superconductivity, AF oxides containing Cu2
+ ions have been studied 

extensively since the discovery of cuprate superconductors in 1986. When the research 

on CuGe03 began in 1992, the motivation to study the magnetic properties of low­

dimensional spin systems including linear chains with Cu2 
+ ions, was to compare one­

dimensional Cu2+ based antiferromagnets with two-dimensional cuprate superconductors. 

Later on, detailed x-ray and neutron scattering techniques revealed both the spin and 

charge structures and the spin excitations of this material. In addition, studies could be 

performed on doping effects (Hase et al. 1993b ). The simpler lattice structure, as 

compared with the previously known organic SP compounds, provided a more detailed 

theoretical understanding of the observed structural phase transition. 

In this chapter, the general properties of CuGe03 and the SP transition will be 

discussed briefly and we will then be concerned with the CuGe03 in the presence of Cd 

impurities. 
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3.2. Structure of CuGe03: 

CuGe03 possesses an orthorhombic unit cell which belongs to the Pbmm space 

group at room temperature. The lattice parameters at room temperature are a= 4.81 A, b 

= 8.47 A and c = 2.941 A (Vollenkle et al. 1967) and the structure consists of Cu-0 

octahedra chains that are stacked along the c-axis and are separated along a-axis from one 

another by tetrahedra chains of Ge-0. Figure 3.1 schematically illustrates the crystal 

structure of CuGe03. 

The magnetic properties of this material arise from the spin-1 /2 moments of the 

Cu2
+ ions. The distance between nearest neighbor Cu2+ ions, along the c-axis, is much 

shorter than that between the next-nearest ones along the b-axis. This causes strong 

super-exchange interactions mediated by the 0 2- ions which are shared between adjacent 

octahedra along the c-axis. Also, larger Cu-Cu and Cu-0-Cu distances along the b-axis 

make both direct exchange and super-exchange interactions weaker than the ones along 

the c-axis. Along the a-axis, the magnetic moments are isolated from one another by Ge­

0 tetrahedra, giving rise to weaker interactions in this direction as well. Thus, we would 

expect quasi-one dimensional spin chains, knowing that the strongest interactions are 

along the c-axis with weaker exchange along the b-axis and the weakest along the a-axis. 
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o Cu 

OGe 
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Figure 3.1: Crystal structure of CuGe03• The spin 1/2 CuZ+ chains are along the c-axis (Vollenkle et 
aL 1967). 

3.3. Spin-Peierls Transition in CuGe03: 

In 1993, the initial susceptibility measurements on CuGe03 were performed by 

Hase et al. who reported the detailed magnetic properties of this material and discovered 

the SP transition in this inorganic compound. The susceptibility versus temperature was 

measured along the three principal axes in a single crystal. These experimental results are 

shown in Figure 3.2 (Hase et al. 1993a). The most outstanding feature was that the 

characteristic susceptibilities x(T) in all directions dropped exponentially to a small 

constant values below a temperature of about 14K. This suggested that some kind of 

phase transition exists. The susceptibilities above the transition temperature were found 
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to be almost isotropic and their temperature dependence characteristic was shown to be of 

a one-dimensional AF spin system (Bonner and Fisher 1964 ). These results are very good 

evidence for the existence of one-dimensional AF chain structure and a spin-Peierls 

transition at about 14K in CuGe03 (Hase et al. 1993a). 

Q)3....-----.---T""-......-T---. 
o single-crystal CuGe03 

~ Bonnerand 
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2 

'7 
0 

!1~~~~~~~ 
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Figure 3.2: The magnetic susceptibility of single-crystal CuGe03 measured under H = lT. {a) The 
solid curve is a theoretical one calculated by Bonner and Fisher (1964) with J = 88K. (b) The 
susceptibility below 20K. The solid curve is a theoretical one calculated by Bulaevskii (1969) (Hase et 
aL 1993a). 

Nishi et al. (1994) showed the presence of a gapped excitation spectrum in 

CuGeO~ using inelastic neutron scattering experiments. These measurements also 

allowed the excitations to be mapped out along the three crystalline directions in the form 

of dispersion curves. From the fits to these dispersion curves of low-energy spin 

excitations, the values of the exchange interactions along the chain for the c direction (the 

H=1T 
o H tl a 
.. H II b 
c H II 

5 10 15 

(b) 

20 
Temperature (K) 
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nearest neighbor couplings) as well as the band the a directions could be determined: Jc 

= 10.4 me V, Jb ~ O.lJc and Ja ~ -0.0 lJc. The values for Jb and Ja are just a fraction of the 

coupling along the chain direction, Jc, which confirms the quasi-one dimensional nature 

of the CuGe03 magnetic system. 

15 

5 

q (};') 

Figure 3.3: The dispersion relations of the magnetic excitants in CuGe03 along each principal axis at 
T = 4K for zone center (0, 1, 0.5) and q = 0. The solid curves indicate resultant curve fittings using the 
Heisenberg AF spin-wave formula. (Nishi et aL 1994). 

It can also be concluded that the interactions along the c (chain) and b directions 

are antiferrornagnetic while that along the a direction is ferromagnetic (Nishi et al. 1994). 

This means that CuGe03 is not a perfect one-dimensional spin system, but in some sense 

it may be considered as an anisotropic three-dimensional spin system. This contrasts with 

43 



M.Sc. Thesis - Sara Haravifard McMaster- Physics 

typical organic SP materials, which were considered to be much better one-dimensional 

spin systems. 

The existence of a spin· excitation gap was supported later by other neutron 

inelastic scattering experiments (Kiryukhin and Keimer 1995, Regnault et al. 1996). 

These experiments not only showed a gapped excitation spectrum, but by applying 

magnetic field one could examine the nature of these excitations across the gap. The 

applied magnetic field resulted in a splitting of the excitation energies into three distinct 

components. This splitting increased with field, directly demonstrating the singlet-triplet 

nature of the excitations. 

Another intrinsic property of the SP system is the dimerization of the lattice. The 

observation of superlattice reflections due to new periodicity; brought on by the 

dimerization of the spin chains, was not trivial and many neutron and x-ray diffraction 

experiments failed to detect it at first. Hence, there were initial doubts among the 

researchers regarding the validity of the SP transition as the mechanism of the phase 

transition in CuGe03. Finally, more than a year after the discovery of the SP transition in 

CuGe03 the dimerization of the lattice was found at almost the same time by electron, X­

ray and neutron diffraction (Kamimura et al. 1994, Hirota et al. 1994, Pouget et al. 

1994). 

The reason for the difficulty in observing the lattice dimerization turned out to be 

that the dimerization was not a simple one and the satellite peaks did not exist only along 

the c• direction, where the earlier studies had searched. These reflections were found to 

exhibit Miller indices (h/2, k, 112) with h, l odd (Hirota et al. 1994). This indicated that 
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besides the doubling of the unit cell along the chain direction, there were additional 

dimerizations along a-axis that were not expected (Kamimura et al. 1994, Pouget et al. 

1994). Furthermore, structure factor calculations indicated that these superlattice peaks 

were reduced in intensity by a factor of~1o-4 when compared to principle Bragg peaks, 

which also made the detection of these reflections problematic (Hirota et al. 1994). 
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Figure 3.4: The temperature dependence of the superlattice reflections at (1/2, 5, 1/2) and (1/2, 6, 1/2) 
on heating. Peak profiles of the (1/2, 5, 1/2) reflection at 3.3K and 14.5K (Tsp = 14.2K) are shown in 
the inset (Hirota et al. 1994). 
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Considering the projection of the crystal structure onto the a-c plane, as is 

illustrated in Figure 3.5, one can understand these additional dimerizations. The Cu ion 

displacements are accompanied by the 0 ion displacements causing a boost in the 

exchange interactions within the dimers while they interfere with the superexchange 

interactions and consequently result in a reduction of the exchange interactions between 

the dimers. Hirota et al. (1994) proposed that these Cu ion displacements along a-axis are 

out of phase from one chain to the next, resulting in a doubly dimerized unit cell that can 

be seen in Figure 3.5. 

Figure 3.6 shows the H-Tphase diagram ofCuGe03 (Hamamoto et al. 1994). The 

magnetic phase diagram of CuGe03 agrees qualitatively with both experimental results of 

typical organic SP materials (Bloch et a!. 1980, Bloch et al. 1981, Northby et al. 1982) 

and a theoretical one (Cross 1979). This indicates that there are universal features to the 

phase diagram of SP systems, either organic or inorganic. 
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CuGeOs 
z: 

Cu 0,1/2 

Ge 1/4,314 

• 0(1) 0,112 

• 0(2) 1/4,314 

Figure 3.5: Schematic representation of the low-temperature structure for CuGe03 in the SP state. 
The rectangles show the unit cell for the high-temperature structure. The cell becomes doubled in the 
a and c directions below Tsp• Arrows and signs indicate the directions of dis-placements (Hirota et aL 
1994). 
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Figure 3.6: The magnetic phase diagram of CuGe03• (Hamamoto et al. 1994) 

3.4. Spin-Peier/s transition in doped CuGe03: 

All the known SP systems prior to the discovery of CuGe03 in 1993 were 

composed of large and complex organic molecules which did not accept dopant ions into 

their systems so there had been no work done to study the effect of doping on the SP 

phase transition. CuGe03, in contrast, readily accepts impurities on both the Cu2+ site and 

on the Ge4 
+ site. This provided the possibility for experimentalists to explore the doping 

effect on CuGe03. 

The effect of substituting nonmagnetic Zn2+ ions (S = 0) for Cu2+ ions (S = 1!2) 

was investigated by Hase et al. (1993b). They observed that the SP transition temperature 
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decreased with increasing Zn concentration x in Cul-xZnxGe03, while the magnitude of 

the susceptibility at low temperatures increased with x. Most prominently they found out 

that a new phase appears below Tsp· The phase was first assigned to a spin-glass state 

(Hase et al. 1993b ), but it turned out later that the correct phase is antiferromagnetic 

(Oseroff et al. 1995, Hase et al. 1995, Hase et al. 1996). In 1995, Oseroff et al. tried 

doping for the Ge4+ site and they observed the same phenomena seen while doping for 

the Cu2
+ site. Neutron diffraction (Hase et al. 1996) of Cuo.966Zno.034Ge03 also showed 

magnetic Bragg reflections below a characteristic temperature TN (Figure 3.7). In 

addition, it was determined that the spin structure was such that the magnetic moments 

were arranged antiparallel along the band parallel along the a-axis. This configuration is 

consistent with the signs of the exchange interactions achieved in pure CuGe03 (Nishi et 

al. 1994). 

It is now recognized that at sufficiently low temperatures, AF long-range order 

(AFLRO) occurs in CuGel-ySiy03 (Renard et al. 1995) and Cu1-xMxGe03 where M= Zn 

(Hase et al. 1993b, Oseroff et al. 1995, Hase et al. 1995, Hase et al. 1996, Lussier et al. 

1995), Ni (Oseroff et al. 1995, Lussier et al. 1995, Koide et al. 1996, Koide et al. 1998), 

Mn (Oseroff et al. 1995). The nature of this AF phase in not fully understood, but the 

important point is that this phase has unusual features. One of these is the coexistence of 

the AFLRO and the LRO of the dimerization due to the SP transition in the low­

concentration region. 
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Figure 3.7: The temperature dependence ofthe intensity of the magnetic Bragg peak at (0, 1, 112) in 
single-crystal Cuo.9~no.034Ge03• Inset: a profile of the (0, 1, 112) peak at 1.4 K is shown (Lusseir et al. 
1995). 

Masuda et al. (1998) showed a new feature of the impurity-induced AF phases 

and the relation between the dimerization and AFLRO. According to this study, there are 

two kinds of AF phase in Cu1-xM&Ge03 as a function of Mg concentration x. One of 

them is the dimerized anti ferromagnetic (D-AF) phase, which has the dimerization of the 

lattice and the AFLRO at the same time. The other is the uniform antiferromagnetic (U­

AF) phase, in which, it is claimed, only the AFLRO exists and the dimerization is absent 

(or the dimerization has only short-range order). There is a first-order phase transition 
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between these phases. The critical concentration Xc for this first-order transition was 

reported to be near 0.023 (Masuda et al. 1998). 
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Figure 3.8: The T- x phase diagram of Cu1-xM~Ge03• At x = 0.023 a jump of TN and sudden 
disappearance of Tsp are observed (Masuda et aL 1998). 
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3.5. Critical phenomena at the spin-Peierls transition: 

3.5.1. Previous Experiments: 

Prior to Lumsden et al. (1998a), various measurements of the critical phenomena 

associated with the SP transition in pure CuGe03, produced different values for critical 

exponents belonging to several universality classes (Harris et al. 1994, Sahling et al. 

1994, Liu et al. 1995, Fujita et al. 1995, Saint Paul et al. 1995, Harris et al. 1995, 

Winkelmann et al. 1995, Lorenz et al. 1997, Moncton et al. 1977, van Bodegom et al. 

1981). In 1998, Lumsden et al. carefully examined the temperature dependence of the 

(1/2, 5, 112) superlattice peak intensity using X-ray diffraction to measure the order 

parameter associated with the SP transition in CuGe03, which is shown in Figure 3.9. 

The solid line in this figure represents the best fit using the modified power law. 

This fit yields an exponent f3 of 0.35 ± 0.03 at a transition temperature of 14.05K ± 

O.OlK (Lumsden et al. 1998a). The value of f3 obtained from these measurements is 

consistent with conventional 3D behavior. This strongly supports the theoretical work by 

Plumer (1996), where the displacements of both Cu and 0 are taken into consideration, 

and predicts 3D XY universality for which f3 has been estimated theoretically to be 0.346 

± 0.002 (le Guillan and Zinn-Justin 1980). 
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Figure 3.9: X-ray-scattering peak intensity of the (112, 5, 1/2) superlattice reflection as a function of 
temperature (Lumsden et aL 1998a). 

Lumsden et al. (1998b) performed X-ray diffraction measurements on samples 

with three different dopant ions, Zn2+ and Cd2+ replacing Cu2+, and Si4+ substituted for 

Ge4+. The ionic radius ofZn2+, Cd2+, Cu2+ and Si4+ and Ge4+ are 0.74, 0.97, 0.72, 0.42 and 

0.52 A respectively (Weast 1981). Thus, Si4+ represents a smaller dopant ion, Zn2 
+ a 

dopant ion of roughly the same size, and Cd2 
+ a substantially larger dopant ion. 
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Figure 3.10: Peak intensity data plotted as a function of temperature for Cu1.xZnxGe03 with x- 0.001 
and CuGe1.xSix03 with x- 0.002. (Lumsden et aL 1998b) 

Figure 3.10 shows the results for the Zn and Si-doped samples observed by 

Lumsden et al. (1998b) for which peak intensity data are plotted as a function ofT- Tsp 

and are normalized to unity at T- Tsp = -1.5K. The left panel shows the results for 0.1% 

Zn-doped sample overlaid on the results from the pure sample and the right panel shows 

the same result for the 0.2% Si-doped sample. In both cases excellent agreement with the 

pure data was observed indicating critical behavior very similar to that obtained for the 

pure compound. The only compound which showed deviation from the data obtained for 

the pure material was that for the Cd-doped sample as shown in Figure 3 .11. 
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Figure 3.11: Peak intensity data plotted as a function of temperature for Cu1-_..Cd_..Ge03 with x­
0.001 (Lumsden et aL 1998b). 

The data for the Cd-doped sample shows clear deviation from the pure data over 

the entire investigated temperature range and the intensity seems to be exhibiting linear 

behavior over this range suggesting a value of the exponent f3 consistent with mean field 

behavior. Lumsden et al. (1998b) examined the behavior of the best fit values of f3 as a 

function of the lowest temperature (relative to Tsp) and compared it with the theoretical 

expectations for the 3D XY universality. They observed that the Cd-doped data was 

described by a value of about 0.5 for f3, which is consistent with mean field theory. The 
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results for the Zn-doped and Si-doped samples showed the values for the exponent p, 

which were very consistent with the results obtained for the pure compound. 

This difference between f3 obtained for the Cd-doped sample and those of the pure 

compound as well as Zn and Si doped samples was strong motivation for further studies 

on the Cd-doped CuGe03 by means of X-ray diffraction and neutron scattering 

techniques. The goal was to extend previous measurements and investigate the critical 

behavior of this material with direct measurements of the gap excitation as a function of 

temperature. 

In what follows, I will focus on our recent results obtained from these 

measurements on a new single crystal of Cd-doped CuGe03. 

3.5.2. Experimental Details: 

Sample Preparation: 

A single crystal of Cut-xCdxGe03 with small x was grown from a self-flux by 

floating zone image furnace techniques. Neutron diffraction measurements performed on 

the sample at the Chalk River facilities revealed a high quality single crystal throughout 

its volume with a mosaic spread of about 0.4 degree. 

A small piece of this crystal was used for magnetic characterization with SQUID 

magnetometer, and the characteristic falloff of the de susceptibility near 14K was 

observed. Figure 3.12 shows the comparison of de susceptibility measurements 
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performed on pure and Cd-doped samples. As it can be seen in this figure, both pure and 

Cd-doped samples have very similar T sp values, indicating that there is a very low 

concentration of Cd present in the diluted compound. 
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Figure 3.12: Susceptibility measurements for CuGe03 and Cu 1.xCdxGe03• 

X-ray Diffraction Measurements: 

The X-ray diffraction experiments were performed on a piece of crystal cut from 

the very high quality single crystal of Cu1.xCdxGe03 with small x, grown by the floating 

zone technique. The incident X-ray beam was Cu Ka radiation from an 18 KW rotating 
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anode generator. The (0.5, 5, -0.5) superlattice reflection was examined for the order 

parameter analysis in order to provide comparable results with previous measurements 

performed by Lumsden et al. on pure (1998a) and Cd-doped (1998b) samples. Initially 

this reflection was chosen due to its relative strength when compared to other possible 

reflections, which is known to be reduced in intensity by a factor of - 104 when 

compared to principal Bragg peaks. 

3.5.3. Results and Discussions: 

The temperature dependence of the (0.5, 5, -0.5) superlattice Bragg peak was 

examined in order to measure the order parameter associated with the SP transition in the 

single crystal ofCu1-xCdxGe03. Figure 3.13 illustrates the temperature dependence ofthe 

(0.5, 5, -0.5) supperlattice peak. It can be seen that the peak intensity vanishes at some 

finite temperature about 14K, very close to Tsp for the pure material (Hase et al. 1993a, 

Nishi et al. 1995, Fujita et al. 1995), and the intensity seems to be exhibiting linear 

behavior for temperatures within 0.5K of transition temperature. Thus the asymptotic 

behavior of the order parameter appears to be linear suggesting a value of the exponent f3 

consistent with the mean field theory, i.e. 2/3 = 1 (Plischke and Bergersen 1989). These 

results are in agreement with the ones previously reported by Lumsden et al. (1998b), 

although the Cd-doped CuGe03 samples were different. The single crystal sample used in 
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this study was grown using floating zone technique while the one used by Lumsden et al. 

was grown using flux method. 

In order to determine the critical behavior of the order parameter, the measured 

data was fit to a power law in the reduced temperature t = 1 - T!Tsp: 

Intensity = I0t2P+ Backgound (3.1) 

This power law is expected to be valid in the so-called asymptotic critical region, near 

Tsp, where the length scale associated with fluctuations in the order parameter dominates 

over all other relevant length scales in the system. As one moves below the asymptotic 

region in temperature, the expected power-law behavior must be modified (Aharony and 

Ahler 1980), as shown in Equation 3.2: 

Intensity =I/P (1 + At11 
) + Backgound (3.2) 

where the exponent !1 has an approximate value of 0.5 (Aharony and Ahler 1980).The 

solid line shown in Figure 3.13 is the result of such a fit to our data. This fit yields an 

exponent ,Bof0.45 ± 0.02 at a transition temperature of 14.2K ± 0.05K. 
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Figure 3.13: Peak intensity as a function of temperature for Cu 1.xCdxGe03• 

By comparing these results with the ones for Zn- and Si-doped samples achieved 

by Lumsden et a!. (1998b ), it is clear that the critical behavior for Cd-doped sample is 

consistent with the mean field behavior (/3 = 0.5) while the critical behavior for the pure 

compounds as well as the Zn and Si doped materials are in agreement with the 3D XY 

behavior. 
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3.6. Inelastic Scattering Studies of Cu1.xCdxGe03: 

3.6.1. Previous Experiments on Pure CuGe03: 

Previous inelastic neutron scattering measurements, performed on pure CuGe03 

by Regault et at. (1996), confirmed the existence of a gap with L\ ~ 2me V in the magnetic 

excitation spectrum at Tsp = 14.2K ± 0.2K, associated with the antiferromagnetic zone 

center kAF = (0, 1, 1/2). 

It is known that AF long-range order (AFLRO) can occur in diluted CuGe03 at 

very low temperatures and when the concentration of impurity is low this 

antiferromagnetic phase coexists with the SP phase (Hase et al. 1994, Uchinokura et al. 

1995, Renard et al. 1995, Hase et al. 1996). Thus, we wanted to study the spin gap 

excitation of the Cd-doped CuGe03 as a function of temperature, and to investigate 

possible antiferromagnetic long range ordering in this compound. 

3.6.2. Experimental Details: 

Sample Preparation: 

The large single crystal of diluted CuGe03 doped with low concentration of Cd 

was used for these inelastic neutron scattering measurements. 
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Inelastic Neutron Scattering Measurements: 

The crystal was mounted in a magnet cryostat and the temperature ranged from 

0.32K to 25K. The sample was aligned such that the (0, K, L) plane of the crystal was 

coincident with the horizontal scattering plane. The inelastic neutron scattering 

experiments were performed on a single crystal of Cu1-xCdxGe03 with small x using the 

N5 triple axis spectrometer with a fixed final energy of 3.52 THz at the Chalk River 

Laboratories. Pyrolytic graphite crystals were used for both monochromator and analyzer, 

and two Pyrolytic graphite filters were used in the scattered beam in order to reduce the 

influence of /../2 and /../3 contaminations at (0, 1, 0.5) point. 

3.6.3. Results and Discussions: 

In this study, a series of neutron scattering for Cd-doped CuGe03 were measured 

at the magnetic zone center kAF = (0, 1, 0.5) as a function of temperature. Our motivation 

for conducting these measurements was to investigate any possible antiferromagnetic 

long range ordering (AFLRO) in this material. However, no such evidence ofthe AFLRO 

was observed down to 0.32K. This could be due to insufficient concentration of Cd in the 

sample. It is also possible that 0.32K is not a sufficiently low temperature and that Neel 

temperature is even lower. In addition, we were intrigued to investigate the excitation 

energy of the system, ~. as a function of the order parameter o. This relationship is 
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predicted by theory to be in the form of~~ <8>v in which v = 2/3 (Cross and Fisher 

1979). 

The collected data was analyzed in order to determine triplet excitation and 

damping as a function of temperature and order parameter. A total of four different 

scenarios were considered for this analysis. These cases are the combinations of two 

different theoretical models (i.e. Lorentzian and Damped Harmonic Oscillator) and two 

different possible backgrounds. The two backgrounds are estimated using the low ( 4K) 

and the high (21K) temperature data sets and, for simplicity, will be referred to as LT and 

HT background, respectively. 

For the background estimated using a low temperature ( 4K) data set (i.e. LT), it is 

assumed that all magnetic scattering is in the sharp peak centered at about 2 me V as 

shown in Figure 3.14(a). Therefore the non-magnetic part of the spectrum can be readily 

extracted from the data, which is used as background for other temperatures. For the 

background estimated using a high temperature (21K) data set (i.e. HT), it is assumed 

that there are no significant magnetic contributions to the scattering measurements as 

shown in Figure 3.14(b). Therefore the entire spectrum can be used as background for 

other temperatures. The quality of these assumptions can be assessed using Figure 3 .15, 

which shows the temperature scan for constant energy v = 0.1 THz at Q= (0, 1, 0.5). The 

solid line in the figure is guide to the eye. 
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Figure 3.14: The comparison between (a) T=4K and T=IOK, (b) T=21K and T=IOK data sets at Q = 
(0, 1, 1/2). 

Additional high resolution neutron scattering measurements were performed on 

the sample in order to make sure that there is no temperature dependence feature in the 
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quasi-elastic peak and it is safe to systematically subtract it from the vanous energy 

scans, in order to obtain the purely magnetic part of the signal. 
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Figure 3.15: The temperature scan for constant energy v = 0.1 THz at Q = {0, l , 0.5). The solid line is 
a guide to the eye. 

The experimental data at finite temperatures has been analyzed usmg two 

different scattering functions: A Lorentzian function which was used previously by 

Regnault et a/. ( 1996) for analyzing pure CuGe03 and a Damped Harmonic Oscillator 

function . The Lorentzian function used in the analysis is in the following form: 
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1 1 
(3.3)-----::-2+ 2 

l+(w~~) l+(w;~) 

where So is a normalization factor and r the damping parameter. The Damped Harmonic 

Oscillator function employed in the analysis is described by the following equation: 

S(Q,w;T) = z(Q,T) 1 { 4wrQ.r fn }
2 (3.4) 

1-exp(-;) (w 
2 -n~:r ) +4alr~.r 

where QQ is the renormalized DHO frequency: 

n2 2 r2 
UQT = OJQ;r + QJ' (3.5) 

WQ,T is the oscillator natural frequency, and r Q,T is a damping parameter. z(Q,1) is the 

wavelength dependent susceptibility and is treated as normalization constant during the 

fitting procedure. 

In the fitting procedure, the functions given by Equations 3.3 and 3.4 have been 

convoluted with the instrumental resolution function. I have used a MatLab based 

program, ResLib, in order to calculate the resolution function using the appropriate 

experimental condition and convoluted the model with the resolution.. This convolution 

was then fit to the data. It is important to note that although the experiment was 

performed at constant Q= (0, 1, 0.5), the finite instrumental resolution will make a range 

of relevant Qvalues concentrated on Q= (0, 1, 0.5). Therefore, it is necessary to include 
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the dispersion relation in the resolution convolution calculations. The dispersion relation 

near the magnetic zone center used in the analysis is described by the following equation: 

(3.6) 

where q; are the components of the reduced wave vector from kAFand v; are the spin wave 

velocities. The values of the spin-wave velocities along different directions were 

measured by Regnualt et al. (1996). 

Figures 3.16 and 3.17 illustrate corrected experimental data obtained at 

temperatures T= 10K, 13K (T< Tsp), T= 14K (T- Tsp) and T= 15.5K (T> Tsp) for both 

backgrounds (HT and L T) as well as both theoretical models (Lorentzian and DHO), as 

were discussed earlier. The solid lines shown in Figures 3.16 and 3.17 are the results of 

the resolution convoluted fits. x2 analysis shows the high quality of these fits and that 

both models represent the line-shape of the data quite well. The analysis also reveals that 

DHO model provides a slightly better fit for the data. It is clear from these figures that as 

the temperature increases, the gap energy decreases and the peak broadens in energy. It is 

also apparent that the collapse of the gap energy, which signifies the spin-Peierls 

transition, occurs at about 14K; approximately at about the same SP transition 

temperature for pure CuGe03 compound (Regnault et al. 1996). 

The best fits of the experimental data result in a set of parameters, !1 (energy gap) 

and r (damping), versus T. The temperature dependence of these parameters using both 

models (Lorentzian and DHO) for data sets employing the two possible backgrounds (L T 

and HT) are presented in Figure 3.18. It can be seen in this figure that the gap value starts 
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to decrease only above 11K, whereas the damping increases rapidly in the neighborhood 

of Tsp· This is in agreement with previous inelastic neutron scattering experiments 

performed on the pure compound (Regnualt et al. 1996). Looking at Figure 3.18, one can 

also determine the phase transition temperature. This temperature can be identified as the 

intersection of the gap excitation and the damping parameter. It can also be seen that the 

DHO model results in higher values for gap energy comparing to the Lorentzian model. 

However, the results from Lorentzian model are in closer agreement with the previous 

results for pure compound reported by Regnault et al. (1996). 
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Figure 3.16: Constant-Q scans at Q = (0, I, 0.5) for various temperatures for (a) L T and (b) HT 
background subtracted data sets. In both cases, the solid lines are fits using Equation 3.3 as described 
in the text. 
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From the theoretical point of view, the relation between the gap energy and the 

order parameter have been predicted to be a power-law relation of type ~(T) oc ((o)rr, 
with values of v ranging from 2/3 to 1, depending on the model or approach used (Pytte 

1974, Cross and Fisher 1979). Recent numerical calculations have given value of v = 

0.69 ± 0.01 (Regnualt et al. 1996). Previous inelastic neutron scattering measurements 

conducted by Regnault et al. (1996) also indicated v- 2/3. One of the key components of 

the analysis was to examine this relationship. The main test was obtained from a plot of 

the gap energy value ~(1) versus ~J(T) for T < Tsp· Here, 1(1) is the intensity of a 

superlattice peak measured at temperature T, which was obtained from X-ray diffraction 

measurements and is related to the order parameter (o)r by I (T) oc ((o)rr(Cross and 

Fisher 1979). This allows us to experimentally determine the relationship between ~(1) 

and (o)rfor the Cd-doped sample, and compare it with the previous results obtained for 

pure sample by Regnault et al. (1996). 

Figures 3.19 and 3.20 show the relation between the gap energy and the 

normalized order parameter for both models for L T and HT backgrounds. In order to 

produce these plots, I have used the results for the order parameter from the X-ray 

diffraction experiments performed on the sample along with the fitting results of the gap 

energy obtained from analyzing the inelastic neutron scattering measurements. In these 

figures, the solid lines represent fits obtained from the power law Equation 3.7: 

(3.7) 
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in which, ~(0) is the gap energy at T = 0 and has a theoretical value of ~(0) = 0 (Cross 

and Fisher 1979). 
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Figure 3.19: Plot of the gap energy 1::1 as a function of square root of intensity at the point Q = (0, 1, 
0.5). The solid lines are the fits to power laws as described in the text for Lorentzian model and both 
HT and L T backgrounds. 
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Figure 3.20: Plot of the gap energy !:i as a function of square root of intensity at the point Q = (0, 1, 
0.5). The solid lines are the fits to power laws as described in the text for DHO model and both HT 
and L T backgrounds. 

Table 3.1 summarizes the parameters obtained from the fits. It can be seen that for 

both models, HT background gives a smaller value for v compared to that obtained from 

L T background. From the values of ~(0), one can also conclude that for both models and 

either background the gap excitation does not go to zero at phase transition, which is not 

in agreement with the theoretical prediction. 
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Lorentzian Model DHOModel 

LTBG HTBG LTBG HTBG 

v 0.82 ± 0.05 0.67±0.02 1.00 ± 0.04 0.43 ± 0.06 

~(0) in meV 0.88 ± 0.02 0.34± 0.02 1.54 ± 0.04 0.85 ± 0.04 

Table 3.1: Summary of the parameters obtained from Figures 3.19 and 3.20. 

3. 7. Conclusion: 

In this study, a low concentration ofCd was successfully doped into CuGe03 and 

a high quality single crystal was grown. Using this single crystal, the temperature 

dependence of the (0.5, 5, -0.5) superlattice Bragg peak was examined using X-ray 

diffraction, in order to measure the order parameter associated with the SP transition in 

Cut-xCdxGeOJ. It was observed that the peak intensity of Cut-xCdxGeOJ vanishes at some 

finite temperature about 14K, which is very close to Tsp for the pure material. 

The critical behavior of the order parameter of the Cd-doped CuGe03 was also 

investigated. For this purpose, the measured data was fit to a power law. This fit resulted 
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in an exponent p of 0.45 ± 0.02 at a transition temperature of 14.2K ± 0.05K, which is 

consistent with the mean field behavior (/3= 0.5). 

In this study, a series of spin-wave spectrums for Cd-doped CuGe03 at magnetic 

zone center kAF= (0, 1, 0.5) as a function oftemperature were also measured by means of 

inelastic neutron scattering, looking for possible antiferromagnetic long range ordering in 

this material. No such evidence of the AFLRO was observed down to a temperature of 

0.32K, which could be due to insufficient concentration of Cd in the sample or that the 

Neel temperature is lower than 0.32K. 

A total of four different scenarios were considered for the analysis of the collected 

data, which are the combinations of two different theoretical models (i.e. Lorentzian and 

Damped Harmonic Oscillator) and two different possible backgrounds (estimated from 

low or high temperature data sets, respectively referred to as L T and HT background). 

Best fit for the data was determined based on resolution convolution calculations. "'! 
analysis showed the high quality of these fits and that both models represent the line­

shape of the data quite well, although it was seen that DHO model provides a slightly 

better fit for the data. It is clear from analysis of the neutron scattering measurements that 

with increasing temperature, the gap energy decreases and the peak broadens in energy. 

The energy gap 11 and damping r versus temperature were obtained from the fits 

to the inelastic neutron scattering data. It was seen that the gap value starts to decrease at 

above IlK, whereas the damping increases rapidly in the neighborhood of Tsp• which is 

in agreement with previous inelastic neutron scattering experiments performed on the 

pure compound. It was also seen that the DHO model results in higher values for gap 
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energy comparing to the Lorentzian model while Lorentzian model provides values 

closer to the ones previously reported for pure compound. 

Finally, the relation between the gap energy and the order parameter was studied. 

For this purpose the order parameter was calculated as the square roof of peak intensity, 

obtained from the X-ray diffraction measurements. Four different combinations of 

backgrounds and theoretical models were considered and in each case, a power law 

equation was fit to the data. It was observed that for both models, the HT background 

analysis gives a smaller value for the exponent v compared to that obtained from L T 

background. It was also concluded that for both models and either background the gap 

excitation does not vanish at phase transition, in contrast to the theoretical expectations. 
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Chapter 4 


Neutron Scattering from SrCu2(B03)2: 

4.1. Introduction: 

Layered quantum magnets have been at the forefront of condensed matter physics 

research in large part due to their relevance to high temperature superconductivity. Two­

dimensional copper-oxides, in which conducting holes are introduced, provide the 

framework for much exotic behavior, with high temperature superconductivity being the 

best appreciated example. More broadly, quantum antiferromagnets are of interest 

because the pattern for their behavior is not the orderly, antiparallel arrangement of 

magnetic moments in a Neel state, but the formation of singlets in which the magnetic 

moments lose their spin-up or spin-down identity and reside in a quantum mechanical 

superposition of both spin-up and spin-down. 
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Kageyama et al. (1999a) discovered a new two-dimensional spin gap system 

SrCu2(B03)2. A remarkable feature of SrCu2(B03)2 is that the theoretical model for 

interacting spin 1/2 dimers, which was considered and solved exactly by Shastry and 

Sutherland in 1981, is appropriate for this system (Miyahara and Ueda 1999). 

In this chapter, I will discuss new high-resolution inelastic neutron scattering 

measurements, which probe both the energy and Q dependencies of the previously 

identified bands of excitations with new precision. Measurements were performed on two 

different high-resolution cold neutron instruments, allowing both high energy resolution 

to resolve the three n = 1 triplet excitations in SrCu2(B03)2, and high Q resolution to 

detect different Qdependencies among then-triplet excitations, where n = 1, 2, and 3. In 

addition, neutron powder diffraction measurements were performed on a sample to 

investigate the possibility of a proposed structural phase transition in this compound. 

4.2. Structure of SrCu2(B03)2: 

SrCu2(B03)2 crystallizes (Smith and Keszler 1991) into the tetragonal space group 

- ' ' 
I 42m with lattice parameters a =8.995 A, c = 6.649 A. The schematic crystal structure 

is represented in Figure 4.1. As shown on this figure, SrCu2(B03)2 is a layered compound 

consisting of slightly buckled Cu(B03)-planes separated by Sr Atoms. Figure 4.2 gives a 

top-view onto an isolated Cu(B03)-plane. 
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The magnetic properties of the crystal are dominated by the S = 1!2 spins which 

are considered to be situated on the Cu2+ sites. By geometry we find two Cu2+ ions close 

to each other and we connect them by lines as shown in Figure 4.2. It can be seen that the 

Cu2+sites are arranged in dimers at right angles to each other and forming a square lattice. 

The leading terms, in the Hamiltonian which describe how the spin 1/2 magnetic 

moments interact are given by an intra-dimer antiferromagnetic exchange interaction, J, 

as well as an inter-dimer exchange interaction, J'. J = 85K and J' = 54K are anti­

ferromagnetic interactions estimated from the susceptibility and the gap measurements 

(Miyahara and Ueda 1999). It was first observed by Miyahara and Ueda in 1999 that a 

single Cu(B03)-plane can be mapped onto the Shastry-Sutherland model. 

One should also note that every second Cu(B03)-plane is rotated by 1CI2 about one 

of the dimer centers, so that each dimer has a rotated dimer above and below. Thus the 

inter-plane exchange interactions are frustrated by the geometry. Since fits to the 

susceptibility measurements result in weaker inter-plane interactions (Miyahara and Ueda 

1999), we will mostly concentrate on the in-plane physics. 
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Figure 4.1: Crystal structure of SrCu2(B03)z, which is a layered compound with slightly buckled 
Cu(B03)-planes separated by Sr-atoms: green spheres; Cu: red, B: black, 0: blue (Koetter et a/. 
2000). 

4.3. Theoretical model for SrCu2(B03)2: 

In 1999, Miyahara and Ueda introduced the frustrated Shastry-Sutherland model 

for SrCuz(B03)2 with S = 112 as shown in Equation 4.1 where nn stands for nearest 

neighbor and nnn for next nearest neighbor: 

(4.1) 

1111 nnn 
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a) 

• Cu 
• o 

Sr 
• 8 

b) 

Figure 4.2: (a) A schematic drawing of the basal plane structure of SrCu2(B03h is shown. Red atoms 
joined by red bars highlight the CuH dimers. (b) The leading order exchange interactions which 
shows the nearest-neighbor (nn) intra-dimer (J) and next-nearestneighbor (nnn) inter-dimer (J') 
antiferromagnetic interactions (Kageyama eta/. 1999a). 

It is known that both interactions, J and J ', are antiferromagnetic and similar in 

strength, such that the system is not far from the critical value of x =J '/J for a quantum 

phase transition to a four sublattice Neel state (Miyahara and Ueda 1999). ln their 

original work, Shastry-Sutherland ( 1981) argued that the direct product of the singlet 

states on J bonds, described by Equation 4.2, is always an eigenstate of the Hamiltonian. 

(4.2) 


ln the this equation, a denotes a nearest-neighbor bond. 

They also showed that, this eigenstate (Equation 4.2) is the exact ground-state of 

the Hamiltonian for J ' I J :::; 0.5. For J' I J :::: 0.5, there is no exact solution for this model. 

Therefore, one can conclude that there is a quantum phase transition at (J' I J)c greater 
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than 0.5. For small J'I J the collective singlet state shown in Equation 4.2 is the ground-

state, which has a spin gap and does not exhibit long range ordering. 

- J ----J' 

I I .Nz---N-·I I 

I--.
I l I } .. __ N.--+ 

I I 
I IN--+-­

(a) (b) (c) 

Figure 4.3: (a) Schematic view of the crystal structure of a CuB03 layer. Full circles represent Cu 
sites. Big open circles are 0 sites and small open circles are B sites. The dotted line shows the unit cell 
(Kageyama et aL 1999). (b) Two-dimensional orthogonal dimer model, which is equivalent to (c) the 
Shastry-Sutherland model (Miyahara and Ueda 2003). 

Assuming J = 0 and J' -:f. 0, the model is equivalent to a two-dimensional 

Heisenberg model. Manousaki (1991) reported that there is a general agreement that the 

two-dimensional Heisenberg model has antiferromagnetic long-range order ground-state 

and no spin gap. Therefore, in the limit J' /J > > 1, the antiferromagnetically ordered state 

must be the ground state. Series expansion calculations by Koga and Kawakami (2000) 

give the phase transition point (.J' I.J)c = 0.68 associated with this quantum phase 

transition. 

Initially, a direct phase transition from the dimer singlet state to the AF ordered 

state was proposed (Shastry and Sutherland 1981, Miyahara and Ueda 1999). However, 
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recent works favor the possibility of an intermediate phase and therefore, in addition to 

these two states, it is possible that other states also exist between them (Albercht et al. 

1996, Chung et al. 2001, Takushima et al. 2001, Uiuchli et al. 2002). At present, our 

picture of the ground state of this orthogonal dimer model is that there may be three 

phases. Theoretical existence of the dimer singlet state for J'/J < 1 and an AF ordered 

state for J' /J >> I is established and the nature of the intermediate state in this model 

remains an open question. 

One of the unique features of SrCu2(B03)2 is the very localized triplet excitations 

which have a tendency to crystallize at high magnetic fields. Recent experiments showed 

that the triplet excited states split in the presence of magnetic field. Experiments also 

revealed that the spin triplet excitation energy decreases linearly with increasing 

magnetic field, which extrapolates to zero at about 20T magnetic field (Cepas eta/. 2001, 

Cepas and Ziman 2001, Nojiri eta/. 2003). However, the experimental data deviates from 

this linear extrapolation at a finite magnetic field (Jorge eta/. 2004). This indicates that 

the magnetic field causes the lowest energy triplet state to cross the ground-state. 

Consequently, this results in a condensation of the triplets in to the ground-state, and the 

appearance ofmagnetization plateaux (Jorge eta/. 2004). 

It has also been shown, both by theory and experiment, that the lowest branch of 

magnetic excitations in SrCu2(B03)2 has a relatively small bandwidth (Kageyama et al. 

2000, Weihong et al. 1998, Gaulin eta/. 2004). The experiments conducted in this study, 

which will be discussed later in this chapter, showed a large bandwidth for the higher 

energy excitations which may be interpreted as unresolved dispersive excitations. 
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The inelastic neutron scattering experiments presented in this thesis show that the 

excitations are not purely local and the triplet states split in zero magnetic field. Cepas et 

al. (2001) argued that the corrections to the Hamiltonian, although small, are necessary 

and this splitting of the excited states in zero field can be accounted for by considering 

the Dzyaloshinsky-Moria (DM) interaction, which occurs in low-symmetry crystals, in 

the Hamiltonian. The contribution from DM interaction term to the Hamiltonian is given 

by: 

HDM = L D·(S,xS1)+ L D'·(S,xs1 ) (4.3) 

\ (1-+J) (t-+J)' 

Here, (i,j) and (i,j)' indicate that i andj are nearest neighbor and next-nearest neighbor, 

respectively. The arrows indicate that the corresponding bonds have a particular 

orientation. 

Assuming that the CuB03 in SrCu2(B03)2 is a mirror plane, there is a center of 

inversion at the middle of the dimer bond which forbids the DM interaction between 

nearest neighbors. However, each dimer is separated from the neighboring dimer by a 

B03 triangle for which there is no center of inversion at the middle of the bond. This 

allows the DM interaction to exist between the next nearest neighbors. It also indicates 

that the main components of D must be perpendicular to the copper plane (Cepas et al. 

2001). However since there is a buckling in the copper plane, in the real material at 

temperatures below 395K the mirror symmetry in this plane is lost (Sparta et al. 2001). In 

this way, in-plane components ofthe Dzyaloshinsky-Moriya interaction may also exist. 
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4.4. Inelastic Scattering Studies of SrCu2 (B03)2: 

4.4.1. Previous Experiments on SrCu2 (803)2: 

Kageyama et al. (1999b) were the first to publish data on the magnetic response 

of SrCu2(B03)2. The magnetic susceptibility measured on powder sample shows a 

maximum at around 20K and a rapid drop towards zero with decreasing temperature, 

indicating an energy gap in the magnetic spectrum. The temperature dependence of the 

magnetic susceptibility is shown in Figure 4.4. Kageyama et al. (1999b) estimates the 

value of the spin gap to be 11 = 34K ± IK based on the fit to the isolated dimer model. 

Various experiments also showed evidence that SrCu2(B03)2 has the spin gap 11 ~ 35K 

(Kageyama et al. 1999b, Nojiri et al. 1999, Kageyama et al. 2000a, Lemmens et al. 

2000). Therefore it is experimentally confirmed that the ground state of this material is 

nonmagnetic. 

Kageyama et al. (2000b) later published relatively low resolution inelastic neutron 

scattering (INS) data obtained from a large single crystal. These measurements have 

revealed three bands of excitations corresponding to single (n = 1) triplet excitations, as 

well as to two (n = 2), and to three (n = 3) triplet excitations. These measurements 

directly showed the appearance of the energy gap in the spectrum of excitations with 

decreasing temperature, as well as the dispersion of these excitations in an applied 

magnetic field. Electron spin resonance (Nojiri et al. 1999), far infrared studies (Room et 

al. 2000) and nuclear magnetic resonance (Kodama et al. 2002) give further evidence for 

a singlet ground state above which a triplet excitation with gap 2.9 meV can be found. 
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The more recent studies (Cepas eta/. 2001, Kakurai 2002) have been able to 

investigate subleading terms in the spin Hamiltonian. Terms such as the Dzyaloshinski-

Moriya (DM) interaction, which is allowed by symmetry between spins ·on neighboring 

dimers, can account for both the dispersion of these excitations and the removal of the 

threefold degeneracy which would otherwise characterize the n = 1 triplet excitation 

spectrum in SrCu2(B03)2. The presence of such small terms in the spin Hamiltonian has 

also been investigated through high field specific heat measurements (Jorge eta/. 2004). 
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Figure 4.4: The temperature dependence of the magnetic susceptibility (solid curve). Circles are the 
result of numerical calculation with the optimal parameter set. The inset is the result of fitting by an 
isolated dimer model (Kageyama et aL 1999b , Miyahara and Ueda 1999). 
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The estimated values of J and .r have evolved over time as both theory and 

experiment have improved. One can find various fits of the model parameters to the 

experimental data. The earliest fit by Miyahara and Ueda (1999) gives x = 0.68 and J=: 

1OOK = 8. 617meV. In a later and improved calculation, they found x = 0. 635 and J = 

85K= 7.325meV (Totsuka et al. 2001). Other values in this range are for instance x = 

0.664 andJ= 83K = 7.15meV (Zheng eta!. 1999) or x = 0.65 andJ= 87K= 7.50meV (T. 

Munehisa and Y. Munehisa 2003). The range of given x values is rather close to the 

critical value of Xc ::::: 0.69. There are experimental possibilities which may push 

SrCu2(B03)2 towards the critical value by means ofpressure or chemical substitutions. A 

direct observation of a real substance at or close to a quantum critical point would indeed 

be very interesting, but has so far not been realized. 
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Figure 4.5: Magnetization vs field for SrCu2(B~)2 at different temperatures between 0.6K and lOK. 
Inset A: Magnetic susceptibility measured at H = 4T in a SQUID magnetometer and the calculated 
susceptibility. Inset B: Two copper dimers in the CuB03 plane where the coupling constants J (nn) 
and J' (nnn) are indicated. (Jorge et al. 2004) 
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Much interest has also focused on magnetization plateaus which appear beyond 

20T in SrCu2(B03)2 (Kodama et al. 2002). Strong magnetic fields generate triplets, 

within a background of singlets, which can undergo Bose-Einstein condensation (BEC) at 

densities determined by the applied magnetic field, which takes on the role of a chemical 

potential. Figure 4.4 shows the high field magnetization measurements which have been 

performed by Jorge et al. (2004). These measurements were performed on the same 

sample that was used for our neutron scattering experiments which will be discussed later 

in this chapter. The 1/3, l/4 and 1/8 platueax were observed in these measurements and 

are shown in Figure 4.5. 

4.4.2. Experimental Details: 

Sample Preparation: 

The present single crystal of SrCu2( 1B03)2 was grown from a self-flux by 

floating zone image furnace techniques. Stoichiometric amounts of CuO, SrC03 and 

B20 3 were mixed, preannealed, and then annealed at 870 °C. Finally, the powder was 

regrinded, pelletized and annealed in 0 2 several times. Rods were formed by hydrostatic 

pressing and the growth was performed in a Crystal System Optical Furnace at a growth 

speed of 0.25 mrnlh in 02. No additional flux was applied. 
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The crystal is cylindrical in shape, with approximate dimensions of 0.6 em in 

diameter by 10 em long. Small pieces of the crystal were used for bulk characterization 

and the characteristic falloff of the de susceptibility near 1 OK. Well-defined plateaux in 

magnetization versus applied magnetic field was observed, which is shown in Figure 4.5 

(Jorge et a!. 2004). Neutron diffraction measurements performed at Chalk River 

Laboratories, enabled by the use of 11B isotope, revealed a high quality single crystal 

throughout the volume of the sample with a mosaic spread of less than 0.2 degree. Figure 

4. 7 illustrates the de susceptibility measurements performed on the sample using SQUID 

magnetometer. 

Figure 4.6: Single crystal of SrCu2(B03h grown using optical floating zone technique. 

Inelastic Neutron Scattering Measurements: 

The single crystal was mounted in a pumped 4He cryostat with the long 

cylindrical axis vertical, placing the (H, 0, L) plane of the crystal coincident with the 
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horizontal scattering plane. Neutron scattering measurements were performed using the 

Disk Chopper Spectrometer (DCS) and SPINS triple axis spectrometer, both located on 

cold neutron guides at the NIST Center for Neutron Research. 
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Figure 4.7: SQUID measurements performed on the grown SrCu1(B03)2 single crystal showing the 
same de-susceptibility behavior as observed previously by Kageyama et al. in 1999b. 

The DCS uses choppers to create pulses of monochromatic neutrons whose 

energy transfers on scattering are determined from their arrival times in the instrument's 

913 detectors located at scattering angles from -30 to 140 degrees. Using 5.1 meV 

incident neutrons, the energy resolution was 0.09 meV. The SPINS triple axis 
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spectrometer was operated usmg seven pyrolytic graphite analyzer blades accepting 

seven degrees in scattering angle, and neutrons of 5 meV, fixed scattered energy. A 

cooled Be filter was placed in the scattered beam to remove contamination of higher 

order neutrons, and the resulting energy resolution was ~ 0.5 meV. Figures 4.8 and 4.9 

show the schematic picture of the SPINS triple axis spectrometer and DCS time of flight 

spectrometer. 
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Figure 4.8: (Left panel) The SPlNS triple axis spectrometer with a superconducting magnet, located 
on cold neutron guides at the NlST Center for Neutron Research. (Right panel) A schematic view of 
the triple axis spectroscopy with multicrystal analyzer (NlST Center for Neutron Reaserch 2005). 
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4.4.3. Results and Discussions: 

SPINS triple axis measurements: 

In this study, a series of constant-Q measurements with the triple axis instrument 

were performed across the (H, 0, L) plane of SrCu2(B03)2 at 1.4K. The summary of such 

scans with intervals ofM!= 0.2 is shown in the color contour map in top panel of Figure 

4.1 0, which displays data within the lim , H plane at K = 0 and L = 0. The bottom panel 

of the figure shows typical scans making up this map. Top panel of the figure clearly 

identifies both the n = 1 triplet excitation near li OJ = 3.0 meV and the n = 2 triplet 

excitation near lim ~ 4.9 meV. It can also be seen that there is a continuous component 

to then= 2 triplet excitation extending to at least 8 meV. 

These measurements are qualitatively similar to the low resolution results 

reported by Kageyama et al. (2000a) within the (H, K, 0) plane of SrCu2(B03)2. 

However, there are important differences. As can be seen in Figure 4.1 0, there is no 

substantial dispersion of the maximum of the spectral weight of the n = 2 triplet 

excitation in contrast to a bandwidth of 1.5 meV reported in the Kageyama et al. 

measurements (2000a). Also it can be seen that the Q-dependence of these excitations is 

different from that reported by Kageyama et al (2000a). 
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Figure 4.9: The Disk Chopper Spectrometer (DCS) located on cold neutron guides at the NIST 
Center for Neutron Research. Inset: A schematic view of the spectrometer (NIST Center for Neutron 
Reaserch 2005). 

Figure 4.11 illustrates the results of constant energy scans conducted at nm = 3, 

4.8, and 9 meV. The energies correspond to the n-triplet excitations with n = 1, 2 and 3, 

respectively. These measurements show most of the weight of the n = 1 excitation at 3 

meV to peak up at half integer values of H (i.e. H = 1.5 and 2.5) within the (H, 0, L) 

plane, and at integer value of H = 2 for then = 2 and n = 3 excitations at 4.8 meV and 9 

meV, respectively. 
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Figure 4.10: Top panel: A map of the measured dynamic structure factor for SrCu2(B03) 2 at T = 
1.4K along the (H, 0, 0) direction. Bottom panel: Constant-Q scans for Q = (1.5, 0, 0) (Gaulin eta/. 
2004). 
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Figure 4.11: Constant energy scans at 3 (top panel), 4.8 (middle panel), and 9 meV (bottom panel) 
probing the Q-dependence of then= 1, 2, and 3 triplet excitations in SrCu2(B03)z within the (H, 0, L) 
plane at T = 1.4 K (Gaulin et al. 2004). 

The results indicate distinct form factors for the n-triplet excitations, in which the 

n = 1 triplet is different from the multi-triplet excitations. Using perturbation techniques, 

Knetter and Uhrig (2004) recently calculated then = 2 triplet contribution to the dynamic 
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structure factor within the (H, K, 0) plane of SrCu2(B03)2. They specifically showed that 

there is a peak in the form factor at (2, 0, 0). This is consistent with the inelastic 

scattering measurements conducted in the present study. Furthermore, there is an 

excellent agreement between the present results for the n = 2 triplet in the (H, 0, 0) 

direction, as shown in Figure 4.11, and the theory. It is also clear from this figure that the 

Q-dependence of all the excitations show little £-dependence, consistent with well 

isolated two-dimensional basal planes. 

DCS time of flight measurements: 

Since the scattering results show little £-dependence, the DCS measurements 

could be integrated along L. These results allow a high precision determination of the 

dispersion of then= 1 triplet excitations in the (H, 0) direction within the tetragonal basal 

plane. This is illustrated in Figure 4.12. The top panel shows a color contour map of the 

inelastic scattering. The bottom panel shows cuts through this map, for constant-Q scans 

at (-1, 0), (-1.5, 0), and (-2, 0), respectively from top to bottom. These inelastic 

measurements clearly resolve three branches of triplet excitation. Earlier work (Cepas et 

al. 2004, Kakurai 2002, Jorge et al. 2004, Zorko et al. 2003, Nojiri et al. 2003) suggests 

that the dispersion of these branches is a result ofDM interaction. The energies of the top 

and bottom modes at Q = (-2, 0) and ( -1, 0) are in excellent agreement with the ESR 

results ofNojiri et al. (1999) who found states at 2.81 meV (679 ± 2 GHz) and 3.16 meV 
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(764 ± 2 GHz) for Q = 0. This splitting arises from the out-of-plane DM interaction, Dop. 

To the lowest order in J'/J (i.e., ignoring quantum fluctuations), this splitting has the 

value of 4Dop (Gaulin et al. 2004). However, the spectrum and its bandwidth are 

renormalized due to quantum fluctuations. Cepas et al. (2001) estimated that this 

renormalization reduces the bandwidth by a factor ofabout 2. 

The gap between the SZ = ±1 modes at Q= (-1.5, 0) has been attributed (Karkurai 

2002) to the in-plane DM interaction, lJ}p, which is a result ofthe buckling of the planes. 

This splitting, which has the theoretical value of 2.J2 lJ}p (Gaulin et al. 2004), is 

observed to be about 0.18 me V for the present measurements. Details of the 

renormalization of the value of this gap due to quantum fluctuations are at present 

unknown. However, if the renormalization for in and out-of-plane DM interactions were 

similar, then DJp would be about 0. 7Dop, which is quite large in light of the small 

magnitude of the buckling of the layers (Cepas et al. 2001). 

The middle panel of Figure 4.12 shows the SZ = 0 mode, which is sketched along 

with higher and lower energy S' modes. This mode is predicted to have a zero form factor 

at Q = (1.5, 0) (Cepas et al. 2001) and is expected to be centered between the top and 

bottomS' bands, whose form factors are maximal near (1.5, 0). The bandwidth of the SZ 

= 0 mode is extremely small, roughly 0.1 meV, and it is known to be least affected by 

anisotropic interactions; hence it is most directly comparable to calculations of the n = 1 

triplet excitation based on Equation 4.1. This bandwidth, which scales as x 6 (x = .r/.!), is 

similar to the bandwidth found by Weihong et al. (1999) for x = 0.6 and is about 4% of 

the n = 1 triplet gap energy. 
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Figure 4.12: Top panel: Color contour map of the dynamic structure factor for the n = 1 triplet 
excitations along the (H, 0) direction within the basal plane of SrCu2(803) 2 measured with the DCS 
spectrometer at T = 1.4K and integrated along L. Middle panel: A cartoon of the dispersion and form 
factors appropriate to the SZ and S n = 1 triplet excitations. Bottom panel: Cuts through the map of 
the top panel, which approximate constant-Q scans and clearly resolve the three branches to the n = 
I triplet excitation. 
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Temperature Dependence measurements: 

The temperature dependence of both n = 1 and n = 2 triplet excitations and that of 

the n = 1 triplet excitations were measured using SPINS and DCS, respectively. The 

SPINS measurements at Q = (1.5, 0, 0) and (2, 0, 0) and energy transfers of nco = 3 and 

4.85 meV, for then= 1 and n = 2 triplet excitations, respectively, are shown in Figure 

4.13. The DCS measurements integrate the inelastic scattering in data sets of the form 

shown in the top panel ofFigure 4.12. The DCS measurements integrate between 2.7 and 

3.3 meV and across all wave vectors from H= -2.25 to H= -0.75 along (H, 0) within the 

basal plane. 

As it can be see in Figure 4.13, the temperature dependences ofthen= 1 and n = 

2 triplet excitations are identical. This could not have been concluded from earlier 

measurements (Kageyama et at. 2000b). The temperature dependence of the inelastic 

scattering can be very well described as the complement of the de susceptibility (Jorge et 

at. 2004). The complement of x, referred to as 1 - x in Figure 4.13, is given by X (T = 

20K) - x (1) and is scaled to compare the temperature dependence of the inelastic 

scattering. It can be seen from Figure 4.13 that this provides an excellent description of 

the temperature dependence ofthe inelastic scattering. 
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Figure 4.13: The temperature dependence of inelastic intensity at (1.5, 0, 0) and ft{))= 3 meV, as well 

as at (2, 0, 0) and n{))= 4.85 meV. The inset shows the raw intensity data, while the main figure 
shows the normalized intensity assuming zero at 20K and compared to the complement of the 
measured de susceptibility (1 - x). 

4.5. Neutron Diffraction Studies of SrCu2(B03)2: 

As was discussed previously, the crystal structure of SrCu2(B03) 2 is tetragonal 

and is characterized by a layered structure of CuB03 and Sr planes (Smith and Keszler 

1991 , Kageyama et a!. 1999a, Sparta et a!. 200 l ). In the CuB03 layer, B03 molecules 

make a triangle and the Cu2
+ ions are connected through the B03 molecules. All the Cu2

+ 

ions are located at crystallographically equivalent sites and have a spin S = 112. Each 
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Cu2+ ion has one nearest-neighbour Cu2 
+ ion and four next-nearest-neighbour Cu2 

+ ions 

in the plane. A pair of nearest-neighbour Cu2
+ ions are connected through 0 sites, which 

are vertices of B03 triangles, form a dimer unit. The dimer units are connected 

orthogonally through B03 molecules. The distance between the nearest-neighbour Cu2
+ 

ions is 2.905 A, and that between the next nearest-neighbour Cu2+ ions is 5.132 A at 

room temperature. A buckling of the CuB03 plane is observed below 395K (Sparta et al. 

2001). The unit cell in the layer contains two types of dimer which are mutually 

orthogonal. One type of dimer makes a flat plane and the two planes, corresponding to 

the orthogonal dimers, are slightly shifted from each other. 
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Figure 4.14: (a) A sketch of the projection of the dimer bonds along [110] at lOOK showing a buckling 
of the CuB03 plane (b) A sketch at 433K showing the CuB03 plane as a mirror plane (Sparta et aL 
2001). 
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4.5.1. Previous Experiments: 

Sparta et al. (2001) were the first to report that in SrCu2(B03)2 at Ts = 395K, a 

structural phase transition from the space group I 4 2 to I 4/m em (both are tetragonal) has 

been observed by X-ray diffraction. One can see from Figure 4.14 (a) that below Ts there 

is a buckling in the CuB03 plane. As shown in Figure 4.14 (b), above Ts two dimers in 

the unit cell lie in the same plane and there is no buckling ofthe CuB03 plane; therefore, 

the CuB03 plane is a mirror plane. The existence of a mirror plane is important for 

possible Dzyaloshinsky-Moriya interactions. Above Ts, the DM interactions may exist 

only for the next-nearest neighbor pairs and do not exist for the nearest-neighbor pairs, 

since the middle of a nearest-neighbor bond is an inversion centre. However, below Ts, 

the mirror plane is lost; therefore, Dzyaloshinsky-Moriya interactions can exist for both 

next-nearest-neighbor pairs and nearest-neighbor pairs. 

Jorge et al. (2004), performed specific heat measurements on SrCu2(B03)2 in a 

continuous magnetic field H up to 33T. They argued that an intra-dimer Dzyaloshinsky­

Moriya (DM) interaction, which violates the observed crystal symmetry at temperatures 

below Ts = 395K is required to explain the low temperature specific heat of SrCu2(B03)2 

in magnetic fields H > 1ST (Cepas et al. 2001, Cepas and Ziman 2002, Nojiri et al. 

2003). 

The components of the nn DM interaction are constrained by the crystal 

symmetry at low temperatures (Sparta et al. 2001, Cepas et al. 2001). According to this 

symmetry, the z-component of D (nn DM interactions) must be zero. Jorge et al. (2004) 

proposed that, there may be a structural phase transition at low temperatures that lowers 
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the crystal symmetry allowing a non-zero value for the z-component of the nearest 

neighbor DM interaction. The fact that the symmetry of the system is affecting the 

Dzyaloshinsky-Moriya interactions and consequently changes the thermal and magnetic 

properties of the material, may be helpful in adapting a better theory for the system which 

can better explain the experimental results. 

Following the arguments made by Jorge et al. (2004), neutron diffraction 

measurements were performed in order to investigate any possible structural phase 

transition in SrCu2(B03)2 at low temperatures. 

4.5.2. Experimental Details: 

Elastic neutron diffraction measurements were performed on a fine powder 

sample of SrCu2(B03)2 with 2.37 A and 1.3A neutrons at the C2 diffractrometer of the 

Chalk River Laboratories from 3K to 20K. The crystal was mounted in a pumped 4He 

cryostat with the long cylindrical axis vertical. High and low resolution measurements 

were done in steps of 0.25 degree covering the range of 5 to 85 degree in 20 for A.= 

2.37A and from 5 to 115 degree in 29 for I.= 1.3A. 
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4.5.3. Results and Discussions: 

Figures 4.15 and 4.16 show the results of the elastic neutron diffraction 

measurements performed on SrCu2(B03)2 to investigate any possible structural phase 

transition in this material at low temperatures. Figure 4.15 shows the results for A. = 1.3A 

at 3.8K and 20K temperatures while Figure 4.16 shows the results for A.= 2.37A at 3.8K 

and 20K temperatures. In both figures, black squares and red circle represent the data 

collected at 3.8K and 20K, respectively. In order to find any possible variation in the 

diffraction spectra indicating a possible structural phase transition of the material, the 

difference between the measurements at these two temperatures was calculated. The 

green upward triangles represent the subtracted values. The blue downward triangles 

show the subtracted values binned to ease the detection of variation between the two 

spectrums. 

It can be seen from the figures that the diffraction spectrum for both wavelength 

at T = 3.8K and 20K are the same. This indicates that there is no structural phase 

transition in SrCu2(B03)2 in this temperature range. Therefore, more theoretical and 

experimental research is needed to clarify the observed behavior of the heat capacity and 

ESR spectrum reported by Jorge et al. (2004). 
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Figure 4.15: The result of the elastic neutron diffraction measurements performed on SrCu2(803h 
for A.= t.3A at 3.8K and 20K temperatures. 
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Figure 4.16: The result of the elastic neutron diffraction measurements performed on SrCu2(B03)z 
for A= 2.37A at 3.8K and 20K temperatures. 
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4. 6 Conclusion: 

For this study, a high quality single crystal of SrCu2( 
11B03)2 was grown from a 

self-flux by floating zone image furnace techniques. New high-resolution inelastic 

neutron scattering measurements were conducted on this single crystal on the (H, 0, L) 

plane. Measurements were performed on two different high-resolution cold neutron 

instruments at the NIST Center for Neutron Research, SPINS and DCS, allowing both 

high energy resolution to resolve the three n = I triplet excitations in SrCu2(B03)2, and 

high Q resolution to detect different Q dependencies among the n-triplet excitations, 

where n = 1, 2, and 3. In addition, neutron powder diffraction measurements were 

performed on a sample to investigate the possibility of a proposed structural phase 

transition in this compound. 

The inelastic neutron scattering measurements identify both the n = I triplet 

excitation near h OJ = 3.0 meV and then= 2 triplet excitation near lim ~ 4.9 meV. It 

can also be seen that there is a continuous component to the n = 2 triplet excitation 

extending to at least 8 meV. In addition, the results show that the n = I excitation (3 

meV) peaks up at half integer values ofH= 1.5 and 2.5, then= 2 (4.8 meV) and n = 3 (9 

meV) excitations peak up at integer value ofH= 2, within the (H, 0, L) plane. It was also 

observed that the Q-dependence of all the excitations demonstrate little L-dependence. 

Thus the scans were integrated along L to allow a high precision determination of the 

dispersion of the n = 1 triplet excitations in the (H, 0) direction. 

Examining the data reveals qualitative similarities to the low resolution results 

previously reported by Kageyama et al. within the (H, K, 0) plane of SrCu2(B03)2 but 
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with some important differences. It can be seen that there is no substantial dispersion of 

the maximum of the spectral weight of the n = 2 triplet excitation in contrast 'to what was 

reported by Kageyama et al. and that the Q-dependence of these excitations is different 

from that reported by Kageyama et al. The data also indicates distinct form factors for 

the n-triplet excitations. 

Further analysis of the present inelastic neutron scattering measurements revealed 

that the triplet excitation exists in three non degenerate branches, which arises from the 

out-of-plane DM interaction. However, the gap between the SZ =±I modes at Q= (-1.5, 

0) has been attributed (Karkurai 2002) to the in-plane DM interaction, which is a result of 

the buckling of the planes and was observed to be about 0.18 meV for the present 

measurements. 

Moreover, the temperature dependence of both n = 1 and n = 2 triplet excitations 

and that of the n = 1 triplet excitations were measured using SPINS and DCS, 

respectively. It is seen that the temperature dependences of the n = 1 and n = 2 triplet 

excitations are identical, which could not have been concluded from measurements 

reported by Kageyama et al. It was also shown that the temperature dependence of the 

inelastic scattering can be very well described as the complement of the de susceptibility 

In order to investigate any possible structural phase transition in SrCu2(B03)2, 

high and low resolution elastic neutron diffraction measurements with A. = 2.37A and A. = 

1.3A for T = 3.8K and 20K were performed. Measurements indicate that there is no 

structural phase transition in SrCu2(B03)2in this temperature range. 
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