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CHAPTER 1 


INTRODUCTION 


Conventional methods for measurement of mean square value 

(and hence the r.m.s. value) of very low frequency waveforms involve 

use of analogue devices such as a thermocouple and a potentiometer. 

These methods are tedious in practice and need great care as thermo­

couples have very limited overload capacity. This thesis describes 

an instrument, for measuring the mean square value, which is 

particularly suited to slowly fluctuating voltages whose frequency 

components do not exceed about 2kHz. The overall errors are within 

1% (in r.m.s. value) for the number of quantisation levels used in 

the process. 

The principles of the instrument depend on the basic 

definition of the variance of a set of data. Thus if x1 , x2----Xn 

denote the set of numerical values of n observations selected from 

a larger set, then the variance s2 of the sample of size n is defined 
V\ 

as ~(~t.- i )2. 
L:::.t~2 - --------------(1) 

where X is the mean value and when n is large. 

If the dataV\are grouped then 

.'[ -fl (Y..i."M-~t 
\=I --------------(2)n 

where f is the frequency and X. is the midinterval value of the 
~m 

ith class. 
1. 



2. 

For a voltage waveform in which samples are classed into 

intervals, there being n intervals on either side of the mean voltage, 

the equation (2) for variance (or mean square value y2 ) becomes 
V\ :i. 	 n6:. c_.l v.,.,v..2. -------------(3)n Co 

thwhere 	c is the number of samples within the r interval,ri 

v is the midinterval voltage of the rth interval, and mr 


c is the total number of samples collected. 

0 

In the instrument described here, the sampling is automatic 

and the data is processed by digital means to realise the equation (3). 

The design is based upon the principles derived in a previous 

publication in this area1• Some features of the 16 level instrument 

constructed are as follows: 

1. 	 At the end of the time T both the mean square value and T 


are immediately available in digital form. 


2. 	 The amplitude probability of the input waveform can be readily 

obtained. 


}. There are no low frequency limitations. 


4. 	 Although the output readouts are decimal, the code can be 

changed by changing the counting registers. The entire logic 

section remains unaltered. 

5• 	 The voltage under measurement is sampled systematically and 


the sampled data are used in the computation of the mean 


square value. Hence the input voltage is not required to 


supply any significant energy to the instrument. 


For periodic waveforms, only one cycle of the input is 




required, to yield the results. Alternatively, for random inputs, 

measurements may commence on a start signal and proceed for a programmed 

time. 

A substantial part of the thesis is devoted to the investiga­

tion of the various errors which occur in the process used in the 

instrument. The overall error characteristics are analysed theoretically 

and verified experimentally. 

The 16-level instrument described here is an improved version 

of a binary readout type described in Reference 2. Chapter 2 deals with 

the theoretical aspect of the process and also includes the complete 

circuit description of the instrument. The original instrument had an 

upper frequency limit of 5 Hz. By using FET gates in the rectifier 

this was extended to about 2 kHz. Furthermore, this binary readout was 

replaced by decimal readout, details of which are given in Chapter 2. 

Chapter 3 and 4 deal with the theoretical error analysis of 

the sampling process used. The overall error charecteristics for the 

16 level instrument are evaluated for two modes of operation viz: 

1. 	 "One cycle mode" in which the instrument samples one cycle of 

the input signal, 

2. 	 "Self timed moden in which sampling is started manually and 


stopped after a fixed time T. 


Chapter 5 deals with the experimental determination of the overall errors. 

Results obtained show good agreement with theoretical results. The 

experimental data are presented in form of histograms. 

The error characteristics and some limitations of the instrument 

are discussed in Chapter 6. 



4. 

Fortran programs to evaluate the quantisation error e for n 

various waveforms are given in the appendix c. 



CHAPTER 2 


DESIGN OF A 16-LEVEL INSTRUMENT 


In a paper "Digital Transfer Voltmeters: Principles and Error 

Characteristics" M/S Deist &Kitai investigated the measurement of the 

mean square value of a fluctuating voltage using sampling techniques. 

Although the actual system described here differs from that suggested 

in this paper, the mathematical formulation remains unaltered. This 

section considers the construction of a 16-level instrument in which 

the mean-square value of the fluctuating voltage is obtained at the 

end of a · time. 

2.1. 	 The equation for the mean square value. 

Fig. 1. shows a voltage waveform divided into n quantisation 

levels, 	of equal intervals, on both sides of the zero level. 

If V is the midinterval voltage and t is the time, the mr r 

waveform spends above the positive and negative r 
Y.! 

level, then the 

integral 	square (IS) value of v is given by 

IS= f: '\J~at 

-----------------(1) 
!:1.1

assuming that the n level is not exceeded • 

If voltage at the n 
Y.! 

level is taken as unity then the mid-

interval values will be 
Vmo:: rn' 

--

2...
Vvn, 2n 

5 




6. 

Note also that t = T. 

O ( I )2. )("3 f {2T-t l )2.IS:: (-r- t,) in + (-t,-ta uJ + ---- (-1:.,.-t""+') --an- + 
2. 

- --- (t~-· -t\'1) ( 2.~~~ 
Grouping terms in t yields, .,..r n-\ 

+ ~2 [ 'r -\:~IS =4 "'2. 
Y=-1 

The mean square value of v is given by

v2 = ~ r:'\Jtclt 
2. t n-12.., v :: 4~ + V\'1T LY' t f -------------(2) 

y-,.. I 

Now if the voltage is sampled systematically at time intervalsi~p then 

where C is the total number of samples collected. 
0 

And where C is the number of samples colle·cted in t • 
r r 

The mean square value of v sampled systematically is given by, 

v2= ..L ~-· + ~ LY"(y4'n2. -------------(3)
Y\ Co y:q YH 

In practice the term~ is small compared to 2::Y C-r assuming
4n Y"=l 

that most of the available levels are utilised_and may be neglected , 
'I'l-l 

•• • _g_ LvCT -------------(4)
Y\'l.C:. f z:. I 

As C is increased,~ ~~tthe probability that the voltage exceeds 
0 '-0 V\-1 

the rYl level and y 2 ___..... ~... LY.p,. 
'C'=-1 

The errors arising due to the approximations made here, are treated 

in Chapter 3. 

The 16-level instrument described here provides two results viz. 
V\-1 

C0 and L. Y(T". 
'(':\ 



v 

Y\ -

t 

Y\-\ 

't'\-1 

0 

V\ 

-.------

Fiq .1. Levels. 



8 
Y\-1

L 'f.C'f.2.2 The weighted input method to- obtain ~~~ 
1\-1 

Consider the term [ 'f .C ,­
1"=-t 

The voltage waveform is sampled uniformly. If a sample occurs while the 

Yl
waveform is above the r level then the sample pulse contributes to c1 

V'l-1 ' 
c2---C and also to C • The contribution to ~T.C~ due to this sample 

~~ 0 1"=1 Yl
is cf;;q. . This quantity is termed the weighting factor for the r 

level. Table 1 gives the weighting factors required for a 16-level 

instrument, in both decimal and binary code. 
V\-l 

Thus it can be seen that ~'f!:T can be realised by determining 
1"::-.1 

the hi~estlevel exceeded at the sampling instant and adding the corres­
-n-\ 

pending binary weighted input for that level to ~Y.~ register. 
1':1 

A very simple and economical method to achieve these weightings 

is to use multiple trigger addition. Fig. 1(a) shows a block diagram of 

the system to perform this addition for a 16-level instrument. The 

circuit acts as a binary counter via trigger pulses o( ~~. In 

addition there are feeds to individual binaries from the gates G1 - G7. 

These gates are controlled by a logic syste~ , the design of which is 

described in Section 2. If the voltage v lies above, say, the 6
Yl 

level 

then the required addition for this level is 21 or binary 10101. This 

addition is achieved simply by applying one pulse via G5 to binary B16, 

a second pulse to B4 and a third to B1 causing the states of these binaries 

to be complemented. The weighted feeds are applied serially in time, 

with the most significant bit to be added, being operated first. This 

is to allow the effects of an addition to propagate along the binaries 

without interfering with subsequent additions. 
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T A B L E. I. 

Highest Weighted Input 

level 


Exceeded 
 Decimal Binary 

0 0 0 

1 
 1 
 1 


2 
 11
3 


6 
 110
3 


10
4 
 1010 


1111
15
5 


6 
 21 
 10101 


28 
 11100
7 


8 
 100100
36 


101101
45
9 


10 
 110111
55 


11 
 66 
 1010010 


12 
 1001110
78 


1011011
13 
 91 


14 
 102 
 1101001 


120 
 1111000 


I 16 


15 


Never exceeded 

Weighted Inputs. 
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11. 

It now remains for division by ~ to be accomplished. For 

2 ' Ia 16-level instrument ---a :::.-=2. :;-·· The output of the seventh binary is 
"0 1s 	 ;L 

in fact already the input divided by 27• If a large enough number of 

samples is collected then the readout of the binaries which provide 

fractional values of IS will be very small and will not be usually 

required. A suitable choice of the sampling rate would ensure this. 

On the basis that the weighted feed method is to be used, the essential 

requirements of the instrument can be established. 

2.3 	 Essential requirements of the instrument. 

Fig. 2 shows a block diagram to illustrate the basic requirements. 

These are as follows. 

(a) 	 Since input polarity is an unrequired information, rectification 

is used so that quantising is in 16-levels on one side only 

instead of both sides of the zero level. 

(b) A control circuit which allows measurements over one cycle of 

the input precisely or over anexternally fixed period of time. 

(c) 	 A level determination circuit and logic circuits to enable 

to be obtained. 

(d) 	 A timing pulse generator for use in (c) and for the base count C 
o. 

Y'l-1 

(e) 	 Display registers to indicate~Y(t and C (i.e T)
0 

'f=l 

Apart from the display registers and an external clock, the 

entire system is constructed using discrete modules (D.E.C. Ltd). Details 

of these modules are given in the Appendix A. For the sample-rate clock 

and C readout counter, a complete timer unit is used consisting of a 
0 

100 kHz 	 crystal clock with decimal countdown to 0.1 sec. and a 6 decimal 
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f\-1 
counter with readout. A si~ilar counter is used forE_CY' readout. 

Y"=l 
Instrument Realisation. 

1. 	 Rectification. 

The use of sixteen levels on either side of the zero level has 

several disadvantages viz: 

(i) 	 for a fixed upper reference of -10V (n
tl! 

level), the level width 

is halved, doubling the inaccuracy due to level setup. 
Y\-1 

(ii) 	 the switching logic to achieve the '['1Cl'. becomes extremely 
f=l 

complicated as now a five bit level register is required in the 

level determination circuit. 

(iii) 	 it is difficult to obtain identical 4 - bit expressions for the 

tl! 
r level on either side of zero level. 


As input polarity is a redundant information, the above difficulties 


can be easily overcome by rectifying the input waveform. 

Y\-1 

Since no addition is made to~·~ count for voltages not exceeding 
st Cl

the 1 level, rectification need not be performed precisely at zero volts. 

However conventional rectifiers can cause considerable distortion of the 

input waveform and hence cannot be used here. Rectification is performed 

using an operational amplifier inverter, a Schmitt trigger circuit, a 

digital inverter and two FET gates. Fig.3, shows the diagram of the 

rectifier circuit. 

The FET switch is turned on when both the control inputs are at 

-3Vo When input is negative, there is a -3V signal at both the control 

terminals of the upper switch which is therefore turned on. The input 

appears at the output of the switch. When the input is positive, the 

input to the digital inverter is OV and hence a -3V signal is applied to 
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the control terminals of the lower switch. The input, inverted by the 

operational amplifier, will now appear at the output of the switch. The 

input is thus rectified, the output being always negative. 

The FET switches must have the correct voltage supplies if they 

are to perform correctly and without distorting the input waveform. The 

signal voltage must not be more positive than the positive supply and 

must be at least 10 volts more positive than the negative supply. Futher­

more the differential voltage(difference between positive and negative 

supplies) must not exceed 3QV. See Appendix A. 

A supervisory circuit is included which ensures that the highest 

level i.e. the 16~ level is not exceeded. A rotary switch enables selec­

tion of either positive half or the negative half of the input waveform. 

2. Level determination. 

For the weighted input method selected, it is necessary to 

determine the highest level exceeded at each sampling instant. As this 

number is required in a binary form, it is necessary to use analog-to­

digital conversion. This is carried out by a 4-bit A/D converter of the 

successive approximation type, shown in Fig.4. The operation is controlled 

by a internal triggered clock operating at 1 MHz. and a timing pulse 

generator. The latter produces sixteen pulses for every sampling pulse; 

eight of which are used in the level determination process. 

In the 16-level case, the first triggered pulse sets the 

binaries in state 1000 (half-scale). The analogue conversion of this 

state is compared with the input. If it exceeds the input, the binaries 
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are reset to 0000. If the approximation·is too small the binaries 

remain at 1000. Next the binaries are set at either 1100 or 0100 

depending on first decision. A second decision similar to the first 

is made. The process is repeated for the 1/8 and 1A6 scale and after 

a total of four approximations, the states of A,B,C, and D give the 

highest level exceeded. Since sampling is actually initiated by the 

second pulse and completed by the eighth, the aperture time for each 

sample is 7 }LS~· Sampling should not recommence until the level 

~-· determination process is completed and the addition to ~re~ register 

carried out. 

3. The switching logic circuit. 

The gates G1 to G7, controlled by a switching logic system 

are used to transfer the correctly weighted input information from the 

level registers of the A/D converter. Table No.II shows the requirements 

of these gates. Thus gate G1 is required to open for all levels for 

which there is a 1 in the column corresponding to G1. Similar require­

ments hold for all the other gates. Using Table No.II Veitch-Karnaugh 

maps for these gate functions are obtained and are shown in Table No II. 

Using these maps and DeMorgads Theorem. , these gating functions are 

realised entirely with NOR gates. 

In the 16-level instrument constructed, these gating functions 

are used to gate a timing pulse i.e. the final expression for a gating 

function becomes of the form 

G =F.t = F + t where F is the expression realised from 

maps. 
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The final logic expressions for the gates are as follows: 

G1 <"c + 'D> + (C+D) += t15 

G2 <"c + 'B> + (C+B) += t14 

G3 = (il+'B+c'> + (A+C+D) + , (A+B+D) + (A+C+D) + 


(A+B+C) + (A+B+D) + 


+ (B+D) +G4 = (A + B) + 

G5 (A+B) + + (C+D) + +1111 

G6 = A +('B+c> + 

G? 1111 A + ('B+C) + (B+i>) 

The timing pulses obtained from a timing pulse generator are applied to 

the final NOR gates. The A/D converter provides the outputs A, B, c, D 

as well as their complements. A few terms in the above expressions are 

common to some gates and can therefore be shared, thereby easing the 

logic circuit to some extent. The circuit diagrams of the logic circuit 

is shown in Fig. 5. 

4. Timing pulse generator. 

For each sampling pulse, eight pulsesare required for the level 

determination process and seven pulses are required for the logic system. 

The sampling pulse could be used to feed the C register. However, by 
0 

using two binary to octal decoders, sixteen separate timing pulses can 

be easily realised. In this case the sixteenth pulse is used for the 

C register.
0 
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The timing pulse generator circu~t is shown in Fig. 6. The internal 

clock is set at 2 MHz.. It is used to drive a binary whose output 

is the 1 MHz pulse rate. This system is "enabled" for a period of 

sixteen timing pulses, once for each cycle of the external clock. Thus 

once every sampling period, sixteen pulses are delivered at 1 MHz. 

to the B/0 converter system. The output of the B/0 decoder is sixteen 

pulses appearing at the sixteen terminals serially in time. The inputs 

to the B/0 converter are obtained using the truth table given. The 

sixteenth pulse output is used to inhibit the binary, which in term 

inhibit the internal clock, until the next sampling pulse occurs when 

the process is repeated. The 11enable" i11puts to the B/0 decorder are 

obtained from two NOR gates which are inhibited by the control logic 

circuit described in the next section. 

5. 	 The control logic circuit. 

There are two modes of operation to consider. The instrument may 

be operated in the periodic mode in which only one cycle of the input is 

used in the measuring process, or in the self-timed mode in which the 

measurement time is set at will. 

The control circuit is shown in Fig. 7• It incorporates a 

supervisory circuit which indicates the starting and completion of the 

measurement. 

In either mode the start switch is depressed momentarily, 

setting binaries X and Y. The binary X inhibits the timing pulse generator 

decoders and therefore also the C register, while binary Y resets the 
0 

two registers. Measurements commence when the Schmitt trigger circuit 
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produces an output when a negative going zero crossing occurs at its 

input. The Schmitt trigger output complements binaries X, thereby 

starting the level determination process and also the C count. When 
0 

the next zero crossing in the same direction occurs, the Schmitt trigger 

output again complements binary X - thus stopping the measurement 

process. At this stage binary X is inhibited by binary Y. 

In the selftimed mode, measurement commences when the "noise" 

switch is depressed (the control circuit being in the "noise" position) 

and ceases when the C count reaches 103 or some higher power of 10,
0 

which may be selected from the C counter register circuit. The pulse
0 

for the most significant bit chosen is inverted and applied to a second 

Schmitt trigger circuit whose output is then used to inhibit binary X 

and stop the measurement process. 

6. Additional Facilities. 

Two additional facilities are easily incorporated in the 

instrument. 

(a) By inserting a 2P3T switch in the rectifier circuit, it 

is possible to investigate either the positive or the negative 

portion of the input waveform. 

(b) Since the instrument is basically a statistical analyser, 

an output display of C and C for a preset level r, can be r o 

realised easily. Thus by selecting each of the levels in turn, 

the amplitude probability distribution (or t~e time the input 

waveform spends above the r 
!.ll 

level) can be determined. 

A rotary switch is used in the level determination circuit which 
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grounds the appropriate output of the level register to hold it in 

the binary state corresponding to the level selected. A mode switch 

when turned from "mean square" mode to "probability" mode makes the 

following changes in the system: 

(a) the external clock is disconnected from the timing 

pulse generator and is used to supply clock pulses to two NOR 

gates N1 and N2. 

(b) the C register input is connected to the output of N2. 
0 

(c) the output of the comparator used in the level determi­

nation process is diverted to N1 after inversion. 

As the logic system gates G1 - G7 are not supplied with the 

timing pulses t - t weighting factor is involved in the15 no
9 

count i.e. both displays have the same weighting. 

Both N1 and N2 are inhibited by binary X of the control circuit 

so that the probability distribution may be measured in either the 

"periodic" or "self-timed" mode. 

2.5. Performance Tests. 

The performance of the entire instrument can be readily checked 

by using a d.c. input. The input is adjusted so that the voltage lies 

within a certain level interval. The instrument is set in the noise 

mode so that a fixed C = 10000 is obtained. The measured 
0 

should be the same as that given in Table III, for the level chosen. In 

this manner all the levels are checked. 
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The formula for V expressed as a fraction of the voltage at 
n 

tb
the n level is 

{ 	
n-12 


v = 1 1 + 8 L
n 2 c r=1 rGr J 
4n	 0 

The voltage at the n 
tb 

level is lOV. 

n-1 
1 + s• • • ~ 

l.n L c r=l 
0 

tb tb
If the input voltage is somewhere between the r and (r+1) level, 

the readout of the instrument will be that corresponding to the 

midinterval voltage. This is 

x 100 volts. 

n-1
• 

100 = 100 ~ X 
4n2 l 1 + c 

8 [ 
0 r=1 

n-1• r(r + 1)(0• • ~ rC r = 2. 
r=1 

n-1 

The direct readout of the accumulator register is 1 rC 
r128 Lr=l 

• 
• 

• The direct readout for C 
r 
' = 10,000 r(r + 1), for C 

0 
= 10,000 

2 X 128 

• 
• • = 	r(r+1) 


0.0256 


The value$of the direct decimal readout for d.c. inputs are given in 

Table III 
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T A B L E, N 0, III. 

II D.C. Input Voltage 
Volts 

r r(r+l) C'r 

0 

0.625 

1.250 

1.875 

2.500 

3.125 

3·750 

4.375 

5.000 

5.625 

6.250 

6.875 

7.500 

8.125 

8.750 

9.375 

- 0.625 

- 1.250 

- 1.875 

- 2.500 

- 3.125 

- 3.750 

- 4.375 

- 5.000 

- 5.625 

- 6.250 

- 6.875 

- 7.500 

- 8.125 

-8.750 

- 9.375 

-10.000 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

0 

2 

6 

12 

20 

30 

42 

56 

72 

90 

110 

132 

156 

182 

210 

24o 

0 

78.125 

234.375 

468.750 

781.250 

1171.875 

164o.625 

2187.500 

2812.500 

3515.625 

4296.875 

5156.250 

6093.750 

7109.375 

8203.125 

9375.00 

Direct Decimal Readouts. 



CHAPTER 3 

THEORETICAL ERROR ANALYSIS 

The errors arising in a instrument using the sampling 

technique are considerably different in nature, from those of conven­

tional analogue instruments. The measured mean square value is given 

by 
n-1 

V2: + 
2 L rC 

r
r=1 

Errorsin the mean square value result from two main sources. These 

are (i) error due to the assumptions made in deriving the above formula 
n-1 

and (ii) errors made in measuring l: rC 
r

r=1 

The first may be regarded as quantisation error, which is inherent in 

a system in which voltages in any level interval are approximated to the 

midinterval value for that level, the number of level intervals being 

finite. n-1 

Errors in the measurement of rC arise due toL r
r=1 

(a) finite sampling rate. 

(b) incorrect level settings. 

(c) finite time of measurement. 

Derivations of the error expressions are often lengthy and 

involved. Consequently, this Chapter is devoted to descriptions of 

these errors, the actual derivation being given in the Appendix. B. 

Since the overall error characteristics are of interest and since the 

errors are statistical in nature, the overall characteristics are best 

27. 
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described in terms of confidence limits. 

The 16-level instrument described before, may be used for 

measurements on any type of waveform. Therefore it is desirable that 

waveforms of as wide a range as possible are treated. The error analysis 

described here is for (1) square wave {2) Sine wave input (3) Tri­

angular wave input and (4) Normal (gaussian) Distribution noise. A 

theoretical error study is also made for a periodic waveform which has 

a Gaussian amplitude probability distribution. See Fig. 8. 

3· 1. The error equation. 

Let the error in the root mean square reading due to any one 

source be e
1

, so that the instrument reads V (r.m.s.) instead of1 

V(r.m.s.). e is then defined as1 

v - v1 

v 

* Similarly an error e1 in the mean square value may be 

defined as 

:c 

*Since both e and are small in practice, it is posiible to express1 e1 

e * 1 in terms of e1• 

• 
• v 2 (1 + 2e )v2=. . 1 1• 

• e, ::::::.. . +\ (¥!)'" -I) 
• * 2e• • e 1 = 1 

Thus if e is evaluated in practice, then e "' can be easily calculated.1 1 
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Chapter 4 gives computed values of e for a 16-level instrument due to1 
*the different sources. Values of e and the overall characteristics1 

are derived from those of e • An alternative definition is to consider1

the error in terms of the full-scale voltages. Since there is no 

particular advantage in this approach, it has not been used in this 

analysis. 

3.2. Error due to guantisation. 

In the instrument described, the voltage waveform is rectified 

and then quantised into n levels, the square of the mid-interval values 

being used in computation of the mean square value. This approximation 

of all voltages within a level interval, to the mid-interval, results 

in an error in the mean square value. For periodic waveform, the peak 

may lie anywhere within a given interval i.e. only a fraction ~ of the 

miJJ level is occupied. Thus E==- 0 corresponds to the m'fb level just 

being entered and E= I to this interval just filled. See Fig. 9. 

These approximations result in an error e produced by use of 
n 

finite number of intervals. Error expressions for the various waveforms 

are derived in Appendix B.1. The results are as follows: 

(a) Rectangu1ar Wave. 

1 - 2E = where m-1 is in the highest level comp­2(m-1+€. ) 

letely filled. ---------(1) 

If all n levels are occupied i.e. m=n~ then a maximum error 

occurs when 
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.,. 

o~------~--~------~--------~~~----

'1 
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1• e• • 	 nmx = 2(n-1) 


... 
 l•• • 	 eY\,mG'I(, = n - 1 

(b) 	 Sine Wave 

The following general expression is derived 

_ \ f I~~ 'f Cos-' 'f ) ' -------(2).
enm -4 (wH +E)?. \..1 .... 1t' L W\- \~£ J- "'[

f.=. I 

If all levels are completely filled, there is still an error. 

Thus for all filled intervals 

e - ' ( 2. ""'l. -4Vt-+t - \ ~ r -r Stn-'.Lnl 
n111 - ~2. 	 1T 'f= ' J 

For large values of n equation (3) may be simplified by 

approximation methods. Thus it can be shown that for large n 

e ~ -0·41 

V\'\'11 ~ ( Y\ -l) l·5 


(c) 	 Triangular Wave 
'l. 

l- vn + l '2.'ME ( l- E) - €- ('2.' -3)et\m = 	 -------(38 ( W\ _, + E)!I 
For all filled intervals and in particular for V'\~I t 

equation 4 reduces to 
-1 

e."~ -:: 
~ "''1 

1and e = when 
nmax 4n2 

(d) 	 Normal distribution noise and normal wave. 

Since both these have the same amplitude probability dis­

tribution, the error due to use of finite number of intervals will be 

the same in both cases. As the voltage is not confined to the n 

intervals available, two types of errors arise: 

(i) 	 a level limit error, arising because samples beyond 

the n 
1.!1 

level are grouped together. This error is negative. 
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(ii) an interval error similar to those for the periodic waves. 

At the r~ level the normalised voltage is ~ so that 
n 

whe'("e '\To:: .:I- ----(4}.
-nV 

The area under the normal distribution curve for a given V, 

being known, e can be evaluated. 
n 

The expressions for e for all waveform, except the square wave,
n 

are best evaluated using computer programmes. This method has been 

adopted to calculate e for the 16-level instrument for various values of 
n 

m for f between 0 and 1. (See Appendix C). 

3.3. Error due to finite Sampling rate. 

(a) Periodic Wave. 


The error e due to finite sampling rate depends on the sampling

p 

process used. The analysis given here is for the above level sampling 

used in the 16-level instrument. 

If during a sample, a level change occurs then an incorrectly 
Y\-l 

weighted input is fed to the ~.C~ register. Fig. 10. shows sampling 
~ Y=l 

at the r level, for positive and negative slope waveforms. The timing 

pulse generator produces sixteen pulses for each external clock pulse. 

Of these sixteen pulses, the first eight are used in the level deter­

mination process. The next seven pulses are used to feed a correctly 
Y\-1 

weighted input to ~C~ register while the sixteenth is fed to the C 
0 

f:l 
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register. The weighting factor depends on the states of the binaries 

in the level determination circuit. Referring to Fig. 10. the portion 

g~ of the input waveform is given the correct weighting, whereas the 

region f=O'(' t has a weighting w'f-\ instead of w'( . Similarly, from 

sampling conditions for the negative-slope waveform, a portion h~~f~ 

has a weighting WHI instead of w'r' • Since 0'(' and ~'(" are random 

for any given level, it is clear that there is a random error due to 

the finite sampling rate. The exact analysis for e , which takes into 
p 

account the number of crossings of the r 
Y! 

level and the variation of 

dT~ ~~from one pair of crossing to another, becomes extremely compli­

cated. However a simpler analysis can be easily made, on the assumption 

that the total number of level crossing in any measurement is large 

enough for the central limit theorem to apply (thus even in the "one­

cycle" mode there are 32 crossings in the instrument constructed. 

Derivation of e is contained in the Appendix B3, where it is shown 
p 

that the error in r.m.s. value is given by 

-----------(6). 

where f= frequency of input waveform 


P= sampling clock rate. 


Both dt and ~ are random variables with all values between 

0 and 1 being equally likely. Applying the Central Limit Theorem to 

the summation term, a probability distribution function for e can be 
p 

obtained. This is shown to be 

P~) == \ \ J:. h(F.) -----------(7).Yf v'l. ? r 
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and a- is theWhere p(E) 

standard deviation, which can be calculated knowing the highest level 

occupied. 

if all n levels are occupiedalso 

e.p.mcnc. ·= :t .f.:.t ..:f,- with all leveJs occupied. 
2.'1"' 

For rectangular, sine and triangular waves V :=. l ·(i and ~ respectively. 

In considering the error e , it has been assumed that there is 
p 

no level change during a level determination process. Since the aperture 

time is finite, this assumption is not strictly true. Errors arising due 

to finite aperture time are considered in section 3.6. 

(b) Normal distribution noise. 

Conditions at the r 
!b 

level are same as for the periodic waves. 

Every time the Voltage crosses the r 
!b 

level, going more positive, a 

portion d~ is given incorrect weighting and similarly going negative, 

on crossing the (r + 1) Y! level a time error ~'t' arises. 

In measuring over a sufficently large time ll there will be 

a large number of level crossings. Hence expected values of 0 and ~ 

can be used to calculate ep. a"· • Expressions for the expected number 

of crossings at voltage \T have been derived by s. 0. Rice6• For 

an ideal low-pass filter with cut off frequency fc , the expected number 

of zer05 for white noise is 

per sec. 
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The expected error in the IS value is 

" Yl-1 t ep.av. = 't1a \ ( -Y e~p. _,..
2. n'2. L l aY\

1y2­
v-c: l 

1:f.g ~ n e)(p.(-~) - e.~p( -.J_) 1-------(8).
a~2 l a"z 2.~v?. 

Whence e{'.av = t e*p.ov. 

3.4. Error due to level inaccuracies 

The offset at any given level can be due to inaccuracies in 


the reference supply and due to offset in the comparator used in the 

bo 

D/A converter. There may alsoka voltage drop in the rectifier unit, 


which may be regarded as a level inaccuracy. Thus let the total level 


offset at the r~ level be dEt • Conditions at the r~ level are given 


in Fig. 11. An incorrectly weighted input to b-.c'f. register occurs if 

r=t 

· a sample (i.e. level determination process) occurs within the time the 

voltage input takes to change from E'f ~ t"t' + oEy-

The error el due to level inaccuracies depends on the number 


of times a level is crossed and the number of samples occurring during 


the time interval t. For the periodic waveforms considered, a level 


will be crossed four times per cycle. The frequency of occurance of 


samples within interval t is random. However for aQexternal clock 


rate of 1/T , the expected number of samples within t will be t/T. 


cThe total time of measurement is 0 and the number of crossings at r~ 
p 

level will be 4C f 
-----"'0­

p 

The expected error in V will be 

(2 _I_ I I
t.av. -------(9).2.rt V'- Co 
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1\-1 

-~-~~ where Vr1 is the slope of the 
2.\/2 L'(\ 'f"c I \Jy I Y!

waveform at r level. 

(a) Rectangular wave. 

e = 0.l.av. 

However the dtt" at the mY! level will determine the (m-1) Y! 

or the mY! level is the highest exceeded. This will influence the error 

en considered earlier. 

(b) 	 Sine Wave. 


As 


Yl-1 
eJ.Qt( = 'Y' ~ ydEr --------(10).

'W\ 't'lvn, L­,...., \] \ -(~)oz.(c) Triangular Wave. 

r 
 --------(11).
el.av. 	 "f. cSEy.~ "W\ 
'(::: I 

(d) Normal wave and normal distribution noise. The slope 

cannot be calculated for normal distribution noise. Hence a different 

approach is used to obtain e •
1 

The error in p due to a level offset is 
r 

and the error in V is then given by 

e.l,Qv. e~p. ( -v: )}-<12).

2'V\'2.\/2. 
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If c5E~ is same for all levels then the expression for 

e can 	be considerably simplified. This is considered in calculating1 

e for the 16-level instrument, where an average value for ~tr is1 

considered. 

3~5. 	 Error E«due to sampling a non-integral number of cycles of 

periodic waves. 

In the "one cyclett mode, the measurement is over one cycle 

of the input precisely and hence E;c_ is zero. In the nself timed" mode, 

however, sampling is started manually and stopped when a certain value 

of C is obtained. Thus in this mode sampling starts at some instant 
0 

q? after a zero crossing stops after (~+~) cycles, where q is an 

integar (see Fig. 12.) 

The instrument reads 

vd.
2 -­ 21T(ct.~ct-cp) 

:. ~ ~ l(~)2-

now <'i +o(- q>) ::. 

7.1\(o(-~) l
fo '\r2d g r···-(13). 

Both o( and cp are random variables. Therefore the error €a<, 
'2. 1. 2. 2. 

is also random. For periodic waveforms v= lc:Vf(e) in general. Therefore 

~ will be independent of v2. This fact is of importance as it simplifies 
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the evaluation of combined error characteristics. 

(a) Rectangular Wave 

eo( =- o. 
(b) Sine Wave 

o.o4 
9,­

As €~ is a function of (~-cp ), an expression for the 

probability distribution function for ~ can be easily derived. 

(c) Triangular Wave 

Since the triangular wave has discontinuity, a single expression 

for e cannot be obtained. Hence a piecewise analysis is required. Thus 
p 

0 ~ (c(-q>) ~ _, 1r :. 2 e and v':_l.(i) 4 Ti ~ 

eo( = _I_ f- 211 (o(- cp) -+ 32 1l ( o<- cpf} -------(14). 
41T'[_, l 

(ii) 

where 1 :::(ot- Cf') 

and finally 

(iii) ~ ~ ( o(-(p) ~ \ 

~ :_\_ t2.- 2.1_ + "3'2. lyt')"31 where "1.:::. (0(.- C{>)--( 1G). 
4n~ 
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As for sinewave case, a probability distribution for ~ can 

be easily obtained from the above expressions. Also ~]'riO~. may be 

similarly calculated. Thus 

Q.04'&e - +o(. 'PlCl).. - ­

~ 
3.6. Error due to finite time of measurement on white noise 

The noise voltage is sampled systematically with a sampling 

clock rate of p pulses/sec. It is assumed that p exceeds the Nyquist 

sampling rate viz p ~ 2 Af where .bf is the bandwidth of the white 

noise sampled. 

If the number of samples taken in C then the measuring time 
0 

is 
Co assuming p= 2~5 

2bf 
The r.m.s. value <S' of the white noise is given by 

ti. 
~ -::. l\...m _, ( \r2. dt 

-t._.tl() t· J
L l C) 

any measurement conducted over a finite produces a result 
2. _I J.1:· 

L v"dt6-\: ·h (> 

If (jt is to be taken as a measure of (j with any con­

2.fidence then t. must be large. The variance ..,.., of the distribution 
l. 

of dit can be considered as a measure of this confidence. Thus 

((jl- ff1 y­
cr4 

The error in the measurement of 6"' will then be "'ff 

'2.
Assuming a normal distribution for the variation of (ft , the measured 

value a{ will be within 6' ~{3 "'V with 99.73% confidence. 
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Van Der Ziel5 has shown that 

where qp(~) is the auto correlation function of the white noise input. 

If an ideal low-pass filter is assumed, this expression can be 

evaluated (see Appendix B.3.) 

IThus ­
Jbf.fi 

Hence the 99.73% confidence limit is 

e ± f3T- ------------(17). 
r~~. t~ 

3.7. The overall error analysis. 

The input waveform peak may be anywhere at (m-1- E) within the 

Yl Yl
interval between (m-1) and m levels. Thus the error e which 

n 

depends on the position of the peak, will be a random error. This 

assumes that no prior information regarding the input wave peak is 

• !b Yl
available except that it ~s, between, say 8 and 16 levels, or between 

Yl Yl
15 and 16 levels, etc. The errors ep and e~ will also be random. The 

probability distributions for ep and e~ have been obtained. The 

distribution for e can be shown to be proportional to the slope of the 
n 

e versus E­ curve. To obtain the distribution for en + ep + ~ ,n 

it is assumed that these errors are statistically independent, and 

mutually exclusive. 



* p (e + e + EL) = p (e )* p (e ) pm(e~)
• • • m n p uo. mn mp U\. 

where p (x) is the probability distribution function for m 

x and the symbol '*' denotes convolution. 

If the distribution for (e + e + e ) is required for a 
n p c:( 

.Yl !!!
input whose peak can occupy any position between say the ~ and n 

levels with all positions being equally likely, then the following 

expression may be used 

Vl-\. 

It should be noted that for one cycle mode e =0. To obtain cc. 

the overall error, there remains the error e to be added. As el1 

is evaluated as expected error, this presents no particular problem. 

The convolutions mentioned above are difficult to perform ana­

lytically because the expression for p(e ) is intractable. Instead 
n 

a graphical method can be conveniently used if n is known. The graphical 

method however has a disadvantage in that the ratio f/p needs to be 

given, in order that numerical calculations may be performed. This is 

illustrated in evaluating the overall errors for the 16-level instrument, 

in the next Chapter. 

3.8. Effect of finite aperture time. 

The"aperture time" jJ..a._ is defined as the time taken to determine 

the level at a given instant. In the error analysis it has been assumed 

that the waveform amplitude changes negligibly during ~· If during 

a level determination process, the input waveform changes its level from 
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Y:l Y:l 
r to r + 1 value, then there will be an error in the measured value 

of V. The aperture time, therefore, restricts the upper frequency of 

the instrument. Assume that during any level determination process the 

level should not change from r to r + 1. This requires that the input 

signal should not have a slope which at any time exceeds Ya. V/sec. 
J.l...o. Y'\. 

Even when the frequency of the input is below the upper limit, 

errors due to finite aperture time will arise, when a sample occurs at 

the points when the input crosses a level. This error depends on the 

method of level determination and the probability that a sample occurs 

at a level crossing. In the successive approximation method of level 

determination, error due to finite aperture time will be positive or 

negative depending on whether a "critical decision" lies to the left 

or right of the level crossing. The "critical decision at the r 
Y:l 

Yl
level is defined as the comparison of the input waveform with the r 

level voltage. Thus, the position of this critical decision must be 

known before the error due to aperture time can be evaluated. 



CHAPTER 4 

THEORETICAL ERROR ANALYSIS FOR THE 16-LEVEL INSTRUMENT 

The theoretical error analysis can now be performed, using the 

general results of Chapter 3. As the instrument may be used in either 

of the two possible modes, two overall analyses for a given input 

waveform are required. It was noted in Chapter 3 that graphical con­

volution is more convenient to use in order to obtain the overall 

characteristics. This method, however, requires that the ratio f/p 

be given. Hence the overall characteristics are given for one parti­

cular value of f/p. Individual errors however may be expressed as 

functions of f/p. 

4.1. Error e due to quantisation.
n 

Appendix c. gives computer programmes for calculating e and 
n 

for any level for sine wave and for triangular wave inputs. 

The inverse of the derivative is the probability distribution, 

since for all values of E: , between a given level interval, being 

equally likely, the normalised probability distribution function of 

en is given by \ 

- (~~) 
The programmes are used to calculate these two sets of results for all 

levels from 8 to 16 by inverting appropriate data. Typical results for 

sine wave and triangular wave inputs are shown in Fig.14, 15, 16 and 17. 
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The error e for normal distribution noise is similarly
n 

calculated using the programme of Appendix C. It is seen from Fig. 18 

that for a 16 level instrument, the standard deviation (r.m.s. value) 

which can be measured within 1% is given by 

The precision and range can be improved considerably by using a larger 

number of levels. 

If the ratio f/p is small and the one cycle mode is used then, 

e is the only predominant error. In this case the overall error 
n 

characteristics are determined by e • Error curves for individual level 
n 

intervals are used to obtain the frequency histograms for e when the 
n 

input waveform peak is anywhere between the 8~ and 16~ levels or between 

the 12 
~ 

and 16 
~ 

levels. The histograms are shown in Fig. 19, 20, 21, 

and 22. 

4.2. Error e due to finite sampling rate. 

The application of the central limit theorem to the error formula 

6, gives an e whose probability distribution function is Gaussian. The 
p 

accuracy of this Gaussian approximation can be readily established. Thus 

the worst case error arises if Pr =1 and 6,. =0 for all r or if & =1 

and Pr =0 for all r. 

_,

e worst case .±.. ~T : l I <5,. = 0 . 

• • • p -- 2.V.'1. p
~ 

and +_1 .£- ~ ... ::. ' ~'f =0- 2.'1:: }' I 
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The standard deviation of the Gaussian curve is 

for the 16-level case. 

For a Gaussian distribution the 99.73% confidence limit is~~~ about 

the mean value. It is seen from above that the worst case errors are 

well beyond the 99.73% confidence limit. Hence the Gaussian approxima­

tion is accurate. Figs 23, 24, shows typical probability distribution 

curves for e for sine wave and triangular wave inputs. The distribu­
p 

tion are expressed in terms of f/p. Similar results are obtained for 

the other levels. 

In case of normal distribution noise input, the e is p.av. 

given by 

,~2.:: :2.o { \6 e)(p. { - \/1.. ) _ ~ ~b ( -\ ) \ 
.., .,. .. \ 2 • r· S\2\/" J 

for noise passed through a L.P. filter with cut-off at f Hz c 

e - 'p.Q'I. - -­
S\2f3 

Fig. 25. shows a graph of ep.av. p/f versus V. 

4.3. The error e~ due to a non-integral number of cycles being sampled. 

For the one cycle sampling mode ~~ does not arise. In the self­

timed, mode, eo( is a function of p/f. Assuming that cJ and cphave all 

values between 0 and 1, the distribution for c~- cp):an be easily obtained. 

This is then used in the formulae given in Chapter 3, to obtain the 

probability distribution of ~· The error e~ is independent of the 

position of the peak. Hence results given in Fig. 26 and 27 are applicable 
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to 	any peak position. The error is expressed in terms of p/f. 

4.4. The error e due to level inaccuracies.1 

Calculations of e can be carried out only if the levell.av. 

offset at each level is known. This method becomes very tedious. 

Instead an average dE may be assumed to be present for all levels. 

Thus the following results are obtained. 

(i) Sine wave 

el.av. Fs. where &E is normalised w.r. t. V =10V 
n 

a.nd 

Computed values of Fs are as follows: 

m 

Fs 

8 
.813 

9 
.839 

10 

.861 

11 

.880 
12 

.896 
13 

.910 

14 
.924 

15 

.936 
16 

.946 

(ii) Triangular wave. 

n(m - 1)e = l.av. 

= 	n o£. Fs where Fs is as follows. 
m 

m 	 9 10 11 14 15 16 
Fs 1.33 1.35 1.36 1.395 1.4o 1.41 

(iii) Normal distribution noise. 

e = cSE Fl.av. 	 nv 
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where 
2 

exp. ( 'r )
'i \2 ".,_ 

1For n = 16 the following values of F are obtained n 

v .2 .25 

F 

n 
.8 -79 


In practice it is possible to make oE small, in which case 

the error e will be negligible.
1 

4.5. The error 	eT for normal distribution noise. 

For 99.73% confidence 

= 


For f = 1KHz, the following values of T are obtained 
c 

99.73% confidence 	eT 10 1 .1 .01 

T 0.3 Sec. 30 Sec. 50 m. 8.33 hrs. 100 sec. 

4.6. The overall error analysis 

(i) The overall characteristics of importance are the dis­

tributions of (e + e ) and (e + e + ~) for periodic wave inputs and 
n p n p "' 

of (e + e + eT) for normal distribution noise• The error en p.av. 1 

depends on the particular instrument but if care is taken then this 

error will be negligible. Appendix D. outlines a method of graphical 

convolution using impulse function approximation. It is reasonable to 
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expect that some scaling will be used in the instrument so that at 

least half the available levels will be used. An arbitary value for f/p 

is chosen so that some numerical confidence limits may be established 

theoretically and checked experimentally. Numerical convolutions are 

* performed to obtain p (e ) p (e ) for m=8 to m=16. The method out-m n m p 

lined in Section 3.5. is used to obtain the distribution of e + e n p 

when the peak of the input is anywhere between the 8~ and 16~ 
til tb

levels or anywhere between the 12 and 16 levels. These distributions 

are shown in Fig. 28 and 29. 

To calculate the distribution for (en+ ep + e~), it is realised 

that ed(_ is independent of the position of the peak. Hence 

1 
n 

p.J.,n(en + e 
p 

+ e 
~

) = n - i m~i { pm(en)* pm(ep)* pm(e~>} 

1 
p(e )* = 

n-i 

n 

p( e ( e + e ))*"' p= oe L,.mn p 
n - i m= • 

Thus the result for e + e + ~ is calculated using the distributions 
n P .... 

1of (e + e ). See Figs. 30 and 31. for f/p = • 
n P 	 300 

(ii) 	 For white noise filtered by a 1 KHz Low Pass filter, 

6
the Nyquist rate of sampling is 2 KHz. If C =10 the time of measure­a 

ment is 

T = = 500 sec. 



""' ./,, - /.-, /
I . 
1./ 

-·6 - -·2. 0 

I 
I 
•
I 

' l\ 
\ . 
\\ 

1·2. 

.. I 

I" ' 
I \ 

.?eD.~ b~tw4e.~ 
I \ . . ..~ .-H. 

' 15"-­ '' le:vel~ 
f 

\ ... 
·\\..\ 

•: . 

F~fJ :28 ·. Ptobabilit"j dt~t.f,b~rroV\ e>f(e,-+~p) : SJVle Wo.ve. 



64. 


'O" 

be.h\IQ.V'\1'P~l<. ,, 
. ·t-ft . lb~ la11a.ls 

,~ ~ J IS ­
~00 

I \ 

1 ' ru.. 
\I+ 

~·. II. 
~ I l..0.. , 


I • 
;I 

0 O•t. •1. ·~ 

l.w~ 
40o 

I I·"·, 
J 

I 12.~.- lc!' 
I . \ I 

I I 
aoo 'l 

I • 

IJ ·~ 
·~. 

- 16~ lv.tek 

-~ •b 

· · {en+ '9:>) Q/o. 


Fth,i.W.: Probabi[lt'J dlstnbuti.o>~ : TrioY\9"'\a~ Wave.Of<gwH!r) . 

http:la11a.ls


... 
. ·' '.. ' l Peo" be+wC2.~"' 

I 15~- )~le11cz.ls1, II 

I .\ 

' 
}40 .: . 'I 

. I l 

!I'·.,...·=-1-..,....;.._--....;----:...--~·· 12t\ ;:_ Ib"" lev~ . 
.·~· \ I . \ J 
-:: · ­. ·r .3ob. l1o /. l . . J 

I ..· ~...J---......__:.-~-..,..-

1 J 
I ... 

. •. I ·;· . ... ··too . 
.. I , 

/ /.' 


'· 

I 
I 

•ct loO . 1•2. I·~ 

eo(.) o/o. . 

I 
I 

l 

t/
I . . 

'!... 
I . 

I. 

·I 
·. ;1 .·· 
/I 

. ~·t . 
'/,•. .. 

I 

l 
~· 

l . 

i 
I 

I . 

,' s_, I 
( 

. I 

I· 
I 

~ \. 
I 

t \ 
t . 

.. · 

' ... 

I \ 
l . 

\\
\\ 

' \ 

\\ 
\ . 
\\ 

~:,1·4 ' .. I· 2. .. ' ·~ ..· - • ' - •b ~·4 .... :z 'b . 

A ( eY\-+ e.p+ 

http:le11cz.ls


. I 

/t
f 

• I
I I 

I 
• I . 

/ r· 
I 

I
. I . 

1, ' 
• I 

. // 

. ·/II . 
/'/. -, 

/. 

~·I 0 ., 

12.th _ I&~ 

V:+---------·, %"' - I&~ \e.VQ./s 

I
\. 
,\ 
f\.\ 

. \ . 
\,\. 
\\ 

\ . . 

l\ 
\ . .· 

\ \ • 
'\ '· 

\ '·' ' ........ 
or ''­ ·7 ·tt· 

e.~~' ·"" ~·... e" ~o . 

66. 

3oo 
~·. 
Q.l' 
t 

·. Q.. 
Ql 

.• 1"s: Pe.P-k bcttwee"' 
~·, 

10"""... 1 b ~ la~~els
.D­

,\. 
.. / 

\/ 
le.~tels 



In this case eT ~ o. Even if T = 100 sec., the error eT 

will be small. Assuming that T = 100 sec. the total error 

(en + e p + eT) can be calculated. Fig. 41, gives a graph of 

(en + e p + eT) versus v. 



CHAPTER 5 


EXPERIMENTAL ANALYSIS 


5.1. Performance check and level offset measurements 

The instrument can be checked by observing the performance of 

the A/D converter system for d.c. inputs. The same circuit may be 

used to measure the level offsets. The direct decimal readouts for 

d.c. inputs were calculated in Chapter 1 and are given in Table III. 

The d.c. input is adjusted to a value within a level interval to be 

checked. The instrument is set in the self-timed mode and arranged 

4to stop when C = 10000. The sampling clock frequency is p = 10 Hz. 

The reading should agree with the value given in Table III.trc 0 

fc.t r 

This was repeated for all levels and for positive and negative inputs. 

It was found that the! rC reading did not differ by more than one 
::1 r 

count for any level, from the theoretical values. To measure the level 

offsets, a differental voltmeter is connected in the system to measure 

the d.c. input. The d.c. input is set slightly lower than the voltage 
'n-\ 

corresponding to the level "f selected. TheL rCr reading is observed 

~· ~and should correspond to the reading for a voltage between (r - 1) 

and r 
~ 

level. The input voltage is increased by small amounts until 
VI-I 

the~rCr reading changes to that corresponding to the next level interval. 
't'=l 

The difference between the measured and theoretical change over voltages 

gives the level offset Fig. 32 shows the level offsets at various levels 

for positive and negative inputs. 

The level offset in most cases is small and does not exceed + 8mV 

68. 
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at any level. Hence it is justified to assume that the error e due to1 

level offsets is small in practice. 

5.2. Error measurements for periodic inputs 

For accurate measurements of the error characteristics of the 

16-level instrument, two basic requirements need to be satisfied. These 

are as follows: 

(a) The periodic waveform should have negligible distortion. 

It should also not have a d.c. component. 

(b) The r.m.s. value of the input should be measured accurately. 

The function generator selected has very low distortion (.05% 

measured). The d.c. level output can be adjusted to a minimum for 

maximum a.c. output (~ 1% of full scale peak output voltage). 

Fig. 42. shows the circuit used for the measurements. The r.m.s. 

value of the input waveform is measured by a thermal transfer standard. 

The d.c. voltage required by the thermal standard is obtained from a low 

ripple, stabilised power supply unit, the d.c. voltage being measured 

by the differential voltmeter to the accuracy of 0.2%. The thermal 

standard is accurate to within 0.04% for frequencies above 5 Hz. Thus 

using this method periodic voltages can be set an accuracy better than 

}4%. 

5.3. Measurement of error e 

1. Sine Wave 

It has been seen that if the ratio f/p is very small and if 

measurements are made in the "one cycle" mode then the only error arising 
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is en. The error e1 will be negligible in practice. 

1The ratio f/p is set to ~~~- • The a.c. voltage is varied5000 
in suitable steps. For each a.c. input the reading t rCr is recorded 

1'=l 
several times, their mean value being used to calculate the error. Fig 33· 

shows the graph of e versus position of the peak of the input.n 

2. Triangular Wave 

The error in this case is very small and cannot be measured 

unless the ~rCr weighted-feed binary counter is modified to indicate 
'f:.l 

the states of the intermediate binaries. In this way, fractions of a 

count can be measured. This is the order of magnitude of errors for 

triangular wave inputs. As overall error measurements were to be made, 

which would include e , this modification was not carried out. 
n 

5.4. Measurement of error e 

As can be seen from the theoretical results of e , this error 
p 

is very small for both periodic inputs considered. In order to obtain 

any accuracy in measurement of this error, it is necessary that all 

other errors are made extremely small. If the'one cycle mode' is used 

then ~ is zero. If in addition the input peak is set at a value for 

which e is also zero, it would be expected that error e could then n p 

be measured successfully. However the fluctuations of the function 

generator must be taken into account. Fig. No.34 shows the variation 

of e above a zero e point. Thus if signal amptitude fluctuates 
n n 

by as little as 5 mV (i.e••05% of full scale value) then the error e 
n 

will completely swamp e • Thus any accuracy in measurement of e is 
p p 



~
·
 

72 • 

.!1.., 
'II " 
·11 

]
·"1

l 

"1i 
!I 


~
 

c..a 
~.

~
 

- • 
. I 

\
"o/o \Ao 

J0-U
.3 

0 
~
 

. \ \s \ ., 

~"'
-­t1:,... tool 

Y:t 

.. 
X

 s s-Q
l 

s:-({1 ~
 

Q
J ~
 

0 >­>­
LW

 .. 
M

 
--: 

':!) 

0 
-

c-:' 
:::1"
.

' 
I 

I
I 

ii 



>
 

f)

- . 

' 

1/ 

~
 

10 
~
 

e
t­

- . 

1/ 

TC: 
• 

I~
 

-1.­,... h I"' 
II 

.L~ 

~
 

i:S 

p ~
 

·­~
 

.. 
l'li:i +-:

,., 

1 

ci u IX 

"' "' "' "' <II .J 

... "' ... :J 

"' "' 

\ 




73· 


very difficult to achieve. 

5.5. Overall error measurements 

1. One cycle mode: 


If e is small then the overall error is en + ep. The total

1 

number of samples taken is C =p/f. Therefore if p/f is small then 
0 

the number of samples taken will also be small. As fractions of a count 
t\-1 

in~ rCr reading are neglected, the error measurement accuracy for 
'(.., 

small C is poor. Also it is a requirement of a sampling process that 
0 

the number of samples taken be large if the observed value is to be 

taken as a time measure with any confidence. In the one cycle mode this 

requires that f/p be made very small. This in turn however makes e 
p 

negligible compared to e • Hence the error in this mode of operation
n 

is simply e • The error e has been measured for voltage peaks between n n 

the 15~ and 16~ levels (See Fig. 33). 

2. Self-timed mode: Periodic wave inputs. 

The instrument is arranged to stop when C = 10000. The 
0 

measurements were made for sine wave and triangular wave inputs. 

tb tb
(a) Input waveform peak between the ~ ang 16 levels. 

Ten equally spaced positions are taken in this level interval. 

It is assumed that the peak of the input wave may occupy any of 

these positions. The r.m.s. values corresponding to these posi­

tions are calculated for both waveforms. The input r.m.s. voltage 
VH 

is set to one of these values. Readings of~rCr register are 
Y:l 

recorded for several measurements (e.g. 50). The procedure is 

repeated for other r.m.s. inputs. A frequency histogram of the 
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error (e + e + e~) is plotted from these observations. 
n P 

Fig. 37, 40 show the histograms for the two waveforms, together 

with the theoretical distributions. 

Y1 Y1 t!J t!J
(b) Peak between 8 - 16 and 12 - 16 levels. 

The procedure is identical to that above except that now 

Y1 t!J
equally spaced positions are taken between the 8 and 16 levels 

Y1 Y1
and between the 12 and 16 levels. The frequency histograms of 

the errors are shown in Fig. 36, 38, 39. The theoretical dis­

tributions are also shown in these graphs. 

Self timed Mode: Normal distribution Noise. 

A L.P. filter with cut off at 1 KHz is used to band-limit the 

noise. As the FET gates introduce heavy distortion for voltages 

exceeding 10 V, it is clear that the highest noise r.m.s. voltage which 

can be measured is about 3V. The true r.m.s. meter has thermocouples 

with square-law characteristics. A d.c. analogue of the input voltage 

is thus available. The meter used produces a + 1V d.c. for full scale 

deflection. As noise is a fluctuating voltage the meter pointer will 

respond to these fluctuations, thus making accurate direct observations 

impossible. Instead the d.c. output is averaged by using a long-time­

constant R.C. circuit. The averaging time is 1000 sec. or 10T where 

T is the time constant of the R.C circuit. The circuit used is shown 

in Fig. 43. The circuit is calibrated for each range. Prior to commence­

ment of measurement, the capacitor is discharged. 

The sampling clock rate was set at 2 KHz i.e. the Nyquist rate 

corresponding to the noise input. The 16 level instrument was arranged 
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to stop the measurement process when C = 106• Thus the measuring time 
0 

is 500 sec. giving a 99.73% confidence eT' due to finite time of 

measurement, of less than ~ %. For each setting of the input several 

measurements were made and their mean value was used to calculate the 

total error. Fig. 41 , shows the graph of error versus standard 

deviation of the input noise. 

5.6. Amplitude Probability distribution 

As no weighted inputs are involved, it is expected that 

probability measurements will be more accurate than the mean square 

measurements. A sine wave of 10V peak (7.07V r.m.s.) was used as 

input. Results given in Table IV, show that there is excellent agree­

ment between the theoretical and measured probability distributions. 
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T A B L E IV 


Level 
Number 

P(v) 
Measured 

P(v) 
Theoretical 

Difference 

1 .961 .960 +.001 

2 .920 .920 0 

3 .880 .880 0 

4 .839 .84o -.001 

5 -797 -798 -.001 

6 .757 -756 +.001 

7 .713 .712 +.001 

8 .668 .667 +.001 

9 .621 .620 +.001 

10 .5'11 -570 ••001 

11 .519 .517 +.002 

12 .461 .461 0 

13 .398 ·396 +.002 

14 .323 .322 +.001 

15 .228 .226 +.002 

16 - 0 -

Sine Wave Amplitude Probability Distribution. 



CHAPTER 6 

DISCUSSION 

The error analysis of the sampling instrument, is statistical 

in nature. In the "one cycle" mode when the ratio f/p is small, the 

only error of significance is the quantisation error e • Experimental
n 

measurements performed with sine wave input of peak value between the 

15~ and 16~ levels show good agreement with the theoretical error curve. 

The maximum measured error in the mean square value was- 1.10%. Even 

if only half the levels are used, the error in mean square value does 

not exceed 2%. In practice however a scaler would be incorporated at 

the input so that a better use is made of the sixteen available levels. 

The error due to finite sampling rate depends on f/p whereas 

the error due to a non-integral number of cycles of the input being 

sampled, depends on p/f. In the "one cycle" mode, the latter does not 

arise as sampling is for precisely one cycle. The ratio f/p may then 

be decreased so as to reduce the total error. In the self-timed mode, 

however, all three errors occur, and reducing ~ would reduce one error 

only to increase the other. The probability distribution for their 

sum has been calculated on the assumption that these errors are statis­

tically independent. Although this is not strictly true in practice, 

the assumption simplifies the analysis considerably. Experimental and 

theoretical analyses made for a particular f/p show go~d agreement. 

For normal distribution noise with highest frequency 1 KHz, r .. m.. s. 

values within 1V and 3.5V may be measured within an accuracy of 1%. The 

http:was-1.10
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error due to finite time of measurement is also present in this in­

strument. This is expected as such an error is inherent in measurement 

of random quantities. 

In general therefore it may be concluded that the theoretical 

error analysis and the methods for calculation of overall characteristics 

of the sampling instrument are quite valid. The various errors are 

summarised in Table V. With proper choice of f/p the total error in 

mean square value can be kept well within ~fo for a 16-level instrument. 

The error due to level offset is difficult to evaluate as the 

offset voltage is not constant for all the levels. However level offsets 

are small and the error resuiting is also small compared to other errors. 

The limitation of the sampling instrument is the "aperture time". 

This was defined as the time required to determine the level of the 

input waveform at the sampling instant. This error depends on the 

method used for level determination. For the successive approximation 

method used here, the error becomes a function of the "critical 

decision" which in turn depends on the level being considered. Thus it 

is seen that errors due to aperture time are extremely complex. For an 

aperture time of 7 ~ec., a frequency of 2KHz for the input signal 

may be considered as the upper limit of the instrument, before the errors 

due to aperture time become excessive. The-aperture time can be reduced 

by various techniques e.g. by using a sample and hold circuit. 



Error e % Sine Wave 

Input 

Triangular 

Wave Input 

Normal distribution 

Noise 

Maximume n 
- 0.41 large n 

(n-1)1.5 

1 large n 
4n2 

1 for small 

24v2-n2 V and 

large n 

e 99.73%p 
confidence 

+- 6 f for all 
n p filled 

levels 

!2! for all 
n P filled 

levels 

1 f 1 e p.av.= 2n2 'p ·~ 

tne ~~-•2=~1 
e~ Maximum +- o.o4 

q 
+- o.o48 

q 
-

e
1 

Average (dE <2
2 JE <..!!... v 

eT 99·73% 
confidence 

' 

- - 1.69 
J f.T. 

8 

> 
tD 
t,-1 

t<.l 

< 

Note: Errors in J.. '~'"dt. are twice the above errors.,. )0 00 
"'-:1.Summary of Error Characteristics. 



APPENDIX A 

DETAILS OF THE D.E.C. MODULES 

Power Supply Requirement: All modules except A 121. 

+ 10V module pin A 

- 15V module pin B 

ground module pin C 

A 121 FET gates 

The supply voltage differential 

should not exceed 3QV. Thus the following 

supplies are used in order to accommodate 

an input signal peak of 10V. 

+ 10V module pin D 

- 20V module pin E 

ground module pin C 

Frequency Range R series DC to 2 MHz 

Logic Levels 1 state = - 3V 

0 state = ov 

Designations used in the circuit diagrams 

\8~ 
c; 1) 

\ IE: 

Q.\\\ 

1. Number inside block gives the module type number. 

88. 



2. 	 Letters beside the connecting lines are identifying letters 

of the connecting pins. 

3. 	 Number on top gives location of the module, with locations 

numbered from left to right. The subscript 'A' denotes 

top row while a 'B' denotes bottom row. 



APPENDIX B 


1. The error e n 2 
v - v1 roo-In general e = 	 i{(:1)v 1} 

n-1 11 
= 2 { + L: rpr} ­e 1 8 2 

8n2v r=1 

(a) 	 Rectangular Wave: Peak at ( m - 1 + ~ ) 

m-1+ E 
R.M.S. 	 normalised voltage = 

n 

also 	 1Pr = 

2m - 1•• • v1 = 2n 

• e = 1 - 2E.
• • n 2(m-1+€) 

(b) 	 Sine Wave: Peak at ( m - 1 +E. ) 

tb rNormal voltage at r level 	 Sin 11-e,.= m-1 = "2""~ 

As all values of e between 0&. 2..'ff are equally likely. 

hbr)c:fv =- pce)de:=.2..sla there being two values ofr 	 2.1i 
for which the same voltage occurs. 

90. 
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• Probability that voltage is above r~ level =p - ~I­r- 1T 

•• • --

Normalised mean square of the 

Hence I [ \ + 16 
4(~-l+G)"' -Tr 

(c) Triangular Wave 

As for sine wave but now 

r 
p = 1 ­r m-1+ E: 

2 
1v2 = ( m-!+~)
3 

m-1 
r 1 

• 
• 

• 
e n = 

2 
2_n2 

2 
[ 1 + 8 ~ r ( 1 - m-1+ E- >] --2 

8n (m-1+ E) 

m-1 m(m-1)using appropriate series e.g. L r = 21 

m-1 2 m(m-1)(2m-1)r = ~ 
1 - m + 12m ~ ( 1 - '= ) - ~ (2E:- - 3)

2 
e = n 8 (m - 1 +~ )3 
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(d) Normal Wave and Normal distribution noise 

As given in Chapter 3. 

2. Probability distribution of e n 

Given a single valued function e = f(E ), to find p(e ) the n n 

probability density function of e 
n 

As all values of E are equally likely in a range say 0 to g? 

p( E ) dG 

p(~ct~ =- pee) c1 f 


:. p(e.\'\) \ d" 

~ 

As I 

~~=~)
This is easily extended to cases where e is not singled-valued

n 

function of f , 

The equation for p(e ) gives a normalised density function as 
n 

}.
.0 

J*~~~-= l given that f varies from 0 to 1. 
0 

3. Error e due to finite sampling rate 

Referring to section 33, the error in due to dv and 

at any one level r is 

where w is the weighting given
r 

Y! 
to the r level 
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'f-l 
w r = L L = 

r(r - 1) 
2 

l=J 

The error is dy 1:' \ + Tf3y"t + ~~ 

~Y'1' (r-t 1) "('" dy'l:' 

Summing all errors due to the other levels, the total error in 
2 

V can be found. Thus n 

Error in -- ~ 
-m-1L(- y '! ( dy-'y) + 
Y:l 

Error e p = \ 
""J-

Now all values ·of {3y and dy are equally likely. For any level 

r, the probability distribution of ~T and c\.r being known, the probability 

distribution of ~v- Y(O.C-~0 is the convolution of two uniform distributions 

as shown below 

The mean value of the above distribution is ~ and the variance 

2is 2r + 	2r + 1 
12 

To find the error distribution taking all the levels used into 
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account, assume that the errors are statistically independent for the 

various levels. The Central Limit Theorem can be used to find the 

probability distribution for e • The theorem states that 'the distribution 
p 

of the'sum of independent variables approaches the Gaussian distribution'. 

The average and the variance of the Gaussian distribution are given by the 

sum of the individual average and variances respectively. Thus the error 

e will have a near Gaussian probability distribution with mean and 
p 

variance given by : 

m-l if m levels are filled. 
2 

mean 

Variance 

.
Orzp -- _j_J._ ~ form= n Qnd

f v:. li"' 
. 

for n = 16 o~P -- .±. _.1_ 
Y\ p v.'­

"" 
The 99.73% confidence limit is given by: 

+ 2 f 12 n p 
1'n 


Hence the mean error e for m = n approaches
p 

1 fe = --;...,.-­p.av __;> p2nv­
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The maximum possible e occurs when f3 = 1 d = 0 for 
p 

all levels1o. situation which is very unlikely to occur. The error in 

this case is for n levels, 

Y-4-\ 

4. eT for normal distribution noise 

Van der Ziel has shown that 

where q?ft) is the autocorrelation function of \r the output of 

the L.P. filter. 

Consider noise of power ~ W/ unit bandwidth being passed 

through an ideal L.P. filter with a response. 

=\ 


0 elsewhere 

The output power spectrum, defined for positive frequencies only 

is I
G (w) 

0 elsewhere 
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The autocorrelation function, by definition, is 

Cf'tc) - {"" G1
(w) Cos{2.TI!tl d ~ -

-t/0 

roD1\.- ( os 2.1\~L d~- -or 

- ~ ~c [<;1,. ~~fc1 
2. 2.11 f, 'l' 

. . . <p<o> . = ~ 
2 

. '"t'2. - c:i\n'2 (2-nf,'t) d't•• - ~r 
t~ 0 (2.1T~c't) "1. 

A.. ...L JL 
ti. 2.1l~ 2. 

--
~'! '­



APPENDIX C 

The following programmes are included. 

1. e & ~~") for Sine Wave. n 

2. e & '{de~) for Triangular Wave. n 
d~ 

for Normal Distribution Noise.3· e 
n 

4. F to evaluate for Sine Wave. 
s 
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en 	 SINE WAVE 

"$JOB 	 003514 MAJITHIA 100 010 U3U 
SJIBFTC 


DOUR Lc E PRE CI S I 0 N S S I ~ S U rvh X , X 1 , F ( 2 nn 1 l ' S LJf'/:2 ' E l 2 o 0 1 l 

DIME~SION Fli1001),E111nOll 


50 	 READI5,3l N'N2 
3 	 FORMATC2I5l 


IFIN.EQ.OJGO TO 100 

RN=N 
 i 

RN2=N2 

N2P =1N2+1 

Nl=N+l 

WRITE (6, 4 I N 1 , N 2 


4 	 FORMAT llBHl SUMMATION FOR N=,I5,3X, 17HNUMBER OF SlEPS =,151/l 
L=l 
Fll>::tO.O 
E< u=o.o 
DOl I=bN2P 
L=L+~ 
51 =l.-1 

SI= SI/RN2 

SSI ~IRN +511**2 

SUM =::0.0 

D02 ·.;=1 'N 


RJ 	 =..J 
X =RJ/ISI +RN 

Xl =DSQRT C1.0 -X**2) 


2 	 SUM = SUM +2.0*RJ/3el4159 *DATANIXl/X) 

FILJ~0.25/SSI -0.5 +2.0/SSI*SUM 

EILJ~IFILJ-f(L-ll l*RN2 

EILJ '= 1.0/EILl 


1 	 CONTINUE 
su~~z*o.o 
DO ItO L=2,N2P 

SUM2::bSUM2+ABSC ( EC LJ+E(L-1 I l*CFCL-1 1-f(L l I 112.0 


110 E11Ll=SUM2 

WRITE(6,1121 SUM2 


112 	 FORMAT 131HO UNNORMALISED ERROR INTEGRAL =,E15.81 

FMAX =0.0 

Ellll=O. 

DO 1~ L=1,N2P 

Fl<Ll=FILl 

WRITE(6,10lFILl,E(Ll,EliLI 


10 FORMATI3(E20.8,10Xll 

11 IF CABS(f(L) ).GT.FMAXI n~AX=ABSIFILl l 


FMIN, =-FMAX 
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CALL PLOT 1 (fl,FMAX,FMIN,50.0,-5.,54 ' 130 ,5) 
CALL PLOTl (El'E~AX,EMJN,50.0,-5.0,54'130,5l 
CALL PLOT 3(Fl,El,lOO,l.l,-l,FMAX,FMIN'48'100,4l 
GO TO 50 

100 CONTINUE 
CALL.EXIT 
END 

$ENTRY 
14 40 
15 40 

$lBSYS 

CD TOT 0077 
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e TRIANGULAR WAVE 
n 

$JOB 003514 MAJITHIA 100 010 030 
$IBJOB NODECK 
$IBFTC 

DOUBLE PRECISION SSI,Q,f(2001l~SUM2,E(200ll 
DIMENSION F1(1001l~El(l00ll 


50 READt5,3l N,Nz 

3 F 0 R ~~A\ T ( 2 I 5 l 


IF (~.EQ.Ol GO TO 100 
RN=N 
RN2=N2 
N2P =N2+1 
Nl =•N+1 
W R I T E < 6 , 4 I ~ll , 1\12 

4 FORMAT (14H1 ERROR FOR N=,J5, 3X, 17HNUM8ER OF STE~S =,15//l 
L=l 
F(l):=O.O 
E(lJ:=o.o 
DOl I=l,N2P 
L=L+l 
S I =d -1 
SI= SI/RI\!2 
SSI "'(RN +SII**3 
G=SI*(l.O-SII*l2e0 
Q= Sl*<SI*2.0-3.0l**2 
F<Ll := <-RN +RN~-G +G -QJ/SSP·O.l25 
E<Ll~<F<LJ-F(L-ll l*RN2 
E(Ll = 1.0/E(Ll 

1 CONTINUE 
SUM2=fO.O 
DO 110 L=2,1\J2P 
SUM2~SUM2+ABS( <E<Ll+E<L-ll l*(F{L-ll-F(Lll 112.0 

110 El<L)=SUM2 . 
WRITq (6dl2l SUfvl2 

112 FORM4T<31HO UNNORMALISED ERROR INTEGRAL =,E25.8 
FMAX =b.o 
Ellllt=O. 
DO 1Jl L=l,N2P 
Fl(LJ=F(Ll 
WRITE<6d0JF(Ll tE<Ll ,El(Ll

10 FORMAT<3<E20e8,10Xll 
11 IF <ABS(F(Ll l.GT.FMAXI FMAX=ABS(F(Lll 

FtJ] IN I =-FMAX 

MeMAmR UNIVERSI-rl LIB~ 
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CALL PLOT 1 1Fl,F~AX,FMI~'50.0,-5.,54 • 130 ,5) 
CALL ·PLOTl 1El,EMAX,E~IN,50.0,-5.0,54'13n,sl 
C A L L P L 0 T 3 ( F 1 ' t=' 1 ' 1 0 0 , 1 • 1 ' - 1 , F ~ ~ A X ' F H tr,J , Lf P , 1 0 0 , 4 l 
GO TO 50 

100 CONTINUE 
CALL EX IT 
END 

$ENTRY 
14 40 
15 40 

:DIBSYS 

CD TOT 0074. 
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e 	 NORMAL DISTRIBUTION NOISE n 

$JOB 003514 ~AJITHIA 100 (11 :: n~n 

$IBJOR NODFCK 
SlibFTC 

1 	 Rt:AD (5,5ll N, DV 
51 	 FORMAT 115, Flu.61 


IF IN.EQ.C)) GO TO 100 

RN =N 

N1=f\l-1 

WRITE (6,611 ~~ 


61 	 FORMAT (14H1 ERROR FOR N=,I5IIJ 

V=O.u 


4 	 V= V+DV 

IF IV.GT.0.5rJI GO TO 1 

XR =U.U 

DO 2 J=l,N1 

RR=J 


2 	 XR =RR*ERFIRR/RNIVISQRTI2.01 l +XR 
Ef\1 V =0 • 1 2 :, I R1\.1 I R~ J I V I V,Y,- ( 1 • n +4 • 0 j<- !:;' ~g- I P r,l- 1 • n I - P • 0 -l\- X R I - () • r; 

v~RITE (6,62) V,ENV 
62- FORMAT IF15.8 ,1QX, El5.8) 

GO TO 4 
lUU 	 CONTINUE 


STOP 

END 


SJENTRY 
8 u.ul 

16 o.o1 
32 	 0.01 
64 0.01 


128 o.o1 

256 o.o1 


SJIRSYS 

CD TOT 0043 

http:RR*ERFIRR/RNIVISQRTI2.01
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Fs 	 TO EVALUATE SINE WAVEe1 

$JOB WATFOR 003514 MAJITHIA 100 030 

$IBJOB 

$IBFTC 


50 	 READ (5,3) N 
3 	 FORMAT ( I 5 l 


IF (N.EQ.Ol GO TO 100 

RN =N 

N1 =N+l 

Rf~ =N1 

WRITE (6,41 N1 


4 	 FORMAT (18H1 SUMMATION FOR N=' !5//1 

SUM =0.0 

DO 2 J=1,N 

RJ =J 

X =SQRT (1.0-(RJ/RRl**2l 

X1 =RJ/X 


2 SUM= SUM +(1.2732/RR**Zl *Xl 

WRITE (6,62) SUM 


62 60RMAT (1H ,lQX, E15e8 I 

GO TO 50 


100 	 CONTINUE 

STOP 

END 


$ENTRY 

7 

8 

9 


10 

11 

12 

13 

14 

15 

16 


$lBSYS 

CD 	 TOT 0046 

J 
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APPENDIX D 

CONVOLUTION 

1. Graphical Convolution 

The convolution of f(t) and r(t) is given by 

*r(t) 	 =f(t) h(t) 

f
+.o 

1(t") h(~--c) d-c 
-.o 

t 
tt"C) h(t-"t) d 't'.(	 when f(t) and h(t) are causal. 

0 

by definition of the integration 

process. 

The limits of the convolution r(t) are from the sum of the lower 

limits of f(t) and h(t) to the sum of their upper limits. Thus for graphical 

convolution, the following details are pertinent: 

(a) 	 Regard convolution as a product of two curves. 

(b) 	 Invert one i.e. take its image about the vertical axis. 

(c) 	 Shift this image through the second curve by constant amounts, 

working out the area at each instant. These areas represent 

the convolution. 

2. Impulse train approximation for numerical convolution. 

Theorem: Convolution of two impulse functions is also an impulse 

function. 
104. 
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i.e. d ( i - t l ) * d ( -t - t,_) cS(t -t,-tL) 

and also f(-L-t,) -t­ d(c-t,.) 1(-t- t:,-t.2) 

The proof of the theorem is elementary. 

Consider the function f(t) as shown in Figure below. 

t-
The area is divided into a large number of strips. These strips 

are replaced by impulses. A narrow strip of area occupying the region 

~ <t <. (n+1 )c/. may be approximated by an impulse of strength equal to 

the area of the strip and located at not • Thus the function f(t) is 

replaced by a sequence of impulses located at 0, o< , 2P< ------etc, w;i.th 

the strength of the (n+1)
!II 

impulse being proportional to f(no( ) 

For numerical convolution both f(t) and h(t) are approximated by such 

sequences. Thus 

As the convolution between two impulses is an impulse function, the con­

volution between f(t) and h(t) is very simple to perform. It is readily 

seen that ~ I 
f~) nt{:) .=.ot-.2.( e_o h ~ r h + - - -­t't 'tl 1"\ Y\-1 

t=WIC 
\'\ 

:::. o( "& (-l- Y\ C)() L tM h~- ""' 
W\:.0 

w ha~ ~ 'lrl or:: f ('\'nO() , h W\ ::: h ( W\ot) 
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also y(t) 

* If r(t) = f(t) h(t) then 

r = f h 
n m n -'IPI 

n 
The most convenient method to obtain c/..2 

' f hL- m n-Yr\ 
om= I 

is t.o write the impulse values on two strips of paper with the sequence 

h(t) written in the reverse order. One strip is moved along the other, 
'V\ 

one number at a time, the result rf-' f h being calculated atL m n-~rn 
...,.. ..0' 

each instant. From these the values of r can be easily obtained. 
n 
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APPARATUS 

Power Supply. 


Function generator 


A.C./ D.C. Differential Voltmeter John Fluke. 


Thermal transfer meter. John Fluke. 


True R.M.S. Meter. Hewlett Packard. 


Electronic Voltmeter: Bruel and Kjoer Model, 2409. 


Random Noise Generator: G.R. Company. Type 1390B 


General Purpose Amplifier: Hewlett Packard. 


L.P.Filter: G.R. Company. Type 83QE 


Pulse Generator: Philips Ltd. Type 5720. 
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