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Abstract

In this thesis, we introduce a novel method of reconstructing fibre directions from diffusion images. By modelling the Principal Diffusion Direction PDD (the fibre direction) directly, we are able to apply regularization to the fibre direction explicitly, which was not possible before.

Diffusion Tensor Imaging (DTI) is a technique which extracts information from multiple Magnetic Resonance Images about the amount and orientation of diffusion within the body. It is commonly used for brain connectivity studies, providing information about the white matter structure.

Many methods have been represented in the literature for estimating diffusion tensors with and without regularization. Previous methods of regularization applied to the source images or diffusion tensors. The process of extracting PDDs therefore required two or three numerical procedures, in which regularization (including filtering) is applied in earlier steps before the PDD is extracted. Such methods require and/or impose smoothness on all components of the signal, which is inherently less efficient than using regularizing terms that penalize non-smoothness in the principal diffusion direction directly.

Our model can be interpreted as a restriction of the diffusion tensor model, in which the principal eigenvalue of the diffusion tensor is a model variable and not a derived quantity.

We test the model using a numerical phantom designed to test many fibre orientations in parallel, and process a set of thigh muscle diffusion-weighted images.
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Notation

MRI: Magnetic Resonance Imaging

$B_0$: The external magnetic field

$\omega_0$: Larmor Frequency

RF: Radio Frequency

$B_1$: Radio Frequency Magnetic field

$M_z$: Magnetization

AC: Alternating Current

$T_1$: Longitudinal Relaxation Time

$T_2$: Transverse Relaxation Time

g: Gradient Magnetic Field

ADC: Apparent Diffusion Coefficient

DT: Diffusion Tensor

PGSE: Pulsed Gradient Spin Echo

WM: White Matter

GM: Gray Matter

PDD: Principle Diffusion Direction.

Pixel: The minimum unit of information that can be distinguished in a 2D image.

Voxel: The minimum unit of information that can be distinguished in a 3D volume (position, color, and density).
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Chapter 1

Fundamental Basics of MRI

Magnetic Resonance Imaging (MRI) depends on the existence of water molecules in the body. Hydrogen forms a large part of the water molecule ($H_2O$). Hydrogen atoms contain, as all atoms, protons and neutrons. If the number of at least one of either protons or neutrons is odd then a property called Spin can be considered. You can think about the spin as a small magnet, and the magnet has its interactions with any external magnetic field ($B_0$) [29,34].

![Figure 1.1: Single spin as a small magnet with its poles.](image)

1.1 External Static Magnetic Field ($B_0$)

When no external magnetic field is applied to the body, no magnetization can be found. The reason returns to the fact that spins will be oriented randomly and they will hit each other. This kind of process results in magnetic moment cancellation (magnetization = 0) Fig. 1.2. However, applying an external magnetic field in the Z-direction (conventionally) forces spins to align parallel
or anti-parallel to the direction of the external magnetic field, Fig. 1.3. If the spin has low energy, then it will align parallel to the $B_0$ direction (preferred way). In contrast, if it has high energy then its alignment will be anti-parallel [3]. Parallel or anti-parallel does not mean that spins will exactly line up with the direction of $B_0$ but precess around $B_0$ Fig. 1.4. The rate of this precession around $B_0$ is defined as the Larmor Frequency $\omega_0$ [29].

$$\omega_0 = \gamma B_0$$  \hspace{1cm} (1.1)

where $\gamma$ is the gyromagnetic rate which is unique for each type of atom. Eq.(1.1) states that the strength of $B_0$ has strong effect on the Larmor Frequency of the spins.

Figure 1.2: Spin random movement in the absence of an external magnetic field. Spin magnetic moments cancel each other and $M_z = 0$. 
Figure 1.3: Spin alignment in the presence of external magnetic field.

Figure 1.4: Spins are subjected to the external magnetic field and they precess around $B_0$ at a certain frequency $\omega_0$.

1.2 Radio Frequency ($B_1$)

As mentioned before, turning the external magnetic field $B_0$ on forces the spins to align with one of two possible ways (parallel or anti-parallel). Consequently, longitudinal magnetization is produced ($M_z$). This magnetization decays to the equilibrium state due to no change occurring to the spin energy levels. This case continues and no measurable signal occurs unless applying Radio Frequency energy (RF) parallel to the transverse plane. RF magnet ($B_1$) is a small amount compared to the external magnetic field ($B_0$). The effect of applying 90° RF (by convention) to the equilibrium system, is that a lot of
spins absorb energy from RF and then jump from the low-energy level (parallel to $B_0$) to the high-energy level (anti-parallel). This process is known as spin excitation, which means that the magnetization ($M_z$) is flipped by 90$^\circ$RF into the transverse plane (XY-direction) and spins begin their precession (in phase) at the Larmor Frequency ($\omega_0$) in the transverse plane around ($B_0$) \cite{1,29,34}.

1.3 Relaxation

The spin excitation process indicates a difference between the two energy levels. If we keep applying RF energy at the Larmor Frequency in the transverse plane for an unlimited amount of time, spins in the low-energy level absorb enough energy to arrive at the equalization state. No difference can be seen between the two energy levels. This phenomenon is known as saturation, where the magnetization in the transverse plane decreases in time until reaching zero. Unacceptable cases occur when no measured signal can be observed. We end up with the fact that spins are required to release their absorbed energy and return to the original values. This process is known as Relaxation. Two independent relaxation times are recognized $T_1$ and $T_2$ \cite{1,9}.

1.3.1 Longitudinal Relaxation Time ($T_1$)

As spins absorb energy from Radio Frequency (RF), they rotate the longitudinal magnetization ($M_z$) into the transverse plane. As a result $M_z$ disappears and spins begin their precession at the Larmor Frequency in the transverse plane around $B_0$. When the RF is turned off, spins transfer their absorbed energy to their surrounding area. As time goes on, absorbed longitudinal magnetization $M_z$ returns. The time required for spins to return to the equilibrium is called longitudinal relaxation time, $T_1$ relaxation time or spin-lattice relaxation time \cite{29}.

1.3.2 Transverse Relaxation Time ($T_2$)

Transverse magnetization is exhibited when the excited spins precess in phase at the same Larmor Frequency in the transverse plane. After the elapsed time, spins lose their absorbed energy which is transferred to a nearby spin. This causes a small difference in the spin's Larmor Frequency. Consequently, spins begin to precess out of phase (dephase) and a loss of the transverse magnetization is observed. The time required for this process is called transverse relaxation, $T_2$ relaxation time or spin-spin relaxation time \cite{6,29}.
1.4 Linear Magnetic Field

Linearly varying magnetic fields are added to the system to introduce spatial encoding. This additional magnet changes the static external magnetic field ($B_0$) into an inhomogeneous field. In the presence of only the static magnetic field ($B_0$), all spins within the body encounter the same magnetic influence and then all spins precess at the same Larmor Frequency Eq.(1.1). As a result, one RF pulse would excite the whole body making it difficult to distinguish between the measured signals according to their origins within the body. Placing a magnetic coil parallel to the static magnetic field ($B_0$) would be sufficient to generate a gradient magnetic field ($g$). Gradients are represented as wedges. Their strength at one side is stronger than the other, which means for example that the total magnetic field ($B_0 + g$) on the patient’s head exceeds that on the patient’s feet [29,34). The Larmor equation has to be expanded [1, 26] as

$$\omega_i = \gamma (B_0 + g r_i)$$ (1.2)

where

- $\omega_i$ is the Larmor Frequency of the spin located at $r_i$.
- $g$ is the gradient amplitude and direction.

Let us, for example, take the gradient applied in Z-direction $g_z$, then the Larmor equation is

$$\omega_i = \gamma (B_0 + g_z z_i)$$ (1.3)

which means that the Larmor Frequency varies from one spin to another based on their position along the Z-direction (the gradient applied direction).

1.5 Spatial Encoding

In this section, we introduce a brief review on spatial encoding. This process can be divided into three main steps [3,6,29]:

1. Slice selection.
2. Phase encoding.
3. Frequency encoding.
1.5.1 Slice Selection

Switching the gradient causes variation in the strength of the applied magnetic field. The spins of each slice within the body precess at some Larmor Frequency that differs from the Larmor Frequency of another slice. Consequently to investigate a certain slice in the body we have to adjust the frequency of the RF pulse to be approximately equal to the Larmor Frequency of the spins within the desired slice. The given example in section 1.4 selects a slice perpendicular to the Z-dimension because the gradient is applied in the Z-direction [3].

\[ Z \]

Figure 1.5: Choosing a certain slice via slice selection process.
1.5.2 Phase Encoding

The second step in spatial encoding is phase encoding, which is used to encode one dimension within an image. This task can be done by applying a phase-encoding gradient after excitation in the Y-direction. The strength of the phase encoding gradient at one end is stronger than the other end, and it is intermediate between the two ends. The total magnetic field \( B_0 + g_y y \) is then different for each spin because of the spin's position. Consequently, Larmor Frequency varies from one spin to another. When the phase-encoding gradient is turned off, Larmor Frequencies go back to the uniform case, but the phase change remains. Spins located at the same line (row) within the investigated slice have the same phase, while those located in different lines within the slice have different phases [3,29]. So the slice can be identified by the phase variation, as it shown in Fig. 1.6.

![Figure 1.6: Identifying each row within the selected slice via phase encoding process.](image)

1.5.3 Frequency Encoding

During signal measurement, the frequency encoding gradient is applied in the X-direction, which is used to encode the second dimension within an image. Applying this gradient results in variation in the signal frequencies along its direction, as it is shown in Fig. 1.7. Consequently, each column in the slice can be identified by its unique frequency [9,34].
Figure 1.7: Identifying each column within the selected slice via frequency encoding process
Chapter 2

Diffusion Tensor Imaging

"Diffusion is one of several transport processes that occur in nature."[10]. Fluid molecules such as water, move randomly via their thermal energy from one part of space to another. This type of movement is known as Brownian motion and is measured by a constant called the Self-Diffusion Coefficient (D).

2.1 Free Diffusion

Free diffusion can be described by Fick's First Law and understood by the following simple example [5]. If we let a drop of ink fall in a certain volume of water, we will see the random spread of the ink molecules through the entire volume of water. Ink molecules move from the high concentration region to the low concentration region, which explains the meaning of the minus sign in the Fick's First Law, (2.1).

\[ J = -D \nabla C \]  

(2.1)

where

- \( J \) is the molecular flux.
- \( D \) is the diffusion coefficient.
- \( \nabla C \) is the molecular concentration gradient.

Consider the equation of the conservation of mass [1,7], which is defined by

\[ \frac{\partial C}{\partial t} = -\nabla \cdot J \]  

(2.2)

And then combine the two previous equations as follows:

\[ \frac{\partial C}{\partial t} = -\nabla \cdot J = \nabla \cdot (D \nabla C) \]  

(2.3)
The result of the combination is known as the diffusion equation. If we consider the spin displacement concept, which is defined as:

\[ R = r - r_0 \]  \hspace{1cm} (2.4)

where

- \( r_0 \) is the position of the spin at time 0, and
- \( r \) is the position of the spin at time \( \tau \).

Then the process of diffusion in the equilibrium systems (isotropic system) can be viewed in terms of spin displacement by Einstein’s equation,

\[ D' = \frac{1}{6\tau} \langle R^T R \rangle. \]  \hspace{1cm} (2.5)

Where \( \langle \ldots \rangle \) is the average over the spin ensemble. For the non-equilibrium systems (anisotropic system), the Einstein equation easily generalizes to the diffusion tensor equation,

\[ D = \frac{1}{6\tau} \langle RR^T \rangle. \]  \hspace{1cm} (2.6)

2.2 Restricted Diffusion

![Figure 2.1: Restricted diffusion.](image)
The movement of water molecules is not always free where it might be restricted by boundaries. In this case water molecules will be reflected after encountering these boundaries. The best example of the restricted diffusion is the molecular diffusion of water within biological tissues, where water molecules encounter physical barriers such as membranes \([11,12]\). Water molecules move through the cell membranes at a slower rate than they diffuse along the membrane. It is impossible to measure the diffusivity within the cell membrane, because the volume is not significant, but measurements can be made on a group of cells which are contained by the voxel.

### 2.3 Isotropy and Anisotropy

Measuring diffusion within tissues depends on whether the diffusion is affected by the direction of the applied magnetic gradient field or not. In some parts of the body, such as brain gray matter (GM), the applied magnetic gradient field has no effect on the measured apparent diffusion coefficient (ADC). Experimentally the diffusively in this case is equal in all directions (isotropic diffusion), a single scalar is sufficient for describing the ADC. On the other hand there are some parts of the body such as brain white matter (WM) that are affected by the applied magnetic gradient field. The diffusively is unequal through the directions (anisotropic diffusion) so a single scalar is not sufficient for the measurement. Because of this, the \((3 \times 3)\) Symmetric Tensor is used to measure the diffusivity for each voxel \([2,7]\).

\[
D = \begin{pmatrix} d_{11} & d_{12} & d_{13} \\ d_{21} & d_{22} & d_{23} \\ d_{31} & d_{32} & d_{33} \end{pmatrix}
\]

### 2.4 Diffusion Weighted-Images and Diffusion Tensor

As mentioned before, measuring diffusion in the body in the anisotropic case can be done by using a tensor for each voxel, because water molecules diffuse randomly in several directions. The measured diffusion here is called Diffusion Tensor (DT). DT measurement requires at least 6 diffusion weighted images, in addition to one non-weighted image. The method that is used to obtain these weighted images is called Pulsed Gradient Spin Echo (PGSE). We would like to
explain some details on the strategy of PGSE, which is based on the Stejskal-Tanner sequence [33]. Fig. 2.2 shows the PGSE sequence, which begins by applying a 90° RF pulse. Spins are flipped to the transverse plane and start their rotation in the plane with phase 0. This is followed by a pulsed gradient of duration $\delta$, which introduces a difference in the rate of precession as a function of the position. After this pulse the phase is

$$\Theta_1 = \gamma g \delta r$$

(2.7)

where

- $r$ is the spin position during the first gradient pulse,
- $\gamma$ is the proton gyromagnetic ratio,
- $g$ is the applied field gradient, and
- $\delta$ is the gradient duration.

The rotation of the spins rapidly goes out of phase. A 180° RF pulse is used to refocus the magnetization, causing the spins to rotate back into phase $\Theta_2$ different from $\Theta_1$ since the spins have moved to new positions due to the diffusion.

$$\Theta_2 = \gamma g \delta r'$$

(2.8)

where $r'$ is the spin position during the second gradient pulse. The difference between $\Theta_1$ and $\Theta_2$ defines a concept known as Phase Difference or Molecular Spin Displacement

$$\delta(\Theta) = \gamma g \delta (r - r')$$

(2.9)

This equation leads to two different cases:

1. $r = r'$ means the spins remain at the same positions during the first and second pulsed gradient (no diffusion). This indicates that there is no signal loss (no signal attenuation).

2. $r \neq r'$ indicates that the spins have moved to different positions during the second pulsed gradient due to the Brownian motion during time $\Delta$, therefore signal loss (signal attenuation) is an expected result.

The signal attenuation is the ratio of the diffusion weighted signal to the unweighted signal.

$$\frac{S}{S_0} = e^{-bD}$$

(2.10)

where

$$b = \gamma^2 g^2 \delta^2 (\Delta - \delta/3)$$
• $b$ is a diffusion weight.

• $S_0$ is the signal intensity in the absence of a diffusion gradient (non-weighted image).

• $S$ is the signal intensity in the presence of a diffusion gradient (weighted image).

For the case of anisotropic diffusion, Eq. (2.10) has to be written in a more general form.

$$ S_k = S_0 e^{-\gamma^2 \delta^2 (\Delta - \delta / 3) \sigma_k^2 D g_k} $$  

where

$$ k = 1, 2, \ldots n, $$

is the image number.

In our problem, we form the model just in the X-direction and Y-direction, and we consider the fibre to be in a certain pattern such as the circle shown in Fig. 2.3. We applied different gradients and the obtained diffusion weighted images are depicted in Fig. 2.4. When the gradient magnetic field is applied parallel to the direction of the fibre, the diffusivity is large. In contrast, if the gradient field is applied perpendicular to the fibre direction, then the diffusivity is small.
The above fact we just mentioned clearly explains the difference between the weighted images. For example, in the first image \((S_1)\) in Fig. 2.4, the applied gradient is

\[
g_1 = \begin{pmatrix}
\frac{1}{\sqrt{2}} \\
0 \\
0
\end{pmatrix}
\]

which states that, the gradient is applied in the X-direction. The diffusivity is large in the fibre part that is parallel to the X-axis, and small in the fibre part that is perpendicular to the X-axis. Then no change in the measured signals in the perpendicular fibre part, this explains why the fibre is hidden in the perpendicular direction in \(S_1\) in Fig. 2.4. Note the third image \((S_3)\) is totally white, due to the direction of the applied gradient.

\[
g_3 = \begin{pmatrix}
0 \\
0 \\
\frac{1}{\sqrt{2}}
\end{pmatrix}
\]

The gradient is applied in the Z-direction, where we do not have a fibre in our model. Also in the fourth image \((S_4)\), our gradient is turned on in two directions.

\[
g_4 = \begin{pmatrix}
\frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} \\
0
\end{pmatrix}
\]

X-direction \(\rightarrow\) and Y-direction \(\uparrow\). The sum vector is: \(\rightarrow \uparrow = \nearrow\) Then the anti-parallel part of the fibre disappears in image \(S_4\) of Fig. 2.4.

Note that there are restrictions on the gradients sufficient to distinguish all fibres or tensors. Being linearly independent is not sufficient, as we will show in a 2D example, with two fibre directions not distinguishable by two linearly independent gradients.

Consider the following equation for the diffusion tensor corresponding to an ideal fibre,

\[
g_k^T (FF^T) g_k, \quad (2.12)
\]

which will be discussed fully in the section (3.1.2). The signal attenuation is given by:

\[
\frac{S_k}{S_0} = e^{-bg_k^T (FF^T) g_k} \quad (2.13)
\]

If \(b = 1\) then

\[
\frac{S_k}{S_0} = e^{-g_k^T (FF^T) g_k}. \quad (2.14)
\]
Now consider two fibre directions:

\[ A = \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix}, \quad B = \begin{pmatrix} 1 \\ 0 \\ -1 \end{pmatrix}, \]

and \textit{linearly independent} applied gradients,

\[ g_1 = \begin{pmatrix} \frac{1}{\sqrt{2}} \\ 0 \\ 0 \end{pmatrix}, \quad g_2 = \begin{pmatrix} 0 \\ \frac{1}{\sqrt{2}} \\ 0 \end{pmatrix}. \]

The attenuation is shown in the table

<table>
<thead>
<tr>
<th>gradient</th>
<th>fibre direction</th>
<th>( \exp(-g_k^T (F F^T) g_k) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g_1 )</td>
<td>A</td>
<td>0.6065</td>
</tr>
<tr>
<td>( g_2 )</td>
<td>A</td>
<td>0.6065</td>
</tr>
<tr>
<td>( g_1 )</td>
<td>B</td>
<td>0.6065</td>
</tr>
<tr>
<td>( g_2 )</td>
<td>B</td>
<td>0.6065</td>
</tr>
</tbody>
</table>

The last column shows that all attenuation are equal, which makes it impossible to distinguish between the tensors. Whereas, adding one more gradient such as

\[ g_4 = \begin{pmatrix} \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} \\ 0 \end{pmatrix} \]

distinguishes the two fibre directions, as seen in the following table

<table>
<thead>
<tr>
<th>( g )</th>
<th>( F )</th>
<th>( \exp(-g_k^T (F F^T) g_k) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g_1 )</td>
<td>A</td>
<td>0.6065</td>
</tr>
<tr>
<td>( g_2 )</td>
<td>A</td>
<td>0.6065</td>
</tr>
<tr>
<td>( g_4 )</td>
<td>A</td>
<td>0.1353</td>
</tr>
<tr>
<td>( g_1 )</td>
<td>B</td>
<td>0.6065</td>
</tr>
<tr>
<td>( g_2 )</td>
<td>B</td>
<td>0.6065</td>
</tr>
<tr>
<td>( g_4 )</td>
<td>B</td>
<td>1</td>
</tr>
</tbody>
</table>

where \( g_4 \) gives a different attenuation.

### 2.5 Diffusion Tensor Eigensystem

The diffusion tensor can be rewritten as a \( 3 \times 3 \) diagonal tensor matrix \( A \) in the right basis:

\[ D = PAP^{-1} \quad (2.15) \]

where
P = (e₁, e₂, e₃) is a matrix of column vectors representing independent eigenvectors, and

A = diag(λ₁, λ₂, λ₃) which simply represents the corresponding eigenvalues (λ₁ ≥ λ₂ ≥ λ₃).

Fig. 2.5 shows that e₁ which corresponds to λ₁ is the Principle Diffusion Direction (PDD).

### 2.6 Fibre Tracking

Fibre tracking or tractography is an application of diffusion tensor imaging (DTI). This field is concerned about reconstructing fibres in the anisotropic...
Many tractography methods have already been presented in the literature [21, 22, 23], which basically vary in the way that they use the local information of the tensors. But they are all using the same key idea, in that they are using the PDD to reconstruct the fibre directions.

The user chooses a point called seed point to use its PDD to follow the fibre direction Fig. 2.6. Tracing the fibre within a certain voxel continues until the voxel’s edge is encountered. Then same process is repeated with the next voxel. Conventionally, in fibre tracking color is used to display fibre direction Fig. 2.7:

1. The fibres in the X-direction are colored by red.
2. The fibres in the Y-direction are colored by green.
3. The fibres in the Z-direction are colored by blue.
Figure 2.5: Tensor eigensystem.

Figure 2.6: Simple interpretation for the Seed Point Method.
Figure 2.7: Reconstructed fibre direction images using MRI-DTI.
Chapter 3

Diffusion Tensor Estimation and Regularization

3.1 Diffusion Tensor Estimation

The Stejskal-Tanner equation plays the pivotal role in almost all DT estimation methods where it relates two types of information:

1. Diffusivity of the tissue.
2. Sensitizing gradient (both the strength and direction).

\[ S_k = S_0 e^{-b' g_k^T D g_k} \]  \hspace{1cm} (3.1)

where

\[ b' = \gamma^2 \delta^2 (\Delta - \delta/3) \]

Note that \( b' \) differs from \( b \), defined by Eq.(2.10), in that the factor \( g \) is not included in \( b' \).

3.1.1 Least Squares Estimation Method

The likelihood of model values based on measurements containing normally distributed errors is maximized by minimizing the difference between model predictions and measurements. This explains the widespread use of least-squares minimization, and why it is appropriate in our model.

In the DT model the objective function is defined as:

\[ \forall i = 1,..Nr \hspace{0.5cm} \forall j = 1,..Nc \]
\[
\min_{D(i,j)} \sum_{k=1}^{n} ||S_k(i,j) - S_0(i,j)e^{-bgkD(i,j)g_k}||^2
\]  

(3.2)

where \(N_r\) and \(N_c\) are the number of the rows and columns in the matrix (image) respectively.

### 3.1.2 Our Method

In our method we pay attention to the fact that in the presence of MRI, most water molecules within the biological tissues diffuse in the same direction as the fibre tissues. Since the principle diffusion direction (PDD) is the important target, we attempt to obtain with its corresponding eigenvalue \((\lambda_1)\), we assume that the diffusivity in perpendicular directions to the PDD \((\lambda_2 \text{ and } \lambda_3)\) are equal.

\[
\lambda_2 = \lambda_3 < \lambda_1
\]

Based on this assumption, and when we have that the voxels have only a single fibre orientation, the diffusion tensor can be written as:

\[
D = dI + FF^T
\]  

(3.3)

where

- \(d\) is a scalar.
- \(I\) is the identity matrix.
- \(F\) is a vector representing the PDD (fibre direction) and the increased diffusivity in that direction.

\[
F = \begin{pmatrix} f_x \\ f_y \\ f_z \end{pmatrix}
\]

Note that in our numerical phantom, we set the Z-component to zero, which indicates no fibre in the Z-direction. Eq.(3.3) can be rewritten as follows:

\[
D = \begin{pmatrix} d & 0 & 0 \\ 0 & d & 0 \\ 0 & 0 & d \end{pmatrix} + \begin{pmatrix} f_x \\ f_y \\ f_z \end{pmatrix} \begin{pmatrix} f_x \\ f_y \\ f_z \end{pmatrix}^T
\]

where \(d\) now represents the diffusivity amount in all directions perpendicular to the PDD. In the concept of the eigensystem, the PDD points to the direction
of the fibre (F), then in our model F is the eigenvector $e_1$ and its corresponding eigenvalue is:

$$\lambda_1 = d + F^T F$$

where $(d + FF^T)F = (dF + |F|^2 F) = (d + |F|^2)F$

So, $\lambda_F = (d + |F|^2)$ is the diffusivity amount in the direction of F eigenvector. The other eigenvalue can be detected as follows:

Let us say the eigenvector is $W$.

$$(d + FF^T)W = (dW + 0) F$$ and $W$ are orthogonal

Thus, the diffusivity amount in the directions perpendicular to fibre direction are $\lambda_W = d$.

The objective function of our model is defined as:

$$\forall i = 1,..Nr \quad \forall j = 1,..Nc$$

$$\min_{d(i,j),F(i,j)} \sum_{k=1}^{n} \|S_{k(i,j)} - S_{0(i,j)}e^{-bg_{k}^T d(i,j) g_k - (F_{k(i,j)} g_k)^2}\|^2$$

(3.4)

where $b$ as mentioned before is:

$$b = \gamma^2 \delta^2 (\Delta - \delta/3)$$

$Nr$ and $Nc$ are the number of the rows and columns in the matrix (image) respectively.

### 3.2 Diffusion Tensor Regularization

Diffusion imaging involves image attenuation, which reduces the ratio of signal to noise. Regularization can be used to reduce the amount of noise visible in images and other representations of diffusivity.

#### 3.2.1 Tikhonov Regularization

It is the most commonly used method for ill-posed problems [16, 22]. In the case of a nonlinear function, $f(x) = y$, where

- $x$ and $y$ are unknown variables.
we are concerned with solving the following equation:

\[ f(x) = y_{\text{meas}} \]  

(3.5)

Then the basic Tikhonov formula in this case is given by:

\[
\min_{x \in \text{dom}(f)} ||f(x) - y_{\text{meas}}||^2 + \alpha ||x - \bar{x}||^2
\]

(3.6)

where

- \( \bar{x} \) is an initial guess for the solution \( x \).
- \( ||x - \bar{x}|| \) is the penalty term.
- \( \alpha \) is the regularization parameter.

The objective function with the penalty term becomes:

\[
\min_{d,F} \sum_{k=1}^{n} \sum_{i,j} \left( ||S_{k(i,j)} - S_{0(i,j)}e^{-bg_k^T d(i,j)g_k - (F_{k(i,j)}g_k)^2}||^2 + R(d, F) \right)
\]

(3.7)

where \( R(d, F) \) is a regularizer to be chosen later.

The regularization process at each pixel basically depends on the number of neighbour-pixels that are taken into account. These neighbour-pixels can be chosen by considering a certain shape that includes the required neighbour-pixels. In our model we picked the pixels by using a square in two different experiments, as is shown in Fig. 3.1.

In the first experiment we picked the four neighbour-pixels (white boxes) as shown in Fig. 3.1 (a), thus the objective function was extended to be:

\[
\forall i = 2, \ldots Nr - 1 \quad \forall j = 2, \ldots Nc - 1
\]

\[
\min_V \sum_{k=1}^{n} \left( ||S_{k(i-1,j)} - S_{0(i-1,j)}e^{-bg_k^T d_{(i-1,j)}g_k - (F_{k(i-1,j)}g_k)^2}||^2 \right) 
\]

\[ + \sum_{k=1}^{n} \left( ||S_{k(i,j-1)} - S_{0(i,j-1)}e^{-bg_k^T d_{(i,j-1)}g_k - (F_{k(i,j-1)}g_k)^2}||^2 \right) 
\]

\[ + \sum_{k=1}^{n} \left( ||S_{k(i,j)} - S_{0(i,j)}e^{-bg_k^T d_{(i,j)}g_k - (F_{k(i,j)}g_k)^2}||^2 \right)
\]
\[ + \sum_{k=1}^{n} (\|S_{k(i,j+1)} - S_{0(i,j+1)}e^{-bg_k d_{(i,j+1)} g_k - (F_{(i,j+1)} g_k)^2} \|)^2 \]
\[ + \sum_{k=1}^{n} (\|S_{k(i+1,j)} - S_{0(i+1,j)}e^{-bg_k d_{(i+1,j)} g_k - (F_{(i+1,j)} g_k)^2} \|)^2 \]
\[ + \alpha(|d_{(i,j)} - d_{(i,j-1)}|)^2 + |d_{(i,j)} - d_{(i,j+1)}|)^2 \]
\[ + |d_{(i,j)} - d_{(i+1,j)}|)^2 + |F_{(i,j)} - F_{(i-1,j)}|)^2 + |F_{(i,j)} - F_{(i,j-1)}|)^2 \]
\[ + |F_{(i,j)} - F_{(i,j+1)}|)^2 + |F_{(i,j)} - F_{(i+1,j)}|)^2) \]

where

\[ V = \{d(i + \tilde{i}, j + \tilde{j}), F(i + \tilde{i}, j + \tilde{j})\} | (\tilde{i}, \tilde{j}) \in (0, 0), (0, 1), (0, -1), (1, 0), (-1, 0) \}. \]

The previous equation states that when solving this equation for each pixel we store the results of the pixel of index \((i, j)\) in Fig. 3.1(a) and ignore the rest of the results which belong to pixels \((i-1,j),(i,j-1),(i,j+1),(i+1,j)\).

In the second experiment we used the eight neighbour-pixels (gray boxes) Fig. 3.1(b), thus the objective function became:

\[ \forall i = 1, \ldots, Nr - 2 \quad \forall j = 1, \ldots, Nc - 2 \]

\[ \min_V \sum_{i=0}^{2} \sum_{j=0}^{2} \sum_{k=1}^{n} (\|S_{k(i+i,j+j)} - S_{0(i+i,j+j)}e^{-bg_k d_{(i+i,j+j)} g_k - (F_{(i+i,j+j)} g_k)^2} \|)^2 \]
\[ + \alpha(\sum_{i=0}^{2} \sum_{j=0}^{1} (d_{(i+i,j+j)} - d_{(i+i,j+j+1)}))^2 \]
\[ + \sum_{j=0}^{2} \sum_{i=0}^{1} (d_{(i+i,j+j)} - d_{(i+i+1,j+j)}))^2 \]
\[ + \sum_{i=0}^{2} \sum_{j=0}^{1} (F_{(i+i,j+j)} - F_{(i+i+1,j+j)})^2 \]
\[ + \sum_{j=0}^{2} \sum_{i=0}^{1} (F_{(i+i,j+j)} - F_{(i+i+1,j+j)})^2) \]

\[ V = \{d(i + \tilde{i}, j + \tilde{j}), F(i + \tilde{i}, j + \tilde{j})\} \]
\[ | (\tilde{i}, \tilde{j}) \in (0, 0), (0, 1), (0, 2), (1, 0), (1, 1), (1, 2), (2, 0), (2, 1), (2, 2) \}. \]
In this experiment we follow these steps:

Initialize array \texttt{initialObjective} to 1000000.
\begin{verbatim}
for \( i \in \{1,...,\text{rows} - 2\} \) do
  for \( j \in \{1,...,\text{cols} - 2\} \) do
    Solve the optimization problem Eq.(3.9) which returns the \texttt{objective} and the \texttt{solution}.
    for \( (i',j') \in \text{neighbours of} \ (i,j) \) do
      if \( \texttt{objective} < \texttt{initialObjective} \ (i',j') \) then
        \texttt{initialObjective} \ (i',j') \leftarrow \texttt{objective}
        \texttt{d} \ (i',j') \leftarrow \texttt{d} \text{ in} \ \text{solution}.
        \texttt{F} \ (i',j') \leftarrow \texttt{F} \text{ in} \ \text{solution}.
      end if
    end for
  end for
end for
\end{verbatim}

Figure 3.1: Graphical representation of the neighbour-pixels for a certain pixel.
Chapter 4

Numerical and Experimental Results

In this chapter we present the results of regularizing our unconstrained nonlinear problem, (3.7). We compare two regularization experiments:

- centred, four neighbour pixel experiment, and
- best-of-nine neighbourhood experiment,

using both numerical difference with numerical phantom and visual results.

This chapter is divided into two parts, in the first one we show the numerical results for the circle fibre orientations we introduced in Fig. 2.2, by simulating the diffusion-weighted images, with white noise added, and reconstructing the model variables \(d\) and \(F\) using optimization with and without regularization. These results show that regularization reduces noise without altering the structure of the phantom.

In the second part we present the results of a single slice cross section of a leg. These results are preliminary, and suggest a faithful reproduction of the calf muscles, but require more work (at higher resolution, comparable to other methods) to be considered a validation of the method.

4.1 Experiment Environment

2. CPU Speed: 2GHz.
3. RAM: 2GB.


4.2 Numerical Results

4.2.1 Solvers

It was a good step in the beginning to solve the problem using some extra solver’s package that can be installed to work with the Matlab environment. Since the validation of this model depends on the quality of the optimizer used, we benchmarked both the built-in Matlab solver and the commercial package, Tomlab. [30] The Tomlab tool contains many solvers and you can find out the one suitable for your problem conditions. We first tried UnSolve solver, this one is for unconstrained non-linear optimization problems. With using an initial guess $X_0 = [0 \ 0 \ 0 \ 0]$ we realized that the solver got stuck many times while the program was executing and a warning message appeared that the results were inaccurate. At that point we tried to use multiple initial guesses, $(X_{0a} = [0 \ 0 \ 0 \ 0]$ and $X_{0b} = [0 \ 0.1 \ 0.1 \ 0])$, to solve the problem, which means each pixel in our $(20 \times 20)$ image was solved two times and this clearly results in a wasted time. The results were good as you see in Fig. 4.1(a). Although the estimated results were contaminated by noise, the structure of the numerical phantom was clearly recognizable. Fig. 4.1(a) shows the fibre orientations which were plotted in 2D, i.e., of the three components of the fibre variable,

$$F = \begin{pmatrix} f_x \\ f_y \\ f_z \end{pmatrix}$$

we plotted $(f_x, f_y)$.

NpSol is another solver we tried to use with our problem, this solver is for constrained non-linear problems. The results were similar to the ones we got by using the UnSolve solver.

During our work with Tomlab we encountered two problems:

1. Tomlab solvers spent a long time (approximately 10 hours) solving our problem even though the image size was small $(20 \times 20)$. The poor performance may be the result of the non-linearity of our problem even though the problem is small.

2. The license of the Tomlab package is free for a period of time, and our department does not have a license.

For these reasons, we tried to solve the problem using Matlab’s built-in functions. The function we used is Fminsearch() .

The Fminsearch function (solver) is used to minimize the unconstrained non-linear problems using an initial guess $X_0$.
\[ [X, \text{Fval}] = \text{fminsearch (@MyFun, XO, Options)} \]

where \(X0\) is the initial guess which can be a scalar or a vector, \(X\) is the estimated solution, and \(\text{Fval}\) is the objective function at the solution \(X\). \(\text{Options}\) is a property to modify some parameter's values such as the maximum number of the iteration (\(\text{MaxIter}\)).

\(\text{Options=optimset ('MatIter', 1000000)}\)

The objective function (optimization problem) is defined in a Matlab function as:

\[
\text{Function MyFun (XO, alpha)}
\]
\[
\text{MyFun} = \text{XO}^2 + \text{alpha}
\]

The evaluation of the objective function at the solution can be returned in the parameter Fval. Using this solver to only estimate the PDD costs approximately 4 hours, so people can use this algorithm without a need to buy any license.

4.2.2 Initial Guess \(X_0\)

Since our problem is non-convex, starting with different initial points may result in different solutions. As we have mentioned in the previous section, we used multiple initial guesses with Tomlab solvers to get better results Fig. 4.1(a). When we switched to work with \text{fminsearch} solver we used the same multiple initial guesses. As you can see in Fig. 4.1(b), the results were much better in terms of the circle pattern where Fig. 4.1(b) is closer to the correct model Fig. 2.2 than Fig. 4.1(a).

In terms of the running time there was a really big difference where Tomlab solvers took approximately 10 hours to solve our problem while \text{fminsearch} took about 4 hours. We also tried to determine what the results are by using a single initial guess\((X_0 = [0 \ 0 \ 0 \ 0])\) with \text{fminsearch} solver, and in fact there was no difference between the results when using single or multiple initial guesses as you can compare between Fig. 4.1(b) and Fig. 4.2. So based on that we considered using single initial guess \((X_0 = [0 \ 0 \ 0 \ 0])\) to solve the problem.
4.2.3 Choice of Gradient Encodings

In the process of data acquisition we found by experiments that an acceptable magnitude gradients for our data are the following:

\[
\begin{align*}
 g_1 &= \begin{pmatrix} 
 \frac{1}{\sqrt{2}} \\
 0 \\
 0 
\end{pmatrix},
 g_2 &= \begin{pmatrix} 
 0 \\
 \frac{1}{\sqrt{2}} \\
 0 
\end{pmatrix},
 g_3 &= \begin{pmatrix} 
 0 \\
 0 \\
 \frac{1}{\sqrt{2}} 
\end{pmatrix},
 g_4 &= \begin{pmatrix} 
 \frac{1}{\sqrt{2}} \\
 0 \\
 0 
\end{pmatrix},
 g_5 &= \begin{pmatrix} 
 0 \\
 \frac{1}{\sqrt{2}} \\
 0 
\end{pmatrix},
 g_6 &= \begin{pmatrix} 
 0 \\
 0 \\
 \frac{1}{\sqrt{2}} 
\end{pmatrix}
\end{align*}
\]

4.2.4 Noise

As was mentioned before, in practice the process of data acquisition results in distributed noise. Consequently, we used a Matlab function called \texttt{wgn} to add a white gaussian noise to our simulated diffusion weighted images.

\texttt{wgn} \ (\texttt{row},\texttt{col},\texttt{n})

where

- \texttt{row} is the number of rows in the matrix (image).
- \texttt{col} is the number of columns in the matrix.
- \texttt{n} is the noise amount that is added to the reconstructed images.

In our experiment we used \texttt{n} = 0.01 and because it was not possible to see the difference between the various experiments results we increased the amount of noise to \texttt{n} = 20 as shown in Fig. 4.6.

4.2.5 Regularized Fiber Direction Images

In the process of removing the errors from the estimated results using the Tikhonov technique, you can choose any shape containing the desired neighbour-pixels for the specific pixel such as the shapes in Fig. 4.3. To evaluate the effect on the quality of the results, we tried two neighbourhoods:

1. using the 4 neighbour-pixels for the certain pixel Fig. 3.1 (a).
2. using the 8 neighbour-pixels for the certain pixel Fig. 3.1 (b)
The results of the first experiment on the fiber direction is depicted in Fig. 4.4(a). The errors were reduced a little bit by this regularization in some parts of the fiber direction image as you can see in Fig. 4.4(a). A large number of errors were around the fiber orientations precisely above and inside the circle pattern. Taking more neighbour-pixels into account can increase the amount that errors are reduced, as is shown in Fig. 4.4(b).

To further compare the two regularization experiments, we used the $L_2$ norm of the difference between the correct model (circle pattern) and the calculated results from both experiments. The $L_2$ norm is lower when the result is better and this is what we observed in the second regularization experiment in our model. The $L_2$ norm of the first regularization experiment (4 neighbour-pixels) was 11.7368, whereas was 10.8647 with the second regularization experiment (8 neighbour-pixels).

Looking at images is important in identify weaknesses in specific situations, with boundaries in different orientations being the most likely to pose difficulties. The comparison can be enhanced by using the error visual presentation of the two experiments. We calculated the difference in the two experiments between the estimated results and the real fiber direction, and it is clear that the results from the second experiment Fig. 4.5(b) are better than the first one Fig. 4.5(a). We compare between the two figures based on the arrows magnitude, when the arrow magnitude is small then the regularized results are close to the correct model. Note that the numbers in Fig. 4.5(b) point to some parts where the noise is reduced more than that in Fig. 4.5(a). We also look for a correlation between the errors and the structure of the phantom ring, which would indicate a loss of image structure.

### 4.3 Experimental Results

After making sure that our model works well with the simulated data, the second step in our project was checking the validity of our model with real data. The data we obtained from the Imaging Research Centre in Hamilton is a single slice cross-section of a leg. Fig. 4.8 shows the unweighted image (no sensitizing gradient magnetic field). Whereas Fig. 4.9 shows 6 weighted images and and their respective sensitivity gradient directions.

Fig. 4.10 shows the estimated results when no regularization method is applied. These results were good so far and we were eager to see what the regularization experiments can add to these partial results.

In the first regularization experiment (4 neighbour-pixels) we noted some error reduction Fig. 4.11(a), which in turn gave us a hope to get better
results by applying the second regularization experiment (8 neighbour-pixels) as shown in Fig. 4.11(b). We observed that taking more neighbour pixels in account increases the effectiveness of the regularization in removing noise. Trying bigger $\alpha$ (regularization parameter) makes the noise penalization more robust. With the two previous experiments we used $\alpha=1000$ after that we made a big jump by choosing $\alpha=10000$ and applied the second regularization experiment (8 neighbour-pixels). The image Fig. 4.12 (c) ($\alpha=10000$) is smoother than that with $\alpha=1000$ Fig. 4.12 (b).

The effect of regularization can be more readily seen by plotting the Z-component in all the previous experiments. With no regularization process it is really hard to recognize anything in Fig. 4.13 (a), where the image is completely obscured by noise. In the first regularization experiment ($\alpha=1000$) Fig. 4.13 (b) we observed that amount of the noise was removed compared with Fig. 4.13 (a), but it is hard to tell what is in the image. Some parts of the muscles appeared in Fig. 4.13(c) as a result of the second regularization experiment ($\alpha=1000$). In Fig. 4.13 (d) the image is much better, with the muscle apparent and largely free of noise.
Figure 4.1: Graphical representation of fibre direction results from using using two initial guesses $[0 \ 0 \ 0 \ 0]$ and $[0 \ 0.1 \ 0.1 \ 0]$: (a) by Tomlab solvers, (b) Fminsearch solver
Figure 4.2: Graphical representation of fibre direction results from Fminsearch with an initial guess [0 0 0 0]

Figure 4.3: Created shapes each of which surround a certain pixel (gray color) by different neighbour-pixels (black color).
Figure 4.4: Graphical representation of regularized fibre direction (a) centred, four neighbour pixel experiment, (b) best-of-nine neighbourhood experiment.
Figure 4.5: Graphical representation of the calculated differences between the regularized fibre direction and the correct model which results from (a) centred, four neighbour pixel experiment, (b) best-of-nine neighbourhood experiment. Small arrows indicate small errors, without variation across the image or correlation with the ring structure.
Figure 4.6: Diffusion weighted images obtained by adding more noise (20 instead of .01).
Figure 4.7: Graphical representation shows the calculated difference between the correct model and the results of (a) centred, four neighbour pixel experiment (long arrows specially around edges indicate big errors) and (b) best-of-nine neighbourhood experiment (error reductions can be seen specially around the edges (1), (2), (3), and (4)).
Figure 4.8: $T_2$ weighted image through the thigh of a healthy volunteer. Here an EPI diffusion encoding sequence was used with $b = 0$. 
Figure 4.9: The diffusion weighted images with the used gradient at each case.
Figure 4.10: Reconstructed image (anisotropic component) without regularization.
Figure 4.11: Reconstructed images when $\alpha=1000$, (a) 4 neighbour-pixels regularization method (b) 8 neighbour-pixels regularization method.
Figure 4.12: Reconstructed images (b) 8 neighbour-pixels regularization method ($\alpha=1000$) (c) 8 neighbour-pixels regularization method $\alpha=10000$. 
Figure 4.13: Reconstructed images $F_z$-components
Chapter 5

Conclusions and Future Work

5.1 Conclusions

In this thesis, we have presented a novel method for regularizing the principle diffusion direction (PDD). This method is a new attempt in this field, building on a restricted DT model. The restriction reduces the number of variables to be estimated from six to four as explained in chapter 3, and exposes the PDD as a model variable, making it possible to apply regularization in a single optimization problem.

Both numerical simulation and preliminary experimental results showed that using regularization causes a visible error reduction and smoothes the estimates, without hiding the structure. Numerical results also showed that using more neighbouring-pixels in the regularization is better.

5.2 Future Work

Our method showed good results, which we think can be further improved by:

1. Increasing the number of acquired diffusion weighted images.

2. Using higher resolution and higher regularization parameter $\alpha$.

3. Using more than one slice at a time will probably make as much difference as going from 4 to 8 neighbour-pixels.

4. Using solvers that take advantage of exact derivatives, to improve the accuracy of the estimated results.
5. Trying to reduce the implementation time by using another programming language such as C.

6. Adding multiple-fibre orientations to the model.
Appendix: MATLAB Codes

1. Main Function RDTM.m

```matlab
%-----------------------------------------------
% File name is RDTM.m
% This is the main function in the implementation code:
% It calls several functions that contain the objective
% functions in several cases.
%-----------------------------------------------
% Turn the clock on to calculate the implementation time
tic
clear all;
% Define a global variables
global s1 s2 s3 s4 s5 s6 s0 i j lam rn cn ;
global g1x g1y g1z g2x g2y g2z g3x g3y g3z g4x ;
global g4y g4z g5x g5y g5z g6x g6y g6z ;
% Define image’s size
rn=20;
cn=20;

%Define S0 to be the non-weighted image
s0=250*ones(rn,cn);

% Define a scalar d that represents the diffusion amount
% within directions that are anti-parallel to fiber tissues.
d=1;

% Reconstruct the fiber orientations to be as a circle pattern
% (the correct model)
for i=1:rn
    for j=1:cn
        rad = sqrt((i-10)*(i-10)+(j-10)*(j-10));
```
if ((rad > 8) || (rad < 5))
    fx((rn*i-rn)+j)=0;
    fy((rn*i-rn)+j)=0;
    fz((rn*i-rn)+j)=0;

% Save the X and Y coordinates of the fiber directions
% F=(fx; fy; fz)^T in a file.
    c=[i j fx((rn*i-rn)+j) fy((rn*i-rn)+j)];
    save xyfiber.dat c -ascii -append;
else
    fx((rn*i-rn)+j)=-(j-(10))/rad;
    fy((rn*i-rn)+j)=(i-(10))/rad;
    fz((rn*i-rn)+j)=0;
    c=[i j fx((rn*i-rn)+j) fy((rn*i-rn)+j)];
    save xyfiber.dat c -ascii -append;
end % if
end % j loop
end % i loop

% Save the correct model values.
fxold=fx;
fyold=fy;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Reconstructing the weighted images.
% With each image we use different magnetic gradient.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%*************image 1 *************%
% g1 is a 3D vector represents the first gradient field.
% g1=[1/sqrt(2); 0; 0];
g1x=1/sqrt(2);
g1y=0;
g1z=0;

for i=1:(rn*cn)
    pow1(i)=-d*(g1x^2+g1y^2+g1z^2)-(fx(i)*g1x+fy(i)*g1y+...
        fz(i)*g1z)^2;
end

for i=1:rn
for j=1:cn
    s1(i,j)=abs(s0(i,j))*exp(pow1((rn*i-cn)+j));
end
end

%*****************image 2 ****************%
% g2 is a 3D vector represents the second gradient field.
g2=[0; 1/sqrt(2); 0];
g2x= 0;
g2z=1/sqrt(2);
g2z=0;
for i=1:(rn*cn)
    pow2(i)=-d'*g2x-2+g2y-2+g2z-2)-(fx(i)*g2x+fy(i)*g2y+...
    fz(i)*g2z)^2;
end

for i=1:rn
    for j=1:cn
        s2(i,j)=abs(s0(i,j))*exp(pow2((rn*i-rn)+j));
    end
end

%*****************image 3 ************%
% g3 is a 3D vector represents the third gradient field.
g3=[0; 0; 1/sqrt(2)];
g3x= 0;
g3y=0;
g3z=1/sqrt(2);
for i=1:(rn*cn)
    pow3(i)=-d*(g3x)^2+g3y-2+g3z-2)-(fx(i)*g3x+fy(i)*g3y+...
    fz(i)*g3z)^2;
end

for i=1:rn
    for j=1:cn
        s3(i,j)=abs(s0(i,j))*exp(pow3((rn*i-cn)+j));
    end
end

%*****************image 4 ****************%
% g4 is a 3D vector represents the fourth gradient field.
g4=[ 1/sqrt(2); 1/sqrt(2); 0];
\[ g_{4x} = \frac{1}{\sqrt{2}}; \]
\[ g_{4y} = \frac{1}{\sqrt{2}}; \]
\[ g_{4z} = 0; \]
\[ \text{for } i=1: (rn*cn) \]
\[ pow4(i) = -d * (g_{4x}^2 + g_{4y}^2 + g_{4z}^2) - (f_x(i) * g_{4x} + f_y(i) * g_{4y} + \ldots) \]
\[ f_z(i) * g_{4z}^2; \]
\[ \text{end} \]
\[ \text{for } i=1:rn \]
\[ \text{for } j=1:cn \]
\[ s_{4}(i,j) = \text{abs} (s_{0}(i,j)) * \exp (pow4((rn*i-rn)+j)); \]
\[ \text{end} \]
\[ \text{end} \]

\[ \% \text{***************image 5 ***************}\]
\[ \% g_5 \text{ is a 3D vector represents the fifth gradient field.} \]
\[ \% g_5 = [ 1/\sqrt{2}; 0; 1/\sqrt{2} ]; \]
\[ g_{5x} = \frac{1}{\sqrt{2}}; \]
\[ g_{5y} = 0; \]
\[ g_{5z} = \frac{1}{\sqrt{2}}; \]
\[ \text{for } i=1: (rn*cn) \]
\[ pow5(i) = -d * (g_{5x}^2 + g_{5y}^2 + g_{5z}^2) - (f_x(i) * g_{5x} + f_y(i) * g_{5y} + \ldots) \]
\[ f_z(i) * g_{5z}^2; \]
\[ \text{end} \]
\[ \text{for } i=1:rn \]
\[ \text{for } j=1:cn \]
\[ s_{5}(i,j) = \text{abs} (s_{0}(i,j)) * \exp (pow5((rn*i-rn)+j)); \]
\[ \text{end} \]
\[ \text{end} \]

\[ \% \text{***************image 6 ***************}\]
\[ \% g_6 \text{ is a 3D vector represents the sixth gradient field.} \]
\[ \% g_6 = [ 0; 1/\sqrt{2}; 1/\sqrt{2} ]; \]
\[ g_{6x} = 0; \]
\[ g_{6y} = \frac{1}{\sqrt{2}}; \]
\[ g_{6z} = \frac{1}{\sqrt{2}}; \]
\[ \text{for } i=1: (rn*cn) \]
\[ pow6(i) = -d * (g_{6x}^2 + g_{6y}^2 + g_{6z}^2) - (f_x(i) * g_{6x} + f_y(i) * g_{6y} + \ldots) \]
\[ f_z(i) * g_{6z}^2; \]
end

for i=1:rn
    for j=1:cn
        s6(i,j)=abs(s0(i,j))*exp(pow6((rn*i-rn)+j));
    end
end

%*************** CHECKING THE OBJECTIVE FUNCTION **********%
for i=1:rn
    for j=1:cn
        tb(i,j)=(s1(i,j)-abs(s0(i,j))*exp(-d*(g1x^2+g1y^2+...
                g1z^2)-(fx((rn*i-rn)+j)*g1x+fy((rn*i-rn)+j)*...
                g1y+fz((rn*i-rn)+j)*g1z)^2))^2+(s2(i,j)-...
                abs(s0(i,j))*exp(-d*(g2x^2+g2y^2+g2z^2)-...
                (fx((rn*i-rn)+j)*g2x+ fy((rn*i-rn)+j)*g2y+...
                fz((rn*i-rn)+j)*g2z)^2))^2+(s3(i,j)-...
                abs(s0(i,j))*exp(-d*(g3x^2+g3y^2+g3z^2)-...
                (fx((rn*i-rn)+j)*g3x+ fy((rn*i-rn)+j)*g3y+...
                fz((rn*i-rn)+j)*g3z)^2))^2+(s4(i,j)-abs(...
                s0(i,j))*exp(-d*(g4x^2+g4y^2+g4z^2)-...
                (fx((rn*i-rn)+j)*g4x+ fy((rn*i-rn)+j)*g4y+...
                fz((rn*i-rn)+j)*g4z)^2))^2+(s5(i,j)-abs(...
                s0(i,j))*exp(-d*(g5x^2+g5y^2+g5z^2)-...
                (fx((rn*i-rn)+j)*g5x+ fy((rn*i-rn)+j)*g5y+...
                fz((rn*i-rn)+j)*g5z)^2))^2+(s6(i,j)-abs(...
                s0(i,j))*exp(-d*(g6x^2+g6y^2+g6z^2)-...
                (fx((rn*i-rn)+j)*g6x+ fy((rn*i-rn)+j)*g6y+...
                fz((rn*i-rn)+j)*g6z)^2))^2;
    end
end
noise1=0.01;
% Adding Noise to the weighted images.
s1 = s1 + wgn(rn,cn,noise1);
s2 = s2 + wgn(rn,cn,noise1);
s3 = s3 + wgn(rn,cn,noise1);
s4 = s4 + wgn(rn,cn,noise1);
s5 = s5 + wgn(rn,cn,noise1);
s6 = s6 + wgn(rn,cn,noise1);
%******************************************************************************
%******************************************************************************
%**************Diffusion Estimation **********
%******************************************************************************
for i=1:rn
    for j=1:cn
        % Using the Options property to increase the maximum number of function evaluations.
        options=optimset('MaxFunEvals',100000000000000000,'MaxIter',1000000);
        x0 = [0 0.0 0.0 0.0]'; % Starting values for the optimization.
        % using Fminsearch solver to solve the problem.
        [xn,fval]=fminsearch(@fb1,x0,options);
        obj1(i,j)=fval;
        d((rn*i-rn)+j)=xn(1);
        fx((rn*i-rn)+j)=xn(2);
        fy((rn*i-rn)+j)=xn(3);
        fz((rn*i-rn)+j)=xn(4);
    end
end
% Scaling the estimated results
dmax=d(1);
xmax=fx(1);
ymax=fy(1);
zmax=fz(1);
for i=1:rn*cn
    if dmax <d(i)
        dmax=d(i);
    end
    if xmax <fx(i)
        xmax=fx(i);
    end
    if ymax <fy(i)
        ymax=fy(i);
    end
    if zmax <fz(i)
        zmax=fz(i);
    end
end
end

for i=1:rn*cn
    d(i)=d(i)/dmax;
    fx(i)=fx(i)/fxmax;
    fy(i)=fy(i)/fymax;
    fz(i)=fz(i)/fzmax;
end

for i=1:rn
    for j=1:cn
        c1=[i
            j
            fx((rn*i-rn)+j)
            fy((rn*i-rn)+j)];
        save NoRegL300N10.dat c1 -ascii -append;
    end
end

d7=d;
fx7=fx;
fy7=fy;
fz7=fz;

%*******************************************************************
%******************* Regularization*******************************
%*******************************************************************
%Give a value to the Regularization parameter.
lam=300;

%*******************************************************************
%First  Regularization experiment
% Using 4 neighbor-pixels for the certain pixel.
%*******************************************************************
obj2=obj1;

for i=2:(rn-1)
    for j=2:(cn-1)
        % Starting values for the optimization.
        x_0 = [d7((rn*(i-1)-rn)+j) fx7((rn*(i-1)-rn)+j)
               fy7((rn*(i-1)-rn)+j) fz7((rn*(i-1)-rn)+j)
\[ d_7((r_n\cdot i-r_n)+(j-1)) \quad f_7((r_n\cdot i-r_n)+(j-1)) \]
\[ f_7((r_n\cdot i-r_n)+(j-1)) \quad f_7((r_n\cdot i-r_n)+(j-1)) \]
\[ d_7((r_n\cdot i-r_n)+j) \quad f_7((r_n\cdot i-r_n)+j) \]
\[ f_7((r_n\cdot i-r_n)+j) \quad f_7((r_n\cdot i-r_n)+j) \]
\[ d_7((r_n\cdot (i+1)-r_n)+j) \quad f_7((r_n\cdot (i+1)-r_n)+j) \]
\[ f_7((r_n\cdot (i+1)-r_n)+j) \quad f_7((r_n\cdot (i+1)-r_n)+j) \]
\]

\[ [x_n, f_{val}] = \text{fminsearch}(\text{@fb2}, x_0, \text{options}); \]
\[ d_7((r_n\cdot i-r_n)+j) = x_n((9)); \]
\[ f_7((r_n\cdot i-r_n)+j) = x_n((10)); \]
\[ f_7((r_n\cdot i-r_n)+j) = x_n((11)); \]
\[ f_7((r_n\cdot i-r_n)+j) = x_n((12)); \]
\[ \text{obj2}(i,j) = f_{val}; \]
\[ \text{end} \]
\[ \text{end} \]
\[ \]
\[ \text{for } i=1: r_n \]
\[ \text{for } j=1: c_n \]
\[ c_4=\begin{bmatrix} i \ j \ f_7((r_n\cdot i-r_n)+j) \ f_7((r_n\cdot i-r_n)+j) \end{bmatrix}; \]
\[ \text{save } \text{MidL300N10.dat } c_4 \text{ -ascii -append}; \]
\[ \text{end} \]
\[ \text{end} \]
\[ \]
\[ \text{for } i=1: r_n \]
\[ \text{for } j=1: c_n \]
\[ c_4=\begin{bmatrix} i \ j \ d_7((r_n\cdot i-r_n)+j) \ f_7((r_n\cdot i-r_n)+j) \ f_7((r_n\cdot i-r_n)+j) \ f_7((r_n\cdot i-r_n)+j) \ f_7((r_n\cdot (i+1)-r_n)+j) \text{obj2}(i,j) \end{bmatrix}; \]
\[ \text{save } \text{MidDataL300N10.dat } c_4 \text{ -ascii -append}; \]
\[ \text{end} \]
\[ \text{end} \]

%******************************************************************************
%******************************************************************************
% Regularization Test**************
% Calculating the difference between the correct model and
% the regularized results by first experiment.
%******************************************************************************
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for i=1:rn
  for j=1:cn
    if \( f_x^7((rn*i-rn)+j)*fxold((rn*i-rn)+j)+f_y^7((rn*i-rn)+j)*fyold((rn*i-rn)+j) < 0 \)
      difx1((rn*i-rn)+j)=f_x^7((rn*i-rn)+j)+fxold((rn*i-rn)+j);
      dify1((rn*i-rn)+j)=f_y^7((rn*i-rn)+j)+fyold((rn*i-rn)+j);
    else
      difx1((rn*i-rn)+j)=f_x^7((rn*i-rn)+j)-fxold((rn*i-rn)+j);
      dify1((rn*i-rn)+j)=f_y^7((rn*i-rn)+j)-fydld((rn*i-rn)+j);
    end
  end
end

for i=1:rn
  for j=1:cn
    w1=[i j difx1((rn*i-rn)+j) dify1((rn*i-rn)+j) ];
    save MiddiffL300N10.dat w1 -ascii -append;
  end
end

%***********************************************************
%Second Regularization experiment.
% Using 8 neighbor-pixels for the certain pixel.
%***********************************************************
obj3=1000000;
for i=1:(rn-2)
  for j=1:(cn-2)
    % Starting values for the optimization.
    x0=[d((rn*(i)-rn)+(j)) fx((rn*(i)-rn)+(j))
      fy((rn*(i)-rn)+(j)) fz((rn*(i)-rn)+(j))
      d((rn*(i)-rn)+(j+1)) fx((rn*(i)-rn)+(j+1))
      fy((rn*(i)-rn)+(j+1)) fz((rn* (i)-rn)+(j+1))
      d((rn*(i)-rn)+(j+2)) fx((rn*(i)-rn)+(j+2))
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fy((rn*(i)-rn)+(j+2))  fz((rn*(i)-rn)+(j+2))
d((rn*(i+1)-rn)+(j))  fx((rn*(i+1)-rn)+(j))
fy((rn*(i+1)-rn)+(j))  fz((rn*(i+1)-rn)+(j))
d((rn*(i+1)-rn)+(j+1))  fx((rn*(i+1)-rn)+(j+1))
fy((rn*(i+1)-rn)+(j+1))  fz((rn*(i+1)-rn)+(j+1))
d((rn*(i+1)-rn)+(j+2))  fx((rn*(i+1)-rn)+(j+2))
fy((rn*(i+1)-rn)+(j+2))  fz((rn*(i+1)-rn)+(j+2))
d((rn*(i+2)-rn)+(j))  fx((rn*(i+2)-rn)+(j))
fy((rn*(i+2)-rn)+(j))  fz((rn*(i+2)-rn)+(j))
d((rn*(i+2)-rn)+(j+1))  fx((rn*(i+2)-rn)+(j+1))
fy((rn*(i+2)-rn)+(j+1))  fz((rn*(i+2)-rn)+(j+1))
d((rn*(i+2)-rn)+(j+2))  fx((rn*(i+2)-rn)+(j+2))
fy((rn*(i+2)-rn)+(j+2))  fz((rn*(i+2)-rn)+(j+2))

[xn,fval]=fminsearch(@fb4,x_0,options);

if fval < obj3(i,j)
    obj3(i,j) = fval;
    d((rn*(i)-rn)+(j))=xn(1);
    fx((rn*(i)-rn)+(j)) =xn(2);
    fy((rn*(i)-rn)+(j))=xn(3);
    fz((rn*(i)-rn)+(j)) =xn(4);
end

if fval < obj3(i,j+1)
    obj3(i,j+1) = fval;
    d((rn*(i)-rn)+(j+1))=xn(5);
    fx((rn*(i)-rn)+(j+1)) =xn(6);
    fy((rn*(i)-rn)+(j+1)) =xn(7);
    fz((rn*(i)-rn)+(j+1)) =xn(8);
end

if fval < obj3(i,j+2)
    obj3(i,j+2) = fval;
    d((rn*(i)-rn)+(j+2))=xn(9);
    fx((rn*(i)-rn)+(j+2)) =xn(10);
    fy((rn*(i)-rn)+(j+2)) =xn(11);
    fz((rn*(i)-rn)+(j+2)) =xn(12);
end
if fval < obj3(i+1,j)
    obj3(i+1,j) = fval;
    d((rn*(i+1)-rn)+(j)) = xn(13);
    fx((rn*(i+1)-rn)+(j)) = xn(14);
    fy((rn*(i+1)-rn)+(j)) = xn(15);
    fz((rn*(i+1)-rn)+(j)) = xn(16);
end

if fval < obj3(i+1,j+1)
    obj3(i+1,j+1) = fval;
    d((rn*(i+1)-rn)+(j+1)) = xn(17);
    fx((rn*(i+1)-rn)+(j+1)) = xn(18);
    fy((rn*(i+1)-rn)+(j+1)) = xn(19);
    fz((rn*(i+1)-rn)+(j+1)) = xn(20);
end

if fval < obj3(i+1,j+2)
    obj3(i+1,j+2) = fval;
    d((rn*(i+1)-rn)+(j+2)) = xn(21);
    fx((rn*(i+1)-rn)+(j+2)) = xn(22);
    fy((rn*(i+1)-rn)+(j+2)) = xn(23);
    fz((rn*(i+1)-rn)+(j+2)) = xn(24);
end

if fval < obj3(i+2,j)
    obj3(i+2,j) = fval;
    d((rn*(i+2)-rn)+(j)) = xn(25);
    fx((rn*(i+2)-rn)+(j)) = xn(26);
    fy((rn*(i+2)-rn)+(j)) = xn(27);
    fz((rn*(i+2)-rn)+(j)) = xn(28);
end

if fval < obj3(i+2,j+1)
    obj3(i+2,j+1) = fval;
    d((rn*(i+2)-rn)+(j+1)) = xn(29);
    fx((rn*(i+2)-rn)+(j+1)) = xn(30);
    fy((rn*(i+2)-rn)+(j+1)) = xn(31);
    fz((rn*(i+2)-rn)+(j+1)) = xn(32);
end
if fval < obj3(i+2,j+2)
    obj3(i+2,j+2) = fval;
    d((rn*(i+2)-rn)+(j+2)) = xn(33);
    fx((rn*(i+2)-rn)+(j+2))=xn(34);
    fy((rn*(i+2)-rn)+(j+2))=xn(35);
    fz((rn*(i+2)-rn)+(j+2)) =xn(36);
end
end %for i
end %for j

for i=1:rn
    for j=1:cn
        c5=[i j fx((rn*i-rn)+j) fy((rn*i-rn)+j) ];
        save NinefxfyL300N10.dat c5 -ascii -append;
    end
end

for i=1:rn
    for j=1:cn
        c5=[i j d((rn*i-rn)+j) fx((rn*i-rn)+j)
            fy((rn*i-rn)+j) fz((rn*i-rn)+j)];
        save NineDataL300N10.dat c5 -ascii -append;
    end
end

%***********************************************************************
%***********************************************************************Reguralization Test******
% Calculating the difference between the correct model
%and the regularized results by the second experiment
%***********************************************************************
for i=1:rn
    for j=1:cn
        if fx((rn*i-rn)+j)*fxold((rn*i-rn)+j)+fy((rn*... i-rn)+j)*
            fyold((rn*i-rn)+j)<0
            difx2((rn*i-rn)+j)=fx((rn*i-rn)+j)+fxold((rn*... i-rn)+j);
            dify2((rn*i-rn)+j)=fy((rn*i-rn)+j)+fyold((rn*... i-rn)+j);
        else
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difx2((rn*i-rn)+j)=fx((rn*i-rn)+j)-fxold((rn*...i-rn)+j);
dify2((rn*i-rn)+j)=fy((rn*i-rn)+j)-fyold((rn*...i-rn)+j);
end
end
end

for i=1:rn
    for j=1:cn
        w1=[i j difx2((cn*i-cn)+j) dify2((cn*i-cn)+j)];
        save NinediffL300N10.dat w1 -ascii -append;
    end
end

%Plotting the weighted images
subplot(3,2,1);imshow(s1,[92 140]);
subplot(3,2,2);imshow(s2,[92 140]);
subplot(3,2,3);imshow(s3,[92 140]);
subplot(3,2,4);imshow(s4,[55 91]);
subplot(3,2,5);imshow(s5,[55 91]);
subplot(3,2,6);imshow(s6,[55 91]);
tim=toc

Function Fb1.m

function fun = fb1(x)

global s1 s2 s3 s4 s5 s6 s0 i j lam rn cn;
global g1x g1y g1z g2x g2y g2z g3x g3y g3z g4x;
global g4y g4z g5x g5y g5z g6x g6y g6z;

fun=(s1(i,j)-abs(s0(i,j))*exp(-x(1)*(g1x^2+g1y^2+g1z^2))-...
    (x(2)*g1x+x(3)*g1y+x(4)*g1z)^2)+(s2(i,j)-abs(s0(i,j))*...
    exp(-x(1)*(g2x^2+g2y^2+g2z^2)+x(2)*g2x+x(3)*g2y+x(4)*...
    g2z)^2)+(s3(i,j)-abs(s0(i,j))*exp(-x(1)*(g3x^2+g3y^2+...
    g3z^2)+x(2)*g3x+x(3)*g3y+x(4)*g3z)^2)+(s4(i,j)-...
    abs(s0(i,j))*exp(-x(1)*(g4x^2+g4y^2+g4z^2)+x(2)*g4x+...
    x(3)*g4y+x(4)*g4z)^2)+(s5(i,j)-abs(s0(i,j))*exp(-x(1)*...
    (g5x^2+g5y^2+g5z^2)+x(2)*g5x+x(3)*g5y+x(4)*g5z)^2)...
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\[2)^2 + (s6(i,j) - \text{abs}(s0(i,j)) \ast \exp(-x(1) \ast (g6x^2 + g6y^2 + g6z^2)) \ast 2;\]

**Function Fb2.m**

```matlab
function fun = mfb(x)

global s1 s2 s3 s4 s5 s6 s0 i j lam rn cn;
global g1x g1y g1z g2x g2y g2z g3x g3y g3z g4x;
global g4y g4z g5x g5y g5z g6x g6y g6z;

fun=(s1(i-1,j)-abs(s0(i-1,j))\ast\exp(-x(1)\ast(g1x^2+g1y^2+g1z^2))\ast2+(s2(i-1,j)-abs(s0(i-1,j))\ast\exp(-x(1)\ast(g2x^2+g2y^2+g2z^2))\ast2+(s3(i-1,j)-abs(s0(i-1,j))\ast\exp(-x(1)\ast(g3x^2+g3y^2+g3z^2))\ast2+(s4(i-1,j)-abs(s0(i-1,j))\ast\exp(-x(1)\ast(g4x^2+g4y^2+g4z^2))\ast2+(s5(i-1,j)-abs(s0(i-1,j))\ast\exp(-x(1)\ast(g5x^2+g5y^2+g5z^2))\ast2+(s6(i-1,j)-abs(s0(i-1,j))\ast\exp(-x(1)\ast(g6x^2+g6y^2+g6z^2))\ast2+(s1(i,j-1)-abs(s0(i,j-1))\ast\exp(-x(5)\ast(g1x^2+g1y^2+g1z^2))\ast2+(s2(i,j-1)-abs(s0(i,j-1))\ast\exp(-x(5)\ast(g2x^2+g2y^2+g2z^2))\ast2+(s3(i,j-1)-abs(s0(i,j-1))\ast\exp(-x(5)\ast(g3x^2+g3y^2+g3z^2))\ast2+(s4(i,j-1)-abs(s0(i,j-1))\ast\exp(-x(5)\ast(g4x^2+g4y^2+g4z^2))\ast2+(s5(i,j-1)-abs(s0(i,j-1))\ast\exp(-x(5)\ast(g5x^2+g5y^2+g5z^2))\ast2+(s6(i,j-1)-abs(s0(i,j-1))\ast\exp(-x(5)\ast(g6x^2+g6y^2+g6z^2))\ast2+(s1(i,j)-abs(s0(i,j))\ast\exp(-x(9)\ast(g1x^2+g1y^2+g1z^2))\ast2+(s2(i,j)-abs(s0(i,j))\ast\exp(-x(9)\ast(g2x^2+g2y^2+g2z^2))\ast2+(s3(i,j)-abs(s0(i,j))\ast\exp(-x(9)\ast(g3x^2+g3y^2+g3z^2))\ast2+(s4(i,j)-abs(s0(i,j))\ast\exp(-x(9)\ast(g4x^2+g4y^2+g4z^2))\ast2+(s5(i,j)-abs(s0(i,j))\ast\exp(-x(9)\ast(g5x^2+g5y^2+g5z^2))\ast2+(s6(i,j)-abs(s0(i,j))\ast\exp(-x(9)\ast(g6x^2+g6y^2+g6z^2))\ast2;\]
```
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g6z^2) - (x(10)*g6x + x(11)*g6y + x(12)*g6z)^2) + 2 + (s1(i,j+1) -
abs(s0(i,j+1))*exp(-x(13)*(g1x^2 + g1y^2 + g1z^2) - (x(14)*g1x +
x(15)*g1y + x(14)*g1z - 2))^2 + (s2(i,j+1) - abs(s0(i,j+1))*exp(-x(13)*(g2x^2 + g2y^2 + g2z^2) - (x(14)*g2x + x(15)*g2y + x(16)*
g2z - 2))^2 + (s3(i,j+1) - abs(s0(i,j+1))*exp(-x(13)*(g3x^2 +
g3y^2 + g3z^2) - (x(14)*g3x + x(15)*g3y + x(16)*g3z - 2))^2 +
(s4(i,j+1) - abs(s0(i,j+1))*exp(-x(13)*(g4x^2 + g4y^2 + g4z^2) -
(x(14)*g4x + x(15)*g4y + x(16)*g4z - 2))^2 + (s5(i,j+1) - abs(s0(i,j+1))*exp(-x(13)*(g5x^2 + g5y^2 + g5z^2) - (x(14)*g5x + x(15)*g5y +
x(16)*g5z - 2))^2 + (s6(i,j+1) - abs(s0(i,j+1))*exp(-x(13)*(g6x^2 +
g6y^2 + g6z^2) - (x(14)*g6x + x(15)*g6y + x(16)*g6z - 2))^2 + (s1(i+1,j) - abs(s0(i+1,j))*exp(-x(17)*(g1x^2 + g1y^2 + g1z^2) - (x(18)*g1x + x(19)*g1y +
x(20)*g1z - 2))^2 + (s2(i+1,j) - abs(s0(i+1,j))*exp(-x(17)*(g2x^2 + g2y^2 + g2z^2) - (x(18)*g2x + x(19)*g2y + x(20)*g2z - 2))^2 + (s3(i+1,j) - abs(s0(i+1,j))*exp(-x(17)*(g3x^2 + g3y^2 + g3z^2) - (x(18)*g3x + x(19)*g3y + x(20)*g3z - 2))^2 + (s4(i+1,j) - abs(s0(i+1,j))*exp(-x(17)*(g4x^2 + g4y^2 + g4z^2) - (x(18)*g4x + x(19)*g4y + x(20)*g4z - 2))^2 + (s5(i+1,j) - abs(s0(i+1,j))*exp(-x(17)*(g5x^2 + g5y^2 + g5z^2) - (x(18)*g5x + x(19)*g5y + x(20)*g5z - 2))^2 + (s6(i+1,j) - abs(s0(i+1,j))*exp(-x(17)*(g6x^2 + g6y^2 + g6z^2) - (x(18)*g6x + x(19)*g6y + x(20)*
g6z - 2))^2 + lam*(((x(2) - x(10))^2 + (x(3) - x(11))^2 + (x(4) -
x(12))^2 + (x(6) - x(10))^2 + (x(7) - x(11))^2 + (x(8) - x(12))^2 +
(x(14) - x(10))^2 + (x(15) - x(11))^2 + (x(16) - x(12))^2 + (x(18) -
x(10))^2 + (x(19) - x(11))^2 + (x(20) - x(12))^2 + (x(1) - x(9))^2 +
(x(5) - x(9))^2 + (x(13) - x(9))^2 + (x(17) - x(9))^2));

Fb3.m function fun = fb3(x)

global s1 s2 s3 s4 s5 s6 s0 i j lam rn cn;
both global g1x g1y g1z g2x g2y g2z g3x g3y g3z g4x;
global g4y g4z g5x g5y g5z g6x g6y g6z;

fun=(s1(i,j)-abs(s0(i,j)))*exp(-x(1)*(g1x^2+g1y^2+g1z^2)-(x(2)*
g1x+(x(3)*g1y+(x(4)*g1z-2))^2-(s2(i,j) - abs(s0(i,j)))*exp(-x(1)*
(g2x^2+g2y^2+g2z^2)-(x(2)*g2x+x(3)*g2y+x(4)*g2z-2))^2+
(s3(i,j) - abs(s0(i,j)))*exp(-x(1)*(g3x^2+g3y^2+g3z^2)-(x(2)*
g3x+(x(4)*g3y+x(5)*g3z-2))^2+(s4(i,j) - abs(s0(i,j)))*
exp(-x(1)*(g4x^2+g4y^2+g4z^2)-(x(2)*g4x+x(3)*g4y+x(4)*
g4z-2))^2+(s5(i,j) - abs(s0(i,j)))*exp(-x(1)*(g5x^2+g5y^2+g5z^2)-(x(2)*
g5x+x(3)*g5y+x(4)*g5z-2))^2+(s6(i,j) - abs(s0(i,j)))*
exp(-x(1)*(g6x^2+g6y^2+g6z^2)-(x(2)*g6x+x(3)*g6y+x(4)*g6z-2))^2
) / 61;
\( g_3x + x(3) * g_3y + x(4) * g_3z - 2 \) \( + (s_4(i, j) - \text{abs}(s_0(i, j))) \* \exp(-x(1)) \ldots \)
\( (g_4x^2 + g_4y^2 + g_4z^2 - (x(2) * g_4x + x(3) * g_4y + x(4) * g_4z - 2)) - 2^2) + \)
\( (s_5(i, j) - \text{abs}(s_0(i, j))) \* \exp(-x(1)) \ldots \)
\( (g_6x^2 + g_6y^2 + g_6z^2 - (x(2) * g_6x + x(3) * g_6y + x(4) * g_6z - 2)) - 2^2) + \)
\( (s_6(i, j+1) - \text{abs}(s_0(i, j+1))) \* \exp(-x(5)) \ldots \)
\( (g_1x^2 + g_1y^2 + g_1z^2 - (x(6) * g_1x + x(7) * g_1y + x(8) * g_1z - 2)) - 2^2) + \)
\( (s_1(i+1, j) - \text{abs}(s_0(i+1, j))) \* \exp(-x(17)) \ldots \)
\( (g_4x^2 + g_4y^2 + g_4z^2 - (x(18) * g_4x + x(19) * g_4y + x(20) * g_4z - 2)) - 2^2) \ldots \)
\( (x(1)) \ldots \)
\( (g_3x^2 + g_3y^2 + g_3z^2 - (x(8) * g_3x + x(9) * g_3y + x(10) * g_3z - 2)) - 2^2) \ldots \)
\( (x(13)) \ldots \)
\( (g_2x^2 + g_2y^2 + g_2z^2 - (x(14) * g_2x + x(15) * g_2y + x(16) * g_2z - 2)) - 2^2) \ldots \)
\( (x(17)) \ldots \)
\( (g_1x^2 + g_1y^2 + g_1z^2 - (x(20) * g_1x + x(21) * g_1y + x(22) * g_1z - 2)) - 2^2) \ldots \)
\( (x(25)) \ldots \)
\( (g_0x^2 + g_0y^2 + g_0z^2) - (x(26) * g_0x + x(27) * g_0y + x(28) * g_0z - 2) - 2^2) \ldots \)
\( (x(31)) \ldots \)
\( (g_4x^2 + g_4y^2 + g_4z^2 - (x(32) * g_4x + x(33) * g_4y + x(34) * g_4z - 2)) - 2^2) \ldots \)
\( (x(37)) \ldots \)
\( (g_3x^2 + g_3y^2 + g_3z^2 - (x(38) * g_3x + x(39) * g_3y + x(40) * g_3z - 2)) - 2^2) \ldots \)
\( (x(43)) \ldots \)
\( (g_2x^2 + g_2y^2 + g_2z^2 - (x(44) * g_2x + x(45) * g_2y + x(46) * g_2z - 2)) - 2^2) \ldots \)
\( (x(49)) \ldots \)
\( (g_1x^2 + g_1y^2 + g_1z^2 - (x(50) * g_1x + x(51) * g_1y + x(52) * g_1z - 2)) - 2^2) \ldots \)
\( (x(55)) \ldots \)
\( (g_0x^2 + g_0y^2 + g_0z^2) - (x(56) * g_0x + x(57) * g_0y + x(58) * g_0z - 2) - 2^2) \ldots \)
\( (x(61)) \ldots \)
\( (g_4x^2 + g_4y^2 + g_4z^2 - (x(62) * g_4x + x(63) * g_4y + x(64) * g_4z - 2)) - 2^2) \ldots \)
\( (x(67)) \ldots \)
\( (g_3x^2 + g_3y^2 + g_3z^2 - (x(68) * g_3x + x(69) * g_3y + x(70) * g_3z - 2)) - 2^2) \ldots \)
\( (x(73)) \ldots \)
\( (g_2x^2 + g_2y^2 + g_2z^2 - (x(74) * g_2x + x(75) * g_2y + x(76) * g_2z - 2)) - 2^2) \ldots \)
\( (x(79)) \ldots \)
\( (g_1x^2 + g_1y^2 + g_1z^2 - (x(80) * g_1x + x(81) * g_1y + x(82) * g_1z - 2)) - 2^2) \ldots \)
\( (x(85)) \ldots \)
\( (g_0x^2 + g_0y^2 + g_0z^2) - (x(86) * g_0x + x(87) * g_0y + x(88) * g_0z - 2) - 2^2) \ldots \)
\( (x(91)) \ldots \)
\( (g_4x^2 + g_4y^2 + g_4z^2 - (x(92) * g_4x + x(93) * g_4y + x(94) * g_4z - 2)) - 2^2) \ldots \)
\( (x(97)) \ldots \)
\( (g_3x^2 + g_3y^2 + g_3z^2 - (x(98) * g_3x + x(99) * g_3y + x(100) * g_3z - 2)) - 2^2) \ldots \)
\( (x(103)) \ldots \)
\( (g_2x^2 + g_2y^2 + g_2z^2 - (x(104) * g_2x + x(105) * g_2y + x(106) * g_2z - 2)) - 2^2) \ldots \)
\( (x(109)) \ldots \)
\( (g_1x^2 + g_1y^2 + g_1z^2 - (x(110) * g_1x + x(111) * g_1y + x(112) * g_1z - 2)) - 2^2) \ldots \)
\( (x(115)) \ldots \)
\( (g_0x^2 + g_0y^2 + g_0z^2) - (x(116) * g_0x + x(117) * g_0y + x(118) * g_0z - 2) - 2^2) \ldots \)
\( (x(121)) \ldots \)
(s3(i+1,j)-abs(s0(i+1,j))*exp(-x(25)*(g3x-2+g3y-2+g3z-2))\textsuperscript{2}+(x(26)*g3x+x(27)*g3y+x(28)*g3z)\textsuperscript{2})\textsuperscript{2}+(x(30)*g4x+x(31)*g4y+x(32)*g4z)\textsuperscript{2})\textsuperscript{2}.\]
abs(s0(i+2,j+2))*exp(-x(33)*(g4x^2+g4y^2+g4z^2)-(x(34)*g4x+ ... 
(x(35)*g4y+x(36)*g4z)^2))\^2+(s5(i+2,j+2)-abs(s0(i+2,j+2))*... 
ex(x(33)*g5x^2+g5y^2+g5z^2)-(x(34)*g5x+x(35)*g5y+ ... 
x(36)*g5z)^2)\^2+(s6(i+2,j+2)-abs(s0(i+2,j+2))*exp(-x(33)*... 
g6x^2+g6y^2+g6z^2)-(x(34)*g6x+x(35)*g6y+x(36)*... 
g6z)^2)\^2+lam*((x(1)-x(5))^2+(x(5)-x(9))^2+(x(13)-x(17))^2+ ... 
(x(17)-x(21))^2+(x(25)-x(29))^2+(x(29)-x(33))^2+(x(1)-x(13))^2+ ... 
(x(13)-x(25))^2+(x(5)-x(17))^2+(x(17)-x(29))^2+(x(9)-x(21))^2+ ... 
(x(21)-x(33))^2+(x(2)-x(6))^2+(x(6)-x(10))^2+(x(14)-x(18))^2+ ... 
(x(18)-x(22))^2+(x(26)-x(30))^2+(x(30)-x(34))^2+(x(2)-x(14))^2+ ... 
(x(14)-x(26))^2+(x(6)-x(18))^2+(x(18)-x(30))^2+(x(10)-x(22))^2+ ... 
(x(22)-x(34))^2+(x(3)-x(7))^2+(x(7)-x(11))^2+(x(15)-x(19))^2+ ... 
(x(19)-x(23))^2+(x(27)-x(31))^2+(x(31)-x(35))^2+(x(3)-x(15))^2+ ... 
(x(15)-x(27))^2+(x(7)-x(19))^2+(x(19)-x(31))^2+(x(11)-x(23))^2+ ... 
(x(23)-x(35))^2+(x(4)-x(8))^2+(x(8)-x(12))^2+(x(16)-x(20))^2+ ... 
(x(20)-x(24))^2+(x(28)-x(32))^2+(x(32)-x(36))^2+(x(4)-x(16))^2+ ... 
(x(16)-x(28))^2+(x(8)-x(20))^2+(x(20)-x(32))^2+(x(12)-x(24))^2+ ... 
(x(24)-x(36))^2);
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