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Abstract 

To assess the long-term performance of a solar thermal system, mathematical 

models that accurately capture the effects of heat transfer within and interactions between 

individual components are required. For solar domestic hot water systems, the components 

can include the solar collectors, storage tanks, heat exchangers, pumps, and associated 

piping. In addition, weather data and demand profiles are also required. Simplified models 

for each component are needed to reduce the computational time required to run long-term 

simulations. The simplified models, however, must also be sufficiently accurate in order to 

provide meaningful system-level results.  

Accurate prediction of the temperature profiles in the storage tanks of these systems 

is important since the temperature within the tank has a large impact on the efficiency of 

the entire system. TRNSYS, which is a commercial code commonly used for such 

simulations, contains a variety of different one-dimensional storage tank models. Previous 

research has indicated that these models have deficiencies in predicting experimental data. 

Therefore, this thesis is focussed on the analysis of the tank modelling used in TRNSYS. 

Results of this thesis show that the poor predictions are a result of numerical diffusion due 

to insufficient grid resolution. The correct theoretical profiles could be obtained by using a 

large number of nodes. However, this would lead to a significant increase in computational 

time.  

Alternative modelling strategies were also developed using analytical techniques to 

more accurately predict the temperature profiles within a storage tank while keeping a 

relatively low computational cost. Different models were created which considered the 

different mixing mechanisms present in a storage tank, such as increasing inlet 

temperatures with time, heat losses to the surroundings, tank wall heat conduction, and inlet 

jet mixing.
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Chapter 1     

Introduction 

In order to mitigate climate change and to meet Canada’s commitment to 

greenhouse gas reductions, there is a need for greater deployment of non-carbon based 

energy systems. The residential sector makes up 17% of the total Canadian energy use [1]. 

Of this, 82% is for space or hot water needs. Solar energy provides an alternative to natural 

gas or electrical resistance heating and approximately half of the residential electricity 

requirements in Canada could be satisfied by installing solar panels on residential buildings 

[2]. Moreover, it has been demonstrated that a well-designed community equipped with 

solar heating systems and using seasonal storage, such as the Drake Landing Solar 

Community (DLSC), can achieve nearly 100% of the space heating needs through solar 

thermal energy [3]. Careful design of these systems is needed in order to minimize capital 

costs while also ensuring that the desired performance is attainable. System simulation 

codes such as TRNSYS [4] play an important role in the design process. Sufficiently 

accurate models of the system components and their interactions is thus needed. 

1.1 Solar Thermal Systems 

A typical solar thermal domestic hot water (SDHW) system consists of solar panels, 

thermal storage tanks, pumps, piping, mains supply, and a household load, as shown in 

Figure 1.1. Solar panels are used to collect solar energy by heating a working fluid using 
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the solar radiation. The heat absorbed by the fluid is then transferred to a storage tank with 

the use of a heat exchanger or by directly sending the hot fluid into the tank.  

 

Figure 1.1 – Schematic of a solar thermal system consisting of a solar collector, a storage 

tank, a pump, and piping between the components as well as to the heating load and from 

the mains. 

The storage tank initially contains a cold fluid. While the tank fills with hot fluid 

from the collectors, the cold fluid is pumped to the solar collector to be heated, creating a 

cycle. When there is a heating load, such as for space-heating or domestic hot water (DHW) 

requirements, hot fluid is taken from the storage tank and is replaced by cold mains fluid. 

These systems can also have an additional heating system to heat the fluid being sent to the 

load when the temperature at the output of the storage tank is insufficient for space-heating 

or DHW requirements.  
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Thermal storage is required in these systems because of the temporal mismatch 

between the availability of solar energy and the demand for hot water. Hot water loads are 

typically higher during the night time and lower during the day when there is less activity 

for a residential household, as shown in Figure 1.2a. However, this trend does not match 

with the temporal distribution of solar energy, as shown in Figure 1.2b, which shows the 

peak solar availability during the middle of the day. Thermal storage tanks are therefore 

required to store the excess solar energy collected during the day, such that it can be 

accessed at a later time. 

 

Figure 1.2 – (a) Hourly domestic hot water flow rate required by for a heating load  [5], 

(b) Typical available solar radiation over a 24 hour period [6]. 
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1.2 Solar Thermal Storage Tanks 

The two key operations that occur for a storage tank are charging and discharging. 

For a typical charging cycle, hot water from the solar collectors enters the tank through an 

inlet at the top. At the same time, the initial cold water leaves the tank through an outlet at 

the bottom and is sent to the solar collectors to be heated. The hot inlet water will remain 

at the top of the tank due to buoyancy effects since the hot water will have a lower density. 

Tank discharging occurs when cold mains water enters the tank at the bottom and the hot 

water leaves through an outlet at the top of the tank. This water is then sent to the load. The 

load outlet is located at the top of the tank to ensure the highest temperature water is 

extracted. These two operations can also occur at the same time as hot fluid is added from 

the solar collectors and simultaneously extracted to be sent to the load. Auxiliary heating 

may be required if the temperature of the fluid leaving the tank is below the temperature 

set point required by the load.  

1.3 Thermal Stratification 

Due to the density difference between the hot inlet fluid and the initial cold fluid 

during a charging cycle, thermal stratification, in which the fluid in the tank is hot at the 

top and cooler at the bottom, can develop [6]. During charging, a perfectly stratified tank 

would occur if the hot inlet fluid did not mix with the cold fluid and filled the tank with a 

plug flow motion. This would create a spatial temperature profile which resembled a step-

function [7]. The hot region would grow as more fluid is added, and move as a plug flow 

in the tank, as shown in Figure 1.3. This allows for the greatest amount of energy to be 
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extracted from the tank when a hot water load is desired because the temperature of the 

water in the hot region of the tank would not change. However, this would not be possible 

under realistic conditions due to various mixing mechanisms and heat losses which would 

mix the two regions together, creating intermediate temperature regions known as the 

thermocline, reducing the temperature of the hot region, as shown in Figure 1.4 [8]. This 

represents a lower level of stratification. 

 

Figure 1.3 – Temperature profiles for a perfectly stratified tank at different times during 

charging. (a) 𝑡 = 𝑡1, (b) 𝑡 = 𝑡2, (c) 𝑡 = 𝑡𝑓𝑖𝑛𝑎𝑙 

 

Figure 1.4 – Varying levels of stratification, (a) Moderate level of stratification with a 

small thermocline width, (b) Low level of stratification with a large thermocline width, 

(c) No thermal stratification with a fully mixed tank [8]. 

Figure 1.4a) represents a moderate level of stratification as only a small amount of 

mixing occurred between the hot and cold regions. The width of the thermocline region is 
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relatively small compared to the other cases. Figure 1.4b) shows a lower level of 

stratification as a significant amount of mixing occurred, causing the width of the 

thermocline to increase. Figure 1.4c) shows a fully mixed storage tank at a uniform 

temperature. Note that all tanks contain the same amount of thermal energy. 

 

Figure 1.5 – Yearly solar fraction versus the collector flow rate for a perfectly stratified 

tank and a fully mixed tank [9]. 

A well-stratified tank is known to improve the solar thermal system performance in 

comparison to a well-mixed tank.  Figure 1.5 shows a comparison of the expected yearly 

solar fraction (fraction of total energy demand supplied by solar thermal system) versus the 

system flow rate for a perfectly stratified tank and a fully mixed tank [9]. The higher solar 

fractions found for a perfectly stratified tank means that a larger portion of the energy 

required is supplied by the tested solar thermal system. Ideally, the storage tank would send 
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the highest temperature fluid possible to the load [7]. This would ensure that the same 

amount of energy that was put into the tank was extracted and therefore, a smaller amount 

of auxiliary heating would be required to meet heating load requirements.  A high level of 

stratification would also allow for the coldest temperature fluid to be sent to the solar 

collectors, thus reducing collector heat losses. In contrast, a well-mixed tank would send 

warmer fluid to the collector, which increases collector losses. These two effects act to 

reduce the overall system efficiency in comparison to a stratified tank.  

1.4 System Simulation Modelling 

Numerical simulation of a thermal storage tank design is often necessary to assess 

how it will perform over time under different conditions. This can be done with the use of 

three-dimensional CFD models. These models are able to obtain fine details about the 

performance of the storage tank, such as flow patterns and temperature profiles at different 

locations and times. This is useful for comparing different storage tank designs, such as 

done by Shaarawy [10]. Multiple tank designs were compared, with the use of ANSYS 

CFX, which contained different baffle arrangements. The simulations were used to show 

the flow patterns created within the tanks and to determine which design created the highest 

level of stratification.  

However, these three-dimensional models can be computationally expensive due to 

the large number of nodes required to accurately predict the velocity and temperature 

profiles. As such, this approach is not suitable for system simulations which are used to 
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predict the long term performance of a system consisting of multiple components. 

Therefore, simpler models of the components are required. 

 

Figure 1.6 – Components of a solar thermal system studied by Chu [12] consisting of 

collectors, cold and hot storage tanks, and a heat pump. 

TRNSYS [11] is a commonly used transient system simulation tool that contains a 

large variety of different component models (or Types) that can be combined into a single 

simulation. Figure 1.6 shows an example of a solar thermal system that was simulated 

previously by Chu [12]. Individual models for each of these components were connected 

and simulated together to determine the performance of this system over a long period of 

time. The data input for this simulation was a set of weather data, used for the collector 

model, and the demand load profiles. The inputs for the other models would therefore 

depend on the outputs of the solar collector model. A glycol solution was used as the 
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working fluid for the collectors and the cold storage tank. Water was used for the hot 

storage tank such that it could be used to be sent to the load. 

The challenge with using simplified models for storage tanks is that they are not as 

accurate as the three-dimensional models and are not able to obtain finer details about the 

flow within the tank. Generally, the simplified models solve the one-dimensional thermal 

energy equation using an assumed flow pattern. Chapter 3 will present various simple 

modelling strategies for storage tanks that are used to obtain the most accurate solutions 

possible while keeping computational time low to allow for incorporation into the larger 

system simulations. 

1.5 Problem/Motivation 

The topic of this thesis was motivated by simulation results obtained by Chu [12]. 

In addition to the simulations of the solar thermal system shown in Figure 1.6, Chu also 

performed separate simulations for the hot storage tank to validate the TRNSYS storage 

tank model that was used. This was done by comparing the simulation results with 

experimental results from the same system.  

The hot storage tank was simulated together with the heat pump, as shown in Figure 

1.7, to ensure that the temperature of the water entering the hot tank was the same as in the 

experiments. Data collected from experiments for the temperature and flow rate of the 

glycol solution leaving the cold tank was used as an input for the heat pump model. The 

initial temperature of the water in the tank was 20𝑜𝐶 and the flow rate of the water entering 

the tank during a charging cycle was about 3 𝐿/𝑚𝑖𝑛.  
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Figure 1.7 – TRNSYS visualization of the component models used to simulate the 

conditions studied by Chu [12] to determine the accuracy of the hot storage tank model. 

 

Figure 1.8 – LEFT: Storage tank thermocouple positioning used to determine the 

experimental temperature profiles, RIGHT: Simulation and experimental temperature 

profile results obtained by Chu [12]. 

The TRNSYS one-dimensional model results did not match the experimental data. 

Figure 1.8 shows the temperature versus time results at 9 different locations along the 

height of the tank. The profiles representing the simulation results showed a much lower 

level of stratification compared to the experimental data. This was not expected because 

the TRNSYS storage tank model simplifies the flow such that it neglects some of the 

mixing mechanisms that can occur in an actual storage tank. Therefore, they should output 

temperature profiles that show a higher level of stratification. 
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This problem was also experienced with TRNSYS simulations performed by 

Baldwin and Cruickshank [13]. The results predicted more mixing within the tank in 

comparison to the experiments. Further analysis performed by Baldwin revealed that the 

error was reduced by increasing the number of nodes used for the model. However, the 

improvement experienced when the amount of nodes was increased was very small. 

Therefore, the number of nodes would likely need to be increased to a much larger value 

before the error was significantly reduced. 

1.6 Objective and Approach 

The objective of the current research was to investigate the reasons why the 

TRNSYS models used in Chu’s research did not provide accurate temperature profile 

results compared to the experiments. This was done by creating two simple case studies 

that outlined the key heat transfer and flow mechanisms that occur within a thermal storage 

tank. The first case involved conduction between the hot and cold regions of an initially 

perfectly stratified tank while there was no flow in or out. The second case considered 

typical charging conditions where the tank was initially filled with a cold fluid and hot fluid 

entered from an inlet at the top of the tank. These cases were simulated using three different 

TRNSYS models and compared with an idealized analytical solution. 

An investigation of the governing equations was also performed to derive an 

expression for the amount of numerical error that occurred with the TRNSYS models for 

varying simulation parameters, such as the number of nodes and time step size. A Taylor 

series expansion was performed on all of the discretized terms of the one-dimensional 
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convection/diffusion energy equation. This also helped to determine the simulation 

parameters that would be required to significantly reduce the error between the simulation 

and analytical results. 

 In addition to the analysis of the TRNSYS storage tank models, new modelling 

techniques were developed that improve on the TRNSYS results. These were grid-less 

models that used analytical solutions to determine the temperatures at different locations 

and times. Different techniques were developed to account for the additional mixing 

mechanisms that can occur within a storage tank. Some of which are not considered by the 

TRNSYS models. 

1.7 Outline of Thesis 

This thesis is divided into four main sections including a review of the literature on 

thermal storage tanks, an overview of some of the commonly used storage tank models 

developed by various researchers, an analysis of the TRNSYS one-dimensional storage 

tank models, and the development of the analytical modelling techniques. 

Chapter 2 is a review of the literature involving the design of thermal storage tanks. 

It includes a study of the main causes that lead to mixing within a storage tank and methods 

that different researchers have proposed to reduce this. The key dimensionless groupings 

that are commonly used to help define the level of stratification in a storage tank have also 

been shown.  

Chapter 3 gives an overview of some of the simple storage tank models that are 

used for long-term system simulations. The TRNSYS one-dimensional models used for 
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this research are discussed, as well as a quasi-one-dimensional model developed to account 

for inlet jet mixing. Finally, two different plug flow models are described which allow for 

movement of the one-dimensional nodes to track the location of the thermocline. 

Chapter 4 involves a numerical analysis of the TRNSYS one-dimensional storage 

tank models. Two different case studies were simulated to determine the conditions that 

lead to an unacceptable amount of numerical error. A Taylor series expansion also gives a 

representation of this numerical error and how the simulation parameters can be changed 

to obtain a more accurate result. 

Finally, Chapter 5 shows the development of different analytical modelling 

techniques that are able to simulate the ideal performance of a storage tank with more 

accuracy than the TRNSYS models. Each of the techniques consider different heat loss and 

mixing mechanisms that occur in an actual storage tank. The results of each of the models 

were compared with either experimental data or results obtained from an in-house one-

dimensional model.  
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Chapter 2     

Thermal Storage Tank Behaviour 

This chapter provides an overview of the performance of thermal storage tanks. The 

importance of obtaining a high level of thermal stratification is discussed. The heat transfer 

and mixing mechanisms that act to reduce the level of stratification have also been 

examined. 

2.1 Thermal Stratification in Storage Tanks 

Obtaining a high level of stratification in a thermal storage tank can contribute to 

an increase in the performance of a solar thermal system. Figure 2.1 shows a control volume 

surrounding an entire solar thermal system to observe the energy input and outputs. The 

energy entering the system comes from the solar energy from the sun, the mains water 

entering the tank, and electrical energy to run the pump (which is neglected for this 

analysis). Energy leaves the system as fluid is delivered to the load, from heat losses out of 

the tank, and from solar collector losses.   

The solar fraction is defined as the ratio of the energy provided to the load by the 

solar thermal system and the load requirements. This is calculated by dividing the energy 

delivered to the load by the solar thermal system, 𝑄𝑠𝑜𝑙𝑎𝑟 𝑡𝑜 𝑙𝑜𝑎𝑑, by the total energy required 

by the load, 𝑄𝑙𝑜𝑎𝑑, as shown by Eq. (2.1).  

 f =
Qsolar to load

Qload
 (2.1) 
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Figure 2.1 – Energy inputs and outputs for the overall solar thermal system. 

The energy delivered by the system would depend on the temperature of the fluid 

at the top of the tank, as given by Eq. (2.2). Therefore, a higher solar fraction would be 

obtained if the temperature of the fluid at the top of the tank was high. When there is a 

lower level of stratification, the temperature of the fluid in the hot region would decrease, 

leading to a lower solar fraction since more auxiliary energy would be required to heat the 

outlet fluid to a useable temperature.  

 Qsolar to load = ∫ṁCP(Ttop tank − Tref)dt (2.2) 

The level of stratification also effects the performance of the solar thermal 

collectors. The performance of the collector can be modeled with the Hottel-Whillier 

equation, Eq. (2.3), as used by Wuestling et al. [14]. This equation gives the rate of useful 
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energy gain from solar energy, 𝑄𝑢, where 𝐴𝐶  is the collector area, 𝐹𝑅(𝜏𝛼) is the intercept 

of the collector efficiency versus (𝑇𝑖 − 𝑇𝑎)/𝐺𝑇 curve, 𝐺𝑇 is the solar radiation per unit area 

incident on the collector plane, 𝐹𝑅𝑈𝐿 is the negative of the slope of the collector efficiency 

versus (𝑇𝑖 − 𝑇𝑎)/𝐺𝑇  curve, 𝑇𝑖 is the collector inlet temperature, and 𝑇𝑎 is the ambient 

temperature.  

 
Qu = AC[FR(τα)GT − FRUL(Ti − Ta)]

+ (2.3) 

This shows that the temperature of the fluid that enters the inlet of the solar 

collector, 𝑇𝑖, affects the performance of the collector. If 𝑇𝑖 increases, the heat losses from 

the collector increase, which decreases the energy collected. Therefore, it is beneficial to 

keep the temperature of the fluid at the bottom of a storage low. With a lower level of 

stratification, the temperature of the fluid in the bottom tank region would increase, leading 

to a lower collector efficiency. 

The following sections will discuss some of the major causes that act to reduce the 

level of stratification in a thermal storage tank. These can lead to additional mixing of the 

fluid inside the tank or heat losses of the hot fluid stored in the tank. 

2.1.1 Inlet Jet Mixing 

Inlet jet mixing is created as a result of the fluid entering the tank during charging 

or discharging. During charging, the tank initially contains cold fluid and a hot fluid would 

be introduced at the top with a flow rate equal to that of the fluid passing through the 

collectors. Since the tank fluid is initially stationary, the discontinuity in the velocity creates 

a zone of turbulent mixing [15]. The jet of fluid becomes turbulent at a short distance from 
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the inlet to the tank. Moreover, the adjacent, initially stagnant cold fluid will be entrained 

into the jet of hot fluid [16], as shown in Figure 2.2, causing an increase in the width of the 

turbulent mixing zone downstream from the inlet.   

 

Figure 2.2 – Schematic of a storage tank showing the inlet jet mixing as the initial tank 

fluid is entrained into the jet stream [19] 

The nature of the mixing will depend on the alignment of the buoyancy forces with 

the jet momentum. If the fluid entering the tank is hotter than the fluid adjacent to the inlet, 

the buoyancy force will direct the fluid upwards, thus opposing the momentum of the flow. 

This is known as a negative buoyant plume because the buoyancy forces that act on the 

inlet fluid and the momentum are in opposite directions. These types of flows have been 

studied by Nizami et al. [17] and Oliveski et al. [18]. As the jet penetrates deeper into the 

tank, the fluid will lose momentum as it mixes with the stagnant fluid. 
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Experimental data collected by Oliveski et al. [18] and Loerhke and Holzer [20] 

give examples of the effect that inlet jet mixing can have on the temperature profiles. Figure 

2.3 shows experimental results from Oliveski et al. for a thermal storage tank that was 

initially at a temperature of 24.5𝑜𝐶 and was charged at a constant flow rate (𝑅𝑒 = 1340) 

with water entering at the top of the tank at 39.9𝑜𝐶. Thermocouples were positioned along 

the tank height close the wall to record the temperatures at different tank levels with time. 

The results showed a slightly different thermocline development than expected from a 

typical plug flow within the tank. It took a certain amount of time before the temperature 

of the water at the top of the tank reached the inlet water temperature. This occurred due to 

the inlet jet penetrating to a certain depth and creating a re-circulation zone that mixed the 

inlet fluid with the cold fluid that was initially in tank, as shown in the velocity vector plots 

in Figure 2.4.  

 

Figure 2.3 – Experimental temperature profile results obtained by Oliveski et al. [18] 

showing an increasing temperature at the top of the tank for two different cases at 

different times during the simulation (LEFT: 10, 40 70 and 100 minutes; RIGHT: 10, 30, 

50, 70, and 90 minutes). 
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Figure 2.4 – Velocity vectors after (a) 10 min, (b) 40 min, and (c) 70 min predicted with 

CFD showing the inlet jet penetration depth and varying velocity patterns within the tank 

[17]. 

Many different researchers have developed methods to decrease the mixing that 

arises from the inlet jet penetration. Shah and Furbo [21] and Shaaraway [10] analyzed the 

entrance effects in solar thermal storage tanks with the use of baffles positioned in front of 

the inlet pipe. Results from simulations done by Shah and Furbo, Figure 2.5, show that a 

higher level of stratification was obtained with the use of large, flat baffles. This occurred 

because the baffles acted to reduce the incoming axial momentum of the fluid as it was 

redirected to the edges of the tank instead of penetrating down the center. Therefore, the 

inlet fluid does not mix as much with the cold tank fluid. Similar results were obtained with 
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the use of inlet diffusers, as shown by Zurigat et al. [22] and Chung et al. [23]. Different 

diffuser designs have been researched that distribute the inlet fluid flow over a much larger 

cross-sectional area. This reduces the depth the inlet fluid penetrates and prevents some of 

the mixing with the initial tank fluid. 

Plume entrainment occurs when cooler fluid with a higher density enters the top of 

the tank with a lower density fluid, the inlet fluid will fall until it reaches a level in the tank 

that contains fluid with the same density [24]. This is described as a positive buoyant plume 

since the buoyancy and momentum forces are in the same direction. This typically occurs 

when a tank is being charged later in the day when there is less solar energy available. The 

fluid that is pumped through the collectors is not heated to as high of a temperature and is 

then sent to the top of the tank that is at a higher temperature from previous charging. This 

results in additional mixing as the cooler fluid falls through the higher temperature layers 

within the tank. The falling fluid will cool the hotter temperature regions and reduce the 

level of stratification. 

Methods for preventing mixing due to plume entrainment have been developed. 

Different inlet stratifier designs were researched by Shah et al. [25] and Andersen et al. 

[26]. These stratifiers distribute the inlet flow to the level within the tank that has the same 

temperature. Shah et al. analysed the effects of a rigid pipe inlet stratifier with multiple 

outlets and Andersen et al. developed a fabric stratification pipe. 
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Figure 2.5 – Different inlet baffle designs tested by Shah and Furbo [21] and numerical 

results for tank discharging at 2 different times. LEFT – Raw pipe entering tank, 

MIDDLE – Metro, hemispherical baffle plate above inlet pipe, RIGHT – Large baffle 

plate above inlet pipe. 

In conclusion, the additional mixing that is created by the inlet fluid jet can have a 

large effect on the level of stratification within the tank. The penetration of the inlet jet 
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causes entrainment with the surrounding fluid that is initially in the tank. Different 

researchers have developed storage tanks with baffles and diffusers that reduce the axial 

momentum of the inlet jet by spreading the inlet flow over a larger cross-sectional area. 

This helps to create more of a plug flow motion that reduces the amount of mixing with the 

initial tank fluid. 

2.1.2 Fluid Conduction 

Conduction occurs along the interface between the hot and cold temperature regions 

within the tank. Over time, energy will be diffused from the hot region to the cold region, 

which acts to thicken the thermocline region. Jaluria and Gupta [27] and Lavan and 

Thompson [28] studied the effects of the fluid conduction on the stratification in thermal 

storage tanks. Jaluria and Gupta performed experiments on storage tanks that were initially 

well stratified and allowed to cool with time. The temperature profiles plotted in Figure 2.6 

show that the width of the thermocline increases as time increases. Temperatures of the 

isothermal hot region at the top of the tank decreased due to heat losses to the tank 

surroundings, but the main cause of the energy transfer between the hot and cold regions 

and the thermocline was the thermal diffusion.  

This fluid conduction is similar to the behaviour of a semi-infinite wall being 

heating with a constant temperature boundary [29]. Over time, heat is diffused into the wall 

and the temperature will increase until it reaches a constant temperature, as shown in Figure 

2.7. This is similar to what occurs along the interface between the hot and cold regions 

within a storage tank. The temperature at the center of the thermocline remains the same 
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with time as heat is diffused between the two regions. This comparison can be used to 

analytically predict the tank temperature profile for simple cases, as will be explored in the 

following chapters. 

 

Figure 2.6 – Temperature profiles at 

different times showing an increasing 

thermocline width due to conduction 

between the hot and cold regions [27] 

 

 

Figure 2.7 – Temperature profiles at 

different times showing the conduction of 

heat through a solid determined by the 

semi-infinite wall solution [29] 

2.1.3 Tank Wall Heat Conduction 

Axial heat conduction along the tank walls can also act as a mechanism for reducing 

stratification. The metals that are typically used for tank walls have a higher conductivity 

than water, which augments the axial heat conduction [19]. 

Lavan and Thompson [28] showed experimentally that the extraction efficiency 

(defined as 𝜂 = �̇�𝑡∗/𝑉 where 𝑡∗ is the time at which the initial inlet-exit temperature 

difference, ∆𝑇, has dropped to a 10 per cent drop of the initial ∆𝑇, �̇� is the volume flow 
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rate, and 𝑉 is the tank volume) calculated for a tank that was constructed with steel was 

only 90%, which was lower than the efficiency obtained from a tank constructed with 

plexiglass (97%). This was the result of heat being transferred through the tank walls at a 

higher rate. It was concluded that better performance could be obtained with the use of a 

tank that was made out of an insulating material.  Abdoly and Rapp [30] found similar 

results and stated that the wall heat transfer and heat losses to the surroundings can have a 

large effect on the overall temperature profile.  

A methodology for determining the importance of wall heat conduction was 

provided by Lightstone [19]. Dimensionless groupings were developed to determine how 

the wall conductivity compares with other heat transfers within the tank. The first relates 

the rate of energy transferred down the wall to the rate of heat transfer by convection. 

Therefore, if the dimensionless group shown in Eq. (2.4) is much smaller than one, it can 

be said that the wall conduction has a very small effect on the stratification within the tank. 

 
�̇�𝑐𝑜𝑛𝑑,𝑤𝑎𝑙𝑙

�̇�𝑐𝑜𝑛𝑣,𝑓𝑙𝑢𝑖𝑑
=
𝑘𝑤𝑎𝑙𝑙𝐴𝑐,𝑤𝑎𝑙𝑙
�̇�𝐶𝑃,𝑓𝑙𝑢𝑖𝑑𝐿

≪ 1  (2.4) 

The second dimensionless group compares an estimate of the heat transfer at the 

interface with the rate of heat transfer by convection in the tank fluid. For this comparison, 

the wall is treated as a fin in order to estimate the heat transfer. This assumes that the heat 

transfer coefficient is constant at the wall, the temperatures in regions 1 and 2, shown in 

Figure 2.8, are uniform, and the temperature of the wall is equal to the average in the 

thermocline. Therefore, the heat transfer to the wall would be given by Eq. (2.5). 
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Figure 2.8 – Schematic of wall heat conduction showing heat entering the wall from the 

hot fluid region (Region 1) and leaving into the cold fluid region (Region 2) [19]. 

 �̇�1 = √ℎ𝑃𝑘𝑤𝑎𝑙𝑙𝐴𝑐,𝑤𝑎𝑙𝑙
∆𝑇

2
𝑡𝑎𝑛ℎ (√

ℎ𝑃

𝑘𝑤𝑎𝑙𝑙𝐴𝑐,𝑤𝑎𝑙𝑙

𝐿

2
) (2.5) 

Therefore, the dimensionless group is given in Eq. (2.6). Similar to the previous 

case, if this number is much smaller than one, the heat transfer transferred through the wall 

will be much smaller than the heat transfer in the fluid and would not have a significant 

effect on the stratification within the tank. 

 |�̇�1| + |�̇�2|

�̇�𝑐𝑜𝑛𝑣,𝑓𝑙𝑢𝑖𝑑
=

√ℎ𝑃𝑘𝑤𝑎𝑙𝑙𝐴𝑐,𝑤𝑎𝑙𝑙 𝑡𝑎𝑛ℎ (√
ℎ𝑃

𝑘𝑤𝑎𝑙𝑙𝐴𝑐,𝑤𝑎𝑙𝑙

𝐿
2)

�̇�𝐶𝑃,𝑓𝑙𝑢𝑖𝑑
 

(2.6) 
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2.1.4 Heat Losses to Surroundings 

Typical thermal storage tanks will have insulation within the walls of the tank to 

prevent energy loss to the surroundings which would lead to a decrease in the water 

temperature. However, even with the use of insulation, a significant amount of heat can be 

lost to the surroundings when storing high temperature fluid over long periods of time. This 

can become important when storage tanks are used to store hot fluid overnight. 

 

Figure 2.9 – Schematic of the thermal storage tank used by Oliveski et al. [18] to study 

the temperature profiles with time with the effects of heat losses to the surroundings. 

Oliveski et al. [18]  and Abdoly and Rapp [30] performed experiments to determine 

the amount of heat loss that occurred with the use of an insulated storage tank and how it 

affected the temperature profiles within the tank over time. A stainless steel tank, as shown 

in Figure 2.9, was used by Oliveski et al., which consisted of different types of insulation 

in each wall. Fourteen thermocouples were positioned along the central axis of the tank. 
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The experiments consisted of a storage tank that was initially at uniform temperatures of 

51.5, 72.5, and 82𝑜𝐶. Cooling was allowed to occur over 15, 60, and 45 hours respectively 

and the ambient temperature was 17.3𝑜𝐶. 

 

Figure 2.10 – Temperature profile results obtained by Oliveski et al. [18] showing the 

decrease in the temperature of an initially constant temperature tank with time as a result 

of the heat losses to the surroundings. Due to natural convection, colder fluid falls to the 

bottom of the tank. 
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Figure 2.10 shows the temperature profiles within the tank for the third case. At 

each time, the average temperature across the entire tank decreased as heat was lost to the 

surroundings. The results also showed that the temperature of the water at the bottom of 

the tank was lower than the water at the top of the tank at later times, which was a result of 

natural convection. Heat losses to the surroundings caused the temperature of the fluid in 

the near wall region to decrease, but fluid in the center of the tank was still at a higher 

temperature. Therefore, due to buoyancy forces, the cooled fluid near the walls falls, 

creating a cooler fluid region at the bottom of the tank. This process creates stratification 

within the tank as the hot fluid remains at the top of the tank and the cold fluid falls to the 

bottom. 

These results show that heat losses to the surroundings can lead to significant 

changes in the temperature profiles that need to be considered in simulation models. 

However, the time scale of this phenomenon is much larger than the charging/discharging 

time of a storage tank, which can typically be 1-2 hours, depending on the size of the tank 

and the flow rate. Therefore, the heat losses to the surroundings may not significantly 

change the results during charging or discharging as the effects of other mixing mechanisms 

would be more dominant. 

2.2 Dimensionless Numbers 

There are a few different dimensionless groupings that arise from the analysis of 

thermal storage tanks that help to determine how a tank will perform. Each of these 

groupings help determine the behaviour of the fluid under different conditions, such as the 
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temperature difference and the fluid flow rate. The main dimensionless numbers are given 

below. 

 Ri =
Buoyancy Forces

Inertial Forces
=
gβ(Tin − Tinitial)H

uin
2  (2.7) 

 Re =
Inertial Forces

Viscous Forces
=
uinD

ν
 (2.8) 

 Gr =
Buoyancy Forces

Viscous Forces
=
gβ(Tin − Tinitial)H

3

ν2
 (2.9) 

 Fr =
Inertial Forces

Gravitational Forces
=
uin

√gH
 (2.10) 

The Richardson number, given by Eq. (2.7), is often used to predict the level of 

stratification that would be observed under certain conditions [28]. Generally, 𝐻 represents 

the height of the tank. However, if the tank inlet and outlets are not at the top and bottom, 

𝐻 would be the vertical distance between the inlet and outlet pipes. The variable 𝑇𝑖𝑛 is the 

temperature of the inlet fluid, 𝑇𝑖𝑛𝑖𝑡𝑖𝑎𝑙 is the temperature of the fluid initially in the tank 

before charging/discharging, 𝑈𝑖𝑛 is the velocity of the fluid entering the tank, and 𝛽 is the 

thermal expansion coefficient of the fluid. The Richardson number determines the ratio 

between the buoyancy and inertial forces. If the Richardson number of the fluid entering 

the tank is large, a higher level of stratification would be expected because there would be 

lower inertial forces compared to the buoyancy forces. Therefore, the inlet jet would not 

penetrate as deep, which would reduce the amount of mixing. 
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Experiments performed by Holzer et al. [31] on a tank with an inlet at the top of the 

tank and an outlet at the bottom revealed that in order to achieve a high level of 

stratification, a Richardson number of at least 4.7 was required. This was slightly larger 

than the value obtained by Zurigat et al. [32], who proposed that stratification was not 

affected by the inlet conditions when Richardson number was 3.6 for a horizontal storage 

tank. 

Other commonly used dimensionless groupings are the Reynolds number, which 

shows how the inertial forces compare with the viscous forces, the Grashof number for the 

ratio between the buoyancy and viscous forces, and the Froude number, which compares 

the inertial and gravitational forces. These numbers are most commonly used to indicate 

the characteristics of the inlet flow since it has a large effect on the tank stratification. 

2.3 Summary 

This chapter has explored different aspects of solar thermal systems while 

emphasizing the importance of the storage tanks. Storage is required in order to store excess 

thermal energy during the day such that it can be accessed at times where less solar energy 

is available. The design of these tanks is important because there are many causes of 

mixing, such as inlet jet mixing, fluid conduction, tank wall heat conduction, and heat 

losses to the surroundings, which lead to a loss of stratification and a decrease in the overall 

solar thermal system performance. 
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Chapter 3  

Thermal Storage Tank Models for System Simulation 

This chapter outlines some of the commonly used models for simulating the 

temperature profile within thermal storage tanks. Since three-dimensional modelling is not 

desired for long-term system simulations, these are simplified models that reduce the 

amount of computation. One-dimensional modelling techniques are shown as well as 

models that use a plug flow assumption. 

3.1 One-Dimensional Multi-Node Models 

System simulation codes, such as TRNSYS, typically approximate the temperature 

profiles in the tank as one-dimensional with no radial variation in temperature. These 

models thus discretize the problem into a set of one-dimensional, isothermal nodes along 

the height of the tank. A fully mixed tank is represented by a single node. As more nodes 

are used, a higher level of stratification can be simulated as more temperature layers are 

calculated [11]. This section reviews some of the one-dimensional models that have been 

previously developed. 

3.1.1 TRNSYS One-Dimensional Models 

TRNSYS contains a variety of different thermal storage tank models (also known 

as Types in TRNSYS). Most of these, such as Type 4, Type 60, and Type 534, are one-

dimensional models. Figure 3.1 shows the set of n tank nodes and how they are arranged 

by the models to simulate the temperature distribution within the tank. Some of the models 



M.A.Sc. Thesis – Cody Unrau McMaster University – Mechanical Engineering 

 

32 
 

allow for varying node sizes, ∆𝑥, that can be specified by the user. The single node shown 

in Figure 3.2 outlines the main energy flows that are calculated by the models for each time 

step. Descriptions for each of the terms in the energy balance are shown in Table 3.1.  

 

Figure 3.1 – One-dimensional node discretization of a thermal storage tank use by the 

TRNSYS models. 

Table 3.1 – Descriptions of the energy terms used to calculate the node temperatures fors 

the TRNSYS one-dimensional models. 

Term Description 

�̇�𝐢𝐧𝐂𝐩(𝐓𝐢𝐧)   or 

�̇�𝐨𝐮𝐭𝐂𝐏(𝐓𝐢) 

 

Heat flow entering the tank from the solar collector or being 

delivered to the load. These terms are only used for the node 

that is specified as the inlet or outlet of the tank.  
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�̇�𝐮𝐩𝐂𝐩𝐓𝐢   or 

�̇�𝐝𝐨𝐰𝐧𝐂𝐩𝐓𝐢−𝟏 

Mass flow out of node 𝑖 and into node 𝑖 − 1 or the mass flow 

entering node 𝑖 from node 𝑖 − 1. The mass flows entering and 

leaving a node boundary are summed together at the 

beginning of each time step and used for the calculations. 

𝐤 + ∆𝐤

∆𝐱
𝐀𝐜(𝐓𝐢−𝟏 − 𝐓𝐢) 

Conduction of between the previous node and node 𝑖. ∆𝑘 can 

be specified separately by the user to account for other 

conduction factors such as tank wall heat conduction. 

(𝐔 + ∆𝐔)𝐀𝐬(𝐓𝐞𝐧𝐯 − 𝐓𝐢) Heat losses from the fluid in node 𝑖 to the environment. 

 

𝐔𝐀𝐡𝐱𝐋𝐌𝐓𝐃 

Heat flow into node 𝑖 from an internal heat exchanger. The 

user specifies the dimensions of the heat exchanger, the 

temperature, and the flow rate of the fluid. Conductivities are 

also specified to account for heat exchanger material and 

walls. 𝐿𝑀𝑇𝐷 is the log mean temperature difference between 

the tank fluid temperature and the fluid in the heat exchanger. 

𝐐𝐚𝐮𝐱 Heat input from an optional auxiliary heater. The location of 

the heaters can be specified by the user to deliver heat to any 

node within the tank. 

Newton [33] developed a method used to account for heat conduction through the 

tank walls by calculating the total heat transfer as the sum of the fluid heat transfer and the 

wall conduction for a one-dimensional model. This assumes that the tank wall and the fluid 

are at the same temperature at each node location. 
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Figure 3.2 – Energy flows into and out of each node used to calculate the node 

temperatures for the TRNSYS one-dimensional models [33]. 

 

𝑞𝑡𝑜𝑡𝑎𝑙 = 𝑞𝑤𝑎𝑙𝑙 + 𝑞𝑓𝑙𝑢𝑖𝑑

=
𝑘𝑤𝑎𝑙𝑙𝐴𝑐,𝑤𝑎𝑙𝑙

∆𝑥
(𝑇𝑖 + 𝑇𝑖+1) +

𝑘𝐴𝑐
∆𝑥

(𝑇𝑖 + 𝑇𝑖+1) 

(3.1) 

Therefore, the total heat transfer can be written as Eq. (3.2) with a new conductivity 

equal to the sum of the fluid conductivity and ∆𝑘, which is the effect of the tank wall 

conductivity.  

 𝑞𝑡𝑜𝑡𝑎𝑙 =
(𝑘 + ∆𝑘)𝐴c

∆𝑥
(𝑇𝑖 + 𝑇𝑖+1) (3.2) 
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 ∆𝑘 =
𝑘𝑤𝑎𝑙𝑙𝐴𝑐,𝑤𝑎𝑙𝑙

𝐴𝑐
 (3.3) 

Another method of calculating the additional conductivity created by conduction 

through the tank walls would be to use the fin concept shown by Lightstone [19], given by 

Eq. (2.5). Using Eq. (3.2) to calculate the total heat transfer as the sum of the fluid 

conduction and the tank wall heat conduction, the value of the additional conductivity, ∆𝑘, 

would be: 

 ∆𝑘 = √ℎ𝑃𝑘𝑤𝑎𝑙𝑙𝐴𝑐,𝑤𝑎𝑙𝑙 𝑡𝑎𝑛ℎ (√
ℎ𝑃

𝑘𝑤𝑎𝑙𝑙𝐴𝑐,𝑤𝑎𝑙𝑙

𝐿

2
)
∆𝑥

𝐴𝑐
 (3.4) 

Once all of the required inputs for the one-dimensional models are determined, the 

temperature of node 𝑖 would be calculated by combining all of the terms into the differential 

equation shown by Eq. (3.5). 

 

(𝑀𝑖𝐶𝑝)
𝑑𝑇𝑖
𝑑𝑡

= �̇�𝑖𝑛𝐶𝑝(𝑇𝑖𝑛) − �̇�𝑜𝑢𝑡𝐶𝑝(𝑇𝑖) + �̇�𝑑𝑜𝑤𝑛𝐶𝑝(𝑇𝑖−1)

− �̇�𝑢𝑝𝐶𝑝(𝑇𝑖) − �̇�𝑑𝑜𝑤𝑛𝐶𝑝(𝑇𝑖)

− �̇�𝑢𝑝𝐶𝑝(𝑇𝑖+1) +
𝑘 + ∆𝑘

∆𝑥𝑖+1→𝑖
𝐴𝑐,𝑖(𝑇𝑖+1 − 𝑇𝑖)

+
(𝑘 + ∆𝑘)

∆𝑥𝑖−1→𝑖
𝐴𝑐,𝑖(𝑇𝑖−1 − 𝑇𝑖)

+ (𝑈𝑡𝑎𝑛𝑘 + ∆𝑈𝑖)𝐴𝑠,𝑖(𝑇𝑒𝑛𝑣 − 𝑇𝑖)

+ 𝑈𝐴ℎ𝑥(𝐿𝑀𝑇𝐷) + 𝛾ℎ𝑡𝑟𝑄𝑎𝑢𝑥 

(3.5) 
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This can be rewritten be collecting all of the terms with the same node temperatures 

together and combining the coefficients to get: 

 
𝑑𝑇𝑖
𝑑𝑡

= 𝐴𝑖𝑇𝑖−1 + 𝐵𝑇𝑖 + 𝐶𝑖𝑇𝑖+1 + 𝐷𝑖 (3.6) 

The TRNSYS one-dimensional models are all discretized similarly. However, there 

are differences between them since some include more features and use different solutions 

schemes to solve the differential equations for each of the tank nodes. The main differences 

between the models used for this research are shown in Table 3.2, which was adapted from 

a study performed by Allard et al. [34] that looked at the differences between the results of 

some of the TRNSYS storage tank models.  

Type 534 is able to simulate a tank with the largest number of nodes, which would 

increase the numerical accuracy of the model. However, the other models allow for unequal 

sized nodes to be specified, which can be used to obtain a better approximation of the 

temperature profile in certain tank locations. For example, a large number of nodes could 

be specified for the thermocline region to observe the changes in the level of stratification 

with time. However, this region with a large number of nodes could not be moved to follow 

the location of the thermocline during charging. It should also be mentioned that even 

though a larger number of nodes could be used for the Type 534 model, the default 

configuration of TRNSYS limits the number of derivatives for a simulation to 100. 

Therefore, the maximum number of nodes that could be used for the simulation of a single 

storage tank model would be 100. 
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Table 3.2 – Comparison of the TRNSYS Type 4, Type 60, and Type 534 one-dimensional 

model characteristics [34]. * indicates that the model includes the respective characteristic. 

 Type 4 Type 60 Type 534 

Nodes  

Maximum Nodes 100 100 500 

Unequal Sized Nodes * *  

Inlet Modes  

Specified Nodes * * * 

Closest Temp. Node * * * 

Fractioned Inlet Nodes   * 

Energy Balance 

Specified Node Loss Coeff. * * * 

Thermal Conductivity  * * 

Fully Mix Temp. Inversions * * * 

Temp. Inversion Mixing Flow 

Rate 

  * 

Numerical Model 

Solution Scheme DIFFEQ Crank-Nicolson Analytical 

Internal Time Steps  *  

The models also contain different inlet modes that can be selected by the user. The 

first mode allows the user to specify any node as the inlet node. This allows for the model 

to account for different tank designs where the inlet could be located along the side of the 

tank instead of the top. For the second mode, the node which contains fluid with a 

temperature closest to the inlet fluid temperature is chosen by the model as the inlet 

location. This represents an ideal case and would simulate the highest level of stratification 

that could be obtained for the given inlet conditions. The three models researched here all 
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consider these two inlet modes. However, the Type 534 model also considers an inlet mode 

which allows the user to specify different fractions of the inlet flow to be delivered to 

different nodes. This could be used to account for higher inlet flow rates where the inlet 

fluid penetrates deeper into the tank than just the inlet node. 

For the nodal energy balances, all of the models contain the terms summarized in 

Table 3.1 except for Type 4 which does not consider the conductivity between the nodes.  

This means that the third term in Table 3.1 is neglected in the Type 4 model.  

 

Figure 3.3 – Schematic of a storage tank showing hot fluid entering below cold fluid 

layers. A mixing algorithm is used to account for the rise of hot fluid due to buoyancy 

[33] 

The models also account for temperature inversions between the nodes. Due to the 

buoyancy of the tank fluid, a higher temperature fluid should always be above a cooler 

fluid. However, this would not occur with these one-dimensional models if, for example, 
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the hot inlet was located somewhere along the side of the tank, as shown in Figure 3.3 [33], 

because they do not consider buoyancy. A short-circuit would be created where the initial 

cold tank fluid would always be contained at the top of the tank as the hot inlet fluid would 

moves downwards towards the outlet. Therefore, to account for the buoyancy of the fluid, 

a mixing algorithm is used. When the temperature of the node above another is lower, the 

two nodes will be fully mixed to an average temperature between the two. This calculation 

is repeated for each node until no temperature inversions exist for the current time step. 

Type 534 also allows the user to specify a mixing flow rate for the temperature inversions 

[35]. 

The main difference between the one-dimensional models is the numerical scheme 

that is used to solve the differential equations for each node. Newton [33] discussed the 

numerical schemes used by Type 4 and Type 60. The Type 4 and Type 534 models both 

use a TRNSYS subroutine called DIFFEQ, which returns a solution to the simplified 

differential equation Eq. (3.7). For the case of a storage tank, coefficient 𝑎𝑖 would be the 

same as 𝐵𝑖 in Eq. (3.6) and 𝑏𝑖 would be equal to the sum of the rest of the terms. The 

solution to the differential equation, given by Eq. (3.8), is iterated until the change in 𝑇𝑖 is 

small. Coefficient 𝑏𝑖 can vary over a simulation time step since, for example, it is a function 

of the heat exchanger temperature. Therefore, to solve the differential equation, the average 

value over the time step, 𝑏𝑎𝑣𝑔 = 𝑏(𝑇𝑎𝑣𝑔), is used [35]. 
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The new node temperature, 𝑇𝑛𝑒𝑤,𝑖 is calculated for each time step assuming that the 

surrounding nodes are at time-averaged temperatures. Time-averaged node temperatures 

are calculated using Eq. (3.9).  

 
𝑑𝑇𝑖
𝑑𝑡

= 𝑎𝑖𝑇𝑖 + 𝑏𝑖 (3.7) 

 𝑇𝑛𝑒𝑤,𝑖 = (𝑇𝑖(𝑡) +
𝑏𝑖
𝑎𝑖
) 𝑒𝑎𝑖∆𝑡 −

𝑏𝑖
𝑎𝑖

 (3.8) 

 
𝑇𝑎𝑣𝑔,𝑖 =

𝑇𝑖(𝑡) +
𝑏𝑖
𝑎𝑖

𝑎𝑖∆𝑡
(𝑒𝑎𝑖∆𝑡 − 1) −

𝑏𝑖
𝑎𝑖

 
(3.9) 

The Type 60 model uses the implicit Crank-Nicolson scheme to solve the original 

differential equation. The solution for the new node temperature after each iteration is given 

by Eq. (3.10). The node temperature is found by iterating until the change in 𝑇𝑛𝑒𝑤,𝑖 is small 

[11]. The advantage of the Crank-Nicolson scheme is that much larger time steps can be 

used. However, the calculation of the average node temperatures in the Type 60 model are 

not as accurate since they are calculated using only the previous and current time step 

temperatures, Eq. (3.11).  

 
𝑇𝑛𝑒𝑤,𝑖 = ∆𝑡 (

𝐴𝑖
2
(𝑇𝑖−1 + 𝑇𝑛𝑒𝑤,𝑖−1) +

𝐵𝑖
2
(𝑇𝑖 + 𝑇𝑛𝑒𝑤,𝑖)

+
𝐶𝑖
2
(𝑇𝑖+1 + 𝑇𝑛𝑒𝑤,𝑖+1)) + 𝑇𝑖 

(3.10) 

 𝑇𝑎𝑣𝑔,𝑖 =
𝑇𝑛𝑒𝑤,𝑖 + 𝑇𝑖

2
 (3.11) 
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Type 60 also uses internal time steps to increase the accuracy of the solution [33]. 

This means that a time step size is chosen by the model that is smaller than the user defined 

time step and calculates the node temperatures for each internal time step. Therefore, the 

time-averaged node temperature would be more accurate since smaller time steps were 

considered. 

 

Figure 3.4 – Accuracy of two different TRNSYS one-dimensional models: Old Model 

(Type 4) and New Model (Type 60) [33]. (a) Temperature profile comparison for a small 

time step size (1 min), (b) Temperature profiles for a large time step (1 hour). 
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With the use of this method, the Type 60 model is able to obtain more accurate 

results when a much larger time step is chosen by the user. This was shown by Newton [33] 

by comparing the results of the Type 4 (old model) and Type 60 (new model) models with 

small and large time steps, as shown in Figure 3.4. Figure 3.4a) shows the results with a 

small time step size of one minute, which gives the actual temperature profile. Both of the 

models gave similar results for this case since the time step sizes were very small. Figure 

3.4b) shows the results with a large time step size of one hour. The Type 4 model shows 

the incorrect temperature profile due to the increased time step size while the Type 60 

model still predicts a similar shape. 

It is also important to note that all of the TRNSYS one-dimensional models output 

the time-averaged nodal temperatures at the end of each time step. This can be observed 

from the results shown in Figure 3.4. With smaller time steps, the time-averaged 

temperature would be close to the actual node temperature at the end of the time step since 

the change in temperature would be smaller [33]. However, with larger time step sizes, the 

time-averaged temperatures that are determined, calculated with Eq. (3.11), would not be 

the same. The temperature after one hour shown in Figure 3.4b) is larger than the 

temperature after one hour in Figure 3.4b) because it would be the average temperature 

calculated between 𝑡 = 0 and 1 hour. 

3.1.2 Quasi One-Dimensional Model 

Nizami [17] developed a quasi-one-dimensional model for a thermal storage tank. 

The model was developed to consider the turbulent mixing effects of a negative buoyant 
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plume on the temperature profiles within the tank. The inlet jet penetrates to a certain depth, 

which depends on the temperature difference between the inlet fluid and the fluid adjacent 

to the jet in the storage tank. A recirculation zone is created as fluid is entrained from the 

surrounding fluid into the plume, which rises due to buoyancy. As time progresses, the fluid 

adjacent to the jet will increase in temperature, causing the jet to penetrate deeper as there 

will be a lower buoyancy force. The inlet Richardson number can be calculated to 

determine this effect. A larger 𝑅𝑖 would indicate a smaller penetration depth since the 

buoyancy forces are larger than the momentum forces. 

Nizami divided the tank into four different regions to account for the different flow 

patterns experienced within the tank. As shown in Figure 3.5, region 𝛿1 is the inlet jet region 

that extends until the axial velocity of the jet reverses direction (when the momentum forces 

are equal to the buoyancy forces). Region 𝛿2 is the recirculation zone at the top of the tank 

that receives fluid from the inlet jet region. Region 𝛿3 contains the fluid that is entrained 

into the upward moving plume. Fluid from region 𝛿3 is also sent into region 𝛿4 which 

consists of the remainder of the tank and has an evenly distributed velocity profile over the 

tank cross-section. The depth of region 𝛿1, which is equal to the jet penetration depth, ℎ𝑗 , 

will also increase with time during charging as the average temperature at the top of the 

tank increases. 
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Figure 3.5 – Schematic of the modelling concept used by Nizami [17]. Region 𝛿1 consists 

of the inlet jet, region 𝛿2 involves the recirculation region where fluid enters from the jet 

region and is redirected downward due to the tank walls, and region 𝛿3 makes up the rest 

of the inlet mixing region where fluid enters from region 𝛿2 at the top and leaves due to 

the entrainment into the jet and out the bottom to the rest of the tank. 
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In Figure 3.5, �̇�𝑖𝑛 is the mass flow rate of the hot inlet fluid, �̇�𝑒𝑛𝑡 is the entrainment 

mass flow rate of the fluid entering region 𝛿1 from region 𝛿3, and �̇�𝑝 is the mass flow rate 

of the plume of fluid entering region 𝛿2 from region 𝛿1, which would be equal to the sum 

of �̇�𝑖𝑛 and �̇�𝑒𝑛𝑡. 

 

Figure 3.6 – Node discretization used by Nizami to model the inlet mixing effects with a 

quasi-one-dimensional model [17]. The jet region, 𝛿1, is represented as a single node 

while regions 𝛿2 and 𝛿3 are divided into N one-dimensional nodes in the axial direction. 

The distribution of the nodes used by this model is shown in Figure 3.6. The inlet 

jet region, 𝛿1, is represented by a single node as the temperature is assumed to be the same 
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throughout the region. For regions 𝛿2, and 𝛿3, the flow varies both axially and radially. 

However, for this model, the flow was assumed to be vertically downwards across a set of 

one-dimensional nodes. Flow enters the top node of region 𝛿2 and travels downwards in 

the tank. Region 𝛿4 also contains one-dimensional nodes as the flow only occurs axially 

outside of the inlet mixing region. The extent of each of the regions vary with time as the 

jet penetration depth changes. 

The energy equations for each of the regions are shown in Table 3.3. The quantity 

𝛼′ is the turbulent diffusivity created by the recirculation of the flow and is assumed to be 

spatially constant in regions 𝛿2 and 𝛿3. The change in the axial mass flow rate in region 𝛿3 

is assumed to be linear with a maximum at the top of the region and a minimum at the 

bottom, equal to the inlet flow rate. Therefore, the mass flow rate of the fluid leaving the 

side of each node would be equal to �̇�𝑒𝑛𝑡. 

Table 3.3 – Energy equations used by the model developed by Nizami [17] to calculate the 

temperatures of the nodes in each of the different tank regions. 

Region Energy Equation 

𝜹𝟏 

 
𝜌𝐴𝛿1𝛿1

𝑑𝑇𝛿1
𝑑𝑡

= �̇�𝑖𝑛𝑇𝑖𝑛 − (�̇�𝑖𝑛 + �̇�𝑒𝑛𝑡)𝑇𝛿1

+ �̇�𝑒𝑛𝑡�̅�𝛿3 

(3.12) 

 

𝜹𝟐 
 

𝜌𝐴𝛿2
𝜕𝑇𝛿2
𝜕𝑡

= −�̇�𝛿2

𝜕𝑇𝛿2
𝜕𝑥

+ 𝜌𝐴𝛿2(𝛼 + 𝛼
′)
𝜕2𝑇𝛿2
𝜕x2

 
(3.13) 
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𝜹𝟑 

 𝜌𝐴𝛿3
𝜕𝑇𝛿3
𝜕𝑡

= −
𝜕�̇�𝛿3𝑇𝛿3
𝜕𝑥

+ 𝑇𝛿3
𝜕�̇�𝛿3

𝜕𝑥

+ 𝜌𝐴𝛿3(𝛼 + 𝛼
′)
𝜕2𝑇𝛿3
𝜕𝑥2

 

(3.14) 

 

𝜹𝟒 
 

𝜌𝐴𝛿4
𝜕𝑇𝛿4
𝜕𝑡

= −�̇�𝛿4

𝜕𝑇𝛿4
𝜕𝑥

+ 𝜌𝐴𝛿4(𝛼)
𝜕2𝑇𝛿4
𝜕𝑥2

 
(3.15) 

 

In order to solve the equations for all of the regions, quantities for the entrainment 

mass flow rate, region sizes, and the turbulent diffusivity are required. Correlations for 

these were determined by Nizami by performing a parametric study. The following 

equations were found that are based on the inlet Richardson and Reynolds numbers where 

𝑑𝑝𝑖𝑝𝑒 is the inlet pipe diameter in millimeters, 𝐷 is the inlet pipe diameter in meters, ℎ𝑗  is 

the inlet jet penetration depth which determines the extent of region 𝛿1, �̇� is the non-

dimensional entrainment into the plume region (�̇�𝑝/�̇�𝑖𝑛), and 𝛼′ is the turbulent eddy 

diffusivity. 

 𝒉𝒋 = 𝒂𝒉𝒋𝑹𝒊
−𝒃𝒉𝒋  (3.16) 

 �̇� = 𝒂�̇�𝑹𝒊
−�̇� (3.17) 

 𝜶′ = 𝒂𝜶′𝑹𝒊
−𝒃

𝜶′  (3.18) 

 𝑎ℎ𝑗 = −0.0150𝑑𝑝𝑖𝑝𝑒
2 + 1.40𝑑𝑝𝑖𝑝𝑒 + 0.510 (3.19) 

 𝑏ℎ𝑗 = 0.00535𝑑𝑝𝑖𝑝𝑒 + 0.448 (3.20) 
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 𝑎�̇� = 1.062 (3.21) 

 𝑏�̇� = 0.278 (3.22) 

 𝑎𝛼′ = (1.6𝑥10−9)𝑅𝑒 − (8.42𝑥10−7) (3.23) 

 𝑏𝛼′ = 0.2905 (3.24) 

 𝑅𝑖 =
∆𝜌𝑔𝐷

𝜌𝑟𝑢𝑖𝑛
2  (3.25) 

 𝑅𝑒 =
𝜌𝑖𝑛𝑢𝑖𝑛𝐷

𝜇
 (3.26) 

 ∆𝜌 = 𝜌𝑟 − 𝜌𝑖𝑛 (3.27) 

Other researchers have found similar relationships for determining these quantities.  

Table 3.4 shows the equations determined by different researchers for the jet penetration 

depth and their descriptions. All of the equations have a Richardson number dependence 

but were developed for different tank conditions.  

Table 3.4 – Comparison of correlations developed by different researchers to determine the 

jet penetration distance for a fluid entering a medium with a different density. 

Paper Equation Description 

Nizami et al. 

[17] 
𝒉𝒋 = 𝒂𝒉𝒋𝑹𝒊

𝒃𝒉𝒋  

𝑎ℎ𝑗 = −0.015𝑑
2 + 1.4𝑑 + 0.51 

𝑏ℎ𝑗 = 0.00535𝑑 + 0.448 

Determined for a 

negative buoyant 

plume discharged 

vertically at the center 

of the tank. 
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Pantzlaff and 

Lueptow  [36] 𝒉 = 𝟏. 𝟔𝑴
𝟑
𝟒|𝑭|−

𝟏
𝟐 

𝑀 = 𝜋𝑟𝑜
2𝑈2 

𝐹 = 𝜋 (
𝑔(𝜌 − 𝜌𝑜)

𝜌
) 𝑟𝑜

2𝑈 

2500 < 𝑅𝑒 < 21000 

0.98 < 𝜌∗ < 1.04 

𝜌∗ =
𝜌𝑖𝑛

𝜌𝑖𝑛𝑖𝑡𝑖𝑎𝑙
=
𝜌𝑜
𝜌

 

Turner [37] 

𝒛𝒎 = 𝟏. 𝟖𝟓𝑴
𝟑
𝟒𝑭

𝟐

−
𝟏
𝟐 

𝑀 = 𝜋𝑟2𝑢2 

𝐹2 = 𝜋𝑔 (
𝜌 − 𝜌1
𝜌1

) 𝑟2𝑢 

For 𝑅𝑖 < 1 

Friedman and 

Katz [38] 
𝒉

𝑫𝒑
=

𝑪𝒏

(
𝑹𝒊𝒑
𝑭𝟐
)
𝒏 

(𝑛, 𝐶𝑛) =

{
 
 

 
 (
1

2
, 2.2)       𝑓𝑜𝑟   

𝑅𝑖𝑝

𝐹2
< 0.2

(1,1)             𝑓𝑜𝑟   
𝑅𝑖𝑝
𝐹2

> 0.2

(
1

3
, 0.72)     𝑓𝑜𝑟   

𝑅𝑖𝑝

𝐹2
> 2 𝑎

 

 

Combined solution 

using results from 

different researchers. 

F is used to account 

for initial low density 

region. 

A visual comparison of the results for the jet penetration depth at varying 

Richardson numbers was created by Friedman and Katz [38] and is shown in Figure 3.7. 

For this research, the correlation developed by Nizami was used since the storage tank 

conditions that were used to develop the correlation were the same as the cases studied. 
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Figure 3.7 – Jet penetration depth calculated by models developed by different 

researchers for a range of Richardson numbers between 0.001 and 100 [38]. 

Table 3.5 compares different relationships developed to estimate the effective 

diffusivity created in the turbulent mixing zone. Zurigat et al. [22] developed a model that 

assumes the diffusivity varies over the entire tank height from a maximum at the top, where 

the inlet is located, to a minimum at the bottom. An eddy diffusivity factor was determined 

that is multiplied by the fluid diffusivity to determine an effective diffusivity value. The 

eddy diffusivity factor profile along the height of the tank was assumed to be hyperbolic 

with the maximum value, 𝜖𝑒𝑓𝑓
𝑖𝑛 , calculated using different correlations depending on the 

inlet conditions. 𝑁𝑠𝑙𝑡 is the total number of nodes (or “slabs”) that are considered for a one-

dimensional representation and 𝑁𝑠𝑙 is the current node number. 
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Schlichting [15] also provides an equation to represent the eddy viscosity for a 

circular jet that is discharged into an infinite volume. Two different correlations were 

developed for the eddy viscosity in the jet and the eddy viscosity in the jet plume, as shown 

in Figure 3.8. The eddy viscosity for the jet depends on the jet half width at half depth, 𝑏1/2, 

and the maximum jet velocity, 𝑣𝑚𝑎𝑥. The eddy viscosity in the plume changes depending 

on the depth considered. It is calculated using the jet half width and the maximum velocity 

at the considered depth.  

Table 3.5 – Comparison of correlations developed by different researchers to calculate the 

turbulent diffusivity of the fluid in the proximity of at jet of fluid. 

Paper Equation Description 

Nizami et al. 

[12] 

𝛂′ = 𝐚𝛂′𝐑𝐢
−𝐛

𝛂′  

aα′ = (1.6x10
−9)Re

− (8.42x10−7) 

bα′ = 0.2905 

Determined for a negative 

buoyant plume discharged 

vertically at the center of the 

tank. 

 

Zurigat et al. 

[16] 

𝛂𝐞𝐟𝐟 = 𝛜𝐞𝐟𝐟𝛂 

ϵeff =
A

Nsl
+ B 

A =
ϵeff
in − 1

1 −
1
Nslt

 

B = ϵeff
in − A 

Determined for tanks with side 

inlet. The diffusivity is assumed 

to vary along the entire tank 

height. 

 

Schlichting [40] Eddy Viscosity for Jet: Determined for a circular jet 

discharged into an infinite 

volume. 
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𝛍𝐭 = 𝟎. 𝟎𝟐𝟓𝟔𝐛𝟏
𝟐
,
𝟏
𝟐
𝛒𝐯𝐦𝐚𝐱 

Eddy Viscosity in Plume: 

𝛍𝐭 = 𝟎. 𝟎𝟔𝟖𝐛𝟏
𝟐
𝛒𝐯(𝐣)𝐦𝐚𝐱 

b1
2
= 0.0848x 

 

Assuming Prt = 1: 

𝑘 = 𝑐𝑝𝜇 

𝛼𝑡 =
𝜇𝑡
𝜌

 

 

 

Figure 3.8 – Schematic of the different velocity regions near a circular jet [19]. The 

momentum driven jet region is indicated separately from the buoyancy drive plume 

region where there are different diffusion characteristics. 
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Figure 3.9 – Comparison of the results obtained by the different correlations for the 

turbulent jet diffusivity for a range of Richardson numbers from 0.001 to 0.1. 

A comparison of these eddy diffusivity models is shown in Figure 3.9 for a range 

of Richardson numbers. All of the equations gave fairly similar results. The main cause for 

the differences in the profiles would be due to the different conditions they were developed 

for. The equation developed by Nizami was used for the modelling done for the current 

research as the conditions match with the cases studied. A storage tank was tested with the 

inlet at the top of a vertical tank and an outlet at the bottom.  

3.2 Numerical Diffusion in One-Dimensional Models 

Powell and Edgar [39] discussed a few of the issues with using one-dimensional 

models for the simulation of thermal storage tanks. Figure 3.10 shows how the solution of 

a temperature profile is affected by the number of nodes that are used to discretize the 

domain within a storage tank. As seen in the figure, the temperature profile showed 
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significant diffusion when a coarse grid was applied. As the number of nodes was 

increased, the solution began to converge to a profile with a higher level of stratification. 

However, a fine grid with a large number of nodes (10,000) was required to reproduce the 

step-function behaviour. This is not desirable for a systems code because of the high 

computational cost.  

 

Figure 3.10 – Variation in the amount of diffusion shown by the temperature profiles 

determined by a one-dimensional model of a storage tank with different amounts of nodes 

[39]. 

The numerical diffusion shown by the profiles in Figure 3.10 is a result of the 

discretization process. This arises from the assumption that each of the nodes is fully mixed, 

which is used to approximate the temperature of the convected fluid that enters each 

adjacent node. This phenomenon is shown in Figure 3.11. There is initially a perfectly 

stratified tank with the top two nodes at a hot temperature and the bottom three nodes at a 

cold temperature. After a single time step, hot fluid is convected into a portion the middle 
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node from the node above while the rest of the node still contains cold fluid. The middle 

image shows what would occur in an actual storage tank, assuming a plug flow with no 

conduction along the hot and cold region interface. However, the one-dimensional models 

would output a fully mixed average temperature for the entire node after the time step, as 

shown by the image on the right. This reduces the expected temperature of the portion of 

the node that was filled with hot fluid and creates the effect of additional (numerical) 

diffusion.  

 

Figure 3.11 – Visualization of numerical diffusion after a single time step. (a) shows the 

initial temperature profile, (b) shows the actual profile after a single time step where hot 

fluid has filled a portion of the next node, and (c) shows the profile output by a one-

dimensional model with a fully mixed temperature for the middle node. 

The definition of the Courant number, Eq. (3.28), gives a method of determining 

the simulation parameters that lead to a more accurate solution. For explicit solvers, the 

Courant number should be close to one to reduce the amount of numerical diffusion. This 

would mean that the volume of fluid that enters a node after a single time step would be 
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equal to the volume of the node. For the case shown in Figure 3.11, the Courant number 

would be around 0.5 since about half the node is filled with hot fluid after one time step. 

As shown by Powell and Edgar [39], the numerical diffusion can be reduced be increasing 

the number of nodes (ie. decreasing ∆𝑥) because the volume of the nodes become smaller. 

The Courant number definition shows that increasing the time step size would also lead to 

less numerical diffusion. Implicit solvers, such as the ones used by the TRNSYS models 

are typically less sensitive to numerical instability and a larger Courant number could be 

used. 

 
Courant Number =

u∆t

∆x
≈ 1 

 

(3.28) 

Kleinbach et al. [40] developed correlations from experimental data to determine 

the number of nodes that should be used for these one-dimensional models to obtain results 

that agree with experimental results. To determine these correlations, solar thermal system 

experiments were performed with varying heat source flow rates, load draw profiles, 

collector areas, and collector flow rates. Results from one-dimensional simulations using 

the same conditions and varying numbers of nodes were compared with the experimental 

data. It was found that the collector area and collector flow rate did not have much effect 

on the results of the one-dimensional models. Therefore, the correlations were developed 

to relate the number of nodes required with the mean number of tank turnovers, 𝑇, for fixed 

and variable inlet conditions, Eq. (3.29) and Eq. (3.30) respectively. 

 𝑁𝑓𝑖𝑥𝑒𝑑 = 45.8𝑇
−1.218 (3.29) 
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 𝑁𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 = 23.1𝑇
−0.966 (3.30) 

The recommended number of nodes was determined to be the smallest amount of 

nodes that produced relative errors in the energy quantities QI and QD below 5%. QI and 

QD represent the ability of the model to output the correct temperature of the fluid that is 

returned to the heat source, Eq. (3.31), and the fluid that is delivered to the load, Eq. (3.32). 

 𝑄𝐼 =
𝑄𝑖𝑛,𝑠𝑖𝑚 − 𝑄𝑖𝑛,𝑒𝑥𝑝

𝑄𝑖𝑛,𝑒𝑥𝑝
 (3.31) 

 𝑄𝐷 =
𝑄𝑑𝑒𝑙,𝑠𝑖𝑚 − 𝑄𝑑𝑒𝑙,𝑒𝑥𝑝

𝑄𝑑𝑒𝑙,𝑒𝑥𝑝
 (3.32) 

Where: 

 𝑄𝑖𝑛 = ∫ ṁℎ𝑒𝑎𝑡𝐶𝑓(𝑇ℎ𝑒𝑎𝑡 − 𝑇𝑟𝑒𝑡)𝑑𝑡
𝑑𝑎𝑦

 (3.33) 

 𝑄𝑑𝑒𝑙 = ∫ �̇�𝑙𝑜𝑎𝑑𝐶𝑓(𝑇𝑑𝑒𝑙 − 𝑇𝑚𝑎𝑖𝑛𝑠)𝑑𝑡
𝑑𝑎𝑦

 (3.34) 

While these correlations may give a good approximation of the recommended 

number of nodes to represent a realistic thermal storage tank for some cases, they do not 

provide the number of nodes required to eliminate numerical error. The simulations would 

still contain a significant amount of numerical diffusion, but at a level that would produce 

results similar to actual experimental cases. Therefore, the numerical diffusion created due 

to the use of the suggested number of nodes is used to account for the loss of stratification 

due to additional mixing mechanisms within a storage tank. However, adding additional 

diffusion will not solve some of the problems when trying to replicate some mixing 
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mechanisms, such as inlet jet mixing. As discussed in section 2.1.1. Experimental results 

obtained by Oliveski et al. [18] and Leohrke and Holzer [20] show that certain conditions 

will lead to very different temperature profiles than expected due to inlet jet mixing. 

3.3 Alternative Modelling Techniques 

To address some of the issues that are experienced with one-dimensional, multi-

node models, alternative strategies have been developed to model the temperature profile 

within a storage tank. TRNSYS includes a plug flow storage tank model which allows the 

node volumes to increase/decrease, depending on the amount of fluid being added to the 

tank. An adaptive-grid plug flow model was also developed to allow for a larger number of 

nodes to be considered for the thermocline region as it moves throughout the tank. 

3.3.1 TRNSYS Plug Flow Model 

An alternative strategy used to model the temperature profiles in thermal storage 

tanks is to assume that the inlet fluid fills the tank in a plug flow motion. The TRNSYS 

Type 38 model predicts the temperature profiles in a thermal storage tank by using variable 

sized segments of fluid [11]. The size of each of the segments depends on the velocity of 

the fluid within the tank and the temperature of the fluid entering. Since the sizes of the 

segments can vary with time, the Type 38 model has the ability to represent the temperature 

in the thermocline with a higher accuracy than the one-dimensional models. 

The process that is used to simulate the plug flow within a tank is shown in Figure 

3.12. This example shows a tank that initially contains four temperature regions. Hot water 
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is entering the tank at the top (collector flow) and cold water is entering the bottom (load 

flow) as it is simultaneously charged and discharged.  

 

Figure 3.12 – Description of the process used to calculate the temperature profile in a 

storage tank using the TRNSYS plug flow model (Type 38) [11]. 

The first step shows the amount of hot water that enters the tank after one time step. 

The volume that enters is 𝑉ℎ, which is equal to �̇�ℎ∆𝑡/𝜌. If 𝑇ℎ is greater than 𝑇1, a new 
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segment is created at the top. During the same time step, a volume of cold water, 𝑉𝐿, enters 

the bottom of the tank, equal to �̇�𝐿∆𝑡/𝜌. If 𝑇𝐿 is less than 𝑇4, a new segment is created at 

the bottom. The overall shift in the segment locations are determined from the difference 

between the inlet and outlet flow volumes (�̇�ℎ − �̇�𝐿)∆𝑡/𝜌. The partial volumes that are 

outside of the tank regions at the end of the time step are returned to the heat source and 

load.  

The concept of the TRNSYS plug flow model was to allow for a variable number 

of nodes to be created to obtain a better representation of the temperature profile within the 

tank compared to the one-dimensional multi-node models which contained a static amount 

of nodes. However, as found by Allard et al. [34], the number of nodes generated by the 

model for the tested conditions was never large enough to give results that matched with 

the level of stratification obtained in the experiments. 

3.3.2 One-Dimensional Adaptive-Grid Model 

Powell and Edgar [39] presented a one-dimensional, adaptive-grid model that 

reduced the number of nodes in the regions of the tank with a more uniform temperature 

and used a larger number of nodes in the thermocline region. Therefore, the hot and cold 

regions above and below the thermocline are modelled as single nodes while the 

thermocline region contains enough nodes to accurately predict thermocline temperature 

profile. These nodes move with the thermocline location, similar to the movement of the 

nodes in the plug flow model. 
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Figure 3.13 – Schematic of the node distribution used for the adaptive-grid plug flow 

model developed by Powell and Edgar [39]. 

The distribution and movement of the nodes within the tank over time is described 

in Figure 3.13. At the beginning of a charging cycle, there is a large number of nodes at the 

top of the tank. These nodes do not move until the center of the thermocline reaches the 

middle node (mid). Once this occurs, the volume of node 𝑛 will increase and the volume 

of node 1 will decrease as the thermocline nodes move downwards in the tank, keeping the 

thermocline centered within the middle nodes. When the nodes reach the bottom of the 

tank, node movement stops as the thermocline continues to move to the bottom of the tank 

as charging progresses.  

Visualizations of the different events are shown in Figure 3.14. The initial charging 

phase, where the nodes do no move, occurs while the average thermocline temperature, 

𝑇𝑎v𝑔, is above the middle node temperature, 𝑇𝑚𝑖𝑑. The temperatures of the nodes during 
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this phase are calculated similarly to the one-dimensional, multi-node models. The second 

phase occurs when the average thermocline temperature equals the middle node 

temperature, indicating that the center of the thermocline has reached the middle node 

location. The nodes would then move with the thermocline until the volume of the node at 

the bottom of the tank, 𝑉1, equals the minimum node volume, 𝑉𝑚𝑖𝑛. Once this occurs, the 

nodes will remain stationary for the rest of the simulation as the thermocline progresses 

downwards in the tank. 

The model developed by Powell combines the advantages of the one-dimensional 

models and the plug flow models while eliminating some of the challenges. One-

dimensional models become computationally expensive with a large number of nodes. 

However, the model developed by Powell only allocates a larger number of nodes in the 

region of the tank that requires a higher accuracy, which in this case is the thermocline. The 

regions where the thermocline does not exist only contain a single node as the rest of the 

nodes move with the thermocline through the tank.  

This helps to eliminate some of the computational complexity and a higher accuracy 

can be obtained. However, the model cannot account for mixing effects caused by the inlet 

jet since the top of the tank is represented by a single node. The user of the model must also 

predict the number of nodes that would be required to represent the thermocline throughout 

the simulation. Therefore, the growth of the thermocline must be considered to ensure that 

enough nodes are used. 
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Figure 3.14 – Visualization of the different events determined by the adaptive-grid plug 

flow model. (a) Initial charging phase with stationary nodes as the thermocline moves 

downwards, (b) tank nodes move downwards with the thermocline when the center 

reaches the middle node, (c) the thermocline center is kept at the middle node as the 

volumes of node n and node 1 change, (d) when the nodes reach the bottom of the tank, 

they become stationary as the thermocline continues downwards [39]. 
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3.4 Summary 

An overview of some of the simple storage tank modelling strategies was included 

in this chapter. While these models provide a quick estimation of the temperature profiles 

within the storage tank during a simulation, significant errors have been previously 

observed by multiple researchers. With the one-dimensional assumption used by these 

models, the results should show a higher level of stratification than experimental data since 

they do not account for additional mixing mechanisms such as inlet jet mixing. However, 

they have been shown to give lower levels of stratification, indicating more mixing than 

the experimental cases.  

This error can be reduced by increasing the number of nodes, but this would lead to 

increasing computational times, which is not desired. Therefore, this led to the research 

proposed in this thesis. The TRNSYS one-dimensional models are analyzed to discover the 

deficiencies of the numerical schemes and new analytical models were developed that give 

simplified models which can be used for long term solar thermal system simulations while 

giving a higher accuracy prediction than the one-dimensional models.
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Chapter 4     

Analysis of TRNSYS One-Dimensional Storage Tank 

Models 

The TRNSYS system simulation tool is frequently used to simulate solar thermal 

systems, which typically contain one or more thermal storage tanks. Therefore, to obtain 

meaningful results, the TRNSYS storage tank models must be able to accurately predict 

the temperature profiles within a tank for a variety of operating conditions. However, 

previous experimental tests have shown that these models do not always provide a 

sufficient level of accuracy since the predictions did not agree with the experimental 

temperature profiles.  

The most commonly used storage tank models are the TRNSYS Type 4, Type 60, 

and Type 534 one-dimensional models. Therefore, this chapter includes the analysis of 

these three models to determine how the results compare with an idealized analytical 

solution developed from the semi-finite wall solution. Two different cases were developed 

to determine the ability of the models to predict typical scenarios that can occur in an actual 

thermal storage tank. This helped reveal the conditions that lead to significant numerical 

error within the simulations. A Taylor series expansion was also implemented to develop a 

correlation for the numerical error that depends on the important simulation parameters, 

such as the time step size and the node size. 
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4.1 Simple Case Analysis 

In this work, two cases were used to assess the accuracy of the TRNSYS one-

dimensional models. The characteristics of these cases are shown in Table 4.1. Case 1 was 

used to evaluate how accurately the one-dimensional models could simulate simple 

conduction between the hot and cold regions within the tank when no fluid motion was 

considered. The simulated tank was initially set to a perfectly stratified state with the water 

in the top half of the tank at a uniform hot temperature and the bottom half at a uniform 

cold temperature. As time progressed, conduction between the layers occurred which 

created a thermocline that increased in size until the tank reached a fully mixed, uniform 

temperature.  

Table 4.1 – Description of the cases used to study the TRNSYS one-dimensional models. 

Case 1 – Stagnant Fluid Conduction 

Initial Conditions Initially perfectly stratified tank with the top at a hot 

temperature and the bottom at a cold temperature 

 

Mass Flow Rate (�̇�) 

 

0 𝑘𝑔/𝑠 

Initial Hot Region 

Temperature (𝑇ℎ) 

50𝑜𝐶 

Initial Cold Region 

Temperature (𝑇𝑐) 

20𝑜𝐶 

 

Case 2 – Plug Flow with Diffusion 

Initial Conditions Initially cold storage tank 

 

Mass Flow Rate (�̇�) 0.01 𝑘𝑔/𝑠 
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Inlet Fluid Temperature 

(𝑇𝑖𝑛𝑙𝑒𝑡) 

50𝑜𝐶 

 

Initial Tank Fluid 

Temperature (𝑇𝑖𝑛𝑖𝑡𝑖𝑎𝑙) 

20𝑜𝐶 

 

The effects of fluid motion were included in Case 2. A typical charging cycle was 

simulated that consisted of an initially discharged tank at a uniform cold temperature. Hot 

water was introduced at the top of the tank as the charging commenced. Therefore, a 

thermocline formed along the hot and cold region interface and was advected downwards 

at the mean fluid flow rate within the tank. Numerical error was expected to occur in this 

case due to the fluid motion within the tank and the numerical diffusion that would be 

created. 

 

Figure 4.1 – Tank dimensions and initial conditions used for (a) Case 1 and (b) Case 2 to 

study the TRNSYS one-dimensional models. 

The storage tank dimensions and initial conditions used for these two cases are 

shown in Figure 4.1. The tank had a diameter of 0.3𝑚 and a height of 1𝑚 and was 
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discretized axially into N equally sized nodes. The hot and cold temperatures that were 

considered in both cases were 50oC and 20oC. For these simple cases, heat losses to the 

surroundings were neglected. Therefore, the heat transfer coefficient was set to 0 𝑊/𝑚2𝐾  

for each node. The fluid properties for the simulations were determined at the average water 

temperature, 35𝑜𝐶, as given in Table 4.2 

Table 4.2 – Water properties used for one-dimensional simulations of Case 1 and Case 2. 

Density, 𝜌 (𝑘𝑔/𝑚3) 992.73 

Thermal Conductivity, 𝑘 (𝑊/𝑚𝐾) 0.62614 

Specific Heat Capacity, 𝐶𝑃 (𝐽/𝑘𝑔𝐾) 4068.5 

Dynamic Viscosity, 𝜇 (𝑚2/𝑠) 7.0057𝑥10−4 

Thermal Expansion Coefficient, 𝛽 (1/𝐾) 3.245𝑥10−4 

To test the performance of the models for these cases, simulations were done with 

varying numbers of nodes (varying grid spacing) and time step sizes. This helped show 

how the numerical errors were affected by the simulation parameters and how much 

refinement was required to reduce this error. The number of nodes was first varied between 

10 and 100 (where 100 nodes was the maximum amount allowed by the default 

configuration of TRNSYS) while keeping the time step size constant at 1 second. 

Simulations were then run for time step sizes of 1 second, 1 minute, 5 minutes, 10 minutes, 

and 20 minutes with the use of 50 tank nodes. RMS errors for each case were plotted and 

are shown in Appendix B. 
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4.2 Analytical Solution 

To evaluate the accuracy of the models, the analytical solution for a semi-infinite 

wall, heat conduction problem, as shown previously in Figure 2.10, was implemented to 

determine the temperature profiles that the one-dimensional models should output if no 

numerical error was involved. The solution to the diffusion equation, Eq. (4.1), for a semi-

infinite wall with a constant temperature boundary is given by Eq. (4.2), where 𝑇𝑜 is the 

hot boundary temperature, 𝑇𝑖𝑛𝑖𝑡𝑖𝑎𝑙 is the initial wall temperature, 𝛼 is the thermal diffusivity 

of the wall, 𝑥 is the wall depth, and 𝑡 is the simulation time.  

 
𝜕2𝑇

𝜕𝑥2
=
1

𝛼

𝜕𝑇

𝜕𝑡
 (4.1) 

 
𝑇 − 𝑇𝑜

𝑇𝑖𝑛𝑖𝑡𝑖𝑎𝑙 − 𝑇𝑜
= 𝑒𝑟𝑓 (

𝑥

√4𝛼𝑡
) (4.2) 

Additional details of the semi-infinite wall solution and its analogy with the heat 

conduction through a thermocline is presented in Appendix A. Thus, this solution can be 

used to model the diffusion between the hot and cold regions within a thermal storage tank 

and calculate the temperature profiles of the thermocline over time for a simple conduction 

case with no flow. This was done by splitting the solution into two separate equations: one 

for the bottom half of the thermocline, Eq. (4.3), and one for the top half, Eq. (4.4). For 

these equations, the hot boundary temperature in the semi-infinite wall solution, 𝑇𝑜, was set 

to the average thermocline temperature (𝑇𝑎𝑣𝑒 = 0.5(𝑇𝑐 + 𝑇ℎ)) and 𝑇𝑖𝑛𝑖𝑡𝑖𝑎𝑙 was the cold 

region temperature (𝑇𝑐). The quantity 𝐶 represents the location of the thermocline center 

with time as the diffusion occurs. For Case, 1 with stagnant fluid conduction, the hot and 
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cold regions meet at the center of the tank. Therefore the thermocline location, 𝐶, would be 

equal to 𝐻/2.  

 𝑇𝑏𝑜𝑡𝑡𝑜𝑚(𝑥, 𝑡) = 𝑇𝑎𝑣𝑒 + (𝑇𝑐 − 𝑇𝑎𝑣𝑒) 𝑒𝑟𝑓 (
𝑥 − 𝐶

√4𝛼𝑡
) (4.3) 

 𝑇𝑡𝑜𝑝(𝑥, 𝑡) = (𝑇𝑐 + 𝑇ℎ) − (𝑇𝑎𝑣𝑒 + (𝑇𝑐 − 𝑇𝑎𝑣𝑒) 𝑒𝑟𝑓 (
𝐶 − 𝑥

√4𝛼𝑡
)) (4.4) 

This solution method can also be applied to model the temperature profiles for a 

case with fluid flow, such as for Case 2. This was done by assuming that the water in the 

tank moves one-dimensionally as a plug flow. Therefore, the center of the thermocline 

would also move at a plug flow velocity and the location of the center of the thermocline 

can be determined from integration of that velocity with time, Eq. (4.5). Therefore, the 

value of 𝐶 in Eq. (4.3) and Eq. (4.4) can be increased for each time step of the simulation. 

 
C(t) = ∫

ṁin(t
∗)

ρAC
dt∗

t

0

 (4.5) 

This analytical solution provides the theoretical maximum level of stratification 

within the tank since the only mechanism considered that would lead to mixing between 

the hot and cold regions was diffusion. There was no inlet mixing or heat losses considered 

in the calculation. Therefore, this should be the result of the one-dimensional models, for 

the simple cases tested in this research, if there was no numerical error. The MATLAB 

code used to calculate the analytical solutions for these two test cases is provided in 

Appendix D.1. 
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In addition to calculating the temperature profiles, this analytical model can also be 

used to calculate the thickness of the thermocline with time. Eq. (4.3) was rearranged to 

obtain an equation for the x-location as a function of temperature and time. Therefore, the 

location within the tank that experiences a particular temperature at a certain point in time 

can be determined, using Eq. (4.6). The location of the edge of the thermocline would occur 

where the temperature was equal to the cold region temperature. However, the cold 

temperature, 𝑇𝑐, cannot be used to calculate the edge of the thermocline using this equation 

because the temperature profile is asymptotic and a very large value of 𝑥 would be required 

before the exact value of 𝑇𝑐 was found. This was due to the use of the error function derived 

from the semi-infinite wall solution. Therefore, a cut-off value, 𝑋, was required to define a 

temperature close to the cold region temperature for the edge of the thermocline. Eq. (4.7) 

gives the solution for half of the thermocline thickness since the semi-infinite wall solution 

only models half of the thermocline. 

 𝑥 − 𝐶 = √4𝛼𝑡 𝑒𝑟𝑓𝑖𝑛𝑣 (
𝑇 − 𝑇𝑎𝑣𝑒
𝑇𝑐 − 𝑇𝑎𝑣𝑒

) (4.6) 

 
𝑊𝑡ℎ𝑒𝑟𝑚

2
= 𝑥𝑡ℎ𝑒𝑟𝑚 − 𝐶 = √4𝛼𝑡 𝑒𝑟𝑓𝑖𝑛𝑣 (

𝑋𝑇𝑐 − 𝑇𝑎𝑣𝑒
𝑇𝑐 − 𝑇𝑎𝑣𝑒

) (4.7) 

Previous researchers have used a non-dimensional temperature cut-off value, 𝜃 =

𝑇−𝑇𝑐

𝑇ℎ−𝑇𝑐
, to define the edge of a thermocline for experimental data ( [41], [42]). A 𝜃 value of 

0.1 has been suggested, which means 90% of the thermocline profile is considered when 

determining the thermocline thickness and 10% is discarded. This worked well for 

temperature profiles obtained experimentally because the “tails” of the profile will 
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experience small changes in temperature as the distance from the center of the thermocline 

increases, as shown in Figure 4.2.  

 

Figure 4.2 – Experimental temperature profile showing a large variation in the 

temperature of the hot and cold regions above and below the thermocline [41]. 

However, considering only 90% does not provide an accurate representation of the 

thermocline thickness for an analytical temperature profile since there is less variation in 

the hot and cold regions above and below the thermocline. Figure 4.3 shows a comparison 

of the thermocline thicknesses calculated using Eq. (4.7) for different cut-off values. The 

thermocline thickness found using a 𝑋 value of 1.1, which considers 90% of the 

thermocline as suggested, ignores a large region where the temperature varies and the 

thermocline thickness is not represented accurately. Therefore, a cut-off value of 1.01 was 

used to determine the thermocline thickness of an analytical temperature profile. This was 

similar to the method used to calculate boundary layer disturbance thickness [43] since 

99% of the thermocline profile is considered. 
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Figure 4.3 – Limits of the thermocline thicknesses determined using Eq. (4.7) for 

different cut-off values, 𝑋. 

It is useful to be able to determine the theoretical thermocline thickness using this 

analytical solution because the calculated value could be compared to the thermocline 

thickness determined from simulation results. This is a good way of determining if there is 

error in the simulations because numerical error would lead to more diffusion and a larger 

thermocline thickness. Knowing the thermocline thickness at the end of the time step can 

also help when modelling different mixing behaviours, which will be explored later in 

Chapter 5. 

4.3 Simulation Results and Discussion 

This section summarizes the results of the case analysis described in Section 4.1. 

Temperature profiles were plotted for a varying numbers of nodes and time step sizes. 

Predictions are compared to the analytical solution described above. These comparisons 
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showed which simulation parameter had the largest effect on the error and how much 

refinement was required to obtain a more accurate solution. 

4.3.1 Case 1 Results 

1) Sensitivity to Grid Spacing 

The results obtained from the TRNSYS models (Type 4, Type 60, and Type 534) 

for Case 1 with a varying number of nodes are shown in Figure 4.4. The axial temperature 

profiles were plotted after 4 hours into the simulation, which provided enough time for a 

significant amount of diffusion to occur. The comparisons show that with a large number 

of nodes, excellent agreement between the analytical solution and numerical solution using 

Types 534 and 60 was obtained.  

However, as the number of nodes was decreased, there were some differences 

between the models and the analytical solution. The one-dimensional models estimate the 

heat flux between the nodes by assuming a linear temperature profile between the node 

centers. Therefore, when a coarser grid was used, the linear temperature profile was 

determined over a larger distance, which resulted in a poor estimation of the heat flux. 

Therefore, the change in the node temperatures with time were not represented accurately 

by the models. A maximum RMS error of about 0.97𝑜𝐶 was obtained with the coarsest 

grid. 

Very different results were given by the Type 4 model for Case 1. Figure 4.4c shows 

that the same profile was obtained for the temperature within the tank for all of the 

simulations. This step-function profile given by each simulation shows the same initial 
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temperature distribution used for the simulations with the hot water in the top half of the 

tank and the cold water in the bottom. These results occurred because the Type 4 model 

does not consider conduction between the nodes. Therefore, for this case involving only 

diffusion between the hot and cold regions, the model was not able to calculate the growth 

of the thermocline with time. Simulations using this model for a stagnant flow would 

therefore predict an idealized, perfectly stratified tank with no diffusion or mixing 

mechanisms. This model is therefore not capable of predicting the diffusion-based test case.  
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Figure 4.4 – Temperature vs tank depth results for Case 1  after 4 hours into the 

simulation with varying numbers of nodes and 1 second time steps. (a) Type 534 model, 

(b) Type 60 model, (c) Type 4 model. 
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2) Sensitivity to Time Step Size 

Figure 4.5 shows the simulation results for Case 1 after 4 hours with varying time 

step sizes. Again, the Type 534 and Type 60 models gave similar results that agreed with 

the analytical solution. The temperature profiles did not change significantly with an 

increasing time step size for all of the tested models. Since 50 nodes were used for all of 

the simulations, the grid spacing used was constant and the results all showed the correct 

temperature profiles.  

This revealed that the time step size had a very small effect on the results when no 

flow was considered. The RMS errors for all of the tested time step sizes were very small 

and only varied by about 0.06𝑜𝐶 with a maximum of 0.1𝑜𝐶. The conduction between the 

hot and cold regions occurred over a larger time scale than the time step sizes that were 

tested for this case. The RMS error plots in Appendix B show that the Type 60 model 

produced less error than the Type 534 model for the time step sizes tested because it used 

internal time steps to calculate the node temperatures. However, the difference between the 

two models was very small and both models showed good agreement with the analytical 

profiles. Therefore, larger time step sizes could be implemented for a simple conduction 

case while keeping a good level of accuracy.  

As expected, the Type 4 model predictions were insensitive to the time step. The 

initial profile was again maintained for all of the simulations since no conduction was 

calculated between the hot and cold fluid regions. 
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Figure 4.5 – Temperature vs tank depth results for Case 2 after 4 hours with varying time 

step sizes and 50 nodes. (a) Type 534 model, (b) Type 60 model, (c) Type 4 model. 
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4.3.2 Case 2 Results 

1) Sensitivity to Grid Spacing 

Results for Case 2 with varying numbers of nodes are shown in Figure 4.6. The 

temperature profiles were plotted after 1 hour, which was when the center of the 

thermocline approached the middle of the tank. Therefore, the position of the thermoclines 

shown for Case 2 were roughly the same as Case 1. However, less time had passed, and 

thus less diffusion would have occurred. The analytical results show a steeper temperature 

profile with a smaller thermocline thickness. 

The results from the three TRNSYS models show that when a flow was considered, 

numerical error was present and poor predictions were obtained from all of the models. The 

location of the thermocline was predicted correctly, since a plug flow is assumed by both 

the analytical and one-dimensional models, but the thermocline thicknesses were over 

predicted. This error increased as the number of nodes was reduced.  

The over prediction of the thermocline thickness was a result of the errors that were 

introduced due to the numerical scheme. As the number of nodes increased, this error was 

reduced as the predicted thermocline thickness approached the analytical solution. The 

maximum RMS error found with the coarsest grid (10 nodes) was about 6.7𝑜𝐶 and was 

reduced to 2.1𝑜𝐶 with the smallest grid spacing (100 nodes). However, even when the 

maximum number of nodes allowed by TRNSYS was used (100 by default), there was still 

a significant amount of numerical error. The results also showed that the decrease in the 

error for 10 to 50 nodes appeared to be larger than the decrease for 50 to 100 nodes.  
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Figure 4.6 – Temperature vs tank depth results for Case 2 after 1 hour with varying 

numbers of nodes and 1 second time steps. (a) Type 534 model, (b) Type 60 model, (c) 

Type 4 model. 
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Therefore, since the error appears to follow a square root function, as given in Table 

B.1, in order to eliminate the numerical error, the number of nodes would likely have to be 

increased to a much larger value. 

For this case, the Type 4 model also showed similar results as the other TRNSYS 

models, as shown in Figure 4.6c. However, when considering the assumptions inherent in 

the Type 4 model (plug flow with negligible conduction), a perfectly stratified profile, as 

seen in the previous case was anticipated. Therefore, even though the results of the Type 4 

model resemble the type of solution that would be expected from a one-dimensional model, 

the temperature profiles obtained were a result of the numerical error created by the solution 

scheme. This was also found from the RMS errors plotted in Appendix B. When a smaller 

grid spacing was used, the Type 4 model showed lower RMS errors because less diffusion 

was experienced. If enough nodes were used with the Type 4 model, the results would 

resemble a step-function. 

2) Sensitivity to Time Step Size 

It was mentioned previously that the TRNSYS one-dimensional models all output 

time-averaged node temperatures at the end of each time step, rather than the exact nodal 

temperature at the end of the time step. For small time steps, the difference between those 

temperatures is small, but at larger time steps, there may be a significant difference. 

Therefore the simulated profiles would not match with the theoretical profiles plotted with 

the analytical model when larger time steps were considered.  
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Figure 4.7 shows a comparison of the analytical and simulated results for Case 2 

with varying time step sizes after 1 hour. At the smaller time steps of 1 second and 1 minute, 

the locations of the thermoclines matched with the theoretical profile because the plotted 

temperatures were averaged over a very small amount of time. However, as the time step 

size increased, the locations of the simulated thermoclines were incorrect. 

These incorrect profiles were not experienced in the previous simulations because 

of the simulation conditions. For Case 1, only diffusion was considered with no flow 

through the tank. Therefore, the thermocline was not moving with each time step and the 

change in temperature of each node was much smaller for each time step. The results for 

Case 2 with varying numbers of nodes did not show this error because the selected time 

step size of 1 second was very small. 

In order to visualize the effect of the time step size on the simulation accuracy, the 

temperature profiles were plotted at half of a time step ahead of the actual time. This was 

calculated using Eq. (4.8) where 𝑖 represents the considered node, 𝑘 represents the current 

time step, 𝑇 is the desired node temperature, and 𝑇𝑎𝑣𝑒𝑟𝑎𝑔𝑒 is the time-averaged node 

temperature obtained from the TRNSYS results. This equation does not give the actual 

node temperature after the time step, but it provided a simple method to align the 

thermoclines for each of the simulations such that the temperature profiles could be 

compared and inspected for numerical error. 

 𝑇𝑖
𝑘 =

1

2
(𝑇𝑎𝑣𝑒𝑟𝑎𝑔𝑒,𝑖 

𝑘 + 𝑇𝑎𝑣𝑒𝑟𝑎𝑔𝑒,𝑖
𝑘+1 ) (4.8) 
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Figure 4.7 – Temperature vs tank depth results for Case 2 after 1 hour for varying time 

step sizes and 50 nodes. Plotted model results show the time-averaged nodal 

temperatures. (a) Type 534 model, (b) Type 60 model, (c) Type 4 model. 
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Figure 4.8 – Temperature vs tank depth results for Case 2 after 1 hour with varying time 

step sizes and 50 nodes. Plotted model results are time-average nodal temperatures at half 

a time step ahead to compare with analytical results. (a) Type 534 model, (b) Type 60 

model, (c) Type 4 
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Figure 4.8 shows the predicted results for varying time step sizes after 1 hour. The 

Type 534 and Type 4 models showed that as the time step size decreased, a higher level of 

accuracy was obtained. Maximum RMS errors of 6.4𝑜𝐶 and 7𝑜𝐶 were found for the Type 

534 and Type 4 models, respectively, with the largest time step size. The results also show 

that there was a very small change in the profiles between time step sizes of 1 minute and 

1 second. This means that a time step convergence was obtained such that further 

refinement would have led to a very small decrease in the error. The results did not match 

with the analytical results after time step convergence was obtained because the simulations 

all used 50 nodes. Therefore, the minimum RMS error experienced for these two models 

was about 3𝑜𝐶 due to the lack of grid convergence. 

Different results were observed with varying time step sizes for the Type 60 model, 

as shown in Figure 4.8b. The temperature profiles were very similar for most of the tested 

time step sizes. This was because the Type 60 model used internal time steps to calculate 

the time averaged temperature values for each node at the end of the time steps, as described 

in section 3.1.1. Even when a larger time step size was used, the model calculated the 

temperatures after each internal time step between the specified simulation time steps. 

Therefore, a better approximation of the time-averaged node temperatures at the end of the 

simulation time steps was obtained and the use of internal time steps resulted in an overall 

reduction in time step sensitivity. 
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4.4 Numerical Diffusion Analysis 

Since the TRNSYS models were not able to produce results that agreed with the 

analytical solution for Case 2 with a fluid flow, a more in-depth analysis of the solution 

schemes was required in order to determine the main causes for the numerical error that 

occurred. In particular, the sensitivity to grid spacing was analyzed. An in-house one-

dimensional code was used to simulate Case 2 with more nodes than the amount that was 

allowed with the TRNSYS simulations. A Taylor series expansion was also performed on 

the energy equation to determine an expression for the numerical error experienced. 

4.4.1 In-House One-Dimensional Code Comparison 

The one-dimensional code used to simulate Case 2 with more nodes was similar to 

the TRNSYS models. It was a multi-node model which used an implicit scheme to solve 

for the temperatures at each node location with time. This code allowed for Case 2 to be 

simulated with an unlimited number of nodes. Therefore, the number of nodes required to 

obtain an accurate solution with grid convergence could be observed. 

Simulation results using this code are shown in Figure 4.9. Figure 4.9a) shows a 

comparison of the in-house code results and the TRNSYS Type 60 model for 50 and 100 

nodes after one hour into the simulation. Both of the models used a time step size of 1 

second. The figure shows excellent agreement between the in-house code predictions and 

that obtained from TRNSYS using the same time step and grid spacing. This indicates that 

the in-house code used for these simulations could be used to explore the performance of 
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the TRNSYS Type 60 tank model without the node limitation imposed by the commercial 

code.  

 

Figure 4.9 – Temperature vs tank depth results for Case 2 after 1 hour with an increasing 

amount of nodes and 1 second time steps. (a) shows the comparison between the 

TRNSYS Type 534 model and the in-house code up to the maximum of 100 nodes 

allowed by TRNSYS. (b) shows the in-house code results for 100 to 1000 nodes. 
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Figure 4.9b) shows the results of the in-house code for Case 2 using 100, 500, and 

1000 nodes. A similar trend was shown as the amount of error between the numerical and 

analytical results decreased as the number of nodes was increased. However, 1000 nodes 

was required to obtain results that matched well with the analytical solution. This number 

of nodes would not be feasible for a larger system simulation because the computational 

cost would be too large.  

In conclusion, the TRNSYS one-dimensional models would be able to predict the 

theoretical temperature profiles if the maximum number of nodes allowed by TRNSYS was 

increased. However, the use of more nodes would lead to increased computational time, 

which is not desired in the context of performing annual simulations of solar thermal 

systems, particularly if multiple tanks are included in the system.  

4.4.2 Taylor Series Expansion of the Discretized Energy Equation 

To determine the dependence of the numerical error on the simulation parameters, 

a Taylor series expansion was performed on the one-dimensional, unsteady, 

convection/diffusion energy equation, Eq. (4.9), using the discretization methods 

implemented by the TRNSYS Type 60 mode1. The discretizations for each of the terms 

using the Crank-Nicolson scheme with central differencing are shown in Table 4.3. In these 

equations, 𝑖 represents the current node, 𝑘 represents the current time step, 𝛼 represents the 

fluid diffusivity, and 𝑢 represents the mean velocity of the fluid over the tank cross-section 

(𝑢 = �̇�𝑖𝑛/𝜌𝐴𝑐).  
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𝜕𝑇

𝜕𝑡
= 𝛼

𝜕2𝑇

𝜕𝑥2
− 𝑢

𝜕𝑇

𝜕𝑥
 (4.9) 

Table 4.3 – Discretizations used by the Type 60 model  for each of the terms in the one-

dimensional, unsteady, convection/diffusion energy equation. The Crank-Nicolson scheme 

was implemented for each node. 

Term Discretization 

𝝏𝑻

𝝏𝒕
 

𝑇𝑖
𝑘+1 − 𝑇𝑖

𝑘

∆𝑡
 

𝜶
𝝏𝟐𝑻

𝝏𝒙𝟐
 

𝛼

2∆𝑥2
(𝑇𝑖+1

𝑘+1 − 2𝑇𝑖
𝑘+1 + 𝑇𝑖−1

𝑘+1 + 𝑇𝑖+1
𝑘 − 2𝑇𝑖

𝑘 + 𝑇𝑖−1
𝑘 ) 

𝒖
𝝏𝑻

𝝏𝒙
 

𝑢

2∆𝑥
(𝑇𝑖

𝑘+1 − 𝑇𝑖−1
𝑘+1 + 𝑇𝑖

𝑘 − 𝑇𝑖−1
𝑘 ) 

These discretized terms were combined together and Taylor series expansions were 

used to convert all of the temperatures to be in terms of the current node, 𝑖, and the current 

time step, 𝑘. The original energy equation terms were then extracted such that the remaining 

terms made up the numerical error created by the discretization method. Additional details 

of this process are shown in Appendix C. Therefore, the error for the current node at the 

current time step is given by Eq. (4.10) in terms of the fluid velocity (u), diffusivity (𝛼), 

node size (∆𝑥), time step size (∆𝑡), and the derivative terms. 

 

𝐸𝑖
𝑘 = −(

𝑢∆𝑥

2
)
𝜕2𝑇

𝜕𝑥2
|
𝑖

𝑘

+ (
𝑢∆𝑥2

6
+
𝑢3∆𝑡2

12
)
𝜕3𝑇

𝜕𝑥3
|
𝑖

𝑘

− (
𝛼∆𝑥2

12
+
𝛼𝑢2∆𝑡2

2
+
𝛼𝑢∆𝑥∆𝑡

4
+
𝑢3∆𝑥∆𝑡2

8

+
𝑢2∆𝑥2∆𝑡

12
)
𝜕4𝑇

𝜕𝑥4
|
𝑖

𝑘

+⋯  

(4.10) 
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The first term in Eq. (4.10), which involves the second derivate of the temperature 

with respect to position, would have a large effect on the overall numerical error and the 

only variables that effected this term were the velocity and the grid spacing, ∆𝑥. This makes 

sense because if the fluid velocity was reduced, less fluid from the previous node would 

enter the current node after a single time step and less numerical diffusion would occur. 

Also, as seen from the case study results, when the number of nodes was increased, which 

would lead to a smaller ∆𝑥, the numerical error was reduced.  

The dependence on the time step size was also shown in Eq. (4.10). The second 

term contains an expression with ∆𝑡2. The solution scheme is therefore second order 

accurate in time, meaning that as the time step is reduced by half, the numerical error 

present in the energy equation prediction is expected to be reduced by one-quarter. As such, 

the grid spacing is expected to have a larger impact on the error in comparison to the time 

step. These conclusions are consistent with the observations from Case 2 since larger errors 

were experienced with varying grid spacing.  

The first term also revealed information about how much additional diffusion was 

experienced from the simulation results. This term involved the second derivative of the 

node temperature, 𝑇, with respect to position, 𝑥. Therefore, it could be considered as an 

additional diffusion term that was added to the fluid diffusion in the energy equation, as 

shown in Eq. (4.12). The variables in front of the first term, 𝑢∆𝑥/2, would then become 

the additional, numerical diffusivity, 𝛼𝑛𝑢𝑚𝑒𝑟𝑖𝑐𝑎𝑙, as shown in Eq. (4.13). The actual 

diffusivity experienced in the one-dimensional model simulations would be the sum of the 

fluid diffusivity and the numerical diffusivity obtained from the solution scheme of the 
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Type 60 model. A similar term could be obtained with a Taylor series expansion of the 

other models. 

 𝛼𝑛𝑢𝑚𝑒𝑟𝑖𝑐𝑎𝑙 =
𝑢∆𝑥

2
 (4.11) 

 
𝜕𝑇

𝜕𝑡
= 𝛼

𝜕2𝑇

𝜕𝑥2
− 𝑢

𝜕𝑇

𝜕𝑥
+ (

𝒖∆𝒙

𝟐
)
𝝏𝟐𝑻

𝝏𝒙𝟐
= 𝛼𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛

𝜕2𝑇

𝜕𝑥2
− 𝑢

𝜕𝑇

𝜕𝑥
 (4.12) 

 𝛼𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 𝛼f𝑙𝑢𝑖𝑑 + 𝛼𝑛𝑢𝑚𝑒𝑟𝑖𝑐𝑎𝑙 = 𝛼 +
𝑢∆𝑥

2
 (4.13) 

The importance of this numerical diffusivity on the accuracy of the results can be 

determined using the nodal Peclet number, Eq. (4.14). This dimensionless grouping 

represents the ratio between the amount of diffusion created by the numerical scheme and 

the diffusion created by the fluid. Ideally, the nodal Peclet number would be small (~1) to 

reduce the effect of numerical diffusion. However, for Case 2 studied previously, the Peclet 

number for all of the tests was large (~10 with the use of 100 nodes). Therefore, the 

numerical diffusivity had a much larger effect on the results than the fluid diffusivity, 

causing a significant amount of additional diffusion. This also explains why the Case 2 

results for the Type 4 model were similar to the other models while for Case 1, the results 

were different. The effect of the numerical diffusion was larger than the effect of diffusion 

caused by the fluid conductivity. Therefore, even though the Type 4 model did not consider 

conduction, similar results were obtained since the amount of numerical diffusion that had 

occurred after 1 hour was much more than the diffusion caused by the conduction between 

the hot and cold regions. 
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 Pe =
αnumerical

α
=
u∆x

α
 (4.14) 

To evaluate the validity of this numerical diffusivity analysis, Eq. (4.13) was used 

to determine a new diffusivity which represented the diffusion experienced by the one-

dimensional models for varying amounts of nodes. This diffusivity was used for 

simulations of Case 2 with the analytical model and the results were compared with the 

TRNSYS Type 60 model for varying numbers of nodes to determine if Eq. (4.13) gives 

that actual amount of diffusivity that was experienced by the one-dimensional models. The 

values of the diffusivities that were used for each of the simulations are shown in Table 4.4, 

where the mean fluid velocity for Case 2 was: 

 𝑢 =
�̇�𝑖𝑛

𝜌𝐴𝑐
= 1.425𝑥10−4 𝑚/𝑠 (4.15) 

Table 4.4 – Numerical and simulation diffusivities calculated for the use with the analytical 

model to show the additional diffusion created from the numerical error in the one-

dimensional models. 

Number of 

Nodes 

Numerical Diffusivity (𝒎𝟐/𝒔) 

𝜶𝒏𝒖𝒎𝒆𝒓𝒊𝒄𝒂𝒍 =
𝒖∆𝒙

𝟐
 

Simulation Diffusivity (𝒎𝟐/𝒔) 

𝜶𝒔𝒊𝒎𝒖𝒍𝒂𝒕𝒊𝒐𝒏 = 𝜶𝒇𝒍𝒖𝒊𝒅 +
𝒖∆𝒙

𝟐
 

10 7.125𝑥10−6 7.280𝑥10−6 

50 1.425𝑥10−6 1.580𝑥10−6 

100 7.125𝑥10−7 8.675𝑥10−6 
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Figure 4.10 – Temperature vs tank depth results for Case 2 after 1 hour using 1 second 

time steps. The TRNSYS Type 60 results are compared with the analytical solution and 

the analytical solution with the additional diffusion. (a) 100, (b) 50, (c) 10 Nodes. 
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The results of these simulations are shown in Figure 4.10. These show that when 

the numerical diffusivity was added to the fluid diffusivity, and the analytical solution 

recalculated, the analytical temperature profiles agreed with the TRNSYS one-dimensional 

results. This confirmed that the errors that were experienced with the TRNSYS models 

were mostly a result of the numerical diffusion, given by the error equation obtained from 

the Taylor series expansion.  

This also explains the results obtained by Chu [12] and Baldwin [13] where 

temperature profiles simulated with the TRNSYS models showed a lower level of 

stratification when compared with the experimental data. The expression for the numerical 

error shows that the errors can be reduced by increasing the amount of nodes used for the 

simulations. However, as discussed previously, a very large number of nodes would be 

required before an acceptable level of error was obtained. With the use of 100 nodes, the 

nodal Peclet number was about 10. Therefore, at least 1000 nodes would be required to 

reduce the numerical diffusivity to a similar order of magnitude as the fluid diffusivity, 

which is consistent with the findings shown in Figure 4.9 using the in-house code to model 

the tank with more nodes.  

4.4.3 Comparison with Experimental Data (Chu [12]) 

The initial motivation for this research arose from the results of Chu [12] showing 

the differences between the experimental and simulation temperature profiles using a 

TRNSYS one-dimensional storage tank model. As discussed earlier, the TRNSYS 

simulations predicted less stratification than what was shown by the experimental results. 
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Therefore, the numerical error analysis proposed in this chapter was applied to the 

experimental conditions studied by Chu to determine if the results obtained from the 

TRNSYS models would be able to accurately predict the temperature profiles inside the 

tank if there was no numerical diffusion. The simulation parameters used are shown in 

Table 4.5. The inlet temperature was assumed to be constant for the analytical model 

simulations. However, the fluid entering the actual storage tank in the simulations 

performed by Chu came from the output of a heat pump. Therefore, the temperature of the 

inlet fluid would have varied slightly over the duration of the simulation. 

Table 4.5 – Simulation conditions used for the analytical model to replicate the conditions 

tested by Chu [12]. 

Inlet Temperature, 𝑇𝑖𝑛 (
𝑜𝐶) 50 

Initial Temperature T𝑖𝑛𝑖𝑡𝑖𝑎𝑙 (
𝑜𝐶) 20 

Inlet Mass Flow Rate, �̇�𝑖𝑛 (𝑘𝑔/𝑠) 0.04875 

Tank Height, 𝐻 (𝑚) 1.575 

Tank Volume, 𝑉 (𝑚3) 0.454 

Inlet Pipe Diameter, 𝐷𝑃 (𝑚) 0.0254 

The analytical solution, based on the semi-infinite wall solution, was shown earlier 

to be equivalent to the results that could be obtained by the TRNSYS models with a large 

number of nodes for conditions in which the semi-infinite wall solution was valid. 

Therefore it was used to compare the predicted temperature profiles with the experimental 

results. Figure 4.11 shows the comparison of the analytical results with the experimental 

and simulation results obtained by Chu. The temperatures were plotted at 5 different tank 
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heights for the duration of a single charging cycle (about 2.5 hours for this case). The 

highest location was at a depth of about 0.0788m and the distance between each location 

was about 0.3m. The black, dashed line indicates the thermocline center temperature such 

that the time at which the thermocline passes through each location could be observed. The 

purpose of this comparison was to assess the level of mixing seen in the experiments in 

comparison to an idealized case in which diffusion was the only heat transfer mechanism. 

 

Figure 4.11 – Temperature vs time results at 5 different tank depths. The idealized 

analytical model results are compared with the experimental and simulation results 

obtained by Chu [12]. 

The analytical model results showed a higher level of stratification as the 

temperature at each location increased faster compared to the experimental and simulation 

results. The experimental results at the top of the tank had a slower increase in temperature 

compared to other locations due to the inlet jet mixing that occurred in the actual tank. 
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Therefore, the idealized analytical results showed more stratification since the additional 

mixing was not considered.  

The thermoclines represented by the analytical model also appear to be in the 

incorrect locations later on in the simulation. This was also shown by the simulation results 

obtained by Chu. The centers of the thermoclines for the analytical results and simulation 

results, which occur when the temperature is equal to the average between the hot and cold 

temperatures (in this case, 35𝑜𝐶), do not match with the experimental thermoclines. This 

was likely also a result of the inlet jet mixing at the top of the tank. Due to the existence of 

the inlet jet, additional, turbulent mixing was created that led to varying fluid velocities and 

diffusion at the top of the tank. Nizami [17] described this inlet jet region as having a linear 

velocity profile in the axial direction with a maximum near the top of the tank and a 

minimum at the boundary of the inlet jet region, determined from the inlet jet penetration 

depth. This increased velocity was caused by the fluid entrainment into the inlet jet. 

Therefore, this would cause the thermocline to move through the tank at a different rate 

compared to the ideal plug flow case. 

The numerical diffusion analogy was also tested with the conditions studied by Chu. 

The analytical model was simulated with a diffusivity equal to the sum of the fluid 

diffusivity and the numerical diffusivity calculated with Eq. (4.11). The results are shown 

in Figure 4.12. The temperature profiles given by the analytical model with additional 

diffusion showed similar levels of stratification and thermocline locations as the TRNSYS 

simulation results obtained by Chu.  
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Figure 4.12 – Temperature vs time results at 5 different tank depths. The idealized 

analytical model results with additional numerical diffusion, calculated using the 

conditions studied by Chu, are compared with the experimental and simulation results 

obtained by Chu [12]. 

In conclusion, these results show that if a large number of nodes were to be used 

for the TRNSYS one-dimensional models, the analytical solution can be obtained, but these 

results would not always match with the temperature profiles of an actual thermal storage 

tank. This was because of the additional mixing mechanisms that exist in an actual tank 

which act to reduce the level of stratification. The location of the thermocline in an actual 

tank can also be affected by the additional mixing. Therefore, the temperature profiles 

predicted by a one-dimensional model would not always be in the correct location with 

time since a constant flow rate is assumed throughout the entire tank. 
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4.5 Conclusions 

The case studies performed for this research revealed the main causes for the error 

introduced by the TRNSYS one-dimensional models. For the stagnant tank case in which 

only conduction was considered (Case 1), the Type 534 and Type 60 models were able to 

accurately predict the temperature profiles with time. Even when the number of nodes and 

time step sizes were varied, sufficiently accurate results were obtained compared to the 

analytical profiles. This was because there was no fluid motion through the tank and the 

conduction between the hot and cold regions occurred over a larger time scale. 

The Case 1 results also showed the inaccuracies of the Type 4 model. Since this 

model does not calculate the conduction between the tank nodes, the temperature profiles 

did not change with time. The Type 4 model would still provide a simple analysis of the 

amount of hot fluid that is stored within the tank over time, however, the growth of the 

thermocline could not be modelled, which impacts the accuracy of the simulation of an 

entire solar thermal system.  

The results from Case 2 show that errors were caused by the numerical treatment of 

the fluid flow through the tank. The error decreased when the number of nodes was 

increased and when the time step size was decreased. However, grid convergence was not 

obtained in the TRNSYS simulations due to the limitation of the maximum number of 

nodes in the tank. Therefore, none of the models were able to obtain the exact theoretical 

temperature profiles. Additional simulations with an in-house code were performed to show 
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that it would require about ten times as many nodes to obtain a more accurate result, which 

would be too computationally expensive for a large system model in TRNSYS. 

A Taylor series expansion was also performed to explore the impact of the 

simulation parameters on the numerical error. It was found that the velocity and the node 

size have a very large effect on the error. These variables were shown to combine into a 

single term that acts as an additional diffusivity created by the numerical scheme. By adding 

this additional diffusivity to the fluid diffusivity in the analytical model, the theoretical 

results matched with the TRNSYS results, revealing that this was indeed the main cause of 

the numerical error. 
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Chapter 5     

Development of Analytical Modelling Strategies 

The previous chapter discussed the problems with using one-dimensional models 

to simulate the behaviour of thermal storage tanks. While they do provide a simple model 

that can be used in larger system simulations, they do not always perform well due to 

numerical error and the inherent simplifications of the physical mixing mechanisms. To 

alleviate the numerical error, a very large number of nodes is required, which would result 

in increased computational effort. Previous simulations performed by different researchers 

have shown agreement with experimental data because the additional diffusion created 

from the numerical error allowed the simulations to account for additional mixing 

mechanisms that were present in the experiments [40]. 

Therefore, this research looked into developing new modelling strategies that did 

not depend on a set of one-dimensional nodes. An analytical approach was used to model 

the storage tank behaviour which was developed from the semi-infinite wall solution, as 

discussed in section 3.2. This chapter will also discuss additional considerations that could 

be combined with the analytical solution to account for other mixing mechanisms that are 

not considered in previous one-dimensional models. 

5.1 Idealized Analytical Solution 

The idealized analytical solution used for this grid-less model was essentially 

identical to the solution used in Chapter 4 to compare with the TRNSYS model results. The 
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semi-infinite wall solution was used to model the diffusion between the hot and cold 

regions over time and the location of the calculated temperature profile was shifted 

depending on the predicted location of the thermocline center within the tank during 

charging. This model still assumed a one-dimensional profile since the temperature was 

assumed to be constant in the radial direction at each location. 

The model first calculated the location of the thermocline with time. This was done 

by assuming that the thermocline moves at the mean tank fluid velocity, 𝑢𝑡𝑎𝑛𝑘. The center 

of the thermocline, 𝐶, was then calculated with Eq. (5.2). For the simulations performed in 

this thesis, the inlet flow rate was constant. Therefore, the thermocline location was 

calculated as the product of the mean tank velocity and the simulation time. 

 𝑢𝑡𝑎𝑛𝑘 =
�̇�𝑖𝑛
𝐴𝑐

=
�̇�𝑖𝑛

𝜌𝐴𝑐
 (5.1) 

 𝐶(𝑡) = ∫
�̇�𝑖𝑛(𝑡

∗)

𝜌𝐴𝑐
𝑑𝑡∗

𝑡

0

 (5.2) 

The equation used to solve for the temperatures at any time and any location is 

shown below in Eq. (5.3). There are two different equations that are solved, depending on 

whether the point considered is above or below the thermocline center at the given 

simulation time. The variable, 𝑇ℎ, is the hot fluid temperature that enters the tank during a 

charging cycle, 𝑇𝑐 is the cold fluid temperature that was initially in the tank, and 𝑇𝑎𝑣𝑒 is the 

average temperature (
1

2
(𝑇ℎ + 𝑇𝑐)). 
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𝑇(𝑥, 𝑡)

=  

{
 

 𝑇𝑎𝑣𝑒 + (𝑇𝑐 − 𝑇𝑎𝑣𝑒) 𝑒𝑟𝑓 (
𝑥 − 𝐶

√4𝛼𝑡
)                                 𝑓𝑜𝑟 𝑥 > 𝐶

(𝑇𝑐 + 𝑇ℎ) − (𝑇𝑎𝑣𝑒 + (𝑇𝑐 − 𝑇𝑎𝑣𝑒) 𝑒𝑟𝑓 (
𝐶 − 𝑥

√4𝛼𝑡
))     𝑓𝑜𝑟 𝑥 < 𝐶

 
(5.3) 

The advantage of using this solution was that the temperature profile does not have 

to be calculated at specific time steps to acquire an accurate solution, like for the one-

dimensional models. Since this model used an analytical approach, the temperature profiles 

could be calculated at any desired time and at any number of locations within the tank. The 

use of the analytical approach also reduced the amount of numerical error present in the 

model since the semi-infinite wall solution has been shown to accurately predict the 

thermocline behaviour with time. 

5.2 Additional Considerations 

The analytical solution discussed above only models the idealized temperature 

profiles in a thermal storage tank. Only the diffusion between the hot and cold regions is 

calculated throughout the simulation. However, as discussed previously, there are many 

other mixing mechanisms that lead to a loss of stratification, causing the analytical profiles 

to be incorrect. Therefore, methods of modelling these mechanisms analytically were 

explored such that they could be combined with the idealized analytical solution. This 

would create a more robust model that would be able to account for many different types 

of flows that could occur in a thermal storage tank. 
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5.2.1 Variable Inlet Temperatures 

An important consideration for thermal storage tanks is the changes in the 

temperature of the inlet fluid with time. The temperature can change at different times of 

the day due to the amount of available solar energy that can be harvested by the collectors. 

Since the solar irradiation typically follows a cosine profile with time, as shown in Figure 

1.2b), the temperature entering the tank increases in the morning until a solar noon is 

reached and then the temperature drops with the reducing solar irradiation.  

Due to the use of time steps for one-dimensional simulations, the temperature of the 

fluid that enters the storage tank in the morning would jump to a higher value at the 

beginning of each time step, even though the temperature would be expected to increase at 

a continuous rate. For the analytical tank model, this would effectively create a new 

thermocline above the existing one since the higher temperature fluid, 𝑇ℎ2, enters the top 

of the tank that was at a slightly lower temperature, 𝑇ℎ1. To ensure that the correct amount 

of energy is added, compared to an actual storage tank with a continuously increasing inlet 

temperature, commercial codes use the average inlet temperature between the current and 

next time steps. This was also included in the current analytical model. 

This effect was modelled using the same analytical concept from before and 

mathematical superposition of independent solutions. The initial thermocline, between 

temperatures 𝑇ℎ1 and 𝑇𝑐, would progress through the tank at the same rate as before. When 

a higher temperature fluid enters the tank at a specific time, 𝑡𝑡ℎ𝑒𝑟𝑚,2, a new thermocline, 

between temperatures 𝑇ℎ2 and 𝑇ℎ1, would be calculated separately with a new thermocline 
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center location, 𝐶2, that started at the top of the tank at 𝑡 = 𝑡𝑡ℎ𝑒𝑟𝑚,2. The time used to 

calculate the position of the second thermocline, using Eq. (5.2), would be the current time 

subtracted by the time at which the inlet temperature increased, 𝑡2 = 𝑡 − 𝑡𝑡ℎ𝑒𝑟𝑚,2. The 

following equations are used to calculate the two separate thermoclines: 

 

𝑇1(𝑥, 𝑡)

=  

{
 

 𝑇𝑎𝑣𝑒,1 + (𝑇𝑐 − 𝑇𝑎𝑣𝑒,1) 𝑒𝑟𝑓 (
𝑥 − 𝐶1

√4𝛼𝑡
)                                       𝑓𝑜𝑟 𝑥 > 𝐶1

(𝑇𝑐 + 𝑇ℎ1) − (𝑇𝑎𝑣𝑒,1 + (𝑇𝑐 − 𝑇𝑎v𝑒,1) 𝑒𝑟𝑓 (
𝐶1 − 𝑥

√4𝛼𝑡
))           𝑓𝑜𝑟 𝑥 < 𝐶1

 

 

(5.4) 

 

𝑇2(𝑥, 𝑡)

=  

{
 
 

 
 𝑇𝑎𝑣𝑒,2 + (𝑇ℎ1 − 𝑇𝑎𝑣𝑒,2) 𝑒𝑟𝑓 (

𝑥 − 𝐶2

√4𝛼𝑡2
)                                           𝑓𝑜𝑟 𝑥 > 𝐶2

(𝑇ℎ1 + 𝑇ℎ2) − (𝑇𝑎𝑣𝑒,2 + (𝑇ℎ1 − 𝑇𝑎𝑣𝑒,2) 𝑒𝑟𝑓 (
𝐶2 − 𝑥

√4𝛼𝑡2
))           𝑓𝑜𝑟 𝑥 < 𝐶2

 
(5.5) 

Where: 

 𝑇𝑎𝑣𝑒,1 = 0.5(𝑇𝑐 + 𝑇ℎ1) (5.6) 

 𝑇𝑎𝑣𝑒,2 = 0.5(𝑇ℎ1 + 𝑇ℎ2) (5.7) 

 𝐶1 = 𝑢𝑡 (5.8) 

 𝐶2 = 𝑢𝑡2 (5.9) 

Figure 5.1 shows an example of two separate thermoclines plotted at the same 

instance of time. Thermocline 1 had already moved to the center of the tank when 

Thermocline 2 was introduced at the top due to an increase in the inlet temperature from 
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40𝑜𝐶 to 50𝑜𝐶. Therefore Thermocline 1 had a larger thickness because more diffusion had 

occurred. 

 

Figure 5.1 – Two thermoclines that are determined separately such that they can be 

combined using superposition to determine the overall temperature profile when the tank 

inlet temperature increases with time. 

The two separate thermoclines were then added together using superposition to 

obtain the final temperature profile at the desired time. This was done by adding the initial 

profile to the second profile and subtracting the cold fluid temperature of the second profile 

(Eq. (5.10)), which in this case would be 𝑇ℎ1. This ensured that the profiles would be added 

together correctly when the individual thermoclines intersect as more diffusion occurs. 

 𝑇𝑓𝑖𝑛𝑎𝑙(𝑥, 𝑡) = (𝑇1(𝑥, 𝑡) + 𝑇2(𝑥, 𝑡)) − 𝑇ℎ1 (5.10) 

This process could be repeated for each time step that experienced an increase of 

the inlet fluid temperature. An example of this was simulated using the inlet temperature 
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data given in Table 5.1 at 600 second time intervals. The initial temperature of the fluid in 

the tank was set to 20𝑜𝐶 and the inlet temperature started at 30𝑜𝐶. After each time step 

(600 s), the inlet temperature increased by 4𝑜𝐶 until 3000 seconds and then remained 

constant at 50𝑜𝐶. As mentioned earlier, the analytical model uses the average inlet 

temperature for the duration of each time step instead of the temperature at the beginning 

of the time step to ensure the correct amount of energy is added to the tank. A charging 

mass flow rate of 0.01 𝑘𝑔/𝑠 was used. 

Table 5.1 – Tank inlet temperatures at different times used for the simulation of the varying 

inlet temperature analytical model. 

𝑇𝑖𝑚𝑒 (𝑠) 0 600 1200 1800 2400 3000 

𝑇𝑖𝑛 (
𝑜𝐶) 30 34 38 42 46 50 

The results are shown in Figure 5.2. The first temperature profile for the analytical 

model plotted after 900 seconds shows the first two thermoclines added together to create 

a single temperature profile. As the simulation progressed, the width of these two 

thermoclines increased due to diffusion while additional thermoclines were created above 

them as the inlet temperature increased every time step (600s). After 4500 seconds, the first 

two thermoclines had intersected and created a more linear profile as more diffusion had 

occurred. Also, when the inlet temperature becomes constant, the profiles show a constant 

temperature at the top of the tank as the existing thermoclines move through the tank and 

diffuse with time. 
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Figure 5.2 – Temperature vs. tank depth results after 900, 2100, 3300, and 4500 seconds 

for the analytical model (using 600 second time steps) and the in-house one-dimensional 

model (using 1 second time steps) 

 

Figure 5.3 – Temperature vs. tank depth results after 900, 2100, 3300, and 4500 seconds 

for the analytical model (using 10 second time steps) and the in-house one-dimensional 

model (using 1 second time steps) 
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However, these profiles did not perfectly match with the expected profiles of an 

actual storage tank that would occur with a continuously increasing inlet temperature with 

time. This was simulated with the use of the in-house, one-dimensional model with 1000 

equal volume nodes and one second time steps where the inlet temperature increased 

linearly with each time step (increased by 4/600𝑜𝐶 each step). With a larger time step size, 

the analytical model showed the correct amount of energy added to the tank but the 

thermocline profiles that were added together showed less diffusion. This was because the 

time intervals at which new thermoclines were created due to the increase in temperature 

were too large.  

Figure 5.3 shows the results of the analytical model when the temperature was 

assumed to increase every 10 seconds instead of 600. This provided more accurate results 

since the increase in the inlet temperature for each time step was much smaller. Therefore, 

a larger number of additional thermoclines were calculated and added to produce a fuller 

profile and a better prediction was obtained. However, this would also lead to additional 

computational time. 

This method would also not be applicable for a decreasing inlet temperature, which 

could be experienced later in the day as the amount of available solar energy decreases. 

The thermocline profiles could still be calculated and added together, but the final 

temperature profile would not be correct because plume entrainment would occur. Due to 

the lower density of the cooler temperature fluid entering the top of the tank, it would fall 

in the tank until it reached a similar temperature, causing additional mixing with the 
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surrounding hot fluid. This analytical model would only be able to plot the colder inlet fluid 

as a plug flow above the hotter region and not the effects of the fluid buoyancy. 

5.2.2 Heat Losses to the Surroundings 

The next mechanism that was considered was the heat losses to the tank 

surroundings. The TRNSYS one-dimensional models were able to consider this since it 

was calculated as another heat flow out of each node using the energy equation. However, 

an analytical approach was desired to obtain a higher accuracy. This was done by 

calculating new temperatures for the hot and cold regions with time as energy was lost to 

surroundings for a case with no fluid flow in the tank. The temperature of the fluid in the 

hot and cold regions would decrease as heat was lost. 

Previous researchers who have studied tank heat losses, such as Abdoly and Rapp 

[30] and Oliveski et al. [18], considered storage tanks with no bulk fluid motion. As 

discussed previously, the effects of heat losses to the surroundings were much smaller 

compared to the advection during a charging cycle since it takes a longer period of time for 

there to be a significant change in the temperatures. Therefore, the analytical model for heat 

losses was developed for a stationary conduction case (Case 1). 

The first challenge pertained to the calculation of the temperature profile with time 

was determining the shape of the profiles for each time step. At the beginning of each time 

step, the temperatures of the hot and cold regions will be different and the thermocline must 

be determined between the new temperature values. While the idealized analytical model 
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cannot account for this, the thermocline thickness, calculated from the idealized analytical 

model (as discussed in section 4.2), can be used to guide the temperature profile calculation.  

After a thermocline profile is determined at the end of a simulation time step, the 

thermocline thickness can be calculated using Eq. (5.11). This was used to ensure that the 

thermocline thickness at the beginning of the next time step was the same when the new 

temperatures of the hot and cold regions, determined as a result of the heat losses, were 

used for the solution. To use the same analytical solution for the next time step, a new 

simulation time, 𝑡𝑛𝑒𝑤, needed to be calculated which corresponded to a temperature profile 

with the same thermocline thickness that was determined at the end of the previous time 

step, but existed between the new temperature values, 𝑇𝑐,𝑛𝑒𝑤 and 𝑇ℎ,𝑛𝑒𝑤. Eq. (5.11) was 

rearranged to solve for the time, 𝑡𝑛𝑒𝑤, as shown in Eq. (5.12). Therefore, the new simulation 

time that was used for the analytical model to calculate the temperature profile for the next 

time step would be 𝑡𝑛𝑒𝑤 + ∆𝑡, where ∆𝑡 is the time step size. 

 𝑊𝑡ℎ𝑒𝑟𝑚,𝑜𝑙𝑑 = 2√4𝛼𝑡𝑜𝑙𝑑  𝑒𝑟𝑓𝑖𝑛𝑣 (
𝑋𝑇𝑐,𝑜𝑙𝑑 − 𝑇𝑎𝑣𝑒,𝑜𝑙𝑑
𝑇𝑐,𝑜𝑙𝑑 − 𝑇𝑎𝑣𝑒,𝑜𝑙𝑑

) (5.11) 

 𝑡𝑛𝑒𝑤 = (
1

4𝛼
)

(

 
 𝑊𝑡ℎ𝑒𝑟𝑚,𝑜𝑙𝑑

2(𝑒𝑟𝑓𝑖𝑛𝑣 (
𝑋𝑇𝑐,𝑛𝑒𝑤 − 𝑇𝑎𝑣𝑒,𝑛𝑒𝑤
𝑇𝑐,𝑛𝑒𝑤 − 𝑇𝑎𝑣𝑒,𝑛𝑒𝑤

))
)

 
 

2

 (5.12) 

The accuracy of this method would depend on the size of the time steps used 

because it was assumed that the temperature of the regions remained the same for the entire 

time step. Realistically, the temperatures would be changing constantly with time, which 
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would affect the growth rate of the thermocline. Therefore, with smaller time steps, the 

error in the assumption would be reduced. However, since the heat losses to the 

surroundings are typically small, this method still provides a good approximation and 

allows for the modelling of the temperature profile with varying hot and cold region 

temperatures. 

The next challenge was to determine how the region temperatures change with time 

due to the heat losses to the surroundings. This was done by using Newton’s Law of 

Cooling [29], as shown by Eq. (5.13), where 𝑇 represents the value of the region 

temperature being solved for (either the hot region temperature, 𝑇ℎ, or the cold region 

temperature, 𝑇𝑐), 𝑇∞ is the temperature of the surroundings, 𝐴𝑠 is the wall surface area that 

is in contact with each of the fluid regions, and 𝑉 is the volume of the regions. The surface 

area and the volume are written as Eq. (5.14) and Eq. (5.15), where 𝐿 is the length of the 

regions and 𝐷 is the tank diameter. Therefore, the energy balance was simplified to Eq. 

(5.16). 

 𝜌𝐶𝑃𝑉
𝑑𝑇

𝑑𝑡
= −ℎ𝐴𝑠(𝑇 − 𝑇∞) (5.13) 

 𝐴s = 𝜋𝐷𝐿 (5.14) 

 𝑉 =
𝜋

4
𝐷2𝐿 (5.15) 

 
𝑑𝑇

𝑑𝑡
= −

4ℎ

𝜌𝐶𝑃𝐷
(𝑇 − 𝑇∞) (5.16) 
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The initial condition used to solve this differential equation would be the initial 

region temperature, 𝑇𝑜. Therefore, the hot and cold region temperatures were solved for 

separately as functions of time, as shown below. 

Initial conditions:  𝑇ℎ(𝑡 = 0) = 𝑇ℎ,0     ,     𝑇𝑐(𝑡 = 0) = 𝑇𝑐,0 

 𝑇ℎ(𝑡) = 𝑇∞ + (𝑇ℎ,0 − 𝑇∞) 𝑒𝑥𝑝 (−
4ℎ

𝜌𝐶𝑃𝐷
𝑡) (5.17) 

 𝑇𝑐(𝑡) = 𝑇∞ + (𝑇𝑐,0 − 𝑇∞) 𝑒𝑥𝑝 (−
4ℎ

𝜌𝐶𝑃𝐷
𝑡) (5.18) 

 

Figure 5.4 – Temperature vs tank depth results for the previous Case 1 conditions after 12 

hours with the additional effects of heat losses to the surroundings calculated by the heat 

losses analytical model. 

Using the conditions of Case 1 from Chapter 4, which initially consisted of hot 

water in the top half of the tank at 50𝑜𝐶 and cold water in the bottom half at 20𝑜𝐶, the 

analytical model was used to simulate the performance of a tank with 300 second time 
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steps, a heat transfer coefficient of ℎ = 0.34 𝑊/𝑚2𝐾, and the surroundings at a 

temperature of 10𝑜𝐶. The results were compared with the same in-house one-dimensional 

model that was used in section 3.4.1. Figure 5.4 shows the temperature profiles after 12 

hours when a significant amount of diffusion and heat losses to the surroundings had 

occurred. The results from the idealized analytical model with no heat losses are also 

plotted to show the difference between the different solutions. 

The temperature profiles show that the analytical model that considered the heat 

losses to the surroundings agreed with the one-dimensional model results which used a 

large number of nodes. The temperature of the hot fluid at the top of the tank and the cold 

fluid at the bottom of the tank decreased as a result of the heat losses to surroundings which 

were at a lower temperature. Therefore, this model could be used to predict heat losses 

when there is no flow in the tank, i.e. when no charging or discharging occurs. This method 

would not be valid with fluid flow because hot fluid would constantly be entering the top 

of the tank. Therefore, the temperature of the hot region would not decrease as much and 

the very top of the tank would be at a higher temperature due to the buoyancy of the inlet 

fluid. 

However, the decrease in the hot and cold region temperatures due to the heat losses 

to the surroundings would not always be significant for the time scale considered for the 

charging of a tank. The previous example showed the difference between the idealized case 

and the case with heat loss after 12 hours. For comparison, the charging of the tank 

considered previously in Chapter 4 (Case 2) only took about 2 hours. The decrease in the 

hot region temperature due to heat losses after 2 hours would only be about 0.32𝑜𝐶 or 
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0.64% of the original hot region temperature. Therefore, the effect of the heat losses to the 

surroundings during charging or discharging could be neglected for some cases and the 

current model would be implemented when there is no fluid flow, such as when hot fluid 

is being stored in the tank for longer periods of time. 

5.2.3 Tank Wall Conduction 

The additional heat transfer created due to the conduction through the tank wall was 

modeled similarly to the method used for heat losses to the surroundings. The temperatures 

of the hot and cold regions were assumed to change with time due to the heat transferred 

through the storage tank walls. The temperature of the fluid in the hot region would 

decrease over time. However, the temperature of the fluid in the cold region would now 

increase as heat is conducted through the wall from the hot region. 

To calculate the change in these temperatures over time, the analogy used by 

Lightstone [19] was implemented. This method, as described in section 2.1.3, treated the 

wall as a fin which acts to enhance the heat transfer between the hot and cold regions. 

Therefore, assuming that the temperature of the wall is equal to the average tank fluid 

temperature, the heat transfer into the wall from the hot region and out of the wall into the 

cold region was determined using Eq. (5.19) where ∆𝑇 is the temperature difference 

between the wall and the tank region being considered, ℎ is the convective heat transfer 

coefficient between the wall and the tank fluid, 𝑃 is the inner tank perimeter, 𝑘𝑤𝑎𝑙𝑙 is the 

thermal conductivity of the wall, and 𝐴𝑐,𝑤𝑎𝑙𝑙 is the cross-sectional area of the wall. 
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 �̇�𝑤𝑎𝑙𝑙 = √ℎ𝑃𝑘𝑤𝑎𝑙𝑙𝐴𝑐,𝑤𝑎𝑙𝑙
∆𝑇

2
𝑡𝑎𝑛ℎ (√

ℎ𝑃

𝑘𝑤𝑎𝑙𝑙𝐴𝑐,𝑤𝑎𝑙𝑙

𝐻

2
) (5.19) 

Using this heat transfer equation, the temperature of the hot and cold regions were 

determined using the differential equation given by Eq. (5.20). The initial hot and cold 

region temperatures were used as the initial conditions to find two equations for 𝑇ℎ(𝑡) and 

𝑇𝑐(𝑡) with time. All of the properties in Eq. (5.19) were collected and written as a single 

constant variable, 𝐶𝑤ℎ𝑐. 

 𝜌𝐶𝑃𝑉
𝑑𝑇

𝑑𝑡
= �̇�𝑤𝑎𝑙𝑙 (5.20) 

 

𝜌𝐶𝑃𝑉
𝑑𝑇

𝑑𝑡
= −

√ℎ𝑃𝑘𝑤𝑎𝑙𝑙𝐴𝑐,𝑤𝑎𝑙𝑙

2
𝑡𝑎𝑛ℎ (√

ℎ𝑃

𝑘𝑤𝑎𝑙𝑙𝐴𝑐,𝑤𝑎𝑙𝑙

𝐻

2
)(𝑇 − 𝑇𝑤𝑎𝑙𝑙)

= 𝐶𝑤ℎ𝑐(𝑇 − 𝑇𝑤𝑎𝑙𝑙) 

 

(5.21) 

 𝑇ℎ(𝑡) = 𝑇𝑤𝑎𝑙𝑙 + (𝑇ℎ,𝑜 − 𝑇𝑤𝑎𝑙𝑙) 𝑒𝑥p (−
𝐶𝑤ℎ𝑐
𝜌𝐶𝑃𝑉

𝑡) (5.22) 

 𝑇𝑐(𝑡) = 𝑇𝑤𝑎𝑙𝑙 + (𝑇𝑐,𝑜 − 𝑇𝑤𝑎𝑙𝑙) 𝑒𝑥𝑝 (−
𝐶𝑤ℎ𝑐
𝜌𝐶𝑃𝑉

𝑡) (5.23) 

Table 5.2 – Steel tank wall dimensions and thermal properties used for the tank wall heat 

conduction analytical model simulations. 

Wall Thickness (𝑑)  0.01 m 

Convective Heat Transfer Coefficient (ℎ𝑤𝑎𝑙𝑙) 1.5 W/m2𝐾 

Thermal Conductivity (𝑘𝑤𝑎𝑙𝑙) 45 W/mK 
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The same technique used for calculating the temperature profile with varying hot 

and cold region temperatures described in section 5.2.2 was used to calculate the profiles 

for the tank wall conduction case. The case of simple conduction (Case 1) was again studied 

to show the effectiveness of this analytical model for calculating the profiles when tank 

wall conduction was present. The tank was initially stratified with 50𝑜𝐶 water in the top 

half and 20𝑜𝐶 water in the bottom half. The properties for a steel wall used for this 

simulation are shown in Table 5.2. 

 

Figure 5.5 - Temperature vs tank depth results for the previous Case 1 conditions after 12 

hours with the additional effects of tank wall heat conduction calculated by the wall 

conduction analytical model. 

Figure 5.5 shows the results of the simulation after 12 hours. The temperature of 

the hot water at the top of the tank decreased and the temperature of the water at the bottom 

of the tank increased as a result of the heat transferred through the wall. Similar to the case 

with heat losses to the surroundings, the change in the region temperatures after 12 hours 
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was small. Therefore, this solution for tank wall heat conduction could be implemented 

only when there was no tank flow since the change in the region temperatures occurred 

over a larger time scale. 

5.2.4 Inlet Jet Mixing 

The modelling of the mixing effects caused by the inlet jet was important because 

it can lead to significantly different temperature profiles, as experienced by Oliveski et al. 

[18] and Leohrke and Holzer [20]. This additional mixing can lead to lower expected 

temperatures at the top of the tank compared to the temperature of the inlet fluid. Therefore, 

a plug-flow could not be considered as the tank is charging with a hot fluid. This was also 

a mechanism that the current TRNSYS one-dimensional models do not consider.  

Inlet jet mixing effectively creates a region at the top of the tank (the inlet mixing 

region) that contains different flow characteristics compared to the rest of the tank. This 

leads to additional mixing between the hot inlet fluid and the initial cold fluid within the 

tank. As shown by the simulations performed by Oliveski et al. and Nizami et al. [17] 

(Figure 2.3 and Figure 3.4), the temperature and velocity of the fluid in the inlet mixing 

region varied in both the axial and radial directions as a result of the inlet jet penetration 

and the recirculation of fluid. The temperature in the rest of the tank only varied in the axial 

direction as the fluid flow was more uniform. 

Nizami used 2D-axisymmetric simulations to visualize the flow patterns and 

temperature contours within a storage tank at different times during charging. The results 

were shown previously in Figure 3.5. These simulations revealed that a turbulent, 
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recirculation zone was created as surrounding fluid was entrained into the jet. Fluid from 

the jet that mixed with the surrounding fluid traveled upwards since the hotter fluid had a 

lower density. As more hot fluid entered the tank, the inlet mixing region filled with hotter 

fluid, but with a different velocity field and fluid properties than the rest of the tank due to 

the recirculation.  

Additional 2D-axisymmetric simulations were performed for the case studied by 

Nizami to obtain more information about how the temperature of the fluid in the inlet 

mixing region changed at the beginning of a charging cycle. Details of the tank mesh and 

conditions used for the simulation are discussed in Appendix E.1.  

 

Figure 5.6 – Temperature contours of the inlet jet region for the conditions studied by 

Nizami et al. [17] after (a) 200s, (b) 400s, and (c) 600s, showing the formation of a 

thermocline within the inlet jet region. 

The results, shown in Figure 5.6, reveal that the hot inlet fluid that recirculates to 

the top of the tank creates a thermocline within the inlet mixing region that travels 

downwards as more hot fluid enters the tank. After 200 seconds, there was a warm fluid 

region at the top of the tank and a cold region below. As time increased, the warm region 

expanded as more hot fluid entered the tank and showed a similar behaviour as a typical 
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thermocline. However, the velocity at which this thermocline moved through the inlet 

mixing region was different than the mean tank fluid velocity due to the jet entrainment.   

 

Figure 5.7 - Schematic of the constant temperature regions defined for time intervals 1 

and 2 that are used to determine the temperature profile within the tank over time. For 

time interval 1, the tank is divided into 4 regions: (1) jet region, (2) inlet mixing hot 

region, (3) inlet mixing cold region, and (4) cold tank region. For time interval 2, the tank 

consists of 2 regions: (5) hot tank region and (6) cold tank region. 

To analytically model the temperature profile behaviour with time for this scenario, 

the solution was divided into two different time intervals. The first time interval (for 0 <

𝑡 < 𝑡𝑜) was used to calculate the temperature profile while the thermocline resided within 

the inlet mixing region. The time at which this time interval ended (𝑡𝑜) would be when the 

center of the initial thermocline reached the edge of the inlet mixing region, which would 
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be equal to the inlet jet penetration depth, ℎ𝑗 . This is the location where the velocity of the 

fluid is equal to the mean tank fluid velocity since there are no turbulent effects. The second 

time interval would exist for the rest of the charging time (for 𝑡 > 𝑡𝑜) while the thermocline 

moves throughout the rest of the tank at the normal tank velocity. A visualization of these 

two time intervals is shown in Figure 5.7.  

To model the temperature profile for time interval 1, the tank was divided into 

different regions, similar to the work done by Nizami et al. [17], as explained in section 

3.1.2. However, the regions defined for this work considered separate constant temperature 

regions, whereas the model developed by Nizami divided the tank into regions with 

different flow patterns, which each contained a series of one-dimensional nodes in the axial 

direction, as shown in Figure 3.5 and Figure 3.6. Region 1 for the current work was 

determined to be the same as region 𝛿1 defined by Nizami, which was the region that 

contained the inlet jet and the fluid that rises to the top of the tank. However, the remaining 

tank regions for this work were defined differently to simply the solution. Nizami assumed 

that the axial flow rate in region 𝛿3 had a linear distribution with a maximum at the top of 

the region to a minimum of �̇�𝑖𝑛 at the bottom since flow was entrained into the jet region, 

𝛿1, from each node used to discretize region 𝛿3. The current work only used 2 fully mixed 

temperature regions to define the region beside the inlet jet where the axial flow rate was 

assumed to be constant and equal to the summation of the inlet and entrainment flow rates 

(�̇�𝑝 = �̇�𝑖𝑛 + �̇�𝑒𝑛𝑡). 
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Region 2 included the hot fluid that was brought to the top of the tank and gets 

redirected downwards. This region made up the hot region of the thermocline in the inlet 

mixing region where the volume increases as more hot fluid enters the tank. Region 3 

contained the initial cold tank fluid that still existed in the inlet mixing region for the 

duration of time interval 1. Fluid from this region is entrained into the inlet jet and was 

defined as the cold region for the thermocline. Finally, Region 4 included the rest of the 

tank fluid outside of the inlet jet region where the flow rate was equal to the inlet flow rate. 

For the duration of time interval 1, the temperatures of Region 3 and Region 4 were 

assumed to be constant at the initial cold fluid temperature, 𝑇𝑐. Therefore, only the temporal 

temperatures of Region 1 and Region 2 needed to be determined in order to solve for the 

tank temperature profile for time interval 1. 

 

Figure 5.8 – Description of the energy inputs and outputs for temperature region 1, the 

inlet jet region. 
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The energy entering and leaving Region 1 is shown in Figure 5.8. Hot inlet fluid 

enters the top of the region at the inlet mass flow rate, �̇�𝑖𝑛. Cold fluid from Region 3 is 

entrained into the bottom of Region 1 at a flow rate of �̇�𝑒𝑛𝑡. Finally, warm fluid that rises 

to the top of the tank leaves Region 1 at a flow rate equal to the sum of �̇�𝑖𝑛 and �̇�𝑒𝑛𝑡, 

which was indicated as �̇�𝑝 (plume mass flow rate). The diameter of Region 1 was assumed 

to be approximately three times the diameter of the inlet pipe, which was approximated 

from simulations by Nizami et al. [17].  

Using these energy flows, the energy equation given by Eq. (5.24) was solved to 

find the change in the temperature of Region 1, 𝑇1, with time for time interval 1. Eq. (5.25) 

was found by setting 𝑇3 = 𝑇𝑐 and assuming that the volume of Region 1, 𝑉1, remained 

constant for the entire time interval. The volume would actually be increasing due to the 

behaviour of the inlet jet penetration depth. As the surrounding fluid temperature increases 

with time due to the constant addition of hot fluid, the buoyancy forces acting on the inlet 

jet would reduce, causing the jet to penetrate deeper. However, for the calculation of 𝑇1, 

the depth of Region 1 was assumed to be constant and equal to the initial jet penetration 

depth, which was calculated using Eq. (3.16). The initial temperature of Region 1 was set 

to 𝑇𝑐 for the initial condition required to solve. 

 𝜌𝐶𝑝
𝑑𝑉1𝑇1
𝑑𝑡

= (�̇�𝑖𝑛𝐶𝑝𝑇ℎ + �̇�𝑒n𝑡𝐶𝑝𝑇3) − �̇�𝑝𝐶𝑝𝑇1 (5.24) 

 𝑇1(𝑡) = 𝑇𝑐 +
�̇�𝑖𝑛

�̇�𝑝

(𝑇ℎ − 𝑇𝑐) (1 − 𝑒𝑥𝑝 (−
𝜌𝑉1
�̇�𝑝

𝑡)) (5.25) 
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Since an expression for the temperature of Region 1 was determined (Eq. (5.25)), a 

solution for the temperature of Region 2 could be found since the temperature of the fluid 

entering is known. The energy flows for Region 2 are shown in Figure 5.9. Hot fluid from 

Region 1 enters along the inside surface. The depth of Region 2, 𝐶𝑜, was calculated as the 

location of the thermocline center. Therefore, the bottom boundary moves downwards at 

the mean flow velocity of the inlet jet region, which meant that no mass crossed the bottom 

boundary of Region 2.  

 

Figure 5.9 – Description of the energy inputs and outputs for temperature region 2, the 

inlet mixing hot region. 

To determine the temperature of Region 2, 𝑇2, the axial flow rate was assumed to 

be constant for Regions 2 and 3, as mentioned above, and equal to the plume mass flow 

rate, �̇�𝑝, which is the sum of the inlet flow rate and the entrainment flow rate. Therefore, 

the bottom boundary of Region 2 moved at a constant velocity as the volume of Region 2 

increases and the location of the thermocline center moves downwards. The location was 

determined by Eq. (5.26) where 𝐶𝑖𝑛𝑖𝑡𝑖𝑎𝑙 represents the initial depth of Region 2, which was 
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set to a very small number. This was required to solve the proceeding differential equation 

without the division of zero at 𝑡 = 0. Appendix E.2 discusses the choice of the value used 

for 𝐶𝑖𝑛𝑖𝑡𝑖𝑎𝑙 for this model (0.00001 m). The quantity 𝐴𝑐,2 represents the cross-sectional area 

of Region 2. 

 𝐶𝑜(𝑡) = 𝐶𝑖𝑛𝑖𝑡𝑖𝑎𝑙 +
�̇�𝑝

𝜌𝐴𝑐,2
𝑡 (5.26) 

The magnitude of the inlet jet region flow rate was determined using the same 

correlation determined by Nizami et al. from parametric studies, as shown in Eq. (5.27). 

The inlet Richardson number was calculated using the initial tank inlet conditions. 

 
�̇�𝑝

�̇�𝑖𝑛
= 1.062𝑅𝑖−0.278 (5.27) 

The temperature of Region 2 was then determined using the differential equation 

given by Eq. (5.28). The initial temperature of Region 2 was set to 𝑇𝑐.  

 𝜌𝐶𝑝
𝑑

𝑑𝑡
(𝑉2𝑇2) = �̇�𝑝𝐶𝑝𝑇1(𝑡) (5.28) 

 

𝑇2(𝑡) =

(�̇�𝑝𝑇𝑐𝑡 + �̇�𝑖𝑛(𝑇ℎ − 𝑇𝑐) (𝑡 +
𝜌𝑉1
�̇�𝑝

𝑒𝑥𝑝 (
�̇�𝑝𝑡
𝜌𝑉1

)) + 𝐶𝑜𝑛𝑠𝑡)

�̇�𝑝𝑡 + 𝜌𝐴2𝐶𝑖𝑛𝑖𝑡𝑖𝑎𝑙
 

(5.29) 

 𝐶𝑜𝑛𝑠𝑡 = 𝜌𝐴2𝐶𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑇𝑐 + �̇�𝑖𝑛(𝑇ℎ − 𝑇𝑐)
𝜌𝑉1
�̇�𝑝

 (5.30) 

Figure 5.10 shows the description of Region 3. The temperature of Region 3 was 

assumed to remain constant for the duration of time interval 1 but the volume decreases 
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with time as Region 2 expands. Therefore, the top boundary of Region 3, moves downwards 

at a constant velocity while the bottom boundary also moves downwards, at a different rate, 

due to the increasing jet penetration depth with time. Fluid from Region 3 leaves the inside 

boundary, as fluid is entrained into the jet region (Region 1), and the bottom boundary, as 

fluid is sent to the rest of the tank (Region 4). 

 

Figure 5.10 – Description of the energy inputs and outputs of region 3, the inlet mixing 

cold region. 

With expressions for the temperatures of the regions in the inlet mixing region 

known, the jet penetration depth needed to be determined to solve for the duration of time 

interval 1, 𝑡𝑜. This was done using the correlation developed by Nizami et al., which 

depended on the inlet Richardson number, given by Eq. (5.31) where 𝑇𝐼(𝑡) represents the 

mean temperature within the inlet mixing region. This was determined by calculating the 

volume averaged temperature between Region 2 and Region 3 with time, as shown by Eq. 

(5.34). Therefore, for each time step, Eq. (5.31) and Eq. (5.34) were solved together, 

iteratively, to determine 𝑇𝐼(𝑡) and ℎ𝑗(𝑡). 
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 ℎ𝑗(𝑡) = 𝑎ℎ𝑗𝑅𝑖(𝑡)
−𝑏ℎ𝑗 = 𝑎ℎ𝑗 (

𝑔𝛽𝐷𝑝(𝑇ℎ − 𝑇𝐼(𝑡))

𝑢𝑖𝑛
2 )

−𝑏ℎ𝑗

 (5.31) 

 𝑎ℎ𝑗 = −0.0150𝑑2 + 1.40𝑑 + 0.510 (5.32) 

 𝑏ℎ𝑗 = 0.00535𝑑 + 0.448 (5.33) 

 𝑇𝐼(𝑡) =
𝐶𝑜(𝑡)𝑇2(𝑡) + (ℎ𝑗(𝑡) − 𝐶𝑜(𝑡)) 𝑇3

ℎ𝑗(𝑡)
 (5.34) 

 

Figure 5.11 – Plots of the jet penetration depth and the thermocline center depth with time 

showing the intersection point when time interval 1 ends. The exact time is determined by 

assuming linear profiles between the two closest time steps values. 

The end of time interval 1 would occur when the center of the thermocline reached 

the jet penetration depth, as described above. Since expressions for the jet penetration 

depth, ℎ𝑗 , and the thermocline location, 𝐶𝑜, with time were both known, the point of 

intersection was determined. Since the values of each variable were determined at specific 
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time intervals, this was done by first finding the time step at which the thermocline location 

first became larger than the penetration depth, 𝑡𝑛+1, as shown in Figure 5.11. Linear 

functions for each variable were then determined between the current and previous time 

steps to find the approximate time of the intersection, 𝑡𝑜. 

The linear equations used to approximate the thermocline location and jet 

penetration depth between the two time steps were: 

 𝐶𝑜(𝑡) = 𝐶𝑜
𝑛 + (𝐶𝑜

𝑛+1 − 𝐶𝑜
𝑛)

(𝑡 − 𝑡𝑛)

(𝑡𝑛+1 − 𝑡𝑛)
 (5.35) 

 ℎ𝑗(𝑡) = ℎ𝑗
𝑛 + (ℎ𝑗

𝑛+1 − ℎ𝑗
𝑛)

(𝑡 − 𝑡𝑛)

(𝑡𝑛+1 − 𝑡𝑛)
 (5.36) 

Therefore, the end of time interval 1 occurs when 𝐶𝑜(𝑡 = 𝑡𝑜) = ℎ𝑗(𝑡 = 𝑡𝑜). 

 𝑡𝑜 = 𝑡𝑛 +
(ℎ𝑗

𝑛 − 𝐶𝑜
𝑛)(𝑡𝑛+1 − 𝑡𝑛)

(𝐶𝑜
𝑛+1 − 𝐶𝑜

𝑛) − (ℎ𝑗
𝑛+1 − ℎ𝑗

𝑛)
 (5.37) 

Having a definition for the time at which time interval 1 ended allowed for the 

characteristics of time interval 2 to be determined. As shown in Figure 5.7, the tank was 

divided into two constant temperature regions that were used to determine the change in 

the temperature profile as more hot fluid entered the tank. At the end of the first time 

interval, the temperature of the inlet mixing region may not be equal to the temperature of 

the inlet fluid. Therefore, changes in the temperature of the fluid above the thermocline for 

time interval 2 needed to be considered.  



M.A.Sc. Thesis – Cody Unrau McMaster University – Mechanical Engineering 

 

129 
 

Region 5 consisted of the hot fluid above the thermocline center. As more fluid 

entered the tank, the bottom boundary of region 5 would move downwards at the mean 

fluid velocity. For time interval 2, the thermocline center is outside of the inlet mixing 

region. Therefore, the flow rate used to determine the velocity and location of the 

thermocline with time would be the inlet mass flow rate, �̇�𝑖𝑛. The thermocline location, 𝐶, 

is given by Eq. (5.38) where 𝐶𝑜,𝑡𝑜 is the thermocline center location at the end of time 

interval 1 (or the jet penetration depth when 𝑡 = 𝑡𝑜) and 𝐴𝑐 is the tank cross-sectional area. 

 𝐶(𝑡) = 𝐶𝑜,𝑡𝑜 +
�̇�𝑖𝑛

𝜌𝐴𝑐
(𝑡 − 𝑡𝑜) (5.38) 

To determine the temperature of Region 5, a similar approach to the calculation of 

Region 2 was implemented. Since the bottom boundary moves at the mean fluid velocity, 

no mass would cross the boundary. Therefore, the only energy transfer into Region 5 would 

be the hot inlet fluid at the top of the tank and the differential equation, Eq. (5.39), was 

solved to determine 𝑇5(𝑡). The initial condition used to solve the differential equation 

would be the mean temperature of the inlet mixing region at the end of time interval 1 (or 

𝑇2 at 𝑡 = 𝑡𝑜). 

Initial Condition: 𝑇5(𝑡 = 𝑡𝑜) = 𝑇𝐼(𝑡 = 𝑡𝑜) = 𝑇𝐼,𝑡𝑜 

 𝜌𝐶𝑝
𝑑𝑉5𝑇5
𝑑𝑡

= �̇�𝑖𝑛𝐶𝑃𝑇ℎ (5.39) 

 𝑉5(𝑡) = 𝐴𝑐𝐶(𝑡) (5.40) 
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 𝑇5(𝑡) =

�̇�𝑖𝑛𝑇ℎ
𝜌𝐴𝑐

(𝑡 − 𝑡𝑜) + 𝑇𝐼,𝑡𝑜𝐶𝑜,𝑡𝑜

�̇�𝑖𝑛

𝜌𝐴𝑐
(𝑡 − 𝑡𝑜) − 𝐶𝑜,𝑡𝑜

 (5.41) 

By determining analytical expressions for the temperatures of the tank regions, it 

was possible to solve for the overall temperature profiles in the tank with time. For time 

interval 1, the temperature profile was calculated using the same method as described in 

section 4.2.2 for heat losses to the surroundings. The temperature of Region 2 was used as 

the hot region temperature for the analytical solution, which would increase with time 

during charging. Therefore, the method of equating the thermocline thicknesses for each 

time step with different temperature parameters was used. For time interval 2, the same 

process was used, but now the hot region temperature for the thermocline was the 

temperature of Region 5. The MATLAB code used to simulate this analytical model is 

shown in Appendix D.5. 

To validate this analytical model, experimental data was taken from Oliveski et al. 

[18] and Leohrke and Holzer [20] to analyze the accuracy using two different cases. The 

parameters for the two cases are shown in Table 5.3. The case studied by Oliveski et al. 

involved a low inlet Reynolds number and the case studied by Leohrke and Holzer had a 

high inlet Reynolds number. The inlet pipe for the high Reynolds number case was 

submerged by 50.8 𝑚𝑚. Therefore, the results obtained from the inlet jet mixing model 

were shifted downwards by the same amount. Both simulations were performed with the 

use of 100 tank nodes and 25 second time steps. 
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Table 5.3 – Low and high Reynolds number case conditions used by Oliveski et al. [18] 

and Leohrke and Holzer [20] for the experiments that were used to compare with the inlet 

mixing analytical model. 

 Low Re Case (Oliveski et 

al.) 

𝐑𝐞 = 𝟏𝟑𝟒𝟎 

High Re Case (Leohrke and 

Holzer) 

𝐑𝐞 = 𝟖𝟎𝟎𝟎 

Inlet Temperature, 

𝑇𝑖𝑛 (
𝑜𝐶) 

39.9 40.4 

Initial Temperature, 

𝑇𝑖𝑛𝑖𝑡𝑖𝑎𝑙 (
𝑜𝐶) 

24.5 21.0 

Inlet Flow Rate, �̇�𝑖𝑛 

(𝑘𝑔/𝑠) 

0.007655 0.090446 

Tank Height, 𝐻 (𝑚) 0.57 2.032 

 

Tank Diameter, 

𝐷𝑇  (𝑚) 

0.42 1.158 

 

Inlet Pipe Diameter, 

𝐷𝑃 (𝑚) 

0.01 0.0254 

The results for the low Reynolds number case are shown in Figure 5.12. 

Temperature vs. tank depth profiles were plotted at three different times; 10 minutes, 40 

minutes, and 70 minutes. For this case, the time at the end of the first time interval, 𝑡𝑜, was 

predicted to be about 555 seconds. Therefore, the first temperature profile would represent 

the temperature profile just after the thermocline left the inlet mixing region. In addition to 

the experimental and model results, the temperature profiles given by the idealized 

analytical solution (i.e. the analytical solution based on the semi-infinite wall), which 

represent the temperature profiles that would be given by the TRNSYS one-dimensional 

models if there was no numerical error, and the results obtained from Nizami’s quasi-1D 

model were plotted. 
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Figure 5.12 – Temperature vs tank depth results at 10 min, 40 min, and 70 min for the 

low Reynolds number (Re=1340) case. The inlet jet mixing model results were compared 

with the idealized analytical model, the experimental results obtained by Oliveski et al. 

[18], and the results from Nizami’s quasi-1D model [17]. 

The idealized analytical solution did not provide the correct results because the 

temperature at the top of the tank was always equal to the inlet fluid temperature since it 

assumed a plug flow and could not replicate the effects of the inlet jet mixing at the top of 

the tank. However, the model for inlet jet mixing was able to calculate a rise in the 

temperature at the top of the tank with time due to the turbulent behaviour at the top of the 

tank. The location of the thermocline predicted by the idealized analytical solution was also 

incorrect. The temperature profiles were shown to occur higher in the tank for the same 

simulation times. This was because the idealized solution did not predict the additional 

velocity and mixing present within the inlet mixing region. The inlet jet mixing model did 

predict this as the location of the thermocline moved through the inlet mixing region at a 

higher rate during the first time interval. 
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While the inlet mixing model showed improvements over the idealized analytical 

model for determining the temperature profiles when a significant amount of inlet jet 

mixing was involved, the temperature predicted at the top of the tank was not correct for 

the entire simulation. The temperatures predicted by the model were lower that the 

experimental temperatures. This was the result of the method used to determine the hot 

region temperature for time interval 2. The volume of the region assumed to contain a 

constant hot temperature, Region 5, was too large, which led to the predicted temperatures 

being lower than they should have been. The results obtained from the model developed by 

Nizami et al. [17] showed better agreement with the experimental data since the model was 

able to predict the inlet jet behaviour with the use of a large number of nodes at the top of 

the tank. 

The results obtained for the high Reynolds number case are shown in Figure 5.13. 

The temperature profiles were plotted at 15, 35, and 55 minutes. The duration of time 

interval 1 was calculated to be about 977 seconds, which was larger than the previous case. 

This made sense because with a higher Reynolds number, the jet would have more 

momentum and would penetrate deeper into the tank. Therefore, the thermocline would 

take a longer amount of time to progress through the inlet mixing region.  

The comparison between the idealized analytical model and the inlet jet mixing 

model were similar to the previous case. The temperature at the top of the tank and the 

location of the thermocline were predicted with a higher accuracy with the inlet mixing 

model.  



M.A.Sc. Thesis – Cody Unrau McMaster University – Mechanical Engineering 

 

134 
 

 

Figure 5.13 - Temperature vs tank depth results at 15 min, 35 min, and 55 min for the 

high Reynolds number (Re=8000) case conditions. The inlet jet mixing model results are 

compared with the idealized analytical model, the experimental results obtained by 

Leohrke and Holzer [20], and the results from Nizami’s quasi-1D model [17]. 

The accuracy of the predicted temperatures at the top of the tank using the inlet 

mixing model was higher compared to the previous case. This was likely due to the 

increased amount of mixing caused by the inlet jet. Since more mixing would have occurred 

between the hot inlet fluid and the cold fluid initially in the actual tank, the temperature at 

the top of the tank would be lower and would take a longer period of time to increase. Also, 

since the inlet pipe was submerged in the tank for this case, there would have been a larger 

volume of cold fluid at the top of the tank, causing the temperature to be lower than if the 

pipe was not submerged. Therefore, since the model tends to under-predict the temperatures 

at the top of the tank, the predicted profiles matched better with the experimental data.  

The experimental results also showed that there may have been more diffusion at 

the top of the tank since the temperature profiles showed a larger thermocline thickness 
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compared to the model results. Since there was a larger inlet Reynolds number, there would 

have been more mixing as entrainment occurred. Therefore, the effective diffusivity of the 

fluid within the inlet mixing region would have been larger. However, the inlet jet mixing 

model does not account for this additional diffusion. Nizami developed a correlation for 

the turbulent diffusivity created in the top region of the tank as a result of the inlet jet. When 

this correlation was included in Nizami’s quasi-1D model, the results, which are also shown 

in Figure 5.13, gave a better approximation when compared with the experimental data. 

Therefore, to increase the accuracy of this inlet jet mixing model, this analysis could be 

implemented.  

Finally, the inlet jet mixing model was used to simulate the conditions studied by 

Chu [12] since these results were what initially motivated this research. Figure 5.14 shows 

the temperature vs. time results at 5 different tank locations for the inlet jet mixing model, 

the experimental data collected by Chu, and the idealized analytical model developed in 

Section 5.1, which represent the results that the TRNSYS one-dimensional models would 

give if there was no numerical error. 

The temperature profiles obtained from the inlet jet mixing model showed that the 

temperature of the fluid at the top of the tank increased at a slower rate, compared to the 

idealized analytical model, due to the predicted behaviour of the inlet jet mixing. This 

showed a better agreement with the experimental data. The thermocline locations predicted 

by the inlet jet mixing model also appear to be closer to the actual results because the 

assumption of a plug flow throughout the tank is not valid when the inlet jet causes a 
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significant amount of turbulent mixing at the top of the tank. Therefore, a more accurate 

solution was obtained with the use of the inlet jet mixing model 

 

Figure 5.14 – Temperature vs time results at 5 different tank depths. The results of the 

inlet jet mixing model are compared with the idealized analytical model and the 

experimental results obtained by Chu [12]. 

5.3 Conclusions 

This chapter outlined the development of new modelling strategies for thermal 

storage tanks. These models used analytical solution schemes which allowed for a higher 

accuracy for predicting the temperature profiles with time compared to the TRNSYS 

models. The one-dimensional, multi-node models used by TRNSYS were found to contain 

a large amount of numerical error since the simulations could not be run with a very large 

number of nodes without drastically increasing the computational effort. Therefore, the 

analytical approach used by these new modelling strategies allowed for a more accurate 

prediction of the temperature profiles. However, in order to determine if these models could 
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be used for the simulation of a solar thermal system over a long period of time, additional 

work should be done to assess the computational effort required. 

The idealized analytical solution was developed based on the semi-infinite wall 

solution which was shown to give the results that would have been predicted by the 

TRNSYS multi-node models if there was no numerical error involved. However, the 

TRNSYS models were more robust as they were able to account for other mechanisms that 

lead to a loss of stratification, such as variable inlet temperatures, heat losses to the 

surroundings, and tank wall conduction.  

Therefore, the analytical solution used was modified to account for each of these 

scenarios individually. The effects of an increasing inlet temperature were considered by 

calculating new thermoclines with each time step that the inlet temperature increased and 

adding them together using substitution. Heat losses to the surroundings were modelled by 

determining new temperatures for the hot and cold tank regions with time as heat left the 

tank. A similar approach was used to model the effects of tank wall conduction where the 

temperature of the hot region decreased as heat travelled into the wall and the cold region 

temperature increased as heat entered from the wall. The heat losses and tank wall 

conduction were only considered for a case with no tank flow since the change in the tank 

fluid temperature caused by these mechanisms was very small for the amount of time it 

would take to charge a typical storage tank. 

Finally, an analytical solution was desired which included the effects of inlet jet 

mixing since this could lead to very different temperature profiles, especially at the top of 
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the tank. Therefore, the simulation was divided into two different time intervals which 

considered the initial growth of the thermocline within the inlet mixing region (time interval 

1) and the rest of the tank which contained a uniform flow (time interval 2). This was done 

by assuming constant temperature regions within the tank. This analytical model was 

compared with experimental data from two different cases and it was found that the 

temperature profiles that were predicted gave more accurate results compared to the 

temperature profiles obtained with the idealized analytical solution.  
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Chapter 6     

Conclusions and Future Work 

Solar energy has shown to be an effective, sustainable resource that can be used as 

an alternative to natural gas or electrical resistance heating for space heating or hot water 

needs. Therefore, implementing solar thermal systems would help meet Canada’s 

commitment to greenhouse gas reductions for the residential sector. These systems 

typically consist of solar collectors, thermal storage tanks, pumps, piping, and a hot water 

load.  

Storage tanks are a necessity for solar thermal systems because there is a mismatch 

between the times at which solar energy is available and when higher heating loads are 

expected. Numerical modelling of these solar thermal systems is required in order to assess 

the performance over long periods of time. Therefore, simple and accurate models for 

predicting the temperatures within a thermal storage tank are desired to reduce the 

computational effort. Previous research, however, has shown that the storage tank models 

used for simulations with the TRNSYS simulation tool are not always able to accurately 

predict experimentally measured temperature profiles. This thesis focussed on the analysis 

of these TRNSYS storage tank models and the development of new modelling strategies 

which increased the accuracy of the temperature profile predictions while keeping the 

model simple enough such that they could be used in long term system simulations. 
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6.1 Performance of the TRNSYS One-Dimensional Multi-node 

Models 

To test the performance of the TRNSYS one-dimensional multi-node models, two 

different cases were simulated that tested the basic functions of a thermal storage tank. The 

first case involved simple conduction within a stratified tank containing stationary fluid. 

This tested how well the models were able to predict the transient diffusion between the 

hot and cold temperature regions within the tank. The second case explored the ability of 

the models to predict plug flow charging of an initially cold tank. This allowed for 

assessment of the numerical treatment of advection. The simulation predictions were 

compared with analytical solutions based on the semi-infinite wall solution. 

The results obtained for Case 1 revealed that the TRNSYS Type 534 and Type 60 

models were able to accurately predict the temperature profiles with a maximum RMS error 

of about 1oC with the coarsest grid after 4 hours into the simulation. For varying time step 

sizes, the results were all very similar since the conduction occurred over a larger time scale 

than the time step sizes tested. It was also observed that the Type 4 model did not give 

accurate results because it did not consider conduction between the nodes. Therefore, the 

temperature profile from this model did not deviate from the initial condition. 

The results of Case 2 showed a significant amount of numerical error when fluid 

flow was introduced. The numerical error was in the form of a false, numerical diffusion 

and resulted in a smeared thermocline profile. Although the RMS error reduces with the 

grid spacing, it was found that even with the finest grid spacing available (corresponding 
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to the maximum number of nodes allowed by TRNSYS), the RMS error was about 2.2𝑜𝐶 

after 1 hour into the simulation, which represents a significant amount of error. Similar 

results were obtained when the time step size was varied. With larger time steps, more error 

occurred, with RMS errors around 7𝑜𝐶. However, the solutions converged when a time 

step size of one second was used.  

Additional simulations of Case 2 using an in-house one-dimensional code, which 

provided similar results compared with the TRNSYS models, revealed that the idealized 

analytical temperature profiles were obtainable with the one-dimensional models. 

However, it would have required about 10 times more nodes than what was allowed by 

TRNSYS to significantly reduce the numerical error. This would not be feasible for long 

term system simulations since it would require much more computational effort. 

Finally, a Taylor series expansion was performed on the discretized energy equation 

used to solve the TRNSYS one-dimensional models to determine an expression for the 

numerical error. This revealed that the numerical scheme was first order accurate with 

spatial resolution and that the error appeared as an additional diffusion term. To test the 

conclusions from the Taylor series analysis, the numerical diffusion term was included in 

the analytical solution and compared with the results of the one-dimensional models. 

Excellent agreement between the numerical results and the analytical results was obtained. 

This analysis showed that the existing TRNSYS models suffer from numerical error and 

that the grid resolution required to reduce false diffusion would result in computational 

times that are incompatible with system simulations. As such, there is a need for improved 

modelling techniques. 
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6.2 Development of New Analytical Modelling Techniques 

There are a number of physical mechanisms that can act to generate mixing within 

a storage tank and are not all inherently captured in the simple one-dimensional transient 

convection-diffusion equation which is solved in TRNSYS. The mixing mechanisms arise 

from the inlet jet entrainment, variations in the buoyancy force due to the time-varying 

nature of the collector outlet temperature, heat conduction through the tank walls, and heat 

losses from the tank itself. This thesis also explored methods to account for these effects 

while attempting to maintain the simplicity of the one-dimensional or quasi-one-

dimensional framework.  

The effects of an increasing inlet temperature were modelled by assuming a new 

thermocline would be created at the top of the tank after each time step where an increase 

in the inlet temperature was experienced. The concept of superposition of the analytical 

solutions was applied to develop the transient temperature profile in the tank. The method 

was assessed by comparing to a fine grid, one-dimensional numerical solution where good 

agreement was obtained.  

Heat losses to the surroundings and heat conduction through the tank wall were only 

considered when there was no flow in the tank, for example, during overnight periods 

where the collector is not running and there is no load. During periods of charging or 

discharging, these heat transfer mechanisms have little impact in comparison to heat 

transfer by advection. Heat losses to the surroundings were modelled by determining new 

temperatures analytically for the hot and cold tank regions for each time step as a result of 
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the heat losses. The new profiles obtained as a result of the changing region temperatures 

were modelled by setting the thermocline thicknesses for the solutions of two consecutive 

time steps equal to each other. A similar approach, based on a fin analogy, was used to 

model the effects of tank wall conduction since the behaviour is similar. The temperature 

of the hot region decreases due to the heat sent to the wall, and the cold region temperature 

increases due to the heat delivered from the wall. 

The last effect that was considered was the mixing caused by the inlet jet and was 

motivated by the work of Nizami et al. [17]. The solution was divided into two different 

time intervals. The first time interval occurred at the beginning of the simulation while the 

thermocline was located within the inlet mixing region. The fluid at the top of the tank 

moves at a different velocity than the rest of the tank due to the entrainment caused by the 

jet. Therefore, the thermocline development differed depending on where it was located 

within the tank. Time interval 1 ended when the center of the thermocline intersected with 

the inlet jet penetration depth, which increased as the surrounding fluid temperature 

increased. The thermocline profile during the second time interval was then determined 

while the hot region temperature increased as more hot fluid entered the top of the tank. 

This analytical model was compared with two different experimental cases to validate the 

results. It was found that the location of the thermocline with time agreed with the 

experimental results but the predicted temperature of the fluid at the top of the tank was 

slightly lower. 
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6.3 Recommendations for Future Work 

The analysis of the TRNSYS one-dimensional models has shown that the amount 

of diffusion that is shown in the temperature profiles can be incorrect due to the numerical 

errors present in the simulations. Investigating the effect this additional diffusion has on 

the performance on an entire solar thermal system would be important to ensure that the 

long-term performance predicted by simulations using TRNSYS are providing meaningful 

results. 

Previously developed models, similar to the TRNSYS storage tank models, could 

also be explored to test if they provide more accurate temperature profile predictions for 

different cases. The use of an adaptive-grid model, as suggested by Powell and Edgar [39], 

would allocate a larger number of nodes to the thermocline region and reduce the numerical 

error while keeping the computational effort to a minimum. Higher order schemes could 

also be implemented in the existing one-dimensional storage tank models for the 

approximation of the nodal temperatures. This would reduce the amount of numerical error 

predicted by the models. 

The analytical modelling strategies developed in this research have shown better 

accuracy when modelling each individual mixing mechanism that they were designed for. 

However, all of these mechanisms can occur simultaneously in an actual tank. Therefore, 

it would be advantageous to develop a method of integrating these modelling strategies into 

a single tank model. For example, while hot fluid is being stored in a tank for a long period 

of time with no fluid flow, the models for heat losses to the surroundings and tank wall heat 
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conduction would both be used to predict the temperature profile. During tank charging, 

the inlet mixing model and the increasing inlet temperature model would both be used to 

simulate a realistic scenario. 

The methods used to model the inlet jet mixing in a storage tank could also be 

improved. When compared with experimental results, it was shown that the accuracy of the 

predicted temperatures at the top of the tank, where a lot of mixing occurs, varied depending 

on the case. For the low Reynolds number case, the predicted temperatures were lower than 

the experimental and for the high Reynolds number case, the temperatures were much 

closer. Therefore, a better assumption could be made for predicting how the temperature 

increases during charging. It has also been shown by previous researchers that the amount 

of diffusion experienced in the turbulent mixing zone is larger. Therefore, a method to 

implement additional diffusion when the thermocline is located in the inlet mixing region 

would also increase the accuracy of the model. 

It was also discussed how the effects of a decreasing inlet temperature were not 

possible with the developed analytical model. This was because the model does not 

consider the buoyancy of the cooler fluid entering the top of the tank and it would not 

predict the sinking that would occur. Therefore, this model should be expanded such that it 

can account for plume entrainment. The TRNSYS one-dimensional models consider this 

by implementing a mixing algorithm which mixes the fluid temperatures of two nodes when 

the temperature of the fluid in the upper node is lower. 
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Finally, it would be advantageous to explore the computational effort for these 

analytical modelling techniques compared to the TRNSYS storage tank models. The error 

function that is used to predict the temperature profile at each time step can be 

computationally expensive. There are also methods that have been developed to 

approximate the error function with simpler equations ( [44], [45]) and could be 

implemented in the analytical models to reduce the computational effort. 
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Appendix A  

Semi-Infinite Wall Solution Comparison for Storage Tank 

Conduction 

The analytical model used to predict the temperature profile within a storage tank 

was based on the semi-infinite wall solution since it predicts the conduction of heat that 

occurs in a wall that is introduced to a constant temperature boundary. This is similar to the 

behaviour of the fluid within a thermal storage tank because at the center of a thermocline, 

the temperature would be the average of the hot and cold region temperatures and remains 

constant, assuming no heat losses and a constant inlet temperature. Therefore, the semi-

infinite wall solution should be able to predict the thermocline profile with time, as 

discussed in section 4.2. 

To validate this assumptions, a simple case was considered which consisted of a 

storage tank with no flow that was initially perfectly stratified with hot fluid in the top half 

of the tank and cold fluid in the bottom half. The dimensions and initial conditions of the 

storage tank are shown in Figure A.1. The initial hot region temperature, Th, was 50oC and 

the cold region temperature, Tc, was 20oC. 

The temperature profiles obtained from the semi-infinite wall solution were 

compared with the in-house one-dimensional model described in section 3.4.1. The model 

used 100 equal volume nodes and 60 second time steps to ensure that there was grid and 

time step convergence. The results are shown in Figure A.2. The temperatures at different 
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tank heights were plotted after 6 hours and 12 hours. The profiles from the semi-infinite 

wall solution matched with the in-house model. Therefore, the semi-infinite wall solution 

was able to accurately predict the conduction that occurred between the hot and cold fluid 

regions within a storage tank when no flow was considered. 

 

Figure A.1 – Initial conditions and dimensions of the storage tank used for simulations to 

compare the semi-infinite wall solutions with the in-house one-dimensional model. 

 

Figure A.2 – Temperature vs. tank depth results of the simulations using the semi-infinite 

wall solution and the in-house one-dimensional model after 6 and 12 hours. 
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By assuming a constant flow rate for the fluid within a storage tank, the semi-

infinite wall solution can also be used to predict the temperature profile with time for a case 

with fluid flow. This was done by applying a Lagrangian framework which followed the 

thermocline. The location of the thermocline was found from integration of the one-

dimensional plug flow velocity. 
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Appendix B  

RMS Errors for TRNSYS Tank Model Case Studies 

The RMS errors for the cases used to study the TRNSYS storage tank models in 

Chapter 4 were plotted to determine the average amount of error that was observed with 

the varying simulation parameters. The RMS values were calculated for the temperature 

profiles after 4 hours for Case 1 and after 1 hour for Case 2 using Eq. (B.1), where 𝑁 is the 

number of tank nodes or the number of time steps used, 𝑇𝑖,𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑 is the simulated node 

temperature, and 𝑇𝑖,𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐𝑎𝑙 is the node temperature determined from the analytical model. 

 ErrorRMS =
√∑ (Ti,simulated − Ti,analytical)

2N
i=1

N
 

 

(B.1) 

The results for Case 1 and 2 are shown in Figure B.1. The grid spacing was varied 

between 0.01m and 0.1m, which corresponded to 100 and 10 nodes respectively. The time 

step sizes simulated were 1, 5, 10, and 20 minutes. Trend lines were also fit to the 

simulation data to obtain equations for the RMS error and determine the order of the errors 

for each case. The equations are shown in Table B.1. 

Case 1, with only fluid conduction, showed small RMS errors since there was no 

fluid flow considered. Figure B.1a) shows the results with varying grid spacing. The 

maximum RMS error was about 0.96oC with the coarsest grid (with 10 nodes) for the Type 

534 and Type 60 models. The trend plotted for these models showed an order of error of 

about 2.  
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Figure B.1 – RMS temperature errors for a) Case 1 with varying grid spacing (after 4 

hours), b) Case 1 with varying time step sizes (after 4 hours), c) Case 2 with varying grid 

spacing (after 1 hour), and d) Case 2 with varying time step sizes (after 1 hour). 
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Therefore the error for Case 1 can be reduced fairly quickly. By doubling the 

number of nodes, the error would be reduced by one quarter. The RMS error results for the 

Type 4 model were not shown for Case 1 because the model did not calculate conduction, 

and therefore produced a very large error since the initial profile did not change during the 

simulation. 

Table B.1 – Equations of the trend-lines that fit the RMS error data for each of the TRNSYS 

models tested in Case 1 and Case 2. 

Case RMS Error Trend-line Equation 

(a) Case 1, Grid Spacing 

Type 534 99.24∆x2.013 

Type 60 100.9∆x2.02 

(b) Case 1, Time Step Size 

Type 534 0.003014∆t1.004 + 0.04127 

Type 60 0.00112∆t1.3 + 0.03998 

(c) Case 2, Grid Spacing 

Type 534 20.56∆x0.489 

Type 60 20.51∆x0.4878 

Type 4 25.54∆x0.551 

(d) Case 2, Time Step Size 

Type 534 −0.004706∆t2 + 0.2666∆t + 2.941 

Type 60 0.005295∆t1.822 + 2.932 

Type 4 −0.003649∆t2 + 0.2872∆t + 2.789 
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The errors calculated for Case 1 with varying time step sizes were much smaller, as 

shown in Figure B.1b). The error produced by the Type 534 model showed a linear trend 

as the RMS error increased at a constant rate when the time step size increased. The Type 

60 model showed less error since smaller, internal time steps were used. The Type 60 model 

also showed a slightly larger order of error since the rate of increase of the error was lower 

with smaller time step sizes. 

Case 2 showed larger RMS errors since advection was included. As the grid spacing 

was decreased, Figure B.1c), the models showed a decrease in the RMS error from a 

maximum of 6.7𝑜𝐶 with the coarsest grid, to about 2𝑜𝐶. However, the minimum error was 

still significant, causing inaccurate temperature predictions. All three models showed an 

order of error of about 0.5. Therefore, as the grid spacing is decreased, the rate of reduction 

in the amount of error decreases. This means that a very large number of nodes would be 

required to obtain the exact analytical solution. 

Finally, for varying time step sizes, the RMS error increased from 3𝑜𝐶 to 6.4𝑜𝐶 for 

the Type 534 and Type 4 models. The Type 60 model showed smaller RMS errors for larger 

time steps due to the use of internal time steps. All of the models still showed significant 

errors with smaller time step sizes because the simulations all used 50 nodes. Therefore, 

the predicted temperature profiles contained the error from the use of only 50 nodes and 

the error from the time step size selection. The Type 534 and Type 4 models showed an 

order of error of about 2. The error increased at a smaller rate as the time step size continued 

to increase. The Type 60 model also showed an order of error of 2, however, the rate of 

increase in the error increased as the time step size became larger. 
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Appendix C  

Taylor Series Expansion of Energy Equation 

This section outlines the steps used to obtain an expression for the numerical error 

that occurs with the Crank-Nicolson scheme (used in the TRNSYS Type 60 model). This 

was done by performing a Taylor series expansion on each of the terms of the discretized 

energy equation. 

C.1 Converting Time Derivatives to Spatial Derivatives 

To analyze the numerical error found from the Taylor series expansion of the energy 

equation, the resulting derivatives need to be written as only spatial derivatives or only time 

derivatives. For this research, everything was converted to spatial derivatives using the 

original energy equation where the unsteady term (time derivative of temperature) is equal 

to the sum of spatial derivatives for diffusion and convection, as shown in Eq. (C.1) where 

the subscripts represent the order of the derivatives. 

 
Tt = αTxx − uTx (C.1) 

Higher order time derivatives and mixed derivatives can also be converted using 

the same process: 

 Ttt =
∂

∂t
(
∂T

∂t
) =

∂

∂t
(α
∂2T

∂x2
− u

∂T

∂x
) (C.2) 

 Ttt = α
∂2

∂x2
(
∂T

∂t
) − u

∂

∂x
(
∂T

∂t
) 

(C.3) 
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 Ttt = α
∂2

∂x2
(α
∂2T

∂x2
− u

∂T

∂x
) − u

∂

∂x
(α
∂2T

∂x2
− u

∂T

∂x
) (C.4) 

 Ttt = α2Tx4 − 2αuTx3 + u
2Txx 

(C.5) 

C.2 Taylor Series Expansions for Each Term 

The following will show the process used for each term to obtain the numerical error. 

(1) Unsteady Term 

 
∂T

∂t
= Tt =

Ti
k+1 − Ti

k

∆t
 (C.6) 

Taylor series expansion for the current time step, k: 

 

Tt =
1

∆t
((Ti

k + ∆t[Tt]i
k +

∆t2

2
[Ttt]i

k +
∆t3

6
[Tt3]i

k +⋯) − Ti
k) 

 

(C.7) 

 Tt = [Tt]i
k +

∆t

2
[Ttt]i

k +
∆t2

6
[Tt3]i

k +⋯ (C.8) 

Convert time derivatives to spatial derivatives using (C.1) - (C.5): 

 

Tt = [Tt]i
k +

∆t

2
(α2[Tx4]i

k − 2αu[Tx3]i
k + u2[Txx]i

k)

+
∆t2

6
(α3[Tx6]i

k − 3α2u[Tx5]i
k + 3αu2[Tx4]i

k

− u3[Tx3]i
k) 

(C.9) 

 
Tt = [Tt]i

k + E1i
k (C.10) 

Where E1i
k is the numerical error from the unsteady term: 
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E1i
k =

u2∆t

2
[Txx]i

k − (αu∆t +
u3∆t2

6
) [Tx3]i

k

+ (
α2∆t

2
+
αu2∆t2

2
) [Tx4]i

k +⋯ 

(C.11) 

(2) Diffusion Term 

 α
∂2T

∂x2
= αTxx =

α

2∆x2
(Ti+1

k+1 − 2Ti
k+1 + Ti−1

k+1 + Ti+1
k − 2Ti

k + Ti−1
k )  (C.12) 

Taylor series expansion for the current node, i: 

 

αTxx =
α

2∆x2
((Ti

k+1 + ∆x[Tx]i
k+1 +

∆x2

2
[Txx]i

k+1 +
∆x3

6
[Tx3]i

k+1 +⋯)

− 2Ti
k+1

+ (Ti
k+1 − ∆x[Tx]i

k+1 +
∆x2

2
[Txx]i

k+1 −
∆x3

6
[Tx3]i

k+1 +⋯)

+ (Ti
k + ∆x[Tx]i

k +
∆x2

2
[Txx]i

k+ +
∆x3

6
[Tx3]i

k +⋯) − 2Ti
k

+ (Ti
k+1 − ∆x[Tx]i

k+1 +
∆x2

2
[Txx]i

k+1 −
∆x3

6
[Tx3]i

k+1

+⋯)) 

(C.13) 

 αTxx =
α

2
[Txx]i

k+1 +
α∆x2

24
[Tx4]i

k+1 +
α

2
[Txx]i

k +
α∆x2

24
[Tx4]i

k +⋯ (C.14) 

Taylor series expansion for the current time step, k: 
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αTxx = α[Txx]i
k +

α∆x2

12
[Tx4]i

k

+
α

2
(∆t[Txxt]i

k +
∆t2

2
[Txxtt]i

k +
∆t3

6
[Txxt3]i

k +⋯)

+
α∆x2

24
(∆t[Tx4t]i

k +
∆t2

2
[Tx4tt]i

k +
∆t3

6
[Tx4t3]i

k +⋯) 

(C.15) 

Convert time derivatives to spatial derivatives: 

 
αTxx = α[Txx]i

k + E2i
k (C.16) 

Where E2i
k is the numerical error from the diffusion term: 

 
E2i

k = −(
αu∆t

2
) [Tx3]i

k + (
α∆x2

12
+
α2∆t

2
+
αu2∆t2

2
) [Tx4]i

k +⋯ (C.17) 

(3) Convection Term 

 u
∂T

∂x
= uTx =

u

2∆x
(Ti

k+1 − Ti−1
k+1 + Ti

k − Ti−1
k ) 

(C.18) 

Taylor series expansion for the current node, i: 

 

uTx =
u

2
([Tx]i

k+1 −
∆x

2
[Txx]i

k+1 +
∆x2

6
[Tx3]i

k+1 + [Tx]i
k

−
∆x

2
[Txx]i

k +
∆x2

6
[Tx3]i

k) 

(C.19) 

Taylor series expansion for the current time step, k: 
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uTx = u[Tx]i
k −

u∆x

2
[Txx]i

k +
u∆x2

6
[Tx3]i

k

+
u

2
(∆t[Txt]i

k +
∆t2

2
[Txtt]i

k +⋯)

−
u∆x

4
(∆t[Txxt]i

k +
∆t2

2
[Txxtt]i

k +⋯)

+
u∆x3

12
(∆t[Tx3t]i

k +
∆t2

2
[Tx3tt]i

k +⋯) 

(C.20) 

Convert time derivatives to spatial derivatives: 

 uTx = u[Tx]i
k + E3i

k 
(C.21) 

Where E2i
k is the numerical error from the convection term: 

 

E3i
k = −(

u∆x

2
+
u2∆t

2
) [Txx]i

k

+ (
u∆x

6
+
αu∆t

2
+
u3∆t2

4
) [Tx3]i

k

− (
αu2∆t2

2
+
αu∆x∆t

4
+
u3∆x2∆t

12
) [Tx4]i

k

+⋯ 

(C.22) 

C.3 Combining Discretized Terms 

The discretized terms of the energy equation can now be combined to develop an 

expression for the overall numerical that is created with the use of the Crank-Nicolson 

scheme. 
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 Tt − αTxx + uTx = 0 (C.23) 

 [Tt]i
k − α[Txx]i

k + u[Tx]i
k + E1i

k − E2i
k + E3i

k = 0 
(C.24) 

Therefore, the total numerical error is: 

 Ei
k = E1i

k − E2i
k + E3i

k 
(C.25) 

 

Ei
k = −(

u∆x

2
) [Txx]i

k + (
u∆x2

6
+
u3∆t2

12
) [Tx3]i

k

− (
α∆x2

12
+
αu2∆t2

2
+
αu∆x∆t

4
+
u3∆x∆t2

8

+
u2∆x2∆t

12
) [Tx4]i

k +⋯  

(C.26) 
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Appendix D  

MATLAB Code for the Analytical Models 

The following sections outline the MATLAB scripts used in this thesis to simulate 

the case studies in Chapter 3 and the analytical modelling techniques developed in Chapter 

4. The initial sections in the models was used for the model inputs, which were varied for 

the different cases. 

D.1 Ideal Analytical Model Code 

% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 
% Model Inputs 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

  
Th = 50;                                % Hot Temperature (C)  
Tc = 20;                                % Cold Temperature (C) 
Tave = (Th+Tc)/2;                       % Average Temperature (C)  
mf = 0.01;                              % Mass Flow Rate (kg/s) 

  
H = 1;                                  % Tank Height (m)  
Dtank = 0.3;                            % Tank Diameter (m) 
Dpipe = 0.01;                           % Inlet Pipe Diameter (m) 

 
visc = 0.00070057;                      % Average Fluid Viscosity (m2/s) 
rhoH = 987.68;                          % Hot Water Density (kg/m3) 
rhoC = 997.78;                          % Cold Water Density (kg/m3) 
rho = 0.5*(rhoH + rhoC);                % Average Fluid Density (kg/m3) 
k = 0.62614;                            % Thermal Conductivity (W/mK) 
cp = 4068.5;                            % Specific Heat Capacity (J/kgK) 
beta = 0.00032452;                      % Thermal Expansion Coefficient  

    % (1/K) 
alfa = k/(rho*cp);                      % Diffusivity (m2/s)  

g = 9.81;                               % Gravitational Acceration  

    % (m/s2) 
N = 100;                                % Number of Nodes   
delt = 1;                               % Time Step Size (s) 
tTotal = 7200;                          % Total Simulation Time (s) 

 
NumDiff = 1;                            % Activate Numerical Diffusivity  

                                        % (0 = OFF, 1 = ON) 
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% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 
% Calculate Model Variables 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

  
Q = mf/rho;                             % Volumetric Flow Rate (L/min) 
Ac = (pi/4)*(Dtank^2);                  % Tank Cross-section area (m2) 
u = mf/(rho*(pi/4)*(Dtank^2));          % Mean Flow Velocity (m/s) 
uIN = mf/(rhoH*(pi/4)*(Dpipe^2));       % Inlet Pipe Velocity (m/s) 
x(1:N,1) = (H/(2*N)):(H/N):(H-H/(2*N)); % Node Locations  

  
tEND = (tTotal/delt)+1;                 % Final Time Step Number 
t(1:tEND,1) = 0:delt:tTotal;            % Simulation time at each  

    % step(s) 

  
if u == 0 
    C(1:tEND,1) = H/2;                  % Location of thermocline (no  

                                        % fluid flow) (m) 
else 
    C = u*t;                            % Location of thermocline with  

                                        % time (w/ fluid flow) (m) 
End  

  
alfa = alfa + NumDiff*0.5*u*(H/N);      % Additional Numerical  

                                        % Diffusivity Calculation (m2/s) 

  
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 
% Temperature Profile Calculation 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

  
for i = 1:tEND 
    for j = 1:N 
        if x(j,1) > C(i,1)             % Below Thermocline 

  
            T(i,j) = Tave + (Tc-Tave)*erf((x(j,1)-

C(i,1))/sqrt(4*alfa*t(i,1))); 

  
        elseif x(j,1) < C(i,1)         % Above Thermocline 

  
            T(i,j) = (Tc + Th) - (Tave +(Tc-Tave)*erf((C(i,1)-

x(j,1))/sqrt(4*alfa*t(i,1))));    

  
        end 
    end 
end 
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D.2 Increasing Inlet Temperature Analytical Model Code 

% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 
% Model Inputs 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

  
Tinitial = 20;                              % Initial Tank Fluid  

                                            % Temperature (degC) 
 

H = 1;                                      % Tank Height (m) 
 

visc = 0.00070057;                         % Average Fluid Viscosity  

        % (m2/s) 
rhoH = 987.68;                             % Hot Water Density (kg/m3) 
rhoC = 997.78;                             % Cold Water Density (kg/m3) 
rho = 0.5*(rhoH + rhoC);                   % Average Fluid Density  

  % (kg/m3) 
k = 0.62614;                               % Thermal Conductivity  

  % (W/mK) 
cp = 4068.5;                               % Specific Heat Capacity  

  % (J/kgK) 
beta = 0.00032452;                         % Thermal Expansion Coeff  

  % (1/K) 
alfa = k/(rho*cp);                         % Diffusivity (m2/s)  

g = 9.81;                                  % Gravitational Acceration  

  % (m/s2) 
u = 0.0001;                                 % Mean Tank Fluid Velocity  

  % (m/s) 
N = 100;                                    % Number of Tank Nodes 

 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 
% Read Input Temperature Data from Text File  
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

  
load('InputTemp.txt')      % Load input file 

  
TIMEin = InputTemp(1:end,1);                % Read Time Step Values (s) 
Tin = InputTemp(1:end,2);                   % Read Inlet Temperature  

  % Values (degC) 
Length = length(TIMEin);                    % Set Number of Time Steps 
TinInitial = Tin(1,1);                      % Read Initial Inlet Temp.  

  % (degC) 

ThermTime(1,1) = 0;                         % First Thermocline begins  

  % at t=0 
ThermTemp(1,1) = TinInitial;                % First Thermocline Hot  

  % Temperature (Initial Inlet  

  % Temp, degC) 



M.A.Sc. Thesis – Cody Unrau McMaster University – Mechanical Engineering 

 

167 
 

 
% Determine times at which new thermocline is created (when temperature 
% increases by 0.1 degC and the new hot temperature value for  

% thermocline) 

% ---------------------------------------------------------------------- 

  
A = 0; 
B = 1; 
for i = 2:Length 
    if abs(Tin(i,1) - Tin(B,1)) >= 0.01 
        ThermTime((2+A),1) = TIMEin(i,1); 
        TempIn((2+A),1) = Tin(i,1); 
        A = A + 1; 
        B = i; 
    end 
end 

  
for i = 1:length(TempIn) 
    if i == length(TempIn) 
        ThermTemp(i,1) = TempIn(i,1); 
    else 
        ThermTemp(i,1) = 0.5*(TempIn(i,1) + TempIn(i+1,1)); 
    end 
end 

  
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 
% Model Variable Calculations 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

  
% THERMOCLINE TEMPERATURES 
% ---------------------------------------------------------------------- 

  
Tave(1:length(ThermTime),1) = 0; 
ThermInitial(1:length(ThermTime),1) = 0; 
for i = 1:length(ThermTime) 
    if i == 1  
        Tave(i,1) = 0.5*(Tinitial + ThermTemp(i,1)); 
        ThermInitial(i,1) = Tinitial; 
    else 
        Tave(i,1) = 0.5*(ThermTemp(i-1,1) + ThermTemp(i,1)); 
        ThermInitial(i,1) = ThermTemp(i-1,1); 
    end 
end 

  

  
% SIMULATION PARAMETERS 
% ---------------------------------------------------------------------- 

  
tEND = Length;                              % Final Time Step number 
delt = TIMEin(2,1) - TIMEin(1,1);           % Time Step Size (s) 
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t = TIMEin;                                 % Simulation times at each  

  % time step (s) 
x(1:N,1) = (H/(2*N)):(H/N):(H-H/(2*N));     % Node Locations (m) 

  

  
% THERMOCLINE THICKNESS VARIABLES 
% ---------------------------------------------------------------------- 

  
C(1:tEND,1) = t.*u;                         % Initial Thermocline  

  % Location (m) 

  
k = 0;     
for i = 2:length(ThermTime) 

  
    T(1:tEND,(1+k):(N+k)) = 0; 
    k = k + N; 

  
    for j = 1:tEND 
        if t(j,1) <= ThermTime(i,1)         % Determine when each  

  % thermocline moves through  

  % tank 
            C(j,i) = 0;                      
        else 
            C(j,i) = u*(t(j,1) - ThermTime(i,1)); 
        end 
    end 
end 

  
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 
% Thermocline Profile Calculation 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

  
m = 0; 
for h = 1:length(ThermTime) 
    for i = 1:tEND 
        for j = 1:N 
            if h == 1 
                if x(j,1) > C(i,h) 
                    T(i,j) = Tave(h,1) + (ThermInitial(h,1) -  

Tave(h,1))*erf((x(j,1)-C(i,h))/sqrt(4*alfa*t(i,1))); 
                elseif x(j,1) <= C(i,h) 
                    T(i,j) = (ThermInitial(h,1)+ThermTemp(h,1)) - 

(Tave(h,1) + (ThermInitial(h,1) - Tave(h,1))*erf((C(i,h)-

x(j,1))/sqrt(4*alfa*t(i,1)))); 
                end 
            else 
                if t(i,1) < ThermTime(h,1) 
                    T(i,j+m) = ThermTemp(h-1,1); 
                else 
                    if x(j,1) > C(i,h) 
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                        T(i,j+m) = Tave(h,1) + (ThermInitial(h,1) - 

Tave(h,1))*erf((x(j,1)-C(i,h))/sqrt(4*alfa*(t(i,1)-ThermTime(h,1)))); 
                    elseif x(j,1) <= C(i,h) 
                        T(i,j+m) = (ThermInitial(h,1)+ThermTemp(h,1)) - 

(Tave(h,1) + (ThermInitial(h,1) - Tave(h,1))*erf((C(i,h)-

x(j,1))/sqrt(4*alfa*(t(i,1)-ThermTime(h,1))))); 
                    end  
                end 
            end 
        end 
    end 
    m = m+N; 
end 

  
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 
% Final Temperature Profile (Substitution) 
% ----------------------------------------------------------------------

% ---------------------------------------------------------------------- 

  
Tfinal(1:tEND,1:N) = 0; 
for i = 1:tEND 
    for j = 1:N 

  
        Tfinal(i,j) = T(i,j+N*(length(ThermTime)-1)); 

  
        for h = length(ThermTime):-1:2 

  
            Tfinal(i,j) = Tfinal(i,j) + T(i,j+N*(h-2)) - 

ThermInitial(h,1); 

  
        end 
    end 
end 

 

 

D.3 Heat Losses to the Surroundings Analytical Code Model 

% ---------------------------------------------------------------------- 

% ---------------------------------------------------------------------- 
% Model Inputs 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

  
Th = 50;                                    % Hot Temperature (C)  
Tc = 20;                                    % Cold Temperature (C) 
Tave = (Th+Tc)/2;                           % Ave Temperature (C)  
D = 0.3;                                    % Tank Diameter (m) 
H = 1;                                      % Tank Height (m)  
alfa = 0.0000001566;                        % Average Diffusivity (m2/s) 
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rho = 993.59;                               % Average Fluid Density  

  % (kg/m3) 
cp = 4068.5;                                % Average Specific Heat  

  % Capacity (J/kgK) 
mf = 0;                                     % Mass Flow Rate (kg/s)  

  
Tsurr = 10;                                 % Surroundings Temperature  

  % (C) 
h = 0.34;                                   % Convective Heat Transfer 

  % Coeff (W/m2K) 

  
N = 100;                                    % Number of Nodes  
delt = 300;                                 % Time Step Size (s) 
tTotal = 12*3600;                           % Total Simulation Time (s) 
delx = H/N;         

  
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 
% Calculate Model Variables 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

  
x(1:N,1) = (H/(2*N)):(H/N):(H-H/(2*N));     % Node Centre Locations (m) 
tEND = (tTotal/delt)+1;                     % Last Time Step Index 
t(1:tEND,1) = 0:delt:tTotal;                % Simulation time at each  

  % time step (s) 
C(1:tEND,1) = H/2;                          % Stationary Thermocline  

  % Position (m) 

  
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 
% Calculate Temperature Profile with NO Heat Losses 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

  
for i = 1:tEND 
    for j = 1:N 
        if x(j,1) > C(i,1)              % Below Thermocline 

             
            T(i,j) = Tave + (Tc-Tave)*erf((x(j,1)-

C(i,1))/sqrt(4*alfa*t(i,1))); 

             
        elseif x(j,1) < C(i,1)         % Above Thermocline 

             
            T(i,j) = (Tc + Th) - (Tave +(Tc-Tave)*erf((C(i,1)-

x(j,1))/sqrt(4*alfa*t(i,1))));    

             
        elseif x(j,1) == C(i,1) 

             
            T(i,j) = Tave; 
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        end 
    end 
end 

  
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 
% Calculate Temperature Profile With Heat Losses 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

  

  
% Determine Hot/Cold Region Temperatures with Time 
% ---------------------------------------------------------------------- 

  
Ttop(1,1) = Th;                             % Initial Hot Region  

  % Temperature (degC) 
Tbot(1,1) = Tc;                             % Initial Cold Region  

  % Temperature (degC) 

  
for i = 2:tEND 

     
    Ttop(i,1) = Tsurr + (Th - Tsurr)*exp(-(4*h*t(i,1)/(rho*cp*D))); 
    Tbot(i,1) = Tsurr + (Tc - Tsurr)*exp(-(4*h*t(i,1)/(rho*cp*D))); 

     
end 

  

  
% Determine Temperature Profile 
% ---------------------------------------------------------------------- 

  
TaveHL = 0.5*(Ttop + Tbot);                 % Average Temeprature with  

  % Heat Losses (degC) 
time(2,1) = delt;                           % Time at first time step  

  % (s) 

  
for i = 1:N 
    if i <= (C(1,1)/H)*N                    % Setting Initial  

  % Temperature Profile 
        Thl(1,i) = Th; 
    else 
        Thl(1,i) = Tc; 
    end 
end 

  
for i = 2:tEND-1 
        for j = 1:N 

             
            if x(j,1) > C(i,1)              % Below Thermocline 

  
                Thl(i,j) = TaveHL(i,1) + (Tbot(i,1)-

TaveHL(i,1))*erf((x(j,1)-C(i,1))/sqrt(4*alfa*time(i,1))); 
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            elseif x(j,1) < C(i,1)          % Above Thermocline 

  
                Thl(i,j) = (Tbot(i,1) + Ttop(i,1)) - (TaveHL(i,1) 

+(Tbot(i,1)-TaveHL(i,1))*erf((C(i,1)-x(j,1))/sqrt(4*alfa*time(i,1))));    

  
            end 
        end 

         
        % Determine Thermocline Thickness at the end of the time step 
        % -------------------------------------------------------------- 

  
        Wth(i,1) = 2*sqrt(4*alfa*time(i,1))*erfinv(1 +  

0.001*(Tbot(i,1)/(Tbot(i,1) - TaveHL(i,1)))); 

         
        % Determine Time for profile with temperatures of next time step  
        % to obtain the same thermocline thickness 
        % -------------------------------------------------------------- 

  
        tnew(i,1) = (1/(4*alfa))*(Wth(i,1)/(2*erfinv(1 + 

0.001*(Tbot(i+1,1)/(Tbot(i+1,1)-TaveHL(i+1,1))))))^2; 

  
        % Calculate next 'fictitious' simulation time value 
        % -------------------------------------------------------------- 

  
        time(i+1,1) = tnew(i,1) + delt; 
end 

 

D.4 Wall Heat Conduction Analytical Model Code 

% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 
% Model Inputs 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

  
Th = 50;                                    % Hot Temperature (C)  
Tc = 20;                                    % Cold Temperature (C) 
Tave = (Th+Tc)/2;                           % Ave Temperature (C)  
D = 0.3;                                    % Tank Diameter (m) 
H = 1;                                      % Tank Height (m)  
alfa = 0.0000001566;                        % Average Diffusivity (m2/s) 
rho = 993.59;                               % Average Fluid Density  

  % (kg/m3) 
cp = 4068.5;                                % Average Specific Heat  

  % Capacity (J/kgK) 
mf = 0;                                     % Mass Flow Rate (kg/s)  

  
hw = 100;                                   % Convective Heat Transfer  
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          % Coefficient between wall  

  % and fluid (W/m2K) 
kw = 45;                                    % Tank Wall Thermal  

  % Conductivity (W/mK) 
a = 0.01;                                   % Tank Wall Thickness 

  
N = 100;                                    % Number of Nodes  
delt = 300;                                 % Time Step Size (s) 
tTotal = 12*3600;                           % Total Simulation Time (s) 
delx = H/N; 

  
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 
% Calculate Model Variables 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

  
x(1:N,1) = (H/(2*N)):(H/N):(H-H/(2*N));     % Node Centre Locations  
tEND = (tTotal/delt)+1;                     % Last Time Step Index 
t(1:tEND,1) = 0:delt:tTotal;                % Time Steps  
C(1:tEND,1) = H/2;                          % Stationary Thermocline  

  % Position  

  
% ----------------------------------------------------------------------

% ---------------------------------------------------------------------- 
% Calculate Temperature Profile for NO Wall Conduction 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

  
for i = 1:tEND 
    for j = 1:N 
        if x(j,1) > C(i,1)                  % Below Thermocline 

             
            T(i,j) = Tave + (Tc-Tave)*erf((x(j,1)-

C(i,1))/sqrt(4*alfa*t(i,1))); 

             
        elseif x(j,1) < C(i,1)              % Above Thermocline 

             
            T(i,j) = (Tc + Th) - (Tave +(Tc-Tave)*erf((C(i,1)-

x(j,1))/sqrt(4*alfa*t(i,1))));    

             
        elseif x(j,1) == C(i,1) 

             
            T(i,j) = Tave; 

             
        end 
    end 
end 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 
% Calculate Temperature Profile with Wall Heat Conduction 
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% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

  
% Determine Hot/Cold Region Temperatures with Time 
% ---------------------------------------------------------------------- 

  
P = pi*D;                                   % Tank Wall Perimeter (m) 
Do = D + a;                                 % Wall Outer Diameter (m) 
Acw = (pi/4)*((Do^2) - (D^2));              % Cross-Sectional Area of  

  % Wall (m2) 
Twall = 0.5*(Th + Tc);                      % Wall Temperature (degC) 

  
Cwhc = 0.5*(sqrt(hw*P*kw*Acw))*tanh((H/2)*(sqrt((hw*P)/(kw*Acw))));  

  % Wall Heat Conduction  

  % Constant Term 

  
Ttop(1,1) = Th;                             % Initial Hot Region  

  % Temperature (degC) 
Tbot(1,1) = Tc;                             % Initial Cold Region  

  % Temperature (degC) 

  
Vtop = (pi/4)*(D^2)*C(1,1); 
Vbot = (pi/4)*(D^2)*(H-C(1,1)); 

  
for i = 2:tEND 

     
    Ttop(i,1) = Twall + (Th - Twall)*exp(-(Cwhc*t(i,1)/(rho*cp*Vtop))); 
    Tbot(i,1) = Twall + (Tc - Twall)*exp(-(Cwhc*t(i,1)/(rho*cp*Vbot))); 

     
end 
 

  

  
% Determine Final Temperature Profile 
% ---------------------------------------------------------------------- 

  
TaveWHC = 0.5*(Ttop + Tbot);                % Average Thermocline  

  % Temperature (degC) 
time(2,1) = delt;                           % First Time Step (s) 

  
for i = 1:N 
    if i <= (C(1,1)/H)*N                    % Setting Initial  

  % Temeprature Profile 
        Twhc(1,i) = Th; 
    else 
        Twhc(1,i) = Tc; 
    end 
end 

  
for i = 2:tEND-1 
        for j = 1:N  
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            if x(j,1) > C(i,1)              % Below Thermocline 

  
                Twhc(i,j) = TaveWHC(i,1) + (Tbot(i,1)-

TaveWHC(i,1))*erf((x(j,1)-C(i,1))/sqrt(4*alfa*time(i,1))); 

  
            elseif x(j,1) < C(i,1)          % Above Thermocline 

  
                Twhc(i,j) = (Tbot(i,1) + Ttop(i,1)) - (TaveWHC(i,1) 

+(Tbot(i,1)-TaveWHC(i,1))*erf((C(i,1)-x(j,1))/sqrt(4*alfa*time(i,1))));    

  
            end 
        end 

         
        % Determine Thermocline Thickness at the end of the time step 
        % -------------------------------------------------------------- 

         
        Wth(i,1) = 2*sqrt(4*alfa*time(i,1))*erfinv(1 + 

0.001*(Tbot(i,1)/(Tbot(i,1) - TaveWHC(i,1)))); 

         
        % Determine Time for profile with temperatures of next time step  
        % to obtain the same thermocline thickness 
        % -------------------------------------------------------------- 

         
        tnew(i,1) = (1/(4*alfa))*(Wth(i,1)/(2*erfinv(1 + 

0.001*(Tbot(i+1,1)/(Tbot(i+1,1)-TaveWHC(i+1,1))))))^2; 

         
        % Calculate next 'fictitious' simulation time value 
        % -------------------------------------------------------------- 

  
        time(i+1,1) = tnew(i,1) + delt; 
end 

 

D.5 Inlet Jet Mixing Analytical Model Code 

% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 
% Model Inputs 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

 
Th = 50;                                    % Hot Temperature (C)  
Tc = 20;                                    % Cold Temperature (C) 
Tave = (Th+Tc)/2;                           % Average Temperature (C)  
mf = 0.001;                                 % Mass Flow Rate (kg/s) 

  
H = 1;                                      % Tank Height (m)  
Dtank = 0.3;                                % Tank Diameter (m) 
Dpipe = 0.01;                               % Inlet Pipe Diameter (m) 
visc = 0.00070057;                         % Average Fluid Viscosity  

  % (m2/s) 
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rhoH = 987.68;                             % Hot Water Density (kg/m3) 
rhoC = 997.78;                             % Cold Water Density (kg/m3) 
rho = 0.5*(rhoH + rhoC);                  % Average Fluid Density  

  % (kg/m3) 
k = 0.62614;                               % Thermal Conductivity  

  % (W/mK) 
cp = 4068.5;                               % Specific Heat Capacity  

  % (J/kgK) 
beta = 0.00032452;                         % Thermal Expansion Coeff.  

  % (1/K) 
alfa = k/(rho*cp);                         % Diffusivity (m2/s)   

  
N = 100;                                    % Number of Nodes  
delt = 1;                                   % Time Step Size (s) 
tTotal = 7200;                              % Total Simulation Time (s) 
g = 9.81;                                   % Gravitational Acceleration  

  % (m/s2) 

  
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 
% Calculate Model Variables 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

  
Q = mf/rho;                                 % Volumetric Flow Rate  

  % (m3/s) 

Ac = (pi/4)*(Dtank^2);                      % Tank Cross-section area  

  % (m2) 
u = mf/(rho*(pi/4)*(Dtank^2));              % Mean Flow Velocity (m/s) 
uIN = mf/(rhoH*(pi/4)*(Dpipe^2));           % Inlet Pipe Velocity (m/s) 
x(1:N,1) = (H/(2*N)):(H/N):(H-H/(2*N));     % Node Locations  

  
tEND = (tTotal/delt)+1;                     % Last Time Step Value 
t(1:tEND,1) = 0:delt:tTotal;                % Simulation time at each  

  % time step (s) 

  
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 
% Initial Jet Penetration Depth and Plume Velocity (from Nizami [12]) 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

  
% NIZAMI CONSTANTS % 
dpipe = Dpipe*1000;                                 % Inlet Pipe  

    % Diameter (mm) 
ahj = -0.0150*(dpipe^2) + 1.40*(dpipe) + 0.510;     % Penetration Depth  

    % Parameter a 
bhj = 0.00535*(dpipe) + 0.448;                      % Penetration Depth  

    % Parameter b 
% MODELING CONSTANTS % 
Rio = (g*beta*Dpipe*(Th-Tc))/(uIN^2);               % Initial Richardson  

    % Number 
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hIo = (ahj/1000)*(Rio^(-bhj));                      % Initial  

    % Penetration Depth 

  
% INLET PLUME VELOCITY (NIZAMI METHOD) % 
mfp = mf*1.062*(Rio^(-0.278));                      % Inlet Plume Mass  

    % Flow Rate (kg/s) 
up = mfp/(rho*(pi/4)*(Dtank^2));                    % Inlet Plume  

    % Velocity (m/s) 

  
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 
% Time Interval 1 (0<t<to) 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

  
% Determine TI and hj for 0<t<to: 
% ---------------------------------------------------------------------- 

  
A2 = (pi/4)*((Dtank^2) - ((3*Dpipe)^2));    % Cross-sectional Area of  

  % Region 2 (m2) 
V1 = (pi/4)*((3*Dpipe)^2)*hIo;              % Volume of Region 1 (m3) 
Ci = 0.00001;                               % Initial Thermocline  

  % Location (m) 
Tau1 = -rho*V1/mfp;                         % Time Constant for Region 1  
CT2 = Tc*rho*A2*Ci + mf*(Th-Tc)*Tau1;       % Constant Term for Region 2  

  
for i = 1:tEND 
    T2Top(i,1) = mfp*Tc*t(i,1) + mf*(Th-Tc)*(t(i,1) -

Tau1*exp(t(i,1)/Tau1)) + CT2; 

    T2Bot(i,1) = mfp*t(i,1) + rho*A2*Ci; 
    T2(i,1) = T2Top(i,1)/T2Bot(i,1);        % Temperature of Region 2  

        
    Co(i,1) = (mfp/(A2*rho))*t(i,1) + Ci;   % Location of Thermocline  

     
    if i == 1 
        TIo(i,1) = Tave;  
    else 
        TIo(i,1) = TIo(i-1,100); 
    end 
     

    % Iterate to solve for the jet penetration depth, h, and inlet  

    % mixing region temperature, TIo: 

 
    for j = 1:100 
        h(i,j)=(ahj/1000)*((g*beta*(Th-TIo(i,j))*Dpipe)/(uIN^2))^(-bhj); 
        TIo(i,j+1) = (Co(i,1)*T2(i,1) + (h(i,j) - Co(i,1))*Tc)/(h(i,j)); 
    end 

     
    Ri(i,1) = (g*beta*(Th-TIo(i,100))*Dpipe)/(uIN^2); 
    hj(i,1) = h(i,100); 

     
end 
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% Calculate end of time interval 1, to 
% ---------------------------------------------------------------------- 

  
for i = 2:tEND 
    if hj(i,1) <= Co(i,1)                   % Determine when thermocline  

  % passes jet penetration  

  % depth 
        n = i-1; 
        break 
    end 
end 
 

% Determine time at end of time interval 1, to: 

 
to = t(n,1) + ((hj(n,1) - Co(n,1))*(t(n+1,1) - t(n,1)))/((Co(n+1,1) – 

Co(n,1)) - (hj(n+1,1) - hj(n,1))); 

  
TIto = TIo(n,100);                          % Temperature at the end of  

  % time interval 1 (degC) 
hto = hj(n,1);                              % Jet Penetration Depth at  

  % end of time interval 1 (m) 

  
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 
% Time Interval 2 (t>to) 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

  
% Determine inlet mixing region temperature, TI, for t>to 
% ---------------------------------------------------------------------- 

  
CTIn = TIto*hto - (mf*Th*to)/(rho*Ac); 
for i = 1:tEND 
    TIn(i,1) = ((mf*Th*t(i,1))/(rho*Ac) + CTIn)/(u*(t(i,1) - to) + hto); 
End 

 
% Determine Overall TI 
% ---------------------------------------------------------------------- 

  
for i = 1:tEND 
    if i <= n 
        TI(i,1) = T2(i,1); 
    else 
        TI(i,1) = TIn(i,1); 
    end 
end 

 
% Thermocline Location for t>to 
% ---------------------------------------------------------------------- 
for i = 1:tEND 
    if t(i,1) <= to 
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        C(i,1) = up*t(i,1) + Ci; 
    else 
        C(i,1) = C(i-1,1) + u*delt; 
    end 
end 

         
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 
% Final Temperature Profile Calculation - Thermocline Thickness Method 
% ---------------------------------------------------------------------- 
% ---------------------------------------------------------------------- 

  
TaveS = 0.5*(TI + Tc); 
time(2,1) = delt;     
Tth(1,1:N) = Tc; 

  
for i = 2:tEND-1 
    for j = 1:N 
        if x(j,1) > C(i,1)             % Below Thermocline 

  
            Tth(i,j) = TaveS(i,1) + (Tc-TaveS(i,1))*erf((x(j,1)-

C(i,1))/sqrt(4*alfa*time(i,1))); 

  
        elseif x(j,1) < C(i,1)         % Above Thermocline 

  
            Tth(i,j) = (Tc + TI(i,1)) - (TaveS(i,1) +(Tc-

TaveS(i,1))*erf((C(i,1)-x(j,1))/sqrt(4*alfa*time(i,1))));    

  
        end 
    end 

  
    % Determine Thermocline Thickness at the end of the time step 
    % ------------------------------------------------------------------ 

         
    Wth(i,1) = 2*sqrt(4*alfa*time(i,1))*erfinv(1 + 0.001*(Tc/(Tc – 

TaveS(i,1)))); 

     
    % Determine Time for profile with temperatures of next time step to 
    % obtain the same thermocline thickness 
    % ------------------------------------------------------------------ 

         
    tnew(i,1) = (1/(4*alfa))*(Wth(i,1)/(2*erfinv(1 + 0.001*(Tc/(Tc-

TaveS(i+1,1))))))^2; 

  
    % Calculate next 'fictitious' simulation time value 
    % ------------------------------------------------------------------ 

         
    time(i+1,1) = tnew(i,1) + delt; 

     
end 
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Appendix E  

Inlet Jet Mixing Model Validation 

E.1 2D Axisymmetric Simulation Conditions 

The simulation results for the low Reynolds number case, shown by Nizami et al. 

[17], provided information about the tank temperature profile and velocity fields after 10, 

40, and 70 minutes. However, in order to more accurately predict the temperature profiles 

within the tank using the analytical modelling techniques, additional information was 

desired during the initial charging stage. Therefore, a 2D axisymmetric simulation was 

performed using the same parameters to obtain temperature contour results at times before 

10 minutes. 

E.1.1 Storage Tank Mesh 

The mesh for the 2D axisymmetric storage tank was created using ICEM CFD 12.1. 

The basic shape of the tank, as shown in Figure E.1. The length of the inlet and outlet pipes 

were modelled as 0.3m to ensure that a fully developed flow was entering the tank. The 

dimensions for each section of the geometry are shown in Table E.1. The basic shape was 

then rotationally extruded by 5𝑜 to create the volume for one node in the rotational 

direction.  
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Figure E.1 – (a) Isometric view of the geometry used for the storage tank mesh created in 

ICEM, (b) Front view, (c) Top View. 

Table E.1 – Dimensions of the geometry used for the mesh of the storage tank. 

Tank Height (𝑚) 2.032 

Tank Diameter (𝑚) 1.158 

Inlet Pipe Diameter (𝑚) 0.0254 
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Inlet/Outlet Pipe Length (𝑚) 0.3 

Extrusion Angle 5𝑜 

 

The number of nodes used to create the mesh was similar to the simulations 

performed by Nizami et al. The grid independence study shown by Nizami revealed that 

there was a negligible change in the simulation results when the amount of nodes was 

doubled from 43 in the radial direction and 249 in the axial direction. Therefore, for the 

simulations in this thesis, 45 nodes were used in the radial direction with minimum and 

maximum spacing between the grid points of 1.2mm and 5.46mm, respectively. The height 

of the storage tank was represented with 249 nodes in the axial direction with minimum 

and maximum spacing of 1.10mm and 2.309mm. For the inlet and outlet pipes, 5 nodes 

were used for the radial direction and 15 nodes were used in the axial direction with 

minimum and maximum spacing of 1.10mm and 2.225mm. 

E.1.2 ANSYS CFX 14.0 Simulation Parameters 

Simulations using the previously developed mesh were performed using ANSYS 

CFX 14.0. A time step size of 0.2 seconds was used since the results obtained by Nizami 

et al. did not vary when the time step size was reduced from 0.2 to 0.1 seconds. Buoyancy 

was determined with gravity acting in the negative y-direction and a reference temperature 

of 20𝑜𝐶. The heat transfer model was set to Thermal Energy and turbulence was captured 

using the Shear Stress Transport model. Buoyancy turbulence was also included in the 

production and dissipation terms of the turbulence model. High resolution was used for the 
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advection scheme since Nizami et al. found that better temperature predictions were found 

compared to the first order advection scheme. 

The initial temperature of the water in the storage tank was set to 24.5𝑜𝐶 and the 

water entering the tank was at 39.9𝑜𝐶. The walls of the tank were given no-slip conditions 

and were set as adiabatic. The sides of the mesh were given symmetry boundary conditions. 

The inlet boundary condition was set as a constant velocity over the entire cross-section. 

The magnitude of the inlet velocity was determined using the inlet Reynolds number, Eq. 

(E.1), as specified by Nizami. The fluid properties were determined at the average 

temperature between the initial and inlet fluid temperatures. Therefore, the fluid density 

and viscosity were 994.5 𝑘𝑔/𝑚3 and 7.4197𝑥10−4 𝑘𝑔/𝑚𝑠, respectively, which resulted 

in an inlet velocity of 0.10024 𝑚/𝑠. Finally, an average static pressure was given for the 

outlet boundary condition with a relative pressure of 0 Pa. 

 
Re =

ρuinDP
μ

= 1340 

 

(E.1) 

 
uin =

1340 (7.4197x10−4
kg
ms)

994.5
kg
m3 (0.0254 m)

= 0.10024
m

s
 

 

(E.2) 

E.2 Choice of Initial Volume for Region 2 

To determine the temperature of Region 2 with time for the inlet jet mixing model, 

an initial volume was needed where hot fluid enters from the jet region (Region 1). 

Realistically, the region would not have a volume at 𝑡 = 0 since the entire tank is filled 

with cold fluid and no jet exists. However, in order to solve for the differential equation, a 
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non-zero initial condition was required. Therefore, the depth at which Region 2 extends at 

𝑡 = 0 was set to a very small value, 𝐶𝑖. 

The value of 𝐶𝑖 needed to be chosen such that the results of the inlet jet mixing 

model were not affected. Therefore, the effects of varying 𝐶𝑖 on the duration of time interval 

1, 𝑡𝑜, and the temperature of Region 2, T2(t), were studied.  

Figure E.2 shows how the duration of time interval 1 was effected for different 

values of 𝐶𝑖 when simulated with the low Reynolds number conditions studied by Oliveski 

et al. [18]. With larger values of 𝐶𝑖, 𝑡𝑜 was smaller because the initial position of the 

thermocline would be located at a larger distance from the top of the tank. Therefore, it 

takes a shorter amount of time for the center of the thermocline to intersect with the inlet 

jet penetration depth. As 𝐶𝑖 is reduced, the variation in the value of 𝑡𝑜 becomes smaller.  

 

Figure E.2 – Calculated values for the duration of time interval 1 using different values 

for the initial depth of Region 2, 𝐶𝑖, using the low Reynolds number conditions studied by 

Oliveski et al. [18]. 
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The effect of Ci on the temperature of Region 2, T2(t), with time is shown in Figure 

E.3. With larger values of 𝐶𝑖, the temperature increases at a slower rate because there is 

initially a larger volume of cold fluid that mixes with the warmer fluid entering from Region 

1. Therefore, it takes a longer period of time before the temperature of Region 2 reaches a 

constant value. This would affect the accuracy of the final temperature profile within the 

tank because the predicted temperature of the inlet mixing region would be lower than 

expected. As the value of 𝐶𝑖 is reduced, the profiles for 𝑇2 converge. 

 

Figure E.3 – Region 2 temperature versus time for different values of 𝐶𝑖 using the low 

Reynolds number case studied by Oliveski et al. [18]. 

From the results of these simulations, the value of 𝐶𝑖 chosen for the inlet jet mixing 

analytical model was 0.00001m. This value ensured that the results obtained for the 

duration of time interval 1 and the Region 2 temperature with time were not affected by the 

initial volume of Region 2 for the low Reynolds number case.  


