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Abstract

There has been much debate in the medical education literature regarding the role of analytic and non-analytic reasoning strategies, but the impact of teaching one or the other strategy has yet to be directly tested. Analytical processes are those that entail the systematic and conscious consideration of features and their relationship to potential diagnoses — this is the form of clinical reasoning that has traditionally been advocated by educators. Alternatively, non-analytical processes are automatic, often unconscious means by which to arrive at a clinical diagnosis. One example of such a process is reliance on similarity to previously seen cases. The availability of these strategies are believed to increase with expertise, but debate exists regarding whether or not they are useful pedagogically. The purpose of these experiments was to examine the effectiveness of emphasizing particular decision-making processes during learning using an experimental methodology. Undergraduate Psychology students were trained to identify features on electrocardiograms (ECGs) and assign diagnoses. Experiment 1 focused mainly on understanding the role feature identification plays in decision-making, and whether instructions regarding how to organize the diagnostic features are beneficial. The purpose of experiment 2 was to determine the relative benefit of adopting a combination of feature driven and non-analytical strategies and contrastive instructions (i.e. being explicitly told to compare similarities and differences between diagnostic categories) at the time of training.
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INTRODUCTION

To determine if a patient has suffered an acute anterior myocardial infarction requires the identification of certain diagnostic features, such as chest pain radiating down the left arm and ST elevations in leads V1 to V4 in an electrocardiogram (ECG). Research in both cognitive psychology and medical education proposes two classes of mechanisms whereby this task can be performed - analytic and non-analytic. Both of these models have been operationalized in many ways and should not be considered mutually exclusive.

Traditionally, medical educators endorse analytical processes of clinical reasoning when teaching medical students. These processes entail the careful analysis of features and their relationship to possible diagnoses. Instructions to carefully identify and consider all the features before generating a diagnostic hypothesis are believed to reduce premature closure during a diagnostic search (i.e. failure to consider all the diagnoses possible; Patel, Groen & Arocha, 1990) and biases that can result when just one diagnosis is kept in mind. As a result, it is understandable why medical educators advocate such a strategy.

Alternatively, in the past fifteen years research has empirically demonstrated a non-analytical component of clinical reasoning. Central to this view is the belief that relying on similarity to previously seen cases when assigning a diagnosis is a valid alternative strategy. That is, one might automatically recognize the correct diagnosis by rapid processes like pattern recognition, which typically occur unconsciously. The availability of this strategy is believed to increase with expertise as a direct result of
acquiring a vast repertoire of prior cases to which future cases may be compared. Despite
the evidence, some medical educators emphasize avoidance of this strategy because they
believe it has detrimental effects if used by novices (Coderre, Mandin & Harasym, 2003).

There are potential benefits and drawbacks to using either strategy and therefore,
there has been much debate in the medical education literature regarding the relative
value of teaching one or the other strategy. Studies by Regehr, Cline, Norman and
Brooks (1994) and Kulatunga-Moruzi, Brooks, and Norman (2001) measured the relative
contribution of instructions to be analytic and non-analytic during dermatological
diagnosis; the former study involved residents, the latter involved medical students.

In both studies, participants were instructed to either use a “similarity-based”
approach – participants were told to ‘quickly look at the slide, then choose the most likely
diagnosis based on whatever came to mind’ – to invoke non-analytical processes, or to
take a “feature first” approach by carefully identifying the features present before
assigning a diagnosis to foster a type of analytical processing. The dermatological slides
were orthogonally organized so that comparisons could be made between similarity and
typicality (a case is similar if the current case closely resembles previously seen cases,
whereas a case is typical if it contains more of the features characteristic of that disorder).
The extent to which non-analytic and analytic processes were operational was measured
by the difference in diagnostic accuracy between similar/dissimilar and typical/atypical
cases. Likewise, the interaction between case type (similar vs. dissimilar, typical vs.
atypical) and instructions given (feature first vs. similarity based) provided an
approximation of the extent to which instructions altered participants’ diagnostic strategy.
For example, if the feature first instructions resulted in a greater difference in diagnostic accuracy between typical and atypical cases than a similarity based instruction, it suggests that a feature first instruction increased the extent to which analytic processes were operational.

Both of these studies found a main effect of similarity and typicality – similar and typical cases were diagnosed more accurately than dissimilar and atypical ones respectively. This suggests that both analytic and non-analytic processes were operational in the diagnostic decision making process for both residents and medical students. Furthermore, Regehr et al. (1996) found residents were only amenable to feature-oriented instructions, whereas Kulatunga-Moruzi et al. (2001) found medical students were only amenable to similarity based-instructions. The discrepancy found between these two studies suggests that residents do not spontaneously use feature-driven processes as extensively as novices. Yet, they appear able to resort to causal rules and consider features carefully when prompted to do so rather than relying primarily on similarity to previously seen cases when making a diagnosis. Likewise, novices can take advantage of similarity when prompted to do so by instructions, as opposed to solely relying on features, although it is not their typical mode of processing. Lastly, there was no main effect of decision-making instructions in either one of these studies suggesting that it is unnecessary to caution novices against using similarity.
EXPERIMENT 1

Participants in Regehr et al. (1996) and Kulatunga-Moruzi et al. (2001) were instructed to use either “feature first” or “similarity-based” models of clinical reasoning in isolation. However, neither of these studies addressed whether adopting a multi-faceted instructional approach might be more beneficial when teaching novices. In teaching undergraduate psychology students to diagnose electrocardiograms (ECGs), Norman, Brooks, Colle & Hatala (2000) manipulated decision-making instructions in order to determine the effect of “forward” and “backward” reasoning strategies upon diagnostic accuracy. A forward strategy is defined as reasoning from the data to a solution, that is, from the features to a diagnosis. Conversely, backward reasoning is defined as working from the solution back to the data, or in medical terms, working from the diagnosis to the features one would expect to find if it was that diagnosis. However, the instructions in their study that were designed to invoke a backward reasoning strategy could also be described as a combination of feature first and first impression instructions. Participants in this condition were told to use “the list of possible diagnoses, but not to “jump the gun” (i.e., to trust non-analytic processes, but also to perform a careful feature search).

Alternatively, the forward condition participants were instructed to strictly identify features first and then assign a diagnosis (i.e., to be highly analytic).

The Norman et al. (2000) study found that participants in the backward condition outperformed those in the forward condition – 62% to 49% when both conditions had an ECG in front of them at the time of assigning a diagnosis. Furthermore, the participants in the forward group identified on average 1.70 irrelevant features per case, while those
in the backward condition only identified 0.98. This may be one explanation for why the forward group participants showed lower diagnostic accuracy relative to those in the backward group – the participants in the forward group had to account for irrelevant features in their diagnosis or dismiss them. The lower diagnostic accuracy observed in the forward group suggests that the instructions to use the disease list may increase diagnostic accuracy by reducing the number of irrelevant features identified.

That being said, perhaps the reduced diagnostic accuracy on the part of participants given a “feature first” instruction (forward condition) was not simply a consequence of the over-identification of irrelevant features and the need to account for them in their diagnosis. Participants may have had a difficult time assigning a diagnosis because they were unaware of how to organize the features they identified. That is, perhaps participants can identify as many features as possible without harm, as long as they have a strategy to organize the features to match up correctly with a diagnostic category.

Both of these possibilities were examined in the current study in order to determine if giving participants an orienting framework in addition to their feature first instructions may help to increase their diagnostic accuracy, even when a large number of irrelevant features are labeled. The additional steps were either to have participants rank the features in accordance with ‘obviousness and vividness’ or list all the possible diagnoses based on the features labeled using the features to argue for and against each diagnosis.
The purpose of this experiment was to determine if providing instructions regarding how to organize features is beneficial to help students overcome instructions to carefully consider features before generating diagnoses. Moreover, do the instructions to organize features as a) independent sources of information or b) with potential diagnoses lead to the same likelihood of formulating the correct diagnosis? It was hypothesized that participants given the additional instructions would diagnose ECGs more accurately than those given just the feature first instructions because they would retain qualitative information and process the features to a deeper level. The results were anticipated to provide insight regarding whether or not simple over identification of features or the lack of organization of the identified features better explains the reduced diagnostic accuracy observed in the forward condition relative to the backward condition used by Norman et al. (2000).
Methods

Participants

Forty-eight undergraduate students enrolled at McMaster University participated in this experiment for experimental credit. None of the participants had previous experience with ECGs.

Design and Procedure

I – Training Phase

Learning took place in groups of one to three with the experimenter. All participants were presented with general information regarding the 12 leads in an ECG reading and were taught to recognize the general structures of a normal ECG waveform (P wave, QRS complex, ST segment and T wave; See Appendix 1). The experimenter taught each of the ten diagnostic categories, starting with a normal condition, by using a “Features of Various Disorders List” (See Appendix 2). This list contained all the key features for each diagnostic category. For example, Left Bundle Branch Block was presented as typically having (a) RSR' (rabbit ears) present in V5 and V6 and (b) widened QRS complex (Schamroth, 1982).

After participants learned the features of a particular diagnostic category, they were presented with four example ECGs. For the first two ECGs, the experimenter identified the key features for a diagnostic category by using the feature list. For the latter two, participants were asked to identify the relevant features. This process was repeated for each diagnosis (See Appendix 3).
II – Practice Phase

At the end of the training phase, participants were given a practice booklet that consisted of ten ECGs previously seen during training. During this phase, participants were randomly assigned to one of three experimental conditions.

To emphasize an analytic strategy, participants assigned to the “feature first” condition were given the following instructions (See Appendix 4):

For each ECG, work down the Response Sheet List and indicate all the features that can be seen.

Only after this task was completed were participants asked to assign a diagnosis.

Participants in the other two instructional conditions were given these exact same instructions, but with additional direction.

Participants in the “Argue for alternatives” condition were first given the feature first instructions. Only once they identified the features for all ten ECGs were they instructed to (See Appendix 4):

Now that you have gone through the feature list, list all the possible diagnoses relevant to the features you have identified. Then argue for and against each possible diagnosis. Once you have done this, make a final diagnosis. Use the disease list to help you.

Participants in the “Rank Features” condition were given the following additional instructions in addition to the “feature first” instructions (See Appendix 4):

Now that you have gone through the feature list, rank the features in accordance to obviousness and vividness. Once you have done this, make a diagnosis.
All participants were allowed to view the ECGs when assigning their diagnosis. They were also told the correct answer after diagnosing each ECG; whenever an incorrect diagnosis was assigned, immediate feedback was given that reiterated their respective instructions.

III – Test Phase

During the test phase, participants were asked to diagnose twenty ECGs, ten of which were novel and ten of which were seen during training but distinct from those presented during the practice phase. Participants were not given any feedback regarding the correct answer during the test phase. Otherwise, the procedure and instructions were identical to that of the practice phase for each participant.
Results

Diagnostic Accuracy

The mean diagnostic accuracy is reported in Table 1 as a function of instructional condition and novelty of the stimuli. A repeated measures analysis of variance was performed on the test phase data with instructional condition included as a between subject grouping factor. Novelty (old/new) and slide (nested within novelty) were included as within subject repeated measures.

There was a significant main effect of instruction, \( F(2,810) = 5.45, p<0.05 \). Post hoc analyses revealed that participants in the argue for alternatives (49%) group significantly outperformed both the rank features (42%) and feature first (38%) groups (\( F(1,396) > 4.59, p < 0.05 \) in both cases). There was no difference between the feature first and rank features conditions, \( F(1,396) = 1.34, p > 0.05 \).

TABLE 1: Mean Diagnostic Accuracy (%) during test as a function of both instruction and novelty of the stimulus

<table>
<thead>
<tr>
<th>Condition</th>
<th>Old ECGs</th>
<th>New ECGs</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature first</td>
<td>38.7</td>
<td>36.2</td>
<td>37.5</td>
</tr>
<tr>
<td>Argue for alternatives</td>
<td>50.6</td>
<td>47.5</td>
<td>49.1</td>
</tr>
<tr>
<td>Rank features</td>
<td>42.5</td>
<td>40.6</td>
<td>41.6</td>
</tr>
<tr>
<td>Total</td>
<td>44.0</td>
<td>41.5</td>
<td>42.7</td>
</tr>
</tbody>
</table>

No difference was observed between old ECGs (those that had been seen during training) and new ECGs (those that had never been seen before by participants; \( F(1,810) \)
= 0.74, p > 0.05). Nor was the interaction between instruction and novelty significant, F(2,810) = 0.02, p > 0.05.

**Feature Identification**

For each ECG, features were categorized as (a) hit indicative – a feature that was present and indicative of the correct diagnosis, (b) hit not indicative – a feature that was present but indicative of another diagnosis, or (c) false alarm – a feature that was not present in the ECG.

An ANOVA analogous to the one performed on diagnostic accuracy was performed on the number of features identified within each feature classification. The mean number of features identified as a function of classification and instruction is presented in Table 2. There was a significant main effect of hits indicative, F(1,810) = 7.94, p < 0.05. Post hoc analyses revealed that participants in the argue for alternatives condition identified more hits indicative, on average, than participants in the feature first and rank features conditions (F(1,396) > 6.79, p < 0.05 in both cases). There was also a significant main effect of the total number of features identified by instruction, F(2,810) = 18.8, p < 0.05. Post hoc analyses revealed that participants in the argue for alternatives and rank features conditions identified more features than participants in the feature first condition, F(1,396) > 11.0, p < 0.05 for both comparisons. A similar pattern of results was found for false alarms (F(1,396) > 11.96, p < 0.05 in all cases). In contrast, no difference was found between the mean number of hits not indicative identified as a function of instruction, F(1,396) = 1.5, p > 0.05. Lastly, the main effect of old/new cases
and the interaction between condition and new/old cases were also non-significant in all feature analyses, $F(2, 810) < 0.46$, $p > 0.05$ for both comparisons.

**TABLE 2: Mean Number of features identified during the test phase as a function of both feature classification and instruction**

<table>
<thead>
<tr>
<th>Condition</th>
<th>Hit Indicative</th>
<th>Hit not Indicative</th>
<th>False Alarm</th>
<th>Total Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature First</td>
<td>1.34</td>
<td>0.50</td>
<td>1.12</td>
<td>2.96</td>
</tr>
<tr>
<td>Argue for Alternatives</td>
<td>1.57</td>
<td>0.56</td>
<td>1.38</td>
<td>3.51</td>
</tr>
<tr>
<td>Rank Features</td>
<td>1.41</td>
<td>0.56</td>
<td>1.40</td>
<td>3.37</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>1.44</strong></td>
<td><strong>0.54</strong></td>
<td><strong>1.30</strong></td>
<td><strong>3.28</strong></td>
</tr>
</tbody>
</table>

Additional analyses were conducted on the feature data of the rank features and argue for alternatives condition. A chi square test was conducted to examine the relationship between the feature classifications ranked as most obvious and vivid (that is, feature categories ranked as "1" by participants) by the rank features participants and the percent correct/incorrect diagnoses made (see Table 3). The analysis revealed that participants who ranked a hit indicative as most obvious and vivid would assign a correct diagnosis 63.4% of the time. If a hit not indicative or false alarm was ranked as 1, then only 23.5% or 17.6% of the time they assigned a correct diagnosis. This difference in proportions across the three conditions was significant, $\chi^2 (2) = 58.02$, $p < 0.05$. 
TABLE 3: Mean Diagnostic Accuracy (%) during the test phase as a function of ranking a feature classification as most obvious and vivid (1) and correct/incorrect diagnoses

<table>
<thead>
<tr>
<th>Rank Feature as 1:</th>
<th>Mean Diagnostic Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correct</td>
</tr>
<tr>
<td>Hit Indicative</td>
<td>63.4</td>
</tr>
<tr>
<td>Hit Not Indicative</td>
<td>23.5</td>
</tr>
<tr>
<td>False Alarm</td>
<td>17.6</td>
</tr>
</tbody>
</table>

For those in the argue for alternatives condition, a Mantel-Haenszel chi square test was performed on all the feature classifications (hit indicative, hit not indicative and the false alarm), true and untrue statements used to argue for/against the correct/incorrect diagnoses. A feature used to argue against a diagnosis could be categorized as one of the feature classifications or as (a) true statement – a feature that was not present in an ECG but required for it to be that diagnosis (i.e. a participant argued against a diagnosis by stating that a certain feature was missing and as a result the diagnosis cannot be this disorder. If this feature was correctly used to argue against a diagnosis it was classed as a true statement – meaning it is a valid argument against a diagnosis) or (b) untrue statement – a feature that could have been either present or not in an ECG, but was incorrectly used to argue against a diagnosis (i.e. a participant argued against a diagnosis by stating that this feature was not present when in actuality it was, they just failed to identify it, or they could have used a feature wrongly to argue against a diagnosis. In any
of these instances, the feature was classed as an untrue statement). The difference in proportion across all features classifications was significant, $\chi^2(2) = 9.038$, $p < 0.05$.

The mean diagnostic accuracy is reported in Table 4 as a function of the classification of features to argue for/against the correct and incorrect diagnoses. When participants argued for the correct diagnosis, 78.4% of the time they used a hit indicative and very rarely used a hit not indicative (12.1%) or false alarm (1.6%). When arguing for the incorrect diagnosis, participants used false alarms 98.4% of the time, followed by hits not indicative at 87.9% – they rarely used hit indicatives (21.6%). In contrast, participants argued against an incorrect diagnosis using all three features classifications (hit indicative – 83.3%; hit not indicative - 81.3%, false alarm - 65.2%) and true statements (correctly identifying features they were missing but required for it to be that diagnosis; 80%). When participants argued against the correct diagnosis, false alarms were mostly used (34%).
### TABLE 4: Mean Diagnostic Accuracy (%) during the test phase as a function of the feature classifications used to argue for/against the correct/incorrect diagnoses

<table>
<thead>
<tr>
<th>Argument type</th>
<th>Feature Classification</th>
<th>Mean Diagnostic Accuracy (%)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Correct</td>
<td>Incorrect</td>
</tr>
<tr>
<td>Argue For</td>
<td>Hit Indicative</td>
<td>78.4</td>
<td>21.6</td>
</tr>
<tr>
<td></td>
<td>Hit Not Indicative</td>
<td>12.1</td>
<td>87.9</td>
</tr>
<tr>
<td></td>
<td>False Alarm</td>
<td>1.6</td>
<td>98.4</td>
</tr>
<tr>
<td>Argue Against</td>
<td>Hit Indicative</td>
<td>16.7</td>
<td>83.3</td>
</tr>
<tr>
<td></td>
<td>Hit Not Indicative</td>
<td>18.8</td>
<td>81.3</td>
</tr>
<tr>
<td></td>
<td>False Alarm</td>
<td>34.8</td>
<td>65.2</td>
</tr>
<tr>
<td></td>
<td>True Statement</td>
<td>20.0</td>
<td>80.0</td>
</tr>
<tr>
<td></td>
<td>Untrue Statement</td>
<td>13.8</td>
<td>86.2</td>
</tr>
</tbody>
</table>
Discussion

Participants in the argue for alternatives group had a higher diagnostic accuracy than those in the rank or feature first conditions. Participants in the rank condition did not diagnose ECGs any more accurately than those in the feature first condition. That is, having participants argue for and against possible diagnoses was a beneficial strategy, whereas having participants rank features based on obviousness and vividness before assigning a diagnosis was not. There are several possible explanations for this finding.

We anticipated that having participants argue for alternatives would yield higher diagnostic accuracy than the features first condition because participants would be provided with an organizational framework to aid in the grouping of features. However, the same was predicted for the rank condition and this group did not improve relative to the feature first condition. One possibility is that the argue for alternatives instructions involved ranking the features to argue for and against the possible diagnoses. That is, for a participant to argue for a diagnosis, he/she must decide if a feature is really vivid and obvious in order to do so. As a result, participants in the argue for alternatives condition may have undertaken a more elaborate organizational process than those in the rank condition.

Another possibility is that the instruction to explicitly consider diagnoses is required to enable optimal organization of the features. In fact, past research has found that giving prior information, such as a tentative diagnosis, alters diagnostic accuracy by drawing attention to those features that would be missed otherwise (Berbaum, Franken, Dorfman, Barloon, Ell, Lu, Smith & Abu-Yousef, 1986). Arguing for diagnostic
alternatives appears to have made participants more likely to identify features that were present and indicative of the correct diagnosis (hit indicative) than the other two conditions. Both the rank and argue for alternatives condition elicited more features that were not present in the ECG (false alarm) than the feature first condition, but only participants in the argue for alternatives condition were able to overcome this increase in incorrect feature calls. Norman et al. (2001) suggested the irrelevant features identified by participants given a feature first instruction may have been what hurt their diagnostic accuracy in the end – they had to either dismiss or account for the irrelevant features.

The results from the argue for alternatives conditions suggest that the explicit instructions to consider diagnoses provides a structure from which this can be done more effectively. This would suggest that the over identification of the irrelevant features does not itself lead to poor diagnostic performance; instead, the inability to organize the features provides the main problem. In contrast, the rank instruction appears to be an ineffective additional step to help organize the features because the instructions may have encouraged participants to focus only on a few select features and their diagnoses rather than considering them all at the time of assigning a diagnosis.

When participants ranked a false alarm as most obvious (ranked as "1"), 82.4% of the time the participants would assign an incorrect diagnosis. Likewise, if they ranked a hit indicative as most obvious, then 36.6% of the time it would lead to the incorrect diagnosis. It is difficult to determine if having the incorrect diagnosis in mind leads to a false alarm being ranked as 1 or if the false alarm being ranked as 1 led to the incorrect diagnosis; co-selection is a real possibility.
On the other hand, the argue for alternative participants seem to have considered all the features. If we examine the features they used, they would usually argue for the correct diagnosis and against the incorrect using hit indicatives. Very rarely did they argue for an incorrect diagnosis with hit indicatives. When they had to argue against the diagnoses, they either used (a) all three feature categories (hit indicative, hit not indicative and false alarm) or (b) would state the features that were missing but required for it to be that diagnosis.

In summary, the rank instructions appear to focus participants attention only on the features they rank as 1, whereas the argue for alternatives instructions requires participants to focus on all the features. Based on these results, it suggests that diagnostic accuracy is not hurt simply by the presence of irrelevant features identified, but also by not considering all the features present. Just ranking all the features will not overcome the distracting impact of false alarms identification; the features must be organized with potential diagnoses in mind to increase the likelihood of concluding for the correct diagnosis.

The result of this study focused primarily on understanding the role feature identification plays in decision-making based on the findings of the Norman et al. (2000) study. However, Norman et al. (2000) also provided the first opportunity to study the advantages of adopting a multi-faceted (a combined reasoning) strategy. This study was not designed to compare instructions in which novices were told to use “similarity-based” and “feature first” instructions in isolation. Ark, Brooks, Eva (submitted) designed a study to do exactly that. That study, combined with experiment 2 provides further insight
into the effectiveness of emphasizing particular diagnostic processes as pedagogic strategies.
EXPERIMENT 2

In Ark et al. (submitted; see Appendix 5), students were trained to complete an ECG diagnosis task similar to that of experiment 1. To emphasize an analytical reasoning strategy, one quarter of participants were instructed to carefully identify all features that could be seen before assigning a diagnosis (feature first). To emphasize a non-analytic reasoning strategy, one quarter of participants were told to trust similarity (i.e., that new ECGs often look like ECGs that they have seen before) and to diagnose based on this impression (first impression pass 1). Afterwards, the same participants were asked to work through the ECGs again, but this time to identify features and re-diagnose each ECG keeping their initial diagnosis in mind (first impression pass 2 or sequentially combined). The remaining half of participants received both feature first and first impression instructions simultaneously. Half of them were given both sets of instructions explicitly (explicit combined), while the remaining participants were given feature first instructions and simply informed that some of the test ECGs had been seen during training (implicit combined).

Therefore, we operationalized the combined instructions in three different ways by having participants: (1) either systematically consider the features presented in a case simultaneously or sequentially, (2) explicitly be told to trust their feelings of familiarity in addition to their instructions to carefully consider features, and (3) implicitly utilize similarity by informing them some of the ECG cases were seen during training.

No difference was found in diagnostic accuracy between the groups given the feature first (42%) and first impression instructions (41%), but the groups instructed to
use both strategies (explicitly or implicitly or sequentially) performed significantly better (56%, 53% and 50%, respectively). The results of this study suggest an additive model of clinical reasoning in which instructions to be feature oriented and to trust similarity improves performance in novice diagnosticians. The advantage of this combined approach was observed whether instructions to trust familiarity were given implicitly or explicitly, and regardless of whether the instruction to systematically consider the features presented in a case was given simultaneously or sequentially with instruction to use familiarity.

ECGs were either old ECGs (those that have been seen before) or new ECGs (those that participants did not see before). We anticipated that the diagnoses of participants in the explicit combined and first impression conditions would be more influenced by the old versus new distinction because they were specifically told that new ECGs often look like old ones and to use that sense of familiarity when making a diagnosis. However, no novelty by condition interaction was observed. The findings were consistent with past research that previously seen cases are diagnosed more accurately than new ones (Allen et al., 1992; Brooks, et al., 1991) and stresses the role that similarity plays in guiding diagnostic decisions regardless of the specific instructions provided (Bargh & Chartrand, 1999; Roediger, 1990).

There are still many questions left unanswered with regards to the coordination of analytic and non-analytic instructions as a pedagogic strategy. For example, did the feature first or first impression instructions result in poor diagnostic accuracy relative to a combined one because the instruction hampered performance in the former groups or
because it improved performance in the latter groups? Perhaps participants naturally utilize a multi-faceted approach, and instead of improving their performance by suggesting a combined approach, we hindered participants by forcing them into utilizing either process in isolation. This possibility was examined in Experiment 2. Participants were either given a combined instruction or no instruction at all. In addition, we wished to determine if the benefits of instructing participants to utilize a combined approach could also be observed after a time delay rather than just immediately after training.

Furthermore, we aimed to compare the efficacy of a combined strategy to that of contrastive learning models that have been shown to enable transfer. Many medical schools and textbooks alike teach medical students the features that are associated with a particular diagnosis in isolation (Stuyt, de Vries Robbe & von der Meer, 2003). Studies have found that simply stating the principles and giving examples is not an effective way to enable transfer of the principles to new, yet similar cases (Gentner, 1997, 2003). In contrast, analogical encoding does appear to yield some benefit (Gentner, 2003; Gentner & Markham, 1997; Thompson, Gentner & Loewenstein, 2000; Loewenstein, Thompson & Gentner, 1999).

Our ability to access and transfer knowledge from memory depends crucially on how it was learned. If people can extract principles during learning, then these principles can become the starting point for understanding similarities with new cases involving the same principles. One way to promote such an abstraction is by drawing parallels between two or more instances. That is, the comparison of two examples highlights the similar aspects and promotes the abstraction of common relational structures, increasing
the likelihood that the principle will be retrieved and applied to future novel instances. This process described above is called analogical encoding. Moreover, McKenzie (1998) suggested that by comparing and contrasting examples of different categories, students learn to extract the critical features that discriminate between categories. Such contrastive learning will make the features that are similar and different between the two diseases more salient, but will especially make the diagnosticity of each symptom more obvious.

In the contrastive learning condition of this experiment, diagnostic categories that (a) share symptoms/features in common (b) are highly similar, and (c) easily confused with one another, were compared and contrasted at the time of learning. For example, Left Ventricular Hypertrophy with Strain and Ischemia were compared and contrasted to one another because they both share ST depression and T wave inversions in the same leads on an ECG. As a result, participants in earlier studies often diagnosed an ECG with ischemia when they have chosen left ventricular hypertrophy with strain and vice versa.

In summary, there are four manipulations in this experiment. One is the contrast of a combined instruction relative to non-specific instructions. The second is the comparison of a contrastive and noncontrastive mode of learning. The third is time – participants in all groups were tested immediately after learning and then after a week-long delay to determine if benefits of instructing participants to use a combined approach could be observed after a time delay in addition to just immediately after training. The fourth is novelty of the ECGs – a comparison of old and new ECGs. Main effects of contrastive learning and combined instructions were predicted. The results of this study
were anticipated to provide insight regarding whether or not the diagnostic accuracy of new ECGs could be improved and whether or not participants naturally utilize a combined approach and therefore do not need explicit instructions to do so. If they naturally utilize a combined approach, then explicit instructions to do so might be expected to have minimal effect.
Methods

Participants

Forty-eight undergraduate Psychology students enrolled at McMaster University participated in this experiment for course credit. None of the participants had previous experience with ECGs.

Design and Procedure

I - Training Phase

Learning took place during one-on-one training sessions with the experimenter. All participants were presented with general information regarding the 12 leads in an ECG and taught to read a normal ECG waveform from an illustration – this part of the experiment mirrored experiment one because the materials were identical. The only difference in materials is that participants learned eight categories in this experiment, whereas they learned ten in experiment one. After this general introduction to ECGs, participants were randomly assigned to one of two learning conditions.

Combining Needham & Begg’s (1991), Gentner’s (1997, 2003) and McKenzie’s (1998) research, participants in this experiment learned the diagnostic categories by either contrastive or noncontrastive learning. Participants in the noncontrastive condition were taught each of the eight diagnostic categories beginning with normal using a “Features of Various Disorders List” – the same list that was used in experiment 1. Like experiment 1, for each diagnostic category participants were given four examples in sequence. The experimenter identified the key features that belonged to that particular disorder for the
first two ECGs. Then participants identified the same relevant features for the last two
ECGs. This process was repeated until all diagnostic categories and their examples were
presented (See Appendix 4).

Participants assigned to the contrastive learning condition were asked to compare
and contrast the features that were similar and dissimilar between a diagnostic category
and normal ECG before comparing it to a confusable differential. Participants were
encouraged to self generate the similarities and differences between categories as much
as possible. However, in instances where they failed, the experimenter would provide
hints at the differences. This happened occasionally. For example, participants were
asked to compare and contrast the features that were similar and dissimilar for two
element ECGs of Left Ventricular Hypertrophy with strain to a normal ECG. They then
compared and contrasted two examples of Ischemia (this disorder is often confused with
Left Ventricular Hypertrophy with strain) to normal. Finally, they compared the two
different examples of Left Ventricular Hypertrophy with strain to two different example
ECGs of Ischemia. This process was repeated until all diagnostic categories were
compared to normal and their differential. On average, training time for participants in
the contrastive condition lasted forty to forty-five minutes, while those in the
noncontrastive lasted only thirty to thirty-five minutes.
II – Immediate Test Phase

After the training phase, participants were presented with a practice booklet consisting of seven previously seen ECGs from training. During this phase, participants were randomly divided further into one of two decision-making instructional conditions. To emphasize a combined (analytic and non-analytic) strategy, participants were given the following instructions (See Appendix 4):

For each ECG, assign a diagnosis using similarity as a guide. New ECGs often look like ECGs that have been seen before (i.e., during training). Trust this sense of familiarity, but realize that basing decisions solely on similarity can lead to diagnostic errors. So, don’t “jump the gun.” Use the Response Sheet List to indicate the features that can be seen. Use the disease list to help you.

That is, participants were told to use similarity while simultaneously carefully considering the features present. Participants in the “no instruction” condition were verbally told to (See Appendix 4):

Assign a diagnosis to each ECG using whatever strategy comes naturally to you.

That is, no instructions were given to these participants with regards to the strategy they should employ when assigning a diagnosis. Instead they were told to approach the cases in whatever manner came naturally to them.

All participants were allowed to view the ECGs when assigning their diagnosis and were told the correct answer after diagnosing each ECG. Whenever they assigned an incorrect diagnosis, immediate feedback was given that reiterated both their learning and decision-making instructions.
III – Delay Test Phase

The delay test phase occurred a week after training. During this phase, participants were asked to diagnose fifteen ECGs, eight of which were novel and seven of which had been seen during training but were distinct from those seen during the Immediate Test phase. Participants were not given any feedback with respect to the correct answer; otherwise the procedure and decision-making instructions were identical to those given during the immediate test phase for each participant.
Results

Diagnostic Accuracy

A repeated measures analysis of variance was performed with learning instructions and decision-making instructional conditions as the between subject grouping factors. Time (immediate/delay), novelty (old/new) and slide (nested within novelty) were included as within subject repeated measures. No significant main effect of time was observed between the immediate or delay phase, $F(1,572) = 0.781, p > 0.05$; nor were the interactions between time and learning/decision-making instructions significant ($F(1,572) < 0.121, p > 0.05$ in both comparisons). Therefore, the data were collapsed across this factor in further analyses. The means are illustrated in Table 5. Participants in the contrastive learning condition performed significantly better (71%) than those in the non-contrastive condition (61%), $F(1,572) = 19.2, p < 0.05$. Those in the combined instructional condition (71%) significantly outperformed those in the no instruction group (61%), $F(1,572) = 17.9, p < 0.05$.

**TABLE 5: Mean diagnostic accuracy (%) as a function of learning and decision-making instructions**

<table>
<thead>
<tr>
<th></th>
<th>Contrastive Learning</th>
<th>Noncontrastive Learning</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combined Instructions</td>
<td>78.0</td>
<td>64.4</td>
<td>71.2</td>
</tr>
<tr>
<td>No Instructions</td>
<td>64.8</td>
<td>57.2</td>
<td>61.0</td>
</tr>
<tr>
<td>Total</td>
<td>71.4</td>
<td>60.8</td>
<td>66.1</td>
</tr>
</tbody>
</table>
On average, old ECGs (74%) seen during training were diagnosed more accurately than new ones (53%; F(1,572) = 10.7, p < 0.05, the means are illustrated in Figure 1). All interactions between novelty, learning and decision-making instructions were non-significant, F(1,572) < 1.56, p > 0.05 in all comparisons.

FIGURE 1: Mean diagnostic accuracy (%) as a function of learning and decision-making instructional conditions together and novelty of the stimulus

A post hoc analysis was conducted on participants in the combined contrastive condition versus the other three learning and decision-making instructional conditions (contrastive no instructions, noncontrastive combined and noncontrastive no instructions) collapsed together and an analogous ANOVA to the one performed on the diagnostic accuracy in this experiment was conducted. Participants in the contrastive combined (78%) condition diagnosed ECGs more accurately than participants in any of the other three (62%) learning/decision-making conditions, F(1,920) = 32.5, p < 0.05. Old ECGs were diagnosed more accurately than new ones, F(1,920) = 68.6, p < 0.05, and the
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were diagnosed more accurately than new ones, \(F(1,920) = 68.6, p < 0.05\), and the interaction between novelty, learning and decision-making conditions was significant, \(F(1,920) = 4.75, p < 0.05\)  The contrastive combined (71%) participants diagnosed new ECGs more accurately than those in the other three (47%) conditions.

**FIGURE 2: Mean diagnostic accuracy (%) as a function of Contrastive Combined versus the other learning and decision-making instructional conditions together and novelty of the stimulus**
An additional analysis was performed on the combinations of learning and decision-making instructional conditions. A Mantel-Haenszel chi square was conducted to examine the relationship between the number of times participants diagnosed an ECG incorrectly because they confused it with its differential (see Table 6). The differences in proportion across the four conditions was insignificant, but in the right direction ($\chi^2 (3) = 3.22, p > 0.05$). The analysis suggests participants in the contrastive combined condition (41%) were less likely to confuse an incorrect diagnosis with its differential. Those in the contrastive no instructions, noncontrastive combined and noncontrastive no instructions confused an incorrect diagnosis with the differential 64%, 56% and 59% of the time.

**TABLE 6: Mean percentage of times participants diagnosed an ECG incorrectly because they choose the differential diagnosis as a function of learning and decision-making instructional conditions together**

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Mean Percentage (%) of times participants incorrectly concluded in favour of the confusable diagnostic alternative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contrastive Combined</td>
<td>40.9</td>
</tr>
<tr>
<td>Contrastive No Instructions</td>
<td>64.4</td>
</tr>
<tr>
<td>Noncontrastive Combined</td>
<td>56.0</td>
</tr>
<tr>
<td>Noncontrastive No Instructions</td>
<td>58.5</td>
</tr>
</tbody>
</table>

**Feature Identification**

The feature data were not analyzed by decision-making instructional conditions because the instructions between the two groups varied in terms of the emphasis placed on the identification of features. That is, the instructions given to participants in the no
instructions condition did not require the identification of features, whereas participants in the combined condition were encouraged to label the features observed. As a result, obvious differences would arise between these two conditions.

On the other hand, the feature data from the two learning conditions could be analyzed. Therefore, the features were classified into the same categories (hits indicative, hits not indicative, false alarms and total features) and an ANOVA analogous to the one performed on the number of features identified within each classification in experiment 1 was conducted. No significant difference was found between the learning conditions (contrastive and noncontrastive) in any of the features classification, F(1, 572) > 0.22, p > 0.05. See Table 7 for the mean number of features as a function of classification and the learning instructions.

**TABLE 7: Mean number of features identified as a function of both feature classification and learning instructions**

<table>
<thead>
<tr>
<th>Learning Instruction</th>
<th>Hits Indicative</th>
<th>Hit Not Indicative</th>
<th>False Alarm</th>
<th>Total Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contrastive</td>
<td>0.877</td>
<td>0.136</td>
<td>0.326</td>
<td>1.33</td>
</tr>
<tr>
<td>Noncontrastive</td>
<td>0.762</td>
<td>0.129</td>
<td>0.409</td>
<td>1.30</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>0.820</strong></td>
<td><strong>0.133</strong></td>
<td><strong>0.368</strong></td>
<td><strong>1.32</strong></td>
</tr>
</tbody>
</table>
Discussion

Instructions to be both feature-oriented and to use similarity-based reasoning strategies (combined condition) led to significantly better performance than instructions that gave no guidance regarding the strategy that should be employed. The results suggest that participants in the “no instructions” condition either (a) do not naturally utilize a combined strategy, or (b) utilize this strategy but not as effectively as when given explicit instructions to do so. Research by Paivio (1969, 1975, 1991), Reynolds & Paivio (1968) and Sadoski, Kealy, Goetz and Paivio (1997) found that the use of concreteness in composing definitions led to improved performance in language tasks relative to abstract or no definitions. According to these studies, phrases or sentences – like our combined instructions – are more imaginable, comprehensible and memorable when made concrete. Similarly, while the no instruction participants may have employed some form of a combined strategy, it may have been ineffective because they did not have an explicit and concrete “instruction” to which to refer.

Participants who compared and contrasted diagnostic categories (contrastive condition) had a higher diagnostic accuracy than those who were simply told the features that are produced by a specific disorder (noncontrastive condition). This finding is also consistent with a past study that found medical students who were taught the disorders and their differential diagnosis when interpreting the various abnormal ECG patterns, diagnosed ECGs more accurately than those taught the features produced by a particular disease (Kingston, 1979). There are a few possible explanations for this finding. Participants in the contrastive condition may have diagnosed ECGs more accurately
because they learned the diagnosticity of each symptom and therefore could extract the critical features that discriminate among competing diagnoses. This interpretation is supported by the finding that contrastive learners, at least when given combined instructions, were less likely to conclude in favor of the incorrect confusable alternatives. Alternatively, the noncontrastive participants may have been unable to filter out the inappropriate or unnecessary information because a previous study has found that contrastive learners are less influenced by nondiagnostic features than noncontrastive learners (Goldstone, 1996).

There were a few unexpected findings in this study. One was the lack of main effect of time and a lack of interaction between learning direction and decision-making instructions. In general, old ECGs were diagnosed more accurately than new ones, which is consistent with previous findings (Experiment 1, Ark et al., Submitted, Brooks et al., 1991, Allen et al., 1992) and emphasizes that humans have a spontaneous tendency to allow similarity to guide their diagnostic decisions regardless of the specific learning guidance or instructions provided at the time of diagnosis.

Participants did show signs of applying their learning to the solution of new problems – new ECGs were diagnosed accurately 40% to 71% of the time. In particular, the contrastive combined participants not only had the highest diagnostic accuracy overall, but specifically diagnosed new ECGs (71%) more accurately than the other three learning and decision-making conditions (contrastive no instructions, 48%; noncontrastive combined, 49%; noncontrastive no instructions, 44%). That is, although all the learning and decision-making groups exhibited signs of transfer, those in the
contrastive combined condition were able to transfer concepts learned from prior examples to solve new problems more readily than the other groups. This demonstrates that combined instructions and contrastive learning together promotes the use of examples in solution of transfer of information to novel cases to a greater extent than contrastive learning on its own.

Why is the combined instruction so important in order to prevent confusion between diagnostic categories that are similar and to increase the transfer of information to novel cases? Why is it that the contrastive no instructions participants did not show similar benefits? Contrastive learning makes participants consider the differential diagnosis more often and the diagnosticity of the features becomes more salient than if they learn in a noncontrastive manner (McKenzie, 1998). That is, by teaching participants the differential diagnosis, that diagnosis becomes more salient than less relevant categories. Those in the contrastive combined condition incorrectly diagnosed an ECG, 41% of the time because they confused it with its differential. Those in the contrastive no instruction condition revealed such errors occur 64% of the time. It appears the decision-making instruction may be an important step in applying the information learned during contrastive teaching instructions and overcoming the saliency of incorrect confusable categories.

Perhaps, the reason why participants given a combined instruction in addition to the contrastive learning were not hindered by the saliency of features or the incorrect confusable alternative is because the combined instruction encourages the development of a framework/strategy around which key features and diagnostic hypotheses can be
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organized and interpreted (Kushniruk et al., 1998; Brewer & Nakamura, 1984).
Conversely, perhaps participants given no instructions on top of contrastive learning could not filter out what is inappropriate or unnecessary information at the time of assigning a diagnosis because they did not develop a framework/strategy to utilize during the decision-making process. Further research needs to be conducted to truly understand the relationship between contrastive learning and combined instructions and to determine why the two instructions together reduced diagnostic confusion between similar categories and increased transfer of previously learned information to the solution of new problems.

In conclusion, it appears both contrastive learning and combined instructions lead to a significantly higher diagnostic accuracy than noncontrastive learning and no instructions. Participants might naturally utilize a combined strategy. However, the explicit instructions to use such a strategy appear to be needed in order for the benefits to be observed. Although Gentner suggests that analogical encoding and thus transfer only succeeds when comparisons are made on a structurally deeper level (i.e. pathophysiology of particular cardiovascular disease; Gentner & Toupin, 1986), our study suggests that the transfer of information can also occur based on increased appreciation of the resemblance of surface elements such as features (i.e. chest pain radiating down the left arm or a rabbit ear in leads V1 and V2). Participants given contrastive learning together with combined instructions were able to a) transfer their previous knowledge from prior example ECGs to solve new cases, and b) reduce confusion between similar diagnostic categories, to a greater extent than using either strategy in isolation.
GENERAL DISCUSSION

Both of these studies examined the effectiveness of emphasizing particular diagnostic decision making processes as pedagogic strategies. The purpose of experiment one was to understand the role feature identification plays in decision-making and determine if instructions to organize the diagnostic features are beneficial especially when more irrelevant features are identified. In experiment one the explicit instructions to consider and argue for diagnostic alternatives appears to provide the organization needed to overcome irrelevant feature calls. The instructions to rank the features in accordance to 'obviousness and vividness' led to as many irrelevant feature as those in the argue for alternatives group, but in this case diagnostic accuracy was hurt. This suggests that the overidentification of features may not have lead to the poor diagnostic accuracy observed in the Norman et al. (2000) study; instead it is a problem with organization and interpretation of the features. That is, if participants organize features by treating them as independent sources of information, then they are unlikely to formulate the correct diagnosis. However, participants that organized features using diagnoses led to improved performance in diagnostic accuracy.

Moreover, arguing for diagnostic alternatives also made participants more likely to identify features of the correct diagnosis. Berbaum et al. (1986) showed that a tentative diagnosis can alter diagnostic accuracy by drawing attention to those features that would otherwise be missed. In fact, the consideration of a diagnosis can activate the representation of that disease presentation and therefore bring to mind the features – ones that were already identified and those missing but required – for it to be this diagnosis.
The current study further confirms that the identification of features can be strongly influenced by category-level information such as a diagnosis. That is, the diagnosis can serve to focus the attention of participants to determine which features to look for and where to find them.

Many have expressed concerns that considering a diagnostic hypothesis may induce biases in the report of features by causing them to be reinterpreted in the light of the diagnostic hypothesis (Hatala, Norman & Brooks, 1996, 1999; Norman, Brooks, Coblentz & Babcock, 1992; Norman, Brooks, Regehr, Marriott & Shali, 1996; LeBlanc, Dore, Norman & Brooks, 2004). This in turn might lead participants to report features that are not present or to miss contradictory features that are present. Although participants in the argue for alternatives condition did identify a greater number of irrelevant features, they were not hindered by it as their diagnostic accuracy shows. Also, these participants were led to consider more than one diagnosis and their features; this may have helped prevent biases that would otherwise be present if they just considered one diagnostic hypothesis.

In experiment two, the application of prior information to the solution of new problems was greatly increased when participants were given contrastive learning directions (i.e. they were asked to compare and contrast diagnostic categories) and combined instructions (i.e. instructed to use both similarity and features) together. That is, the contrastive learning was effective for the transfer of information when participants were given a combined instruction at the time of assigning a diagnosis; otherwise, the
increased rates of transfer did not occur as seen in the contrastive no instruction condition.

Generally, there are three hypothesized dimensions to a problem in which transfer can occur: Context, content and deep structure (Gentner & Toupin, 1986). The context includes the physical context such as the room in which a test is taken. The content consists of two broad areas – the semantic domain (i.e. the etiology of a disease) and surface elements (i.e. features of a disease like rabbit ears). Finally the deep structure involves the underlying principle (i.e. the actually disease process). Although true analogical transfer is considered to occur between those things that share a similar deeper level, similarity between problems can exist at any of these levels. Gentner and colleagues suggest that analogical transfer can only succeed on a deeper structural level (Gentner & Toupin, 1986), but we were able to show that transfer can also occur by making comparisons at the level of surface elements (i.e. surface resemblance of features). Additional studies need to be conducted to understanding why contrastive learning and combined decision-making instructions not only leads to an overall higher diagnostic accuracy, but a greater extent of transfer to new ECGs.

In sum, the way novices are taught the features of diagnostic categories and the decision-making strategy they are instructed to utilize at the time of assigning a diagnosis are both important processes in the transfer of knowledge from previously encountered examples to the solution of new problems. Specifically, contrastive learning and combined instructions led to better learning; both of these strategies together are more likely to retrieve the correct knowledge from memory than if either strategy is used in
isolation. Therefore, teaching novices the similarities and difference between diagnostic categories (especially the differential diagnosis) and providing them with explicit instructions to utilize a combined strategy appears to provide the most effective pedagogic strategy and should aid in the education of novices and facilitate their progress to a more expert level of problem solving.
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Appendix 1 ECG Training Manual

All participants were presented with the "ECG Training Manual," which consisted of two pages of basic electrocardiogram information. The first page listed the names, the axis of the heart they collected electrical impulses from and the location of the where they are placed on the chest and body via an illustration. The second page was an illustration of a normal ECG waveform. This waveform had the major components of an ECG waveform labeled, which participants would need to understand in order to do the experiment.
CHAPTER 1:

THE ECG TRAINING MANUAL

THE BASICS
**THE 12 LEADS OF THE ECG**

The ECG (electrocardiogram) is a clinical test that records the electrical activity of the heart in a graphical format.

<table>
<thead>
<tr>
<th>LEADS</th>
<th>LOCATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>I, AVL, V5, V6</td>
<td>Lateral</td>
</tr>
<tr>
<td>II, III, AVF</td>
<td>Inferior</td>
</tr>
<tr>
<td>V1, V2, V3</td>
<td>Anterior</td>
</tr>
<tr>
<td>V4, AVR</td>
<td></td>
</tr>
</tbody>
</table>

*Diagram showing the leads and their locations on the heart and body.*
THE ECG WAVE FORM

The electrical impulse seen in any lead is recorded on the ECG graph paper as a basic wave form.
Appendix 2 The Features of Various Disorders

The “Features of Various Disorders” list outlined the key features of each diagnostic category (including normal) that participants learned. This list was available through the duration of the entire experiment. Note: For experiment 1, all 9 categories including normal was used. For experiment 2, Right Bundle Branch Block and Hyperkalemia were excluded.

Features of Various Disorders

Normal
- Predominant S wave in V1 and V2
- Predominant R waves in V5 and V6
- T wave is positive in leads with an R wave, but negative in AVR

Right Ventricular Hypertrophy
- Predominant R wave in V1 (R > S wave or only R wave)
- R wave in V1 is greater than 7 mm
- R wave may get progressively smaller from V2 to V4

Left Ventricular Hypertrophy with Strain
- Large S waves in V1 and V2
- Large R waves in V5 and V6
- ST depression in V4 to V6 and/or
- T waves inverted in V4 to V6

Left Bundle Branch Block
- Widening of QRS complex (> 3 small blocks wide)
- RSR' (rabbit ears) in V5 and V6

Right Bundle Branch Block
- Widening of QRS complex (> 3 small blocks wide)
- RSR' (rabbit ears) in V1 and V2

Acute Anterior Myocardial Infarction
- ST elevation in V1 to V4
- Q waves present in V1 to V4 (not necessary for diagnosis)

Acute Inferior Myocardial Infarction
- ST elevation in II, III, AVF
- Q waves present in II, III, AVF (not necessary for diagnosis)

Ischemia
ST depression and/or T wave inversion in any of the leads

**Pericarditis**
- ST elevation across many leads

**Hyperkalemia**
- Peaked T waves across many leads, particularly from V2 to V6
- As hyperkalemia progresses, widening of QRS complex can occur
Appendix 3 Left Ventricular Hypertrophy with Strain

The diagnostic categories were presented in an “ECG Training Booklet” to participants. Attached is an example of how one diagnostic category (Left Ventricular Hypertrophy with Strain) was presented with four example ECGs in this booklet to participants.
Left Ventricular Hypertrophy with Strain
On the answer sheet provided, write down the features that are present in the following ECGs
Appendix 4 Decision-Making Instruction Answer Booklets

Answer booklets were designed to specifically reflect the decision-making instructions. That is, participants received different answer booklets according to the decision-making instructions they were randomly assigned to. The booklets are presented below by experiment and the label assigned to that decision-making instructions.
a. Experiment 1

Feature First

RESPONSE SHEET

For each ECG, work down the Response Sheet List and indicate all features that can be seen.

☐ Q waves  ☐ present in V1 to V4  ☐ present in II, III, AVF

☐ R waves present in V1 and V2
☐ R wave in V1 is > 7 mm
☐ Predominant R wave in V1
☐ R wave getting progressively smaller in V2 to V4
☐ Large S waves in V1 and V2
☐ Large R waves in V5 and V6
☐ Sum of largest S wave in V1 or V2 and R wave in V5 or V6 is > 35 mm
☐ RSR’ complex (rabbit ears)  ☐ V1 and V2  ☐ V5 and V6

☐ Widened QRS complexes
☐ Peaked T waves in more than 1 lead (particularly V2 to V6)
☐ T wave inversion  ☐ V4 to V6  ☐ II, III, AVF  ☐ I, AVL  ☐ V1, V2

☐ ST depression  ☐ V1 and V2  ☐ V4 to V6  ☐ II, III, AVF  ☐ I, AVL

☐ ST elevation  ☐ across multiple leads  ☐ V1 to V4  ☐ II, III, AVF
Now that you have gone through the feature list, make a diagnosis. Use the disease list to help you.

Please write your diagnosis in the space below.

Diagnosis:___________________________________________________________
Argue for Alternatives

RESPONSE SHEET

For each ECG, work down the Response Sheet List and indicate all features that can be seen.

☐ Q waves       ☐ present in V1 to V4
                  ☐ present in II, III, AVF
☐ R waves present in V1 and V2
☐ R wave in V1 is > 7 mm
☐ Predominant R wave in V1
☐ R wave getting progressively smaller in V2 to V4
☐ Large S waves in V1 and V2
☐ Large R waves in V5 and V6
☐ Sum of largest S wave in V1 or V2 and R wave in V5 or V6 is > 35 mm
☐ RSR' complex (rabbit ears)       ☐ V1 and V2
                                             ☐ V5 and V6
☐ Widened QRS complexes
☐ Peaked T waves in more than 1 lead (particularly V2 to V6)
☐ T wave inversion       ☐ V4 to V6
                                             ☐ II, III, AVF
                                             ☐ I, AVL
                                             ☐ V1, V2
☐ ST depression       ☐ V1 and V2
                                             ☐ V4 to V6
                                             ☐ II, III, AVF
                                             ☐ I, AVL
☐ ST elevation       ☐ across multiple leads
                                             ☐ V1 to V4
                                             ☐ II, III, AVF
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Now that you have gone through the feature list, list all the possible diagnoses relevant to the features you have identified. Then argue for and against each possible diagnosis. Once you have done this, make a final diagnosis. Use the disease list to help you.

Please write your possible diagnoses in the space below.

Possible Diagnosis: _________________________
Arguments for: Arguments against:

Possible Diagnosis: _________________________
Arguments for: Arguments against:

Possible Diagnosis: _________________________
Arguments for: Arguments against:

Possible Diagnosis: _________________________
Arguments for: Arguments against:

Please write your final diagnosis in the space below.

Diagnosis: _________________________
Rank Features

RESPONSE SHEET

For each ECG, work down the Response Sheet List and indicate all features that can be seen.

☐ Q waves ☐ present in V1 to V4
☐ present in II, III, AVF

☐ R waves present in V1 and V2

☐ R wave in V1 is > 7 mm

☐ Predominant R wave in V1

☐ R wave getting progressively smaller in V2 to V4

☐ Large S waves in V1 and V2

☐ Large R waves in V5 and V6

☐ Sum of largest S wave in V1 or V2 and R wave in V5 or V6 is > 35 mm

☐ RSR’ complex (rabbit ears) ☐ V1 and V2
☐ V5 and V6

☐ Widened QRS complexes

☐ Peaked T waves in more than 1 lead (particularly V2 to V6)

☐ T wave inversion ☐ V4 to V6
☐ II, III, AVF
☐ I, AVL
☐ V1, V2

☐ ST depression ☐ V1 and V2
☐ V4 to V6
☐ II, III, AVF
☐ I, AVL

☐ ST elevation ☐ across multiple leads
☐ V1 to V4
☐ II, III, AVF
Now that you have gone through the feature list, rank the features according to obviousness and vividness.

Once you have done this, make a diagnosis. Use the disease list to help you.

Please write your diagnosis in the space below.

Diagnosis: ________________________________
b. Experiment 2

**Combined Instructions**

**RESPONSE SHEET**

For each ECG, assign a diagnosis using similarity as a guide. New ECGs often look like ECGs that have been seen before (i.e., during training). Trust this sense of familiarity, but realize that basing decisions solely on similarity can lead to diagnostic errors. So, don’t “jump the gun.” Use the Response Sheet List to indicate the features that can be seen.

- Q waves present in V1 to V4
- R waves present in V1 and V2
- R wave in V1 is > 7 mm
- Predominant R wave in V1
- R wave getting progressively smaller in V2 to V4
- Large S waves in V1 and V2
- Large R waves in V5 and V6
- Sum of largest S wave in V1 or V2 and R wave in V5 or V6 is > 35 mm
- RSR’ complex (rabbit ears)
- Widened QRS complexes
- Peaked T waves in more than 1 lead (particularly V2 to V6)
- T wave inversion
- ST depression
- ST elevation
Once you have done this, make a diagnosis. Use the disease list to help you.

Please write your diagnosis in the space below.

Diagnosis:__________________________________________________________
<table>
<thead>
<tr>
<th>Condition</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q waves</td>
<td>Present in V1 to V4</td>
</tr>
<tr>
<td></td>
<td>Present in II, III, AVF</td>
</tr>
<tr>
<td>R waves present in V1 and V2</td>
<td></td>
</tr>
<tr>
<td>R wave in V1 is &gt; 7 mm</td>
<td></td>
</tr>
<tr>
<td>Predominant R wave in V1</td>
<td></td>
</tr>
<tr>
<td>R wave getting progressively smaller in V2 to V4</td>
<td></td>
</tr>
<tr>
<td>Large S waves in V1 and V2</td>
<td></td>
</tr>
<tr>
<td>Large R waves in V5 and V6</td>
<td></td>
</tr>
<tr>
<td>Sum of largest S wave in V1 or V2 and R wave in V5 or V6 is &gt; 35 mm</td>
<td></td>
</tr>
<tr>
<td>RSR’ complex (rabbit ears)</td>
<td>V1 and V2</td>
</tr>
<tr>
<td></td>
<td>V5 and V6</td>
</tr>
<tr>
<td>Widened QRS complexes</td>
<td></td>
</tr>
<tr>
<td>Peaked T waves in more than 1 lead (particularly V2 to V6)</td>
<td>V4 to V6</td>
</tr>
<tr>
<td></td>
<td>II, III, AVF</td>
</tr>
<tr>
<td></td>
<td>I, AVL</td>
</tr>
<tr>
<td></td>
<td>V1, V2</td>
</tr>
<tr>
<td>T wave inversion</td>
<td></td>
</tr>
<tr>
<td>ST depression</td>
<td>V1 and V2</td>
</tr>
<tr>
<td></td>
<td>V4 to V6</td>
</tr>
<tr>
<td></td>
<td>II, III, AVF</td>
</tr>
<tr>
<td></td>
<td>I, AVL</td>
</tr>
<tr>
<td>ST elevation</td>
<td>Across multiple leads</td>
</tr>
<tr>
<td></td>
<td>V1 to V4</td>
</tr>
<tr>
<td></td>
<td>II, III, AVF</td>
</tr>
</tbody>
</table>

Please write your diagnosis in the space below.

Diagnosis: ______________________________
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Abstract

Purpose: There has been much debate in the medical education literature regarding the extent to which feature driven and non-analytic reasoning strategies define expertise, but the relative value of teaching one or the other strategy remains uncertain. The purpose of this study was to use an experimental methodology to compare the diagnostic accuracy achieved upon receiving instruction to use each strategy in isolation and relative to that of a combined approach.

Method: Students were trained to identify features on electrocardiograms (ECGs) and assign diagnoses. One quarter of participants were instructed to carefully identify all features present before assigning a diagnosis (feature first). One quarter of participants were taught to trust impressions of similarity and diagnose based on this impression (first impression). The remaining half of participants received both sets of instructions. Half were given both sets of instructions explicitly (explicit combined), while the remaining participants were simply informed that some of the test ECGs had been seen during training (implicit combined).

Results: No difference in diagnostic accuracy was observed between the groups given the feature first (42%) and first impression instructions (41%), but the groups instructed to use both strategies (explicitly or implicitly) performed significantly better (56% and 53%, respectively).

Discussion: The results support an additive model of clinical reasoning in which instructions to be feature oriented and to trust similarity, improves performance in novice diagnosticians.
Introduction

To determine if a patient has suffered an acute anterior myocardial infarction requires the identification of certain diagnostic features, such as chest pain radiating down the left arm and ST elevations in leads V1 to V4 in an electrocardiogram (ECG). Research in both cognitive psychology and medical education propose two classes of mechanisms whereby this task can be performed; analytic and non-analytic. Both of these classes have been operationalized in many ways and should not be considered mutually exclusive.\textsuperscript{i,ii}

Analytic processes are those that entail controlled, systematic consideration of features and their relation to potential diagnoses. This is the form of clinical reasoning that has traditionally been endorsed by educators charged with teaching medical students the diagnostic process. Among other ways, analytic approaches tend to be invoked with admonitions to (a) carefully identify and consider all clinical features before generating a diagnostic hypothesis, or (b) follow a specific diagnostic algorithm when considering a novel case. Such instructions arise from concern about premature closure (i.e., failure to consider all diagnostic possibilities), the need to provide students with a reliable diagnostic strategy, and a desire to emphasize the evidence-based nature of medical care. Broadly, analytic processes are believed to reduce biases that can arise upon considering a case with a specific diagnosis in mind.

In the last two decades, however, medical educators have empirically demonstrated the non-analytic basis of clinical reasoning.\textsuperscript{iii} Central to this view is the argument that rapid processes such as pattern recognition provide a valid alternative
mechanism whereby diagnostic decision-making might be informed. That is, one might automatically recognize the correct diagnosis, simply because the current case is similar to one that has been seen in the past. Such activation typically occurs unconsciously.\textsuperscript{iv}

It is now broadly recognized that this form of reasoning nicely describes much of the activity in which experts (having acquired a vast repertoire of cases) engage as many researchers have identified the inadequacy of constraining models of expertise in clinical reasoning to single classes of mechanisms, often pointing to the finding that process differences have failed to capture the essence of expertise.\textsuperscript{v,vii} Still, uncertainty remains regarding how, and if, non-analytic processes can be operationalized and invoked to the benefit of learners.\textsuperscript{vii} The study reported in this paper was designed to assess the potential strengths/weaknesses of adopting a multi-faceted approach to clinical instruction when training absolute novices.

Simple verbal reports of reasoning strategy are insufficient for this purpose because (a) by definition, non-analytic processes are often unavailable to conscious introspection,\textsuperscript{viii} and (b) the requirement to verbalize can alter the reasoning processes themselves,\textsuperscript{ix} thereby calling into question the validity of the inferences that can be drawn.\textsuperscript{x} As such, it is necessary to carefully design experimental manipulations to determine the relative benefit of instruction to be analytic or non-analytic during diagnostic decision-making. Two previously published studies of dermatological diagnosis, one with residents,\textsuperscript{xi} and one with medical students,\textsuperscript{xii} have done just that.

In both cases, participants were instructed either to use a “feature first” (i.e., analytic) approach, carefully considering the features presented on dermatological slides
before assigning a diagnostic label, or to take a "similarity-based" (i.e., non-analytic) approach by providing diagnostic labels based on one’s first impression of the slide. In addition, stimuli were carefully selected such that a comparison could be drawn between slides for which dimensions of similarity (relative to slides seen during training) and typicality (as defined by an expert dermatologist) were made orthogonal. Differences in diagnostic accuracy between similar/dissimilar and between typical/atypical provided an approximation of the extent to which non-analytic and analytic processes, respectively, impacted upon the diagnosis. The interaction between these variables and type of instruction (feature first vs. similarity-based) provided an approximation of the extent to which instruction altered participants' typical diagnostic strategy. For example, if similarity-based instruction leads to a greater difference between similar/dissimilar cases than feature-based instruction, it suggests that the similarity-based teaching increased the extent to which non-analytic processes were operational.

Of direct relevance to the current study is that both of these experiments revealed main effects of similarity and typicality (i.e., diagnostic accuracy was better for similar and typical cases relative to dissimilar and atypical cases, respectively), indicating that analytic and non-analytic processes influenced the diagnostic decisions of both residents and undergraduates. Furthermore, there was no main effect of instruction in either study, suggesting that it is inappropriate and unnecessary to caution students to avoid using pattern recognition. Distinct between the two studies was that Regehr, et al.\textsuperscript{xii} found that residents were only amenable to feature-oriented instruction whereas Kulatunga-Moruzi, et al.\textsuperscript{xii} found that medical students were only amenable to similarity-based instruction.
This discrepancy is supportive of Schmidt, Norman, and Boshuizen's contention that novices learn analytic rules that subsequently provide a foundation on which experiential knowledge can be built (i.e., that diagnosticians come to rely more heavily on non-analytic processes as they gain more experience). What it does not address, however, is whether or not there might be benefits to adopting a multi-faceted instructional approach when teaching novices as each participant was instructed solely to use the “feature-first” or “similarity-based” models of diagnostic reasoning.

Doing so is important, because while it is well documented that reasoning from a diagnosis can bias one’s interpretation of the features present in a clinical case, it must also be recognized that there are drawbacks to reviewing cases in a more systematic and non-biased manner. Norman, et al., for example, taught undergraduate psychology students to diagnose electrocardiograms (ECGs) in a feature-driven manner by having them systematically identify features before considering diagnostic possibilities. Students in this condition identified more features than those who were told to generate a diagnostic hypothesis prior to their feature search, but the additional features that were generated tended to be irrelevant to the correct diagnosis. As a result, the diagnostic performance of participants that were told to delay making a diagnosis was 10 to 20% less accurate than that of participants who biased themselves by following instructions to generate a diagnosis before systematically considering the features.

Norman, et al.’s study provides a first opportunity to assess the advantage of instruction to adopt a multi-faceted (i.e., combined reasoning strategies) approach in that it essentially compares instruction in which learners are told to be non-analytic (i.e.,
derive a Gestalt impression of the diagnosis) and systematically (i.e., analytically) consider the features present, to an approach in which the analytic instructions are given in isolation. The current study builds on this result in two ways. First, we have created a more purely non-analytic instruction condition comparable to the similarity-based instructions of Regehr, et al. to determine whether or not combined instruction truly provides diagnostic advantage in this domain relative to instruction to adopt either an analytic or non-analytic strategy in isolation. That is, can absolute novices take advantage of the best that both worlds have to offer? Second, we have operationalized the combined instruction three different ways: (1) By having participants complete a non-analytic and analytic consideration of each ECG sequentially (i.e., providing a diagnostic decision before carrying out the more analytic search), (2) by explicitly telling learners to trust feelings of familiarity in addition to carefully considering features, and (3) by implicitly informing participants about the benefits of similarity by warning them that some test cases were seen during training. Differences across these conditions, it was anticipated, would provide guidance regarding how educational prescriptions should be provided should a multi-faceted instruction strategy prove beneficial.

Methods

Participants

Forty-eight undergraduate Psychology students enrolled at McMaster University participated in this experiment for course credit. None had previous experience with
ECGs. Ethics approval was received from the Hamilton Health Sciences Research Ethics Board.

**Design and Procedure**

**I - Training Phase**

Learning took place during one-on-one training sessions with the experimenter. All participants were presented with general information regarding the 12 leads in an ECG and taught to read a normal ECG waveform using materials created for the purpose of teaching medical students. The experimenter taught participants each of 10 diagnostic categories (including normal) using a feature list containing the key features for each diagnosis. For example, Right Bundle Branch Block was presented as typically having (a) RSR’ (rabbit ears) present in V1 and V2 and (b) a widened QRS complex.

For each diagnostic category, participants were then presented with four examples in sequence. The experimenter identified the key features using the feature list for the first two ECGs in the category. Participants were then asked to identify the relevant features on the next pair of ECGs before moving onto the next diagnostic category.

**II - Practice Phase**

At the end of the training phase, participants were given a practice booklet that consisted of ten ECGs. During this phase, participants were randomly assigned to one of four experimental conditions.

To emphasize a non-analytic reasoning strategy, participants in the “First Impression” condition were given the following instructions:
For each ECG, assign a diagnosis using similarity as a guide. New ECGs often look like ECGs that have been seen before (i.e., during training). Trust this sense of familiarity. Use the disease list to help you.

Once they had diagnosed all ten ECGs, they were asked to work through the ECGs a second time (Pass 2), this time identifying the features present in each ECG using a provided checklist. Participants were then asked to re-diagnose each ECG, keeping their initial diagnosis in mind, but changing it if necessary.

To emphasize an analytic reasoning strategy, participants assigned to the “Feature First” condition were given the following instructions:

For each ECG, work down the Response Sheet List and indicate all features that can be seen.

Only after this task was completed were participants asked to assign a diagnosis.

Participants in the “Implicit Combined” reasoning condition were given the same instructions as the feature first group. Distinct from the feature first instructions, participants in the implicit combined group were told that the ten ECGs in the practice phase were drawn randomly from the training book. This was an indirect (i.e., implicit) way to highlight the usefulness of similarity.

Participants in the “Explicit Combined” reasoning condition were given both the first impression and the feature first instructions. They were instructed:

For each ECG, assign a diagnosis using similarity as a guide. New ECGs often look like ECGs that have been seen before (i.e., during training). Trust this sense of familiarity, but realize that basing decisions solely on similarity can lead to diagnostic errors. So, don’t “jump the gun.” Use the Response Sheet List to indicate the features that can be seen. Use the disease list to help you.

That is, participants were explicitly told to use similarity while simultaneously performing a careful consideration of the features present.
All participants were allowed to view the ECGs when assigning their diagnosis. Participants were told the correct answer after diagnosing each ECG (during pass 2 for the first impression group). In addition, whenever an incorrect diagnosis was assigned, immediate feedback was given that reinforced the instructions provided.

III - Test Phase

During the test phase, participants were asked to diagnose twenty ECGs, ten of which were novel and ten of which had been seen during training. Participants were not given any feedback during the test phase, but otherwise, the procedure and reasoning instructions were identical to that of the practice phase for each participant.

Results

Diagnostic Accuracy

The mean diagnostic accuracy is reported in Table 1 as a function of condition and novelty of the stimuli. A repeated measures analysis of variance was performed on these data with condition included as the between subjects grouping factor. Slide (nested within old/new) and old/new were included as within subjects repeated measures. There was a significant main effect of condition, $F(3,792) = 9.22$, $p<0.001$. Post hoc analyses revealed that the explicit combined group (mean = 56%) and the implicit combined group (53%) significantly outperformed both the feature first (42%) and the first impression (41%) groups ($F(1,396) > 9.0$, $p < 0.01$ in all cases). There was no difference between the feature first and the first impression conditions, nor between the implicit combined and explicit combined conditions, $F(1,396) < 1$, $p > 0.4$ in both cases.
TABLE 1:

Mean diagnostic accuracy (%) during test as a function of both instruction and novelty of stimulus

<table>
<thead>
<tr>
<th>Condition</th>
<th>Old ECGs</th>
<th>New ECGs</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Impression (pass 1)</td>
<td>48.3</td>
<td>34.2</td>
<td>41.3</td>
</tr>
<tr>
<td>Feature First</td>
<td>48.3</td>
<td>35.8</td>
<td>42.1</td>
</tr>
<tr>
<td>Combined explicit</td>
<td>67.5</td>
<td>45.0</td>
<td>56.3</td>
</tr>
<tr>
<td>Combined implicit</td>
<td>64.2</td>
<td>42.5</td>
<td>53.3</td>
</tr>
<tr>
<td>Total</td>
<td>57.1</td>
<td>39.4</td>
<td>48.3</td>
</tr>
</tbody>
</table>

Old ECGs (those that had been seen during training) were diagnosed more accurately, on average, than were new ECGs (those that participants had never seen), $F(1,792) = 49.03, p<0.001$. The interaction between condition and new/old cases was non-significant, $F(3,792) < 1, p > 0.3$.

When the first impression group was given the opportunity to revise their diagnosis after completing the feature identification task (i.e., after completing a “sequential combined” task during pass 2) their diagnostic accuracy increased to 58.3% for old ECGs and 42.5% for novel ECGs (50.4% overall) and was no longer significantly different from the explicit or implicit combined conditions, $F(1,396) < 3, p > 0.05$. 
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Feature Identification

For each stimulus, features were categorized as (a) hit indicative - a feature that was present and indicative of the correct diagnosis for that particular ECG, (b) hit not indicative - a feature that was present in the ECG but not indicative of the correct diagnosis, or (c) false alarm - a feature that was not present in the ECG. An ANOVA analogous to the one performed on diagnostic accuracy was performed on the number of features identified within each feature classification. The mean number of features identified as a function of classification and condition is illustrated in Table 2.

TABLE 2:

Mean number of features identified during the test phase as a function of both feature classification and instruction

<table>
<thead>
<tr>
<th>Condition</th>
<th>Hits Indicative</th>
<th>Hits not Indicative</th>
<th>False Alarms</th>
<th>Total Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>First impression</td>
<td>1.22</td>
<td>0.31</td>
<td>1.03</td>
<td>2.56</td>
</tr>
<tr>
<td>Feature First</td>
<td>1.39</td>
<td>0.65</td>
<td>2.21</td>
<td>3.99</td>
</tr>
<tr>
<td>Explicit Combined</td>
<td>1.37</td>
<td>0.31</td>
<td>0.87</td>
<td>2.55</td>
</tr>
<tr>
<td>Implicit Combined</td>
<td>1.44</td>
<td>0.36</td>
<td>1.27</td>
<td>2.94</td>
</tr>
</tbody>
</table>

There was a significant main effect of the total number of features identified by condition, $F(3,792) = 69.08, p<0.001$. Post hoc analyses revealed that participants in the feature first condition identified more features, on average, than participants in any of the other three conditions ($F(1,396) > 16, p < 0.01$ for each comparison). The same pattern of results occurred for both hits not indicative ($F(1,396) < 11, p < 0.001$ in all cases) and
false alarms (F(1,396) < 65, p < 0.001 in all cases). In contrast, no difference was observed in the mean number of hits indicative identified as a function of condition (F(3,792 = 2.74, p > 0.05. The main effect of old/new and the interaction between new/old cases and condition were also non-significant in all feature analyses, F(3,792) < 0.48, p > 0.? in all cases.

Discussion

Like many areas of science, there has been a tendency for theorists in medical education to strive to identify the truth: The hallmark of expertise and the ideal training technique. In reality, however, medical diagnosis is complicated enough that it is unlikely to ever yield one strategy that will provide a solution for all the problems clinicians will face, even those who have specialized.\textsuperscript{i,ii} The results of this experiment support an additive model of clinical reasoning in which instructions to be both feature-oriented and to use similarity-based reasoning strategies improved diagnostic performance relative to instructions to use either strategy in isolation. The advantage of this combined approach was observed when instruction to trust feelings of familiarity was given implicitly or explicitly and regardless of whether instruction to systematically consider the features presented in the case was given simultaneously with, or subsequent to, the instruction to generate a diagnostic decision.

Moreover, the advantage of a combined approach is observed when the similarity-based instruction is given implicitly or explicitly, or if the feature first or first impression instructions are given simultaneously or sequentially
While the reductionist approach and small sample size used in this study could be perceived as limitations, the advantages of such a strategy have been well described. Carefully controlled, time limited, trials such as this one, aimed at specific educational issues, provide the opportunity to identify the active ingredient in learning activities independent of numerous confounding variables that have a tendency to occlude curriculum level effects. While ecological validity is sacrificed to some extent, this study demonstrates that it need not be forfeited entirely as the instructional devices (i.e., the training materials and teaching methods) utilized are perfectly compatible with those used during actual medical training. The invaluable by-product of this design strategy is that the experimental effects tend to be large enough, when present, that studies are often sufficiently powered to reveal statistically significant differences with relatively small sample sizes. Our participants in this study, absolute novices in ECG diagnosis, achieved performance levels on this limited task equivalent to that of senior medical students regardless of condition. Those who received combined instructions revealed diagnostic accuracy equivalent to that of second year residents.

Further research would be required to formally identify the reason for the poor performance resulting from use of either of the isolated reasoning instructions, but a pair of interesting hypotheses are supported by the data we have collected. First, the analysis of feature calls across condition suggests, as do the data of Norman, et al., that learners who are taught to carefully identify features before generating diagnostic hypotheses are able to do so too well. Participants in the feature first condition identified more hits indicative of incorrect diagnoses and more false alarms than did participants in either the
first impression or the combined conditions. Taken in combination with the finding that participants in all three conditions were equally likely to identify features consistent with the correct diagnosis suggests that diagnosticians who try to objectively list features without the guidance of diagnostic hypotheses can be led astray by finding themselves awash in a list of features that can not be reconciled into a coherent diagnostic entity.

Second, and perhaps more surprising is the finding that participants in the first impression condition were able to overcome their initially incorrect diagnostic decisions upon being asked to consider the features more systematically. A number of studies have shown tentative diagnoses bias one’s consideration of clinical cases, even when the tentative diagnoses are generated by the diagnostician him/herself. The impact of this biasing is that it can influence the identification of features, making people less likely to see or interpret features as indicative of alternative diagnoses, thereby creating the potential for self-fulfilling prophecies and diagnostic error. In prior research, we have shown, however, that one way to overcome the bias created by diagnostic alternatives is to induce a more careful, analytic, consideration of the features present in a case. Finding that the first impression group was able to overcome a decision in favour of incorrect diagnoses after performing a more careful feature analysis provides a unique confirmation of those earlier results while also supporting the hypothesis that one should not rely exclusively on any one form of processing.

An interesting, but unanticipated finding is the lack of interaction between the new/old variable and instruction – previously seen cases were diagnosed better than new cases is consistent with past research, and highlights the role of similarity in guiding
diagnostic decisions regardless of the specific instruction provided. We anticipated, however, that the difference would have been smallest in the feature first group that was told to carefully identify features prior to considering diagnostic possibilities. The lack of an interaction between new/old and instruction is consistent with Regehr, et al.'s findings, collected from residents, but counter to Kulatunga-Moruzi, et al.’s findings, collected from medical students. At present we tentatively interpret these differences as indicative of experience. Residents have sufficient experience to make it difficult for them to avoid using similarity-based reasoning when considering new cases. As such, being told to use similarity induces little change. In contrast, as indicated in the introduction, medical trainees are often warned against formulating diagnostic hypotheses before carefully considering the evidence; in this light it is not surprising that being told to formulate hypotheses early in a case encounter had an effect in the study performed by Kulatunga-Moruzi and colleagues. The lack of interaction in the current study, performed with absolute novices, might suggest that humans have a spontaneous tendency to allow similarity to guide their decisions, but that this tendency is dampened during the early years of medical training due to traditional clinical instruction to be objective.

Again, the conjectures in the preceding paragraph are purely speculative at this point, but regardless of the reason for the presence/absence of the new/old by instruction interaction, the main effects of all three studies have very clear educational implications. Clinical teachers should not guard against the use of non-analytic reasoning strategies (short of blind guessing, of course) when counseling medical trainees regarding how to
proceed in learning the diagnostic categorization schemes they will need to apply over the course of their careers. On the contrary, four experimental studies now have shown that instruction to use similarity (i.e., pattern recognition) during diagnostic decision-making will result in diagnostic accuracy at least as good as using more analytic, feature-based strategies. Coderre, et al. were also able to show that pattern recognition strategies are beneficial and that the increase in diagnostic accuracy that can be gained from their use may be unrelated to level of expertise. The current study adds to these findings, however, by illustrating that various reasoning/teaching strategies need not be mutually exclusive and, in contrast, can complement one another, leading to greater diagnostic accuracy when used together than when either an analytic or non-analytic strategy is used in isolation.
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