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I INTRODUCTION 

In recent years the computer has become a very 

valuable business and research tool. However, its application 

to mechanism design has not been as widespread as it should 

be. The primary stumbling block to such applications has 

been the lack of easy to use programs to deal with the 

complexities of mechanisms. An efficient, reliable, and 

sufficiently comprehensive program dealing with mechanisms 

is not an overnight undertaking~ thus it has been spurned 

by practicing Engineers in favor of existing intuition­

based trial-and-error methods which oft-times lead to many 

unacceptable prototypes before a sub-optimum creation is 

deemed acceptable for current needs. This thesis presents 

a complete and tested technique for synthesizing, balancing, 

and analyzing the particular mechanisms included ((namely the 

planar four-bar (R-R-R-R*), planar slider-crank (R-R-R-P), 

and spatial four-bar (R-G-G-R) linkages». 

* R-R-R-R is the symbolic name given to a linkage with 

four pin-connected (Eevolute) joints. The order of naming is 

clockwise around the linkage from the crank-frame joint. 

Other joint symbols are P for a parallel-sliding (Erismatic) 

joint and G for a ball-and-socket (globular) joint. 

1 



The technique requires that the designer need only 

specify the particular design requirements as program input, 

select the appropriate method for the problem, and relax for 

2 

a period of about two minutes while the computer determines 

tne optimum mechanism design parameters for his problem and 

displays, through different plots, how his optimum mechanism 

will behave. He may then indicate his desire to see how his 

optimum mechanism parameters compare with other possible 

mechanism parameters as a check on their optimality - forty 

seconds will pass as a meaningful graphical contour plot is 

displayed. After examining one or more such contour plots, 

tne designer may eitner reject the "optimum" design and 

redefine the problem conditions as a result of the 

enlightenment provided by the computer output, or he may 

accept the parameters and ask the computer to do a complete 

velocity and acceleration analysis of his optimum mechanism. 

Almost instantly appropriate tables and plots of his 

mechanism's performance will be displayed. If this data is 

acceptable, then the designer can "finisn off" his mechanism 

by asking the computer to determine the optimum counterweights 

and their positions required to balance his mechanism with 

respect to the horizontal and vertical shaking forces, and 

the shaking moment about the crankshaft axis. Within seconds 

the optimum counterweight parameters and appropriate tables 

and plots showing the before and after effect of the balancing 

will be displayed. As in the synthesis optimization, a 



contour map showing the effect of the design parameter 

changes can be displayed if desired. The analysis and 

balancing procedures are not restricted to the computer 

synthesized mechanism, but may be applied to any mechanism 

parameters the designer may conceive. Thus the program is 

designed to have complete flexibility with respect to a 

designer's needs. 

3 

But what does this all mean in terms of time and 

money. The total synthesis, analysis and balancing usually 

requires about three minutes of computer time {on the medium­

sized CDC 6400 computer) which, at the computer rate of 

$600./hour, means a cost of about $30. for the average 

mechanism design problem. However, what is more important 

is that the designer has been released from the arduous 

task of trial-and-error synthesis - a very expensive 

procedure which has been eliminated. The designer man-hours 

consist only of those required to think up and specify the 

problem conditions and examine the computer output. 

Thus, in comparison with present mechanism design 

techniques, the user-orientated computer program which has 

been developed using the techniques embodied in this thesis, 

many of which are new to the field of mechanism design, not 

only provides a better design, but also produces this design 

in less time and at a reduced overall cost. 



II GENERAL THEORY OF OPTIMIZATION AS APPLIED TO MECHANISMS 

In engineering work it is often necessary to determine 

the optimum dimensions of the independent design variables in 

order to minimize a particular dependent design variable such 

as cost or weight. There are numerous well-developed 

techniques for accomplishing such a task. OPTIPAC [4] is an 

attempt to provide a user-orientated system for such general 

optimization problems. A number of people [S] [6] [7] [8] 

[9] [10] [11] [12] have dealt with the problem of optimizing 

the independent mechanism design variables to minimize the 

mechanism structural error (the difference between the 

desired and actual positions of the mechanism output) 

evaluated for given values of an operating variable such as 

time or the crank angle. However, as is explained in Chapter 

III, in mechanism design it is paramount to consider more than 

a single factor in a meaningful optimization; thus a multi­

factor optimization technique is required. 

A survey of available techniques for multifactor 

optimization shows that the most meaningful way to tackle the 

s1multaneous optimization of mor~ than one dependent design 

variable is to use what are termed in the literature as 

utility functions. The utility functions are merely functions 

which convert the dissimilar units of different dependent 

variables into general units of utility which may be directly 

4 
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combined together. The magnitude of these units indicates 

the relative importance of the particular dependent variables. 

As an example, for a particular design, a cost of one dollar 

may have a utility value of two utility units, and a weight 

of one pound a utility value of four utility units; thus, 

if maximum utility is the optimization criterion, a weight 

of one pound is twice as desirable as a cost of one dollar. 

Therefore, utility functions convert noncompatible units such 

as dollars and pounds weight into universal utility units 

which can then be combined to form a total desirability 

function which is to be maximized by optimizing the indepen­

dent design variables. 

Siddall [13] gives a summary of the available 

techniques for developing utility function relationships. 

Unfortunately, none of these techniques are appropriate for 

the multifactor optimization problem developed in this thesis. 

Therefore a meaningful, general, and easy-to-use technique 

for establishing utility function relationships for multi­

factor optimization problems has been developed. 

This new technique involves the use of "inverse 

utility functions". Inverse utility, as its name may indicate, 

can be defined as the reciprocal of the conventional utility 

value previously described. That is to say, a dependent 

variable's inverse utility is the reciprocal of its relative 

desirability for a particular design. 



The use of a graph of the dependent design variable 

(horizontal .axis) versus its inverse utility (vertical axis) 

clearly depicts the functional relationship in graphical 
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form - henceforth the graph will be referred to as an inverse 

utility curve. This inverse utility curve is developed by 

using the following five-step procedure. 

1. An inverse utility of zero is assigned to the 

most desirable or ideal value of the dependent 

design variable (e.g. a value of zero would be 

assigned to a manufacturing cost of zero dollars). 

2. An inverse utility of positive infinity is 

assigned to the least desirable value of the 

dependent design variable (e.g. a value of 

positive infinity would be assigned to a 

manufacturing cost of infinite dollars). 

3. An inverse utility of plus one is assigned to the 

dependent design variable value which approxi­

mately defines the line between acceptable and 

unacceptable dependent design variable values 

(e.g. a manufacturing cost of two thousand 

dollars for a compact automobile). 

4. An inverse utility curve is sketched to satisfy 

steps 1, 2, and 3, and also the optional require­

ment that the slope of the curve for an inverse 

utility of zero be zero (see Figure 2.1 for the 

compact automobile example). 



5. A simple mathematical relationship which best 

fits the curve sketched in step 4 is derived. 

Note that step 3 is the key step in establishing 
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the proper scaling of the utility functions. It is essential, 

for these inverse utility functions to work properly, that, 

for a given problem, all the dependent design variable values 

(which are to be combined into the objective function for 

minimization) have values of equal importance to the designer 

corresponding to inverse utilities of one. The values which 

mark the border between unacceptable and acceptable values 

of the dependent design variables usually provide values of 

equal desirability to the designer - thus these values are 

all assigned an inverse utility of one for a particular 

problem. However, a designer is not restricted to using 

these unacceptable - acceptable values to provide the relative 

scaling for the dependent design variables. If, for a given 

problem, the designer knows of another complete set of 

variable values, all of which are of equal desirability, 

then he is free to give each member of this set of variable 

values an inverse utility of one. Thus, step 3 is just a 

reasonable step to provide the relative scaling for the 

component dependent design variables which are included in 

the objective function for minimization. 

The first advantage of this inverse utility technique 

is that after the above five steps have been done once, if 



the number decided on in step 3 is left as a variable, x, 

then a whole family of inverse utility curves is defined 

(Figure 2.2), each particular curve identified with a 

particular x value. Thus the curve derived for the compact 

automobile in the example could also be used for a medium­

sized automobile if x were changed to a higher value, say 

$2500. 
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The second advantage of the inverse utility technique 

is apparent when the utilities of the various dependent 

design variables being considered in the optimization proce­

dure are combined to form the total desirability function. 

Using conventional utility curves there is some question 

as to whether the utilities should be added, multiplied, or 

combined in some more complicated way, and also whether the 

utilities should be weighted. However, using the inverse 

utility concept, simple addition of the component utilities 

is meaningful and certainly superior to their multiplication. 

Addition of inverse utilities appears to have the advantages 

of both the addition and multiplication of conventional 

utilities without their inherent disadvantages. For example, 

in the addition of conventional utilities, if one of the 

utilities is zero (implying a very undesirable variable 

value), the total desirability function is still high if 

the other utility values are high. However, the inverse 

utility corresponding to a conventional utility of zero is 

infinity, and infinity plus any positive number is infinity. 
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Thus, a high value of the inverse utility total desirability 

function (which corresponds to a low value of the conven­

tional utility total desirability function) is calculated 

no matter what the other utility values are. (This is one 

of the desirable features of the multiplication of conven­

tional utilities.) 

10 

Unfortunately not all the conditions affecting an 

optimization problem can be handled using the inverse utility 

concept. These are usually explicit constraints on one or 

more of the independent design variables (e.g. the thickness 

of a door cannot be negative) and implicit constraints 

which are functions of the independent design variables 

(e.g. the frequency of lateral vibration of a beam cannot 

be negative). Explicit constraints are best handled using 

variable transformations, and implicit constraints are 

usually best handled using some type of penalty function 

transformation. 

To handle explicit constraints variables may be 

transformed* using the following methods. 

* The transformation is applied before the variable 

is used in the objective function. Thus a nonacceptable 

variable value is never evaluated in the objective function. 
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Let x be a constrained independent design variable, 

X** be the transformed unconstrained variable 
t 

corresponding to x, and L and U be scalar constants. 

1. For constraint x ~ L, 

let X = L + *** 

2. For constraint x ~ L, 

let X = L -

3. For constraint L ~ x -£, U, where U > L, 

let x = L + ( (U-L) I 'IT ) ARCCOS (COS 

( 7r ( x·t-L)/ (U-L) ) ) 

where 0 ~ ARCCOS ( ••• ) < 'IT 

Transformations 1 and 2 (above) work well, but 

transformation 3 can cause some difficulties. The difficul-

ties arise from the necessary periodicity of the optimization 

surface with respect to the untransformed variable x. If 

the minimization routine used develops a step size in the 

direction of variable x which has a magnitude approximately 

** In practice xt is not distinguished from x. 

Hence transformation 1 would be x = L + I x-LI • 

*** Single vertical lines on each side of an 

expression indicate that the absolute value of that expres-

sion is to be used. 
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equal to a multiple of (U-L)In, and is also a type of 

minimization routine which will accelerate in a particular 

direction, then there is a chance of an unnecessary large 

number of useless steps being taken. This situation seems 

unlikely, but it is aggravated by a relatively flat optimi­

zation surface, and has occurred in practice. Thus it is 

necessary to place some form of weak constraint on the 

variable to prevent such cases from causing troubles. 

(Note that this constraint is only necessary for certain 

minimization techniques, many being satisfied completely 

with only transformation 3.) For the minimization technique 

developed in Chapter V this constraint, c, takes the 

following form: 

C = M (U-L) I 2 - lx - (U-L) I 2 I 

Where M is an odd integer between 1 and 45, and C ~ 0 

in the feasible region and C < 0 in the infeasible 

region with respect to constraint c. 

M indicates the degree of constrictiveness of the constraint -

1 the most constrictive and 45 the least. Eleven is a 

suitable value for M. Constraint C is then considered as one 

of the implicit constraints discussed in the following 

paragraphs. 

Direct variable transformation is the most efficient 

technique for handling constraints when it can be used. 

However, implicit constraints can usually not be handled in 
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this way. The penalty function technique is the most 

general technique available which handles constraints which 

cannot be eliminated through direct variable transformations. 

Fiacco and McCormick [14] provide a complete description of 

various exterior-point and interior-point transformations 

which they rigorously prove to be mathematically valid. 

The basis of the penalty transformation is the 

addition of a function of the constraint function to the 

original constrained objective function to form a new 

unconstrained objective function which can be minimized 

using one of the many efficient techniques available for 

minimizing an unconstrained objective function. 

/ 

An interior-point transformation requires an initially 

feasible starting point for the minimization sequence. The 

transformation is such that as a constraint boundary is 

approached from the interior-feasible region, the constraint 

function term of the objective function increases smoothly 

towards infinity at the constraint boundary. Thus the 

optimization surface of the original constrained objective 

function is disturbed so as to form a bowl of infinite sides 

which the minimization technique can theoretically not 

escape from. Interior-point transformation methods rely on 

successive decreases of a perturbation parameter to effec­

tively reduce the bottom of the bowl to the original 

constrained optimization surface except at points very close 
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to the constraint boundaries where the "high sides" are 

retained. 

Exterior-point transformation methods, unlike 

interior-point transformation methods, do not require a 

feasible starting point and do not disturb the optimization 

surface in the feasible region. The constraint function 

term merely adds infinitely long upward-sloping "sides" to 

the constrained objective function starting from the 

constraint boundaries, much like the sides of a gold pan 

extended to infinity. Conventional methods either start 

with a very small slope to the sides and successively 

increase it or they use one very large fixed slope through-

out the minimization sequence. 

It so happens that the optimization surface for the 

mechanism synthesis problem already has a bowl shape with 

sides approximately 1010 utility units high at the boundary 

of the constraint which insures mechanism closure at all 

points in the desired range of motion. Thus there is no 

sense in using an interior-point transformation since the 

constrained problem, as originally posed, already restricts 

any minimization method to the feasible region once it gets 

there. However, initially identifying the feasible region 

for a given problem may be difficult, so that the use of an 

exterior-point transformation, which enables a minimization / 

method to reach a feasible region from an infeasible region, 

is desirable. 
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Figures 2.3 to 2.5 illustrate the importance of the 

proper formation of the magnitude of the constrai.n·t function 

term of the objective function. Thus it is apparent that 

one must either devise a scheme for proper scaling of the 

constraint function term for the general case, or rely on 

the time wasting procedure of starting with a very small 

term and successively increasing it. (Starting with an 

originally very large term is generally unacceptable due to 

the unnecessary stalling it causes most minimization 

techniques.) 

Thus the following exterior-point transformation has 

been devised to provide a general transformation technique 

which accounts for scaling of the constraint term. 

m 
s (x, e, t) = f(x) - et :z.: min (o, ci (x) > 

i=l 

where e = a if If (x) I < a 

= If <x> I if 1 f (x> 1 ~ a, 

a and t are positive nonzero scalar parameters, 

m is the number of constraints c. of the form 
1 

ci {}{) ~ o, 

f is the original constrained function~ 

-x is the vector of independent design variables, and 

S is the new transformed objective function. 

Appendix A shows that it is necessary that scalar a be 

greater than zero, and that a minimum of s is equal to a 

local (feasible) minimum of f for a sufficiently large value 
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of the parameter t. 

The multiplier product et is the key to the scaling 

problem. Parameter e insures that the constraint term is 

of the same order of magnitude as the constrained objective 

function, f. Thus, for the case f(x) >a, which is the 

most common one encountered in the minimization problems of 

this thesis, 
m 

S = f(i) [1- t I min (o, Ci(i>>] 
i=l 

From the above relation it becomes apparent that the amount 

that the objective function s is increased as a constraint 

is violated is proportional to the size of the constrained 

objective function. Thus, if the constrained objective 

function, f, is of magnitude 1010 , then the unconstrained 

transformed objective function, S, will have increases 

which are significant with respect to 1010 if one of the 

constraints, c, is violated. Similarly, if f is of 

magnitude 10, then S will have increases which are signifi-

cant with respect to 10 if one of the constraints is 

violated. The value of parameter t also affects the 

magnitude of the constraint term. In fact, parameter t can 

be considered to be the fine scaling value for a particular 

problem, e being the parameter that gets the constraint term 

in the magnitude ballpark. In some problems, the value of t 

required to produce a reasonably shaped optimization surface 

also introduces a false optimum in the infeasible zone. 
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When a minimization method converges to this false optimum, 

it is desirable to be able to increase t, and start a new 

minimization sequence from this point. If a method has this 

restarting feature, then it can use an initially low value 

oft (between .1 and 10.), which is all that is necessary 

for most methods, without worrying about the exceptions 

where an infeasible optimum is created. 

The general minimization sequence now takes the 

following form. 

1. Introduce the necessary direct independent 

variable transformations into the constrained 

objective function f. 

2. Choose suitable values for a and t, and perform 

transformation S (values of 1 and 10 for a and 

t respectively have worked well in practice) • 

3. Minimize the transformed function s. 

4. Check for negative values of c.: 
1 

(a) if any Ci are negative, then increase t 

(multiplying by 10000. has worked well in 

practice) and go back to step 3; 

{b) if all Ci ~ o, then optimization is 

completed. 

In this chapter the tools necessary to optimize the 

independent mechanism design variables with respect to one 

or more dependent mechanism design variables have been 



developed. In the following chapters it will be shown how 

these tools can be effectively put to use. 
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III MECHANISM SYNTHESIS 

Chapter II deals with the development of a technique 

for including the effect of one or more dependent design 

variables to establish a suitable objective function for 

minimization. The optimum values of the independent design 

variables which are used in the objective function are 

those values which make the objective function a minimum. 

Thus, if all the significant independent design variables 

are included in an objective function which properly 

assesses the relative values of the important dependent 

design variables (using the inverse utility curves of 

Chapter II), then the optimum values of the independent 

design variables can be obtained by minimization of the 

objective function. It is the purpose of this Chapter to 

develop the appropriate objective functions for the 

following five general synthesis problems: 

(1) planar four-bar function generation; 

(2) planar four-bar coupler-point curve generation; 

(3) planar slider-crank function generation; 

(4) planar slider-crank coupler-point curve 

generation; and 

(5) spatial (RGGR) four-bar function generation. 
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Freudenstein [1) is the developer of the traditional 

analytical precision-point method based on the evaluation of 

only the theoretical structural error term determined at 

precision points with Chebychev spacing. In his work the 

theoretical structural error is made equal to zero at these 

precision points* (input values for which the output values 

are evaluated)~ however, the number of such precision 

points is limited to the number of independent design 

variables in a particular linkage synthesis. Thus 

Freudenstein relies on the optimality of Chebychev spacing, 

or modifications thereof [2) [3), to control the magnitude 

of the structural error in between the precision points. 

The answers obtained using this traditional precision point 

technique are difficult to improve on from a theoretical 

structural error standpoint. However, the inclusion of 

mechanism constraints (such as the actual existence of the 

mechanism between precision points) and additional dependent 

design variables (such as the transmission angle) in the 

objective function are not possible. Thus the technique 

developed in this thesis is not an alternate technique for 

minimizing the structural error of a linkage (such as those 

* Strictly speaking, the precision points used in 

this thesis are not true precision points, since the 

structural error need not necessarily be zero at such 

points. 



in references [6] [7] [8] [9] flO] [ll] [l2J), but is a 

new technique which is intended to aid in the design of 

linkages which will be truly optimum for a given purpose. 
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In order to determine the optimum link lengths for 

a given linkage one must stipulate the input to the linkage 

and what sort of output is desired. {A linkage is only a 

contrivance for transferring motion, being a passive object 

with no source of energy unto itself.l The structural error 

is then, for a given input motion, the difference between 

the desired output motion and the actual output motion. 

It is often desirable for control instruments and 

mechanical calculators used in industry to have a device 

that converts motion from one form to another with the 

scales of both motions being linear. For example, for a 

certain automatically controlled water acidity control 

system, it is necessary to add cupric chloride at a rate 

proportional to the common logarithm of the water pH. If a 

mechanical link connects a pH indicator machine to a hopper 

of cupric chloride, the linkage output must be linearly 

proportional to the common logarithm of the linkage input. 

Thus we have an example of the classic four-bar function 

generator problem. 

To obtain a linear scale for both the crank and 

follower links of a planar four-bar linkage {Figure 3.1) 
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for a particular desired output, the following relation-

ships are used: 

•••••• 3. 1 

where x is the functional input variable, 

Ya is the actual linkage functional output, 

~ is the crank angle, 

~ is the follower angle, 

s is the subscript referring to the starting 

position, and 

f is the subscript referring to the finishing 

position. 

The maximum structural error, (max' is given by 

( max = max ( I Y a - Y d I ) • • • • • • 3 • 2 

where Yd' the desired functional output, and Ya are 

evaluated over the input variable range. 

Minimizing expression 3.2 will minimize the theore-

tical structural error of the linkage in producing the 

desired relationship between the input and output links of 

a four-bar linkage (both R-R-R-R and R-G-G-R types). The 

required expressions for a slider-crank functional synthesis 

are identical except that ~ is replaced by the linear 

distance, s, moved by the slider (Figure 3.2). 
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The mathematical equations which express the 

follower angle as a function of the crank angle for the 

planar and spatial four-bar linkages are derived in 

Appendices B-1 and B-5 respectively. The equations which 

express the slider distance as a function of the crank angle 

are derived in Appendix B-3. 

In a computer simulation of a linkage, the values 

of (Ya-Yd) cannot be evaluated continuously from ¢s to ¢f' 

but must be evaluated at discrete positions of the crank in 

the input range of motion. Freudenstein [1] [2] shows that 

Chebychev spacing of the precision points provides near 

optimum spacing for minimizing the maximum structural error 

from both rigorous mathematical and purely intuitive points 

of view. The precision points, xi, separated by Chebychev 

spacing are the following: 

xi= a- h cos ( (2i-l) TI /2n ), i=l, ••• ,n, 

where a = {xs + xf) /2, 

h = (xf - xs) /2, and 

n = number of precision points required. 

Thus the expression for maximum structural error, 3.2, 

becomes, 

E max = { max ( I Y a . - y d . I 
~ ~ 

, i=l, ••• ,n)} ••••• 3. 3 

where Ya. and Yd. are evaluated at each of then precision 
~ ~ 

points with Chebychev spacing. 



The expression for the structural error for the 

problem of coupler-point curve synthesis is not treated 
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in the same manner as for the functional synthesis. The 

strict precision-point method (namely, specifying successive 

desired horizontal and vertical coupler-point curve compo­

nents at specified input (crank) anqles is too restrictive 

a problem, especially if more than five precision points 

are selected. That is to say, it is very easy to specify 

coupler curve conditions that simply cannot be satisfac­

torily met using a planar slider-crank or planar four-bar 

linkage. 

The problem with the strict precision point method 

is that an implicit time factor is involved - namely, the 

linkage must not only produce a specified coupler curve, 

but also must lie on that curve at specified positions for 

given crank angles. (The input (crank) angle is assumed 

to be directly proportional to the time function.) There 

are many examples, such as synthesizing a straight-line 

mechanism, where such restrictive specifications are not 

required. Thus a more general method for coupler curve 

synthesis is required which must have the strict precision­

point method as a particular case. 

Such a method has been developed for this thesis. 

The method depends on the designer specifying acceptable 

bilateral tolerances on both the horizontal and vertical 
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co-ordinates of each desired coupler point position 

associated with a specified crank angle. These bilateral 

tolerances are used to define elliptical zones of accepta-

bility (symmetrical with respect to the horizontal and 

vertical axes) which are defined by the following relation: 

i=l, ••• ,n 

• • • • • • 3 • 4 

where xa. is the actual mechanism coupler point horizontal 
~ 

component, xd. is the desired mechanism coupler point 
~ 

horizontal component, Ya. is the actual mechanism coupler 
~ 

point vertical component, Yd. is the desired mechanism 
~ 

coupler point vertical component, xtol. is the largest 
~ 

acceptable bilateral tolerance in the horizontal direction, 

Ytol. is the largest acceptable bilateral tolerance in the 
~ 

vertical direction, Ei is the magnitude of the "transformed" 

structural error, and the subscript i refers to a given 

crank angle. 

If the magnitude of the transformed or scaled 

structural error, (.,is evaluated at the crank angle 
~ 

(precision points) specified by the designer, then the 

appropriate structural error term for minimization is 

Emax = { max<(1 , i=l, ••• ,n)} •••••• 3.5 

The mathematical equations which express the 

horizontal and vertical co-ordinates of a given coupler as 

a function of the crank angle for the planar four-bar and 



planar slider-crank linkages are derived in Appendices 

B-2 and B-4 respectively. 
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Garrett and Hall [15], in their statistical analysis 

of the function generating properties of four-bar linkages, 

taking into account possible manufacturing tolerances in 

the link lengths and clearances in the link connections 

(i.e. accounting for sources of mechanical error), indicate 

that mechanism design from the standpoint of minimizing the 

theoretical structural error only, may, in fact, not be 

optimum in minimizing structural error from a statistical 

point of view. The statistical point of view is the 

realistic point of view; therefore the additional factors 

required to determine the truly optimum linkage must be 

established. Essentially, what Garrett and Hall show is 

that some linkage designs are more sensitive to statistical 

changes in their independent variables than other linkage 

designs. Hartenberg and Denavit [16], in their excellent 

text on mechanism synthesis, indicate that the key parameter 

in determining a linkage's sensitivity to mechanical error 

is the transmission angle (Figure 3.3)*. 

* The transmission angle of a planar four-bar 

linkage is defined as the smallest angle between the coupler 

link (or its extension) and the follower link {or i~extension). 
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They show that the mechanical error of a four-bar 

linkage is directly proportional to the cosecant of the 

transmission angle. Thus, if the minimum transmission 

angle is reduced from thirty degrees to five degrees, with 

all other things being held constant, the maximum mechanical 

error increases almost six times. A preliminary analysis 

of Garrett and Hall's work indicates that the maximum 

sensitivities to mechanical error that they establish can 

be almost wholly attributed to variances in the value of the 

minimum transmission angle from one linkage design to the 

next. It then follows that the minimum value of the trans­

mission angle* should be maximized to obtain a linkage which 

is least sensitive to mechanical errors. 
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Unfortunately the present definition of transmission 

angle cannot be extended with any meaning from planar 

linkages to spatial linkages. In fact, the spatial angle 

between the follower and coupler of a general spatial R-G-G-R 

mechanism can be ninety degrees (the most desirable angle 

for the planar condition) while the mechanism is at a "dead 

point"in follower motion (the case of poorest static force 

* The transmission angle is also an indicator of the 

aptness of the static force transmission from the coupler 

(driving) link to the follower (driven) link - ninety degrees 

being the optimum value for good static force transmission. 



transmission corresponding to theoretically infinite 

mechanical error) • Thus a new indicator of force trans­

missibility, which is general in its application to both 

planar and spatial mechanisms, is required. 

Just such an index, called the transmissibility 

index (TI), is developed in this thesis. The TI is the 

ratio of the force being transmitted from the coupler to 
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the follower which does useful work to the total force in 

the coupler. Physically this index reduces to the absolute 

value of the cosine of the spatial angle, y, between the 

coupler link (or the coupler force vector) and the direction 

of motion of the follower (i.e. the follower velocity 

vector) (see Figure 3.4). It can be obtained by taking 

the absolute value of the scalar product of the unit vector 

in the direction of the total coupler force (inertia 

forces not included since it is not desirable that they 

be transmitted) and the unit vector in the direction of 

the follower motion. Hence, for the general case, one 

must obtain the following three expressions: 

(1) a general vector expression for the position 

of the coupler link; 

(2) a general vector expression for the position of 

the follower link; and 

(3) a general vector expression for the instanta­

neous axis of rotation of the follower link 



(i.e. the direction of the follower angular 

velocity vector). 

The direction of the follower velocity vector must 

then be perpendicular to expressions (2) and (3) above, 

and is thus uniquely defined (except for its sign which is 

unimportant since the absolute value of the cosine of the 

angle y is used). 

A general expression of the transmissibility index 

for only the most simple planar and spatial mechanisms 
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can be obtained using simple trigonometric analysis. The 

techniques of general vector analysis and rigid-body 

mechanics must be used for the more complex spatial cases. 

In Appendices B-6, B-7, and B-8 the general transmissibility 

index expression is derived for the planar four-bar (RRRR) , 

planar slider-crank (RRRP), and spatial four-bar (RGGR) 

mechanisms respectively. The spatial four-bar TI is derived 

using both a short-cut trigonometric analysis and a rigid­

body mechanics vector analysis in order to illustrate both 

techniques on the same problem. 

Harrisberger [17J presents a more complicated 

expression than the TI to indicate the force transmission 

characteristics of a special case of the RGGR mechanism 

with two of the independent design variables fixed at zero. 

His more complex expression is really only a special case 

of the general expression presented here. 
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Thus the general mechanism force transmission and 

mechanical error characteristics are taken into account by 

using a single index, the TI. A value of 1 is the 

greatest and most desirable value that this index can 

obtain; a value of 0 is the smallest and least desirable. 

Therefore some value between 0 and 1 indicates the smallest 

acceptable value of TI for a particular design problem. 

Since the linkage mechanical error is directly proportional 

to the reciprocal of TI, as is shown in Appendix C, the de­

signer can easily see the effect of lowering the acceptable 

value of TI on the reliability of his design. 

The structural error and TI expressions are not 

enough in themselves to completely define the total 

constrained mechanism synthesis objective function. Some 

control over the link lengths is required in order to 

limit the link masses and moments of inertia, which are 

proportional to the link lengths and the cube of the link 

lengths respectively. This control is required to reduce 

the inertia forces and torques on the mechanism as much 

as possible as is consistent with satisfactory maximum 

structural error and minimum TI requirements. It is also 

a well known rule of thumb that linkages in which the ratio 

of the longest to shortest link is high do not generally 

make satisfactory linkages. Thus an expression restricting 

the link lengths would be a valuable addition to the pre­

viously derived expressions for the structural error and 
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transmissibility index in forming the total objective function. 

Three factors, the maximum structural error, (max' the 

minimum transmissibility index, Timin' and the maximum link 

length, L , are now designated as the significant factors to 
max 

be included in the objective function for minimization. Figures 

3.5, 3.6, and 3.7 illustrate the inverse utility curves derived 

for each factor according to the procedure developed in 

Chapter II. For the planar four-bar function generation problem, 

the ratio of the longest link to the frame length is used for 

~ax~ for the spatial four-bar function generation problem the 

ratio of the longest link to the coupler link is used for Lmax· 

The longest link length is used for ~ax for the other three 

general problems. Note that the contribution of the maximum 

link length term is zero if L is less than one. This is max 

sensible since for function generation one link is fixed at 

one - therefore it would not be meaningful to penalize the 

particular linkage design if Lmax were less than one. 

The utility functions, u1 , u2 , and u3 , associated with 

the utility curves shown in figures 3.5, 3.6, and 3.7 respec-

tively are 

01 = E';ax I f!11 • • • • • • 3 • 6 
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for function generation synthesis* where all is the largest 

acceptable structural error and max is given by equation 3.3; 

u2 = { ( 1-TI . ) m1.n 

where Tiall is the lowest acceptable TI, and ~ is a parameter 

which is zero for the planar and spatial four-bar linkages and 

is ~/(1+~ 2 ) 112 **, where ~ is the coefficient of friction between 

the slider and its sleeve, for the planar slider-crank linkage; 

and 
u

3 
= o if L < 1 max -

= {Lmax-1)2 I (La11-1)2 if Lmax > 1 ••••••• 3. 8 

where Lall is the largest acceptable link length or link 

length ratio. 

* Note that for coupler curve synthesis no scaling 

is required and u 1 =(;ax' where Emax is given by equation 3.5. 

** This expression is derived from the fact that the 

slider-crank linkage will "lock up" at a TI greater than zero 

as a result of the friction force between the slider and its 

sleeve {friction forces in the revolute joints being ignored). 

The friction force in the slider is ~F sin y, and the compo-

nent of the coupler force, F, in the direction of sliding is 

F cos y(see Figure 3.8). When the linkage locks up 

(tan y = 1/~) 

TI = cos y = ~ sin y = ~/{1+~2) 112 
= ~ • 

Thus the worst {lowest) possible value of TI where motion is 

impending is ~, not zero. 
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Therefore the total constrained objective function for 

minimization, U, to optimize the linkage independent design 

variables can be expressed as 

u = u1 + u2 + u3 • • • • • • 3 • 9 

where u1 , u2 , and u
3 

are as defined above. 

In this chapter a suitable expression for the constrained 

objective function required for the realistic evaluation of a 

mechanism's performance has been developed. This expression 

does not represent the complete function for minimization 

because, as is explained in Chapter II, the effects of various 

mechanism constraints must be added in the transformation of 

this constrained objective function into an unconstrained 

objective function. 

The only constraint which is common to all the linkage 

synthesis problems, that which ensures linkage closure at all 

the precision points, is evaluated in Appendix B for the three 

types of linkages discussed. Thus the basic unconstrained 

objective function for the linkage synthesis problem is 

{ u1 + u2 + u
3 

+ et [min(O,C)]} ••••• 3. 10 

where u1 , u2 , and u
3 

are respectively given by equations 3.6, 

3.7, and 3.8, e and tare the scaled exterior-point transfor­

mation parameters discussed in Chapter II and Appendix A, and 

C is the mechanism closure constraint given in Appendix B. 

This unconstrained objective function is the quantity to be 



minimized by the minimization technique developed in 

Chapter V. 
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IV MECHANISM ANALYSIS AND BALANCING 

Forces in mechanisms arise from various sources. 

There are forces due to the weight of parts, forces of 

assembly, forces from applied loads, forces from energy 

transmitted, friction forces, spring forces, impact forces, 

and forces due to change in temperature. However, the forces 

which are usually undesirable, and most often the source of 

problems, are inertia forces. The purpose of the dynamic 

balancing of mechanisms, and of machinery in general, is the 

reduction of these unwanted time varying inertia forces 

by the addition of suitable counterweights. 

The shaking force of a mechanism is defined as the 

resultant of all the inertia forces acting on the frame of the 

mechanism. A consideration of this force is important because 

the frame must be strong enough to withstand it. Also the time 

varying shaking force may set up troublesome vibrations in the 

frame, and, if the mechanism is placed in a building, this 

force will be transmitted to the floor, and may have disturbing 

effects. 

Although the shaking force may be zero, a shaking 

moment (or couple) may exist. Proper dynamic balancing of a 

mechanism consists of reducing both the shaking force and the 
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shaking moment. The reduction of the shaking moment is impor­

tant because the individual frame bearing stresses are directly 

related to the magnitude of this moment. Current techniques do 

not account for this shaking moment. For example, an elegant 

analytical procedure has been recently developed [18] using the 

"method of linearly independent vectors" to add counterweights 

to two mechanism links to make the total centre of mass of a 

planar four-bar mechanism stationary. This technique completely 

eliminates the mechanism shaking force, but does not take into 

account the shaking moment. As a result the individual bearing 

forces on the frame are as high, if not higher, than they were 

before balancing. Thus, not only would a large, alternating, 

vibration inducing shaking moment be applied to the frame, but 

also the critical bearing stresses might be exceeded. There­

fore a dynamic balancing technique is required which will take 

into account both the shaking forces and shaking moments. 

In Appendix D the mathematical relationships are 

derived (using complex number vector analysis techniques) which 

express the link angular accelerations and link mass centre 

linear accelerations in terms of the crank angular velocity 

and acceleration, link lengths, and the position of each link's 

centre of mass with respect to the link joint axes. Thus, if 

the mass and polar moment of inertia of each link about its 

centre of mass are known, then the inertia forces on each link 

(and thus the total inertia force or shaking force), and the 
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shaking moment about the crankshaft axis can be directly cal­

culated. Hence, we can now calculate the shaking force and 

shaking moment of an unbalanced mechanism for a given crank 

velocity and acceleration. 

It is common industrial practice to only add counter­

weights to mechanism links which are pin (R) connected to the 

frame [19]. Thus a practical mechanism balancing technique 

should rely on only adding a counterweight to the crank link 

of a planar slider-crank mechanism, and to both the crank and 

follower links of a planar four-bar mechanism. 

The new balancing technique developed in this thesis 

calculates the optimum mass, the moment of inertia about the 

centre of mass, and the position of the centre of mass of the 

counterweight(s) to be added to the crank (for both the four­

bar and slider crank) and the follower (for the four-bar only) 

links to minimize the total shaking force and shaking moment 

resulting from the inertia forces and torques due to the 

counterweights and the original links. The total shaking force 

is broken down into its horizontal and vertical compoaents, 

and, along with the total shaking moment, make up three 

dependent variables which can be combined into a constrained 

objective function for minimization using the inverse utility 

function technique developed in Chapter II. 

From Appendix D-3 we obtain the relations required to 

evaluate the total horizontal shaking force (TSFh) , vertical 
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shaking force (TSF ) , and shaking moment about the crankshaft 
v 

axis (TSM). These relations make up the following equations 

for the planar four-bar linkage (see Figure 4.1). 

• • • • • 4 • 1 

+t TSF = SFV - X a - x 3 av v 7 v 1 3 
• • • • • 4 • 2 

~ TSM = SMO + x 7 ah (Xl sin el + x 2 cos 8 1) 
1 

- X a (Xl cos 81 - X sin 81 > - Xa al 7 vl 2 

+ x3 ah <xs sin 83 + x
6 

cos 83) 
3 

- X av (f + x 5 cos 83 - x6 sin 83) - x4 a3 • • • 4 • 3 3 3 

where SFH, SFV, and SMO are given in Appendix D-3, ah and a 
1 vl 

are, respectively, the horizontal and vertical components of 

acceleration of the centre of mass of the crank counterweight, 

ah and a are, respectively, the horizontal and vertical 
3 v3 

components of acceleration of the centre of mass of the follower 

counterweight, a 1 is the crank angular acceleration, a 3 is the 

follower angular acceleration, x 1 and x 2 are the co-ordinates 

of the crank counterweight centre of mass as shown in Figure 

4.1, x 3 is the follower counterweight mass, x 4 is the follower 

counterweight polar moment of inertia about its centre of mass, 

x 5 and x 6 are the follower counterweight centre of mass 

components as shown in Figure 4.1, x 7 is the crank counterweight 

mass, and x 8 is the crank counterweight polar moment of inertia 

about its centre of mass. For the planar slider-crank 



47 

balancing equations only the first two terms of equations 4.1 

and 4.2 and the first four terms of equation 4.3 are required. 

The appropriate inverse utility curves are illustrated 

in Figures 4.2, 4.3, and 4.4. The corresponding inverse utility 

functions are 

= TSF2 
h 

max 
• • • • • 4 • 4 

where TSFh is the largest allowable value for the maximum 
all 

horizontal shaking force, and 

TSFh 
max 

= { max(TSFh. 
]. 

, i=l, ••• ,n)}, 

where TSFh. is the horizontal shaking force for a given crank 
]. 

angle, and n is the total number of points at which TSF is 
h 

calculated; 

• • • • • 4 • 5 

where TSF is the largest allowable value for the maximum 
vall 

vertical shaking force, and 

TSF = { max(TSF , i=l, ••• ,n)}, 
vmax vi 

where TSF is the vertical shaking force for a given crank 
vi 

angle, and n is the total number of points at which TSF is 
v 

calculated; and 

u3 = TSM~ax / TSM;ll ••••• 4. 6 

where TSMall is the largest allowable value for the maximum 

shaking moment about the crankshaft axis, and 

TSM = { max(TSM. , i=l, ••• ,n)} , 
max l. 



CRANK 
COUNTER­

WEIGHT 

(1} 

FOLLOWER 
COUNTERWEIGHT 

(3} 

~-----i 

FIG. 4-1 BALANCING COUNTERWEIGHTS FOR PLANAR FOUR-BAR LINKAGE 

"'" 00 



INVERSE 
UTILITY 

ul 

1 -----

TSFh 
max 

FIG. 4-2 INVERSE UTILITY CURVE FOR TSFh 
max 

FIG. 4-3 

FIG. 4-4 

oOt 
INVERSE 
UTILITY 

u2 
1----

~~----~~----------_.~ TSF 
oO Vmax 

INVERSE UTILITY CURVE FOR TSF 
Vmax 

cOt 
INVERSE 
UTILITY 

u3 

1 

00-.~----~~--------~_. TS~ax 
oO 

INVERSE UTILITY CURVE FOR TS~ax 

49 



50 

where TSM. is the shaking moment about the crankshaft axis for 
~ 

a given crank angle, and n is the total number of points 

evaluated. The points i are at equal intervals of crank 

rotation within the range of crank motion. The total con-

strained objective function for minimization is then 

u = u1 + u2 + u3 • • • • • 4 • 7 

where u1 , u2 , and u3 are as defined above. 

All the constraints inherently contained in the 

dynamic balancing problem are of the explicit type - namely 

that the counterweight masses and moments of inertia cannot 

be negative. Thus, for the general case, equation 4.7 

represents the unconstrained objective function ready for 

minimization by the techniques of Chapter V, if the counter-

weight masses and moments of inertia variables are transformed 

according to transformation type number 1 in Chapter II. 

However, the balancing method used in the balancing computer 

program developed does allow for the addition of implicit 

constraints and additonal explicit constraints; if an indi-

vidual balancing problem requires such constraints. (This 

option is also available for the mechanism synthesis problems.) 

Thus a balancing technique has been developed which 

accounts for both shaking forces and shaking moments (as well as 

additional constraining factors if necessary) in the balancing 

of mechanisms. This method is completely general and could 

easily be extended to spatial mechanisms and multi-planar 
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mechanisms (e.g. multi-cylinder automobile engines) using the 

vector analysis techniques of general rigid-body vector 

mechanics. 



V OPTIMIZATION TECHNIQUE 

Kowalik and Osborne [20] give an excellent description 

of the most important unconstrained optimization techniques 

currently available. These methods may be broken down into 

three categories - zeroth order methods which require no 

functional derivatives, first order methods which require the 

first derivative of the objective function, and second order 

methods which require both the first and second derivatives of 

the objective function. The second order methods are probably 

the most efficient methods when they can be used. However, they 

require not only that the second derivative of the objective 

function be known, but that it be a continuous function at all 

points. This differentiability requirement rules out not only 

the second order methods, but also the first order methods 

for the mechanism synthesis problem because, for the reasons 

stated in Chapter II, an exterior-point transformation technique 

is employed. The exterior-point transformation used introdu~es 

first and second derivative discontinuities at the constraint 

boundaries which can cause both first and second order methods 

considerable difficulties. Thus the choice of minimization 

technique is among those available zeroth order methods. 

The method of successive linear approximations using 

truncated-to-linear Taylor series expansions of the nonlinear 
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objective function and constraints as inputs to Dantzig's 

classical linear simplex method modified for use in OPTIPAC 

[4], fails to give solutions for mechanism synthesis problems. 

Its failure is probably due to the highly non-linear and 

discontinuous (at constraint boundaries) optimization surface 

of the mechanism synthesis problem. 

The method of Hooke and Jeeves using a conventional 

exterior-point transformation (SEEKl in OPTIPAC) works 

occasionally, depending much on the starting point, but tends 

to "hang up" easily or give poor answers. The same method 

using an interior-point transformation (SEEK3 in OPTIPAC) is 

more reliable than SEEKl, but still tends to give poor answers 

and takes up to three hundred per cent longer than SEEKl when 

SEEKl works. 

A random-direction method developed by the author, 

which uses the scaled exterior-point transformation developed 

in Chapter II, works on all the synthesis problems it has been 

tried on, and obtains better answers than SEEK3 when SEEK3 

works. However, a modified version of Powell's conjugate 

direction method without derivatives [21] has been found to 

be superior to this random method in all respects, and is thus 

the technique choosen for the minimization requirements of this 

thesis. 

Powell's technique, as originally stated in 1964, takes 

the following form for the general case of an n variable 



minimization problem. 

- -
Initially choose ~l , ••• ,~ to be then co-ordinate 

n 

directions, and p to be the starting point. 
0 

Step (1) For r=l,2, ••• ,n calculate Ar to minimize 

Step (2) 

Step (3) 

f(pr-l + Ar ~r) and set pr = Pr-l + Ar ~r 

- -
For r=l,2, ••• ,n-l replace ~ by~ 

1
, and "'r "'r+ 

replace ~ by (p - p ) n n o 

Choose A to minimize f{p + 
n 
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replace p
0 

by p
0 

+ A(pn- p0 ), and start the 

next iteration from Step (1). 

In general terms, the idea of the method is to calculate 

p 1 , ••• ,pn by successive minimization in the directions 

~l, ••• ,~n· 

the old ~ 1 , 

and finally 

Then a new set of directions is defined by deleting 

letting the new~ be the old~ 
1 

for r=l, ••• ,n-1, r r+ 

defining the new ~ by ~ =pn-p • Then the new p
0 n n o 

is found by minimizing from Pn using the new ~n direction. The 

entire cvcle from one p- to the next p comprises one iteration, 
- 0 0 

the new ~ direction being theoretically conjugate to the other 
n 

(n-1) directions. 

The definitions, theorems, and advantages of conjugate 

directions for minimization are developed in [20]. The chief 

advantage of a method using conjugate directions is that the 

minimum of a quadratic objective function can always be reached 
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in a finite number of steps, thus indicating the probably 

efficiency of the method on functions of higher degree. 

In his 1964 paper [21], Powell introduces a modification 

to his method which he claims increases his method's efficiency 

for problems of dimensionality five or greater. However, in a 

1968 paper [22], Zangwill shows that Powell's modification is 

not just a nice refinement, but is necessary for problems of 

any dimensionality. Zangwill's proofs are quite satisfying, 

his paper providing considerable insight into Powell's 

modified algorithm for function minimization. 

Powell's modified algorithm takes the following step-

by-step form. 

-1 -1 -1 
Let the co-ordinate directions ~l' ~ 2 , ••• ,~n' an 

initial point p1 , and a scalar E, 1 :_ f. :_ 0 be given. Also 
0 

assume the directions are normalized to unit length, so that 

-1 1 II ~r II= 1*, r=l, ••• ,n. Set cS =1. Go to iteration k with 

k=l. 

* Double bars on each side of an expression indicate 

that the Euclidian norm of its components is to be taken. 
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Iteration k: 

Step (1) k For r=l,2, ••• ,n calculate A to 
r 

minimize 

f(pk + Ak ~k), and define pk = 
r-1 r r r 

Step (2) Define a.k = II p~ - p~ II and ~~+l (-k -k> I k = p -p (l • n o 

Step (3} 

Calculate Akn+l to minimize f(pk+Ak ~k ) n n+l n+l 

-J<+l -k 
and set p 0 = pn+l 

Let A k = { 
s 

max(A 
k , 
r 

-k k k 
= Pn + An+l ~n+l 

r=l, ••• ,n)} 

k ok a.k > E 
_k+l -k 

If A I , let ~ = ~ s r r 
Case (a) 

-k+l k for r ~ s, ~s = ~n+l' and set 

k+l Ak k k 
0 = 0 I a. s 

Case (b) If Ak ok 1 k ( let a. < , 
s 

-k+l -k 
r=l, ••• ,n and set ~r = ~r , , 

k+l k 
0 = 0 

Go to iteration k with (k+l) replacing k. 

k 
In the above procedure o is the determinant of the 

matrix in which the column vectors are the set of directions 

k 
~r , r=l, ••• ,n. (Zangwill [22] uses a neat inductive proof to 

k k k 
show this fact.) Thus the expression A o I a. is the 

s 

determinant of the matrix of the new set of directions 
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-k+l -k -k 
~r , r=l, ••• ,n, where ~n+l has replaced ~s. It is common 

knowledge [23] [24] that if the determinant is non-zero of a 

matrix in which the columns represent given vectors, then these 

vectors are linearly independent. Also, if these vectors are 

all normalized with respect to one, then the magnitude of the 

determinant of the matrix reaches its maximum of one when all 

the vectors are mutually orthogonal. Thus the magnitude of the 

determinant of the matrix made up of any general set of linearly 

independent normalized vectors will lie between zero and one. 

Step (3) of the above procedure is then a test to insure a 

certain amount of linear independency (or nearness to ortho­

-k+l 
gonality) in the directions ~r , r=l, ••• ,n. Note that if 

-k+l 
two directions, ~r , were allowed to become linearly 

dependent, then it would be quite possible that the full 

optimization hyperspace could not be spanned in a minimization 

sequence: hence, the optimum point would not be reached even 

in an infinite number of steps. 

In general it is an advantage to be able to search for 

a minimum in both the negative and positive ~k directions. 
r 

k 
However, the admission of negative values of A , which 

r 
-k 

correspond to minimums in the negative ~ directions, will 
r 

cause step (3) in the Powell-Zangwill algorithm to be unsatis-

factory, since the maximum of A~ , r=l, ••• ,n, will not 

necessarily maximize the magnitude of the determinant of the 
-k+l 
~r directions. Thus the method's efficiency is significantly 



reduced unless the following modification is introduced: 

replace the first statement of Step {3) by 

A k = { max { I A k I , r= 1 , ••• , n) } 
s r 
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is the absolute value of Ak. 
r 

{Note that in checking 

for linear dependancy, the negative of a direction has the same 

meaning as the direction itself.) 

This modification creates an efficient minimization 

routine which uses both the positive and negative ~k directions. 
r 

This decreases the computation time for convergence by a 

minimum at ten per cent, and can even mean the difference between 

convergence and non-convergence for many problems. Thus Ak 
r 

k 
has been replaced by lA I in the minimization technique used 

r 

in the computer program of Appendix G. 

As a result of experimentation with the minimization 

method, a value of • 5/n • 5 for E, where n is the number of 

independent design variables, has been found to be efficient. 

A very important part of the modified Powell-Zangwill 

-k method is the minimization along a vector, s , procedure. r 

The following procedure is presented as an efficient method to 

accomplish this. 

Let .5 <_ p
0 

< 1.5, 11 > 1, and o
0 

> 0 be given. 
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Step (1) Set p=p
0 

and o=o
0 

and let n= max<IIP~ 11, 1). 

Step (2) 

-k 
Calculate ti = Pr + n ai 

-k 
t: , i=l,2,3 ..,r 

where ai is a random number between -3 and +3. 

{ -k - } Then f
1 

= min[g(p ) , (g(t.) 1 i=l,2,3)] r 1. 

where g is the objective function to be 

minimized. Let x be the vector corresponding 

to f 1 • 

Case (a) If fl ~ g(X + 2 0 -k 
;r) I then g is 

evaluated x + 4 0 -k x + 8 -k at ;r , 0 , 
r 

x + 2i -k until g(x + 2(i-l)o -k 
• • • I 0 ; ;r) < 

r 
g(x + 2i -k 

0 ; ) . 
r 

Case (b) If fl > g<x - 2 0 r:k 
I then g is - r 

evaluated 4 0 
-k 2i 0 

-k 
at X - ;r I • • • I X - ; 

r 

until g(x - 2i-l 0 ~k} < g<x - 2i 0 ~k} 
r r 

Case (c) If g(x - 2 0 ~k} > fl < g(x + 2 0 ~k) 
r r 

Case (i) If 2 o
0 

I 0 < ).l go back to 

the start of Step (2) with p = 1 

Case (ii) If 2 o I 0 > ).l set f2 = f , 
0 - 1 

fl g<x - 2 0 -k = ;r>, 

f3 g<x + -k = 2 0 ;r> ' a = 01 and 
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K = 2 o , and go directly to 

Step (4). 

Step (3) Set K = 2i- 2 o 
For Case (a) of Step (2): Let 

f3 = g(x + 3 0 2i-2 ~k) r , and 

f4 = g(x + 2i-l 0 ~k) 
r 

Case (i) If f > 
3 f4' then f = 

2 f4, 

= g(x + 2i-2 -k 
fl 0 ~ ) , and 

r 

f3 = g<x + 2i 0 ~k) r , and a. = 

For Case (b) of Step ( 2) : Let 

fl = g(x - 3 0 2i-2 -k) 
~r and 

f = g(x- 2i-l o ~k> 
4 r 

case (i} If f 1 > f
4

, f
2 

= f 4 , 

fl g(x i-2 = - 2 0 -k) 
~r and a. 

Case (ii) If f 1 -:.. f4, then f2 = fl, f3 

fl = g<x - 2i 0 ~k) and a. = r 

Step (4) Let 

B = a. - (K/2) (f3 -fl) I (f3+fl - 2 f2) 

Then pk = x + p B ~k 
r+l r 

3 0 2i-2 

i-1 0 = - 2 

= f4, 

- 3 0 2i-2 



61 

The above procedure is, roughly speaking, a bracketing 

procedure which ultimately uses a quadratic approximation to 

locate the minimum. Step (1) starts from point pk and generates 
r 

random steps along the direction tk in order to avoid isolated 
r 

local optimums and to save computation time if the initial 

-k ~k. point pr is a long distance from the minimum along ~r Step (2) 

involves accelerated step~ in the positive (Case (a)) and nega­

tive (Case (b)) ~~direction to evaluate three points (the 

last three points calculated) which bracket the minimum. 

Case (c) of Step (2) occurs when steps of magnitude plus and 

minus 2o bracket the minimum. In this case the relaxation 

multiplier p is set equal to 1 and the initial step interval, 

o, is halved and the method returns to the evaluation of 

Cases (a) and (b) unless 2 o
0
/o already exceeds the specified 

number~' in which case the method goes directly to Step (4). 

Step (3) is a combination of reducing the size of the bracket 

and equalizing the intervals between the three points in the 

bracket. (Note that if i=2, then the intervals are already of 

equal size 2o and Step (3) is not necessary.) Step (4) is an 

application of a quadratic interpolating polynomial to the 

three equally spaced bracketing points to determine the 

approximate minimum point within the bracket which will be the 

starting point for the next directional search in the ~k 
~1 

direction. Note that Step (4) locates the minimum only if 

p = 1. Setting p
0

, the initially relaxation multiplier, less 

than one corresponds to underrelaxing, and greater than one to 



overrelaxing. The advantage of the successive halving of o 

in Case (c) of Step (2) is that an initially large value of 

o, o , can be used to speed up convergence to the minimum 
0 

without losing accuracy when the minimum is reached. Thus a 

"minimization along a line" technique has been developed 

which has many features not available in other existing 

techniques. 

The minimization stopping criterion is a combination 

relative error-absolute error test on the variable with the 

largest change from one minimization iteration to the next. 

The procedure takes the following form. 

Set q > o 

Step (1) Calculate d. =I pk
0
+l_ pk I , i=l, ••• ,n 

l. . 0· 
l. l. 
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where n is the number of independent design 

Step (2) 

Step (3) 

variables. 

{ . k+l } Calculate s. = d./max(l,p ) 
l. l. Oi 

T = {max(s. , i=l, ••• ,n)} 
l. 

, i=l, ••• ,n 

Step (4) If T < q, then convergence is assumed: 

If T > q, then a new minimization iteration 

is required. 

This procedure gives a precision of approximately log
10

<.1/q) 

decimal places if p~~l is less than one, and log
10

(.1/q) 
l. k+l 

significant figures if p
0

. is greater than one. 
l. 
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Examination of the contour plots of the optimization 

hypersurface for many mechanism synthesis problems reveals 

that the surface is irregular, and that there are many regions 

with local optimums isolated completely by zones of infeasi­

bility from regions with local optimums of lower value. Thus 

it is quite possible that the optimum point determined by the 

minimization technique from a given starting point does not 

represent the local optimum of lowest value, the global 

optimum. Hence, a valuable feature in any minimization 

technique would be the self generation of new starting points, 

and comparing the minimums obtained from these starting points 

to determine the lowest local optimum. The optimization 

technique developed for this thesis does just that1 it keeps 

generating new random starting points (which are based on 

perturbed values of the previous minimum point) until the 

minimum corresponding to the last starting point exceeds or 

equals the lowest previous minimum. This procedure is an 

attempt to give the designer greater confidence in the 

optimality of the computer chosen optimum values for the 

independent design variables. 

Thus, a procedure has been developed for efficiently 

minimizing an objective function which expresses, using inverse 

utility curves, the design requirements of a given mechanism. 

The independent design variables corresponding to the local 

minimum value of the objective function may, or may not, 
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actually represent the true optimum values, depending on 

whether the local minimum obtained is a global minimum or not. 

However, the method presented does do a good job at trying to 

obtain the global minimum of an unconstrained objective function 

for a mechanism synthesis problem. 



VI USER-ORIENTED MECHANISM DESIGN PROGRAM 

It is basic human nature that the easier to use 

something is, the more it will be used. Hence, in designing 

a computer program which embodies the principles developed in 

the previous five chapters, an attempt has been made to 

reduce as much as possible the basic input requirements of 

the program, as well as trying to present the output in its 

most meaningful form. 

The program, which consists of seventeen FORTRAN 

source subroutines which are interrelated, but may be called 

separately if desired, requires approximately 7700 storage 

locations in the central memory of the CDC 6400 computer. 

Since the program can be easily segmented into its synthesis, 

analysis, balancing, and output plotting routines, the program 

can be run efficiently with overlays on even small computers 

like the IBM 1130 (which is a common small computer in business 

and industry). 

There are basica~ly sixteen things that this program 

can do. It can 

1. synthesize a planar four-bar linkage for function 

generation; 

2. synthesize a planar four-bar linkage for coupler­

point curve generation; 

3. synthesize a planar slider-crank mechanism for 

function generation; 
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4. synthesize a planar slider-crank mechanism for 

coupler-point curve generation: 

5. synthesize a spatial four-bar linkage for 

function generation: 
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6. determine the angular velocities and accelerations 

of a planar four-bar's coupler and follower links 

for up to thirty-six positions of the crank link; 

7. determine the linear velocities and accelerations 

of any four-bar coupler-point, and the linear 

acceleration of any four-bar crank-point or 

follower-point at up to thirty-six positions of 

the crank link: 

8. determine the linear velocities and accelerations 

of any planar slider-crank coupler-point (including 

the slider) or crank-point at up to thirty-six 

positions of the crank link: 

9. determine the angular velocities and accelerations 

of a planar slider-crank coupler link at up to 

thirty-six positions of the crank link: 

10. determ1ne the optimum crank and follower counter­

weights to dynamically balance a planar four-bar 

linkage: 

11. determine the optimum crank counterweight to 

balance a planar slider-crank linkage; 

12. determine the feasibility of any planar four-bar, 

planar slider crank, or spatial four-bar linkage; 
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13. plot the structural error versus the crank angle 

for any planar four-bar, planar slider-crank, or 

spatial four-bar linkage; 

14. plot the coupler curve for any planar four-bar 

or planar slider-crank coupler-point; 

15. plot the horizontal snaking force, vert1cal 

shaking force, and shaking moment about the 

crankshaft axis versus the crank angle for the 

planar four-bar and planar slider-crank mechanisms; 

and 

16. produce a two-dimensional contour map of the 

optimization hypersurface (including tne inter­

sections of constraint surfaces) with respect to 

any two independent design variabies for the 

mechanism synthesis and balancing problems. 

The number of input computer cards required for any 

given problem should rarely exceed ten. Thus many problems 

can be solved with a minimum of input using this completely 

self-sufficient computer program. 

A complete program documentation, the required pro­

cedures for making up program input and interpreting program 

output, and a program FORTRAN source listing are included in 

Appendices E and F. 
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The prime considerations in the development of this 

computer program have been the simplification of input and the 

completeness of output. Unfqrtunately this has meant the 

sacrifice of computer time and space in some of the subroutines, 

especially with respect to providing data for the output 

plotting routines. However, considerable time has been spent 

trying to avoid such wastes as much as possible, so that the 

program produced is as efficient as possible while consistent 

with the primary aims stated above. 



VII SAMPLE PROBLEMS 

In this chapter three sample problems which can be 

handled by the computer program developed for this thesis are 

discussed*. These problems are designed to illustrate some 

of the capabilities and advantages of the concepts developed 

in this thesis rather than illustrate short run times or 

dramatic convergence from a given starting point. Thus, 

though the run times are longer than normal and the improve­

ments quite small in some cases, the results are interesting, 

and show the importance of the new ideas presented in this 

thesis. 

PROBLEM NUMBER 1 - Slider-Crank Linkage as a Function 

Generator 

This test problem is designed to specifically show the 

interplay of two of the factors which make up the objective 

function for minimization. The problem also shows up some of 

the special features in the optimization routine which take 

over if an extremely poor starting point is given or generated. 

* See Appendices E and F for an explanation of the 

required input and output variables and format. 
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The problem is that of generating the cosine function 

from zero to 2TI for a range of crank motion of 360 degrees and 

a range of slider motion of 4. ± .1 inches using a slider­

crank linkage where the upper sign {see Appendix D) in the 

expression for the link angles is used (ICASE equals +1). 

This problem can be satisf1ed exactly from a structural error 

standpoint by using a crank length (X1 } of 1.95 inches, a 

coupler length {X 2 J of infinite length, a slider eccentricity 

{X3 } of zero, and amid~ange crank angle* {X
4

) of TI radions 

(see Figure 7.1}. However, for the multifactor synthesis 

program, if an output function structural error scaling 

factor {SCAL2) of .01 in the cosine function and a link length 

scaling factor (SCAL3} of 10. inches are used, it is interesting 

to see the interplay of the structural error and link length 

factors in the objective function. (The transmissibility index 

has little effect on the problem except to provide a slight 

bias towards increasing the coupler length.} The FORTRAN 

input cards required for this problem are shown in Figure 7.2. 

* The mid-range crank angle is defined as the crank 

start1ng angle plus one half the crank range of motion. Note 

that the crank starting angle is printed out at the bottom of 

Figure 7.4; the range of crank motion is fixed by the user in 

the program input. 



FIG. 7.1 PLANAR SLIDER-CRANK 

INPUT FUR SLIDER-CRANK FUNCTIUN SYNTHESIS 
PROGRAM MAIN IOUTPUTtTAPEo=OUTPUTJ 
COMMON ISTkTPTISTRTPTilUl 
COMMON INUMbE~SINPPtMETHOUtlCASEtNtNCtiEXCO 

COi"'l'"iOi'J I SCLF AC I SCAL 1 '~CAL2 t SCAL3 
COMMON ISY~INIXMINtXMAXtRNGltRNGOtTITEtCFkiCtiSYM 
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DATA RNGII36ueltRNGOI4.1ti~ETHU0131tiCASEili,NPPil~ltTITEI.ll, 
liEXCOilltXMI~IueltXMAXIo.~B3lb~3U7~1tCFK1CI.31tlSYMIJit 

2SCALll.o42bltSCAL2Ie0llt~LAL31lu.lt~TKTPT12.tlUetUet3el4l?~/ 
CALL LINKilteuUU3tlet2e5teUOull 
STOP 
END 
FUNCTION FUN5YN!Xl 
FUNSYN=COSIXl 
RETURN 
END 

FIG. 7.2 



The actual computer output is shown in Figures 7.3 

to 7.5. Figures 7.3 and 7.4 show the results of the optimi­

zation procedure. Since three-figure accuracy is requested 
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in the input (PREC = .0001), the optimum crank length, coupler 

length, slider eccentricity, and mid-range crank angle are 

respectively 1.95 inches, 29.0 inches, 0. inches, and 3.14 

radians. The values of x
1

, x
3

, and x4 are exactly the expected 

optimum values; the value of x
3 

represents the optimum com­

promise (to three significant figures) between the maximum 

acceptable structural error and the maximum acceptable link 

length, if a structural error of .01 and a link length of 10. 

represent equal utility values of 1. 

Note that the minimization routine has considerable 

difficulty in starting from the new randomly generated starting 

point, which is a poor starting point since both the mechanism 

closure (C
1

) and range of output motion (C
3

) constraints are 

violated at this point. The method then unfortunately hangs 

up in the infeasible region and, after a couple of trials at 

increasing the constraint term multiplier (tin Appendix A), 

decides that a new starting point should be generated. The 

minimization then proceeds smoothly from this new point, and 

finds a local optimum of higher objective function value than 

the previous local optimum determined. This then terminates 

the minimization process. 
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SYNTHESIS UF A PLANAR SLin~R-CRANK FUNCTION ~ENERATOR MECHA~ISM 
WHERE I C'11 St:: 1 

0· 3el4l6 

J • ._Q_c_[lJ,_ _ __QJJ_Il'~__l.!kLV A L u E OF 0 B, t t. C T I V E F U ~ C I I 0 1\l J...S__ 1 g • 3 BR _ . 

OESIGN VARlA~~E VALUES ARE 
1•9501 28.962 .6.,5806E•OS 3•1416 

THE CONSTRAINT VALUES ARE 
b.J5291E•os 942.48 l•08516E•04 

.. ·---- -----·---·-···----------------

THF NEW STARil,..JG DESIGN VAtHABLE VALUES ARE 
3•J020 le2bl8 1·~9796E•OS 4.2o375F·02 

THF OPTIMUM VALUE DETERMI~tD IS IN~EASIRLF 
CONSTRAINT NUM~ER 3 HAVING THE V~LUE .3.0791 

_mR~F2~5 ,;7~r~i~:~I6N M~k~6~~~~Rfse; 9g~NcM~~~lJ~La'9~~-tiW~~-

THF OPTIMUM VALUE UETERMINtD IS INfEASIALF 
_...-C.Q..NS TRA I NT NUM!iER 3 HAVING THE VALliE -3 • <2785 ·----------·· 

THEREFORE TH£ PENALTY MULTIPLIER HAS SEEN MU~TIPLIED RY lUOOO 
AN[) A NEW r11 I NI Ml ZA! 1 ON SEt~UENCE fRUf-1 IRE cURHEI'-JT QF'T !MUM S T ARTfO 

THE NEW STAR!l~G DESIGN VAHIAHLE VALUES ARE 
•ell~b~ 6.9979 .~9262 4.17941E-02 

. MTNTMIZATION "ROUTINE HAS HUNG UP IN AN INFEAStAL-ER·E-Gt6N-- --
INDICATION~ ARE T~AT THE c0NSTRAIN!S ARE sUCrl THAT A FEASIBLE REGION 
CANNOT ~E HE~CH~O fROM THE CURRENT LOCATION 
THEREFORE A Nfw-sT~RTING POINT HAS BEEN GENERATED 

_.J:HL_J.IJ.U_Sl.Jill.f I i\jG DESIGN VAHI ABL E \'ALliES APE 
-.25516 . -4.8972 .~7304 

LOCAL OPTJ1·1UM V~LIJE OF OBJt:.CTIVE FUN~TION IS 23le49 

OESIGN VARLA~LE VALUES ARE 
•IeY359 6.3625 .17114 .12729 

I.Hf; . CONSl'.RA.l.btf ... 'i . ..ttA.\..L.w.U~t.:: .;,;).S _.AJI'JR~Ew-· ----,------
332q7 1243.9 

·----· 
4.~5230E..,04 

FIG. 7-3 



STRUCfU~AL ERROR FUNCTION IS 9,7352 
LINK LENGTH FU~CTION IS 9e6~29 

FINAL O~TIMU~ VALUE oF OBJECTIVE FUNCTIVN IS 

DESIGN VAqlAELE VALUES ARE 
1·9~01 28.962 

NUMBER 0~ fUNC!lO~ CALLS WAS l40ti 
TOTAL EXECUTION TIME FOR M~THOD 3 IS 

FIG. 7-4 
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A preliminary analysis of the optimum mechanism is 

then automatically done, the results being shown in Figure 7.5. 

Note that the structural error shown is relative to the 

mid-range point (X=rr) being exact. If, in setting up the 

actual mechanism, the one-eighth range point (X=rr/4) were 

made exact, then the structural error plot would be equally 

disposed on both sides of the horizontal axis. This simple 

change in the scale base point enables a halving of the struc­

tural error in this example. Thus a similar investigation 

should always be made in the setting up of the scales of any 

actual function generating mechanism. 

PROBLEM NUMBER 2 - Symmetrical Function Generation 

This is a problem to show the advantages of the spatial 

four-bar linkage over the planar four-bar linkage for the 

generation of a symmetrical function (y=x2 ) where x varies 

from -1 to +1). It also shows what improvements can be made 

in the linkage design by including the maximum link length 

and transmissibility index factors, as well as the structural 

error factor, in the optimization objective function. 

Figure 7.6 shows the FORTRAN input cards required for 

both the planar and spatial four-bar optimizations. Figure 7.7 

shows the preliminary computer analysis results for the planar 

four-bar function generator using the optimum linkage parameters 

determined by Freudenstein (2] using only the structural error 



INPUT FOR SPATIAL FOUR-BAR FUNCTION SYNTHESIS 
PROGkA~ MAl~ (0UTPUTtTAPt6=UUlPUT) 
COfVii'-'1U1'J IS T 1"< T P TIS T R T P T ( 1 u l 
CQ,VihUi\i 11\lUI'IDEi~SII\iPP tl'i[THUL.i t I CASt. ti~ tl~( t I t.XCU 
COMMON /SCL~ACISCALltSCAL~tSCAL3 
C01Ylfv10N /SYrHI\iiXI•IINtXI'iAXti-.<1'-lGl tki-JGUt I I TE,Cf-l<lCt ISY,:I 
DATA '"'ETHUDI?ItiCASEI-llti~PPI 91t IEXCvllltiSYI•,Ivl• 

77 

lXMIN/-leltXMAXIleltkNGII~00eltkNGU110UeltTlltiJ~.I,:-l~Ll/e~l' 
2 S CAL 2 I • v l I , S CAL 3 I l u • I ' S l 1-.< i" P f I- • 4 4 9 t • U '-J ~ '-:1 ' lJ • ' U • ' :f • I _._ ' • _._ i -J i ' - • :~ .__ ' I I 

CALL LINK(l,.uuG3tlet2e~teuGul) 
STOP 
END 
FUNCTION FUNSYI\i(Xl 
FUNSYN=X*X 
RETUf~N 

END 

INPUT FOR PLANAR FOUR-~Ak FUNlTION SYNTHESIS 
PROGRAM MAIN IOUTPUTtTAPE6=0UfPUTl 
C0i"ifv1Q,'l IS Ti--: l P T I .S H<TP T ( 1 u I 
COMMON li''.JU,·i~EI-<SINPP,I•,ETHUl), I CASE tNti'J(t I EXCU 
COMMO~ ISCL~ACISCALlt~CAL~tSCAL3 

c U/Vil'/0 ~~ Is y j\j I I"< I X l"'i I i"< 'X I"IA X '/-.( 1\i G I 'l"'\1 .. GO ' T I T i:. 'c F K I c ' I ~ y ,., 
DATA fvt E T H OLJ I 1 I t I CASE I -l I "~ P PI 9 I , I !: XC u I l I , I S Y i'i I u I , 

1 X i\'ll N I -1 • I ' X 1'1 A X I 1 • I ' !-< 1\1 G I I 9 iJ • I , k 1\i G U I 6 u • I , I I T t 1 2 u • I , S CAL l/ • :d , 
2SCAL21.UlltSCAL3/lu.I,STkTPTI-.6102te~6,6te3dU~,~.I6bl 

CALL LINKClteUUU3tlet2.5teUOUll 
STOP 
END 
FUNCTION FUNSYN(XI 
FUNSYi~=X*X 
1-<fTUI-m 
END 

FIG. 7-6 
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SYNTHESIS OF A PLANAR 4-BAR FUNCTION GENERATOR MECHANISM 
WHERE !CASE= -1 

MAXIMUM STRUCTURAL ERROR CYA-YD> IS 3.44t48E-02 
MINIMUM STRUCTURAL ERROR IS -7.66839E-02 
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factor. Figures 7.8 to 7.10 show the results of the program 

synthesis and preliminary analysis of the computer synthesized 

optimum linkage. Amazingly, not only does the program increase 

the minimum transmissibility index from .225 to .471 (effectively 

more than halving the mechanical error - see Appendix C) , but 

also reduces the maximum structural error in the output 

function, x 2 , from .077 to .037 (i.e. approximately by one half). 

Thus considerable improvement is made on Freudenstein's 

"optimum" linkage parameters for this problem. (See Appendix 

F for the meanings of the variables in the computer output 

listing.) 

However, for the spatial four-bar the optimum linkage 

parameters determined by Hartenberg Ll6] (preliminary analysis 

shown in F1gure 7.11), using extensive hand calculations, 

cannot be significantly improved by the computer program. In 

fact, because the maximum allowable structural error scaling 

factor (SCAL2) is set at only .01 for this problem, and the 

minimum allowable transmissibility index scaling factor 

(SCALl) is set at .5, the maximum structural error is increased 

from .0013 to .0023 in order to effect an improvement in the 

transmissibility index from .586 to .608 (see Figures 7.12 to 

7.14) 0 (If SCAL2 were set equai to .001, then the minimum 

transmissibility index would probably decrease in order to 

effect a lowering in the maximum structural error.) Thus, 

for this spatial four-bar example little improvement can be 



SYNTHESIS OF A PLANAR 4-BAR FUNCTION GENERATOR MECHANISM 
WHERE ICA~T= -1 

THE STARTING DESIGN VARIABLE VALUES A~E 
-.61020 .56560 .380~0 

LOCAL OPTTMUM VALUE OF OBJECTIVE FUNCTION IS 10.238 

DESIGN VAPIAnLE VALUES A~f 
-.542?8 .57659 .378~9 

THE CONSTRAINT VALUES ARE 
85.49A 979.93 .152 75 

THE NFW STAPTTNG DESIGN VARIABLE VALU~S ARE 
-1.?2S~ .30798 1.0626 

THE OPTIMUM VALUE DETERMINED IS INFEASIBLE 
CONSTRAINT NUMBER 3 HAVING THE VALUE -.68531 

80 

2.7680 

2.7671 

6.5558 

THE~EFORF THE PENALTY MULTIPLIER HAS bEEN MULTIPLIED BY 10000 
AND A NEW MINIMIZATION SEOUENC~ FROM lHE CURRENT OPTIMUM STARTED 

THE NFW STAPTING DESIGN VARIABLE VALUES ARE 
-1.26526E-02 .31288 1.3128 .27900 

THE OPTIMUM VALUf DETERMINED IS INFEASIBLE 
CONSTRAINT NUMBER 3 HAVING THE VALUE -.68429 
THEREFORE THE PENALTY MULTIPLIER HAS BEEN MULTIPLIED BY 10UOO 
AND A NEW MINIMIZATION SEQUENCE FROM THE CURRENT OPTIMUM STARTED 

THE NfW STAPTING DESIGN VARIABLE VALUFS ARE 
-2.?3409F-02 .32296 1.3088 

MINIMIZATION POUTINE HAS HUNG UP IN AN INFEASIBLE REGION 
INDICATIONS APE THAT THE CONSTRAINTS ARE SUCH THAT A FEASIBLE REGION 
CANNOT BE REACHfD FROM THF CURRENT LOCATION 
THEREFORE A NEW ~TARTING POINT HAS BEtN GENERATED 

THE NEW SlAPTING DESIGN VARIABLE VALUlS ARE 
1.?342qF-02 -5.34240£-02 .5043~ .23656 

LOCAL OPTIMUM VALUf OF OBJECTIVE FUNCTION IS 93.959 

DFSIGN VAPIABLE VALUES ARE 
.7223g .56706 -.44145 .41936 

THE CO~STPAINT VALUES APE 
15.604 1214.7 7.75631E-02 

FIG. 7-8 



STRUCTURAL FPROR FUNCTION IS 

LINK LENGTH FUNCTION IS 0. 

8.9718 

FINAL OPTIMUM VALUF OF OBJECTIVE FUNCTION IS 

DESIGN VARIABLE VALUES ARE 
-.54228 .57659 .37849 

10.238 

NUMAE~ OF FUNCTION CALLS WAS 10448 

TOTAL EXECUTION TIME FOR METHOD 1 IS 124.768 SECONDS 

FIG. 7-9 
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STRUCTURAL ERROR PLOT FOR PLANAR 4-BAR FUNCTION SYNTHESIS 

MAXIMUM ST~UCTURAL ERROP CYA-YD> IS 3.35830E-02 
MINIMUM STRUCTURAL EPPOP IS -3.73173[-02 
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SYNTHESIS OF A SPATIAL 4-BAR CRGGR> FUNCTION GENERATOR MECHANISM 
WHERE !CASE= -1 

MAXIMUM STRUCTURAL ERROR CYA-YD) IS 1.26402E-03 
MINIMUM STRUCTURAL ERROR IS -1.10265E-03 
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SYNTHESIS OF A SPATIAL 4-BAR <RGGR> FuNCTION GENERATOR MECHANISM 
WHERE !CASE= -1 

THE STARTING DESIGN VARIABLE VALUES ARE 
-.44900 9.29000E-02 

4.7100 .17970 
0 • 
-.82270 

LOCAL OPTIMUM VALUE OF OBJECTIVE FUNCTION IS .44293 

DESIGN VARIABLE VALUES ARE 
-.4480~ 9.60506[-02 

4.7147 .18070 

THE CONSTRAINT VALUES ARE 
545.12 1256.1 

1.41680E-03 
-.82293 

.47828 

THE NEW STARTING DESIGN VARIABLE VALUtS ARE 

0. 

-5. 56209£-o; 

785.17 

.1~525 .19332 4.01042E-03 -9.0940ll-O~ 
11.814 .42263 -1.2161 

THE OPTIMUM VALUE DETERMINED IS INFEASIBLE 
CONSTRAINT NUMBER 3 HAVING THE VALUE -1.2130 
THEREFORE THE PENALTY MULTIPLIER HAS GEEN MULTIPLIED BY 10000 
AND A NEW MINIMIZATION SEQUENCE FROM THE CURRENT OPTIMUM STARTEu 

THE NEW STARTING DESIGN VARIABLE VALUES ARE 
-2.98946£-03 .94481 2.24080E-02 1.9868 

5.5655 .46363 -1.2183 

THE OPTIMUM VALUE DETERMINED IS INFEASIBLE 
CONSTRAINT NUMBER 3 HAVING THE VALUt -1.2130 
THEREFORE THE PENALTY MULTIPLIER HAS EEEN MULTIPLIED BY 10000 
AND A NEW MINIMIZATION SEQUENCE FROM THE CURRENT OPTIMUM STARTED 

THE NEW STARTING DESIGN VARIABLE VALUES ARE 
-2.98760E-03 .94481 2.24108E-02 1.98btl 

5.5655 .46371 -1.2163 

MINIMIZATION ROUTINE HAS HUNG UP IN AN INFEASIBLE REGION 
INDICATIONS ARE THAT THE CONSTRAINTS ARE SUCH THAT A FEASIBLE REGION 
CANNOT BE REACHED FROM THE CURRENT LOCATION 
THEREFORE A NEW STA~TING POINT HAS BEtN GENERATED 

THE NEW STARTING DESIGN VARIABLE VALUES ARE 
-4.11441E-03 2.1630 4.16946£-02 1.8402 

10.825 .35712 -2.5004 

MINIMIZATION ROUTINE HAS HUNG UP IN A~ INFEASIBLE REGION 
INDICATIONS ARE THAT THE CONSTRAINTS ARE SUCH THAT A FEASIBLE REGION 
CANNOT BE REACHED FROM THE CURRENT LOCATION 
THEREFORE A NEW STARTING POINT HAS BEfN GENERATED 

FIG. 7-12 



THE NEW STARTING DESIGN VARIABLE VALUES ARE 
1.42838E-03 -10.549 -.70355 

8.7824 -.29429 3.2455 

LOCAL OPTIMUM VALUE OF OBJECTIVE FUNCTION IS 27897 

DESIGN VAPIABLE VALUES ARE 
1.7720 -2.4089 
2.9911 -.38170 

THE CONSTRAINT VALUES ARE 
2.8718 758.10 

-5.3313 
6.1904 

218.06 

TRANSMISSIBILITY INDEX FUNCTION IS .41476 

STRUCTURAL ERROR FUNCTION IS 2.81712E-02 

LI~K LENGTH FUNCTION IS O. 

as 

3.7472 

-4.9854 

957.53 

FINAL OPTIMUM VALUE OF OBJECTIVE FUNCTION IS .44293 

DESIGN VARIABLE VALUES ARE 
-.44803 9.60506E-02 

4.7147 .18070 

NUMBER OF FUNCTION CALLS WAS 17921 

TOTAL EXECUTION TIME FOR METHOD 5 IS 

FIG. 7-13 

1.41660E-03 
-.82293 

217.114 SECONDS 

-5.562091:.-C3 
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STRUCTURAL ERROR PLOT FOR SPATIAL FOUR-BAR CRGGR> SYNTHESIS 

MAXIMUM STRUCTURAL ERROR <YA-YD> IS 2.28~04E-03 
MINIMUM STRUCTURAL ERROR IS -1.34055E-03 
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made to optimum parameters determined considering only the 

structural error. However, through use of this program 

considerably more information is revealed about this linkage 

than can be possibly attained through the synthesis technique 

employed by Hartenberg. 

Why little improvement can be made on Hartenberg's 

values becomes clearer when the two-dimensional contour­

constraint plot of the optimization hypersurface shown in 

Figure 7.15 is examined. (A detailed explanation of how to 

interpret such plots is contained in Appendix E.) However, 

for present purposes, it is enough to know that the blank 

region in the centre of the plot represents the only feasible 

region in the two-dimensional subspace of variables x3 

(quotient of parameters d over b in Figure B-6 of Appendix B) 

and x
4 

(the crank mid-range angle), all other parameters being 

fixed at their optimum values. It is clear that there is 

little range for movement in the feasible region, and since 

no minus signs are printed, the local optimum in this region, 

with respect to variables x
3 

and x4 , has been reached. 

This example thus shows that the inclusion of more than 

one factor in the optimization objective function can usually, 

but not always, provide a better basis for optimization. Note 

also that for this example, not only is the maximum structural 

error for the spatial four-bar symmetrical function generator 

a magnitude less than for its planar counterpart, but also the 
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PARTIAL cONTOUR P~8T OF Fl~AL oPJ!MlZATlON HVPER-~URFAC~ 
X<3l IS THE HORI~ NTAL AXIS VAk BLEt ~(4) IS TRE. VERTICAL AXIS VARIABLE 
+ IS PRINTED WHtRE fUNCTION VALUES EXCEED 30000 
- IS PRINTED WH~~ FuNCTION VALDtS ARE LESS THAN .44300 
X(3) VARIES FROM •t.OOOO TO 1•0000 ' XC4) VARIES FROM •3el416 TO 

•••••••••••••••••••••••• c ••••••••••• •••••• ••• + + ++++ + + + 3.1416 
++++++++++++++++++++++C+*++C++++++++ +++++C+++++++*++++++++++++++C+++++++++++C+++++++ 
••••••••••••••••••••C••••C•••••••••c~••••C••••••••••••••••••••C•••••••••CC••••C•••••• 
++++++++++++++++++C+++C++++++++++C+++++C++++++++++++++++++++C++++++++CC+++++++C++++++ 
++++++++++++++++L+++++++*++C+++tC++++C++++++++++++*++•++++C++++++++CC+++++++++C++++++ 
+++++++++++++l:++++++++++*+++C+tC+++C++++++++++++++*++++tC++CC+++++++++++++++++C++++++ 
+++++++++++C++++++++++++++++C+C+++c+++++++++++++++*++++C++CC+++++++++++++++++C+++++++ 
+++++++++C++++++++++++++*++CC++tC+++++++*+++++++++*++C++C+C++++++++++++++++c+++++++++ 
++-*-._._._~~··••••••••••••cc••c••••••••••••••••••••c••~c·c•••••••••••••••C••••••••••• 
+++++++C++++++++++++++++**++C++++++++++++++++++++C++++r++C~++++++++++++C+++++++++++++ 
••••••C•••••••••••••••••••c•••••••••••••••••••••c••••c••••~•••••cc•••C••••••••••••••• 
++++++C+++++++++++++++++C++++++++++++++t++++++C+++tC++++++++++C++++C+++t+++++++++++++ 
•••••••C••••••••••••••c•••••••••••••••••••••C•••••'•••••••••c••••c••••••••••••••••••• 
++++++++c+++++++++++~+tt+++++++++++++++t+++C+++++C*+++++++C++++C+++++++++++++++++++++ 
+++++++++C+++•cC•+C++++t++++++t++++++++++C++++++C+*+++++C++++C++t++++++++++++++++++++ 
••••••••••'•··~··c••••••••••••••••••••••C••••••c••••••~c•••C••••••••••••••••••••••••• 
~~·••••••+•••••••••••••••••••••••••••c•••••••C•••••••r•••C•••••••••••••••••••••••••• 
++++++++++*+++++•+++++C++~++++++++++C++++++++Ct+A8A++C+++C+++++++++++++t+++++++++t+++ 
++++++++++++++c++++++++++t++C+ttC++++++t++++C+tA546+C+++C++++++++++++++++++t+++++++++ 
++++++C+++++++t+C+C+++++*t+++++++++++++++++C++A321A+C+~C+++++++++t+++++++++t+++++++++ 
++++++C++C+++++++++C+~++*+++++++++t+++++++C+tAlc A+t+t+++++++++t++++++++++t++++++t++ 
++++++C+t+Ct++t++++++~+++++++++t+++++++++C++AC At++ ++++++++++++++++++++++++++++++ 
++++++C+++C++++++++++~++Ct++++++++++++t+C++AC A+++C++++t+++++++++++++++++++++++++ 
++++++C++++++++C+++++++t+++C++tt+++++++C~+AC A+*C+++t+++++++++++++++++++++++++++++ 
~-t_io-*-* + C + + + + + + + + + + + + C + + + + + + + + + + + • C + + + + C + + + A C A + C + + + • + + + + + + + + + * + + + + + + + + + + + * + * + + + + + + + + 
+t++++C+++++++++++++++Ct++t+++t++++++++tAC AC+++++t++++++++++++++++++++++++++++t+++ 
+++++++C++++++++++++++++Ct+++tt++++++++AC- lAC+++++++++++++C++C++++++++++++++++++t+++ 
+++++t+++C++++++++++++tt++C+++++**+++AC CA++++++*+++++++++++C+++C++++++++++++++++++ 
+++++++++++c++++++++++++*++C++++++++AC CA+++++++*+++++++++++++C++++C+++++++++++++++ 
+++++++++++++++C++++++++++t+C++t+++AC tCA++++++++Cc+++t++++++++++++C++++C+++++++t+++ 
++C+++++++*+++++++++C+tt*+++++ttC++AC lC~++++++t++CC+++t+++++++++++++++c++++C++++++++ 
++++C++++++++++++++++t++**C+++tt+++AlC+A+++++++++C+++C+++++t++++++++++++++Ct+++C+++++ 
+++C•••C••••••••++++++•+*•••••C••••AC•A••••••••••C*+++tC+++++++*++•++*++++*+*+C+++C++ 
++++++C++++C++++++++++t++++++++tC++ACA+++++++++C++~+++++++++C++++++++++++++++++++Ctt+ 
+++++++++C++++c+++++++++++++++++**CC++++++++++C+++C++C++++++++++++C++++++++++++++++C+ 
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minimum transmissibility index is significantly greater for 

the spatial four-bar. 

PROBLEM NUMBER 3 - Planar Four-Bar Coupler-Point Curve 

Synthesis and Balancing 
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Figure 7.16 shows to full scale an actual four-bar 

linkage used in a motion picture projector [19] to give the 

film intermittent motion. Point P on the coupler link traces 

the coupler curve shown. As the driving crank rotates, the 

catcher moves down into a film slot, pulls the film across 

one frame, moves up out of the slot, and then moves back across 

preparatory to engaging the film again. The original design 

has been obtained using a combination of Hrone's and Nelson's 

atlas of four-bar coupler-point curves [26] and trial-and­

error synthesis. 

The problem is to use the computer program developed 

to confirm the shape of the curve for coupler-point P (on the 

film catcher) for the linkage dimensions listed in Figure 

7.16; use these same dimensions as a starting point for the 

computer program to see if the design can be improved; and 

balance the resulting optimum mechanism assuming a constant 

crank angular velocity of 24 rps. 

In order to use the computer program as a coupler­

point curve synthesis tool, the desired cpupler-point curve 
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co-ordinates and associated bilateral tolerances and crank 

angles must be defined. To accomplish this the problem is 

further specified as follows. The desired coupler point, P, 

moves horizontally for .65 inches (the catcher moving the 

film over one frame) while the crank link rotates through 

140 degrees; the point then moves straight up for .15 inches 
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(enabling the catcher to clear the film), moves back over the 

film clearing it by at least .15 inches, and moves down 

(vertical for the last .15 inches) to the starting point (to 

re-engage the film catcher) while the crank rotates through 

the remaining 220 degrees of its motion. To meet these basic 

requirements the values shown in Table 7.1 are assumed. 

that nine precision points are used.) These numbers are 

included in the program input in SUBROUTINE COUPLER as shown 

in Figure 7.17. The rest of the required input is included 

in PROGRAM MAIN, also shown in Figure 7.17. 

To illustrate the use of a direct variable transformation 

as an additional explicit constraint, transformation type 2 of 

Chapter II is used to limit variable x
7 

to values less than 

three inches. Thus the variable transformation 

x7 = 3. - l x7 - 3. I 
t 

is used in SUBROUTINE EXCON (see Figure 7.17). Note that 

since IEXCO is set equal to zero to initiate the call to 

EXCON, NC, the number of implicit constraints (three is the 

number of basic implicit constraints for this problem - see 
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TABLE 7.1 DESIRED COUPLER-POINT CO-ORDINATES WITH THEIR 

ASSOCIATED TOLERANCES 

POINT CRANK ANGLE H-CO-ORD. V-CO-ORD. H-TOL. V-TOL. 
NO. (radians) (inches) (inches) (inches) (inches) 

1 o.oo 2.20 .20 .01 .05 

2 0.61 2.04 .20 .10 .05 

3 1.22 1.87 .20 .20 .05 

4 1.83 1.71 .20 .10 .05 

5 2.44 1.55 .20 .01 .05 

6 2.79 1.55 .35 .05 .05 

7 4.19 1.75 .70 .20 .40 

8 5.24 2.00 .70 .20 .40 

9 5.93 2.20 .35 .05 .05 



INPUT FUR PLAi'-lM< F\JUI~-IjAI-~ CUUI-'Lt:.r-<-1-'uU..JT CUf-<VL SYrHHt.~I::, 

PROGRAM MAI~ (UUTP\JTtTAI-'Eb=UUII-'UTl 
COMMON ISTRTPTISTRTPT(lUl 
COMMON INUM8ERSINPP,METH\JUtlCA~EtNtNCtlt:.XCO 

COMMON ISCL~ACI~CALlt~CAL~t~CAL3 

COfvtMOtll ISY,'Jli"iiXfv;JNtXI,;AXti-.<I'IIGl•K:\iGU,T I rt:.,U-1"\lCtl::.YI'i 
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D A T A i'l E T H u l.J I 2. I ' I EX CUI u I ' 1\1 <.. I j I "~ t-' 1-' I 'i I , I C A:.:, 1: I l I ' ;;;. C A L l I • ':J I , 
lSCAL3/2..5/,kNGI/::l6U.I,~lKIPf/.3t.Y6t.~4,.b,-.5b,l.~~'l•b~•U•'U•' 

2.6/ 
CALL LINK(l,.uuu3,l.,z.?,.UOUll 
STOP 
END 

SUBROUTINE COUPLER 
COiii\:VJOi\i /Dt.SI1\EIX(2lltY(blltANG(8lltX1UL(2lltY1UL(2.ll 
DATA Xl2.2t2.u4tl.87,1.7ltle?~tl.~5tle75t2.et2e2/t 

lY/.z,.z,.z,.z,.z,.35•.7,.1,.::ss;,xruLI.o1,.1,.2,.l,.ul,.u5,.i,.£, 
2eU5/tYTULI6*.U?,.4,.4,.U5/tANG/u.,.bltl•22.tleb3,2.44t£. l~'~•lJ' 
35.24,5.<13/ 
RETUf~N 

END 
SUBROUTINE EXCON(XtCtNCJ 
DIMENSION X(lJ 
X(7J=3.-AijS(X(7J-3.) 
RETUI~f\i 

END 

FIG. 7-17 
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comments cards for FUNCTION G of Appendix F), must be defined 

in PROGRAM MAIN. 

The coupler-point co-ordinates of the original mechanism 

for the nine precision point crank angles are shown in Figure 

7.18 (as *'s). The coupler curve that these co-ordinate points 

outline is similar to that shown in Figure 7.16; thus the 

original mechanism performs the job expected of it. (Also the 

computer program appears to be working properly!) The desired 

coupler-point co-ord1nates defined by the data in Table 7.1 are 

also shown in Figure 7.18 (as O's)* for comparison. The 

magnitude of the difference between these desired and actual 

coupler points versus the crank angle is shown in Figure 7.19. 

* The double O's and *'s directly above each other, 

which occur in the plots from time to time, indicate that the 

actual point lies between one quarter and three quarters of 

a line-space between the lines that the two symbols are 

printed on. If only one symbol is printed, then the actual 

point lies within one quarter of a line-space above or below 

the line that the symbol is printed on. This technique in­

creases tne accuracy with which the vertical co-ordinate of 

a plotted point can be read. (See Figure 7.11 for a good 

example.) 
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The results of the linkage synthesis are shown in 

Figures 7.20 to 7.22. Note that Figure 7.22 is a plot of the 

actua~ structural error, not the scaled structural error 

discussed in Chapter III (which is used in the objective 

function for minimization). Thus, though the magnitude of the 

actual maximum structural error is not reduced, the scaled 

structural error, which is based on the bilateral tolerances at 

each precision point given in Table 7.1, is reduced since the 

synthesized points which deviate greatest, points 7 and 8, are 

those for which the tolerances are largest. Also the 

minimum transmissibility index is increased from .724 to .752. 

Therefore, if the data contained in Table 7.1 truly represents 

the designer's problem requirements, then the given four-bar 

projector mechanism has been improved by the computer program. 

The mechanism should also be balanced. In order to 

do this the masses, polar moments of inertia about the mass 

centre, and positions of the mass centre of each link must be 

known. These values are determined assuming that the links 

are made of uniform 1/4 inch diameter solid steel rods 

(density .283 lb/in3 ) and are listed in Table 7.2. For lack 

of better information, the scaling factors for the horizontal 

shaking force, vertical shaking force, and shaking moments 

utility curves are assumed equal to .01 lb., .01 lb., and 

.01 in.-lb., respectively. 
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SYNTHESIS OF A PLANA~ 4-8AR MECHANISM TO PRODUCE A GIVEN COUPLER CURV 
1-IH[f.'E !CASE= 1 

THE STAPTTNG DFSIGN VARTABLE VALUES ARE 
.30800 .95000 

-.58000 1.0900 
n. .60000 

.54000 
1.8900 

LOCAL QPTT~UM VALUE OF OBJECTIVE FUNCTION IS 1.4996 

DESIGN VAPIAPLE VALUE~ AQE 
.3313?f 

-.sg?58 
1.93029F-03 

THE CONSTPAH!f VALUES ADE 

.96894 
1.0640 
.60278 

2~8.97 1205.1 

.56852 
1.8850 

1197.4 

THE NFW STAPTTNG OfSIGN VAPIARLE VALUES APE 
A.902~1E-92 1.4328 .33830 
-1.2?49 -~.5906?f-02 3.9072 
~.4S4gfF-r.4 .67099 

LOCAL OPTIMUM VALUE OF 08J~CTIVE FUNCTION IS 14.975 

DESIGN VAPIAPLE VALUES ARE 
-2'.1044 2.1329 .48389 
-1.??3? .34857 2.1249 
1.7992 .16400 

TI-<E COI\JSTPAitiT VALUES APF 
4811.1)4 1256.4 1134.3 

T7ANSMISSIRJLITY IN8FX FUNCTION IS .10845 

ST~-~urTUPAL F.~POP FUNCTION IS t. rJ430 

Lir K LENGTH FUNCTION IS .34809 

FINAL OPTIMUM VALUE OF OBJCCTIVE FUNCTION IS 

nESIGN VARIA~LE VALUES APE 
.3~8?f .9~894 

-.~9?"'8 1.0640 
1.g~n~9E-~3 .60278 

NUM,EP OF FUNCTirN CALL~ HAS 4277 

TOTAL EXfrUTirN TIME FOR METHOD 2 IS 

FIG. 7-20 
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TABLE 7.2 PROJECTOR LINKAGE PARAMETERS 

LINK NAME MASS 
RM 

(lbf-sec2/in) 

Crank (1) .0000122 

Coupler (2} .0000679 

Follower (3) • 0000205 

POLAR M.I. 
RJ 

(lbf-sec2-in) 

.000000163 

.0000205 

.000000634 

Rel. Co-ord.* of C.M. 
CM 

(in,in) 

(.169,0.) 

(.943,0.) 

(.284,0.) 

* relative to each link - see Appendix D for 

explanation. 
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Figure 7.23 shows the computer input cards required 

for balancing. Figures 7.24 to 7.28 show the computer output 

obtained (where the design variables correspond to those X. 
1 

discussed at the end of Chapter IV). Note that the maximum 

and minimum values printed in the headings for each plot 

(Figures 7.26 to 7.28) are for both the balanced and unbalanced 

values, and are thus used to establish the scales for the 

plots. The exact balanced and unbalanced shaking forces and 

moments at the eighteen crank positions are shown in Figure 

7.25. 

The optimum counterweight parameters are shown in 

Figure 7.29. Note that since the crank link rotates at a 

constant angular velocity, the crank counterweight's polar 

moment of inertia does not enter into the balancing equations. 

Also only the product of the crank counterweight mass and the 

distance from its centre of mass to the crankshaft axis is 

important for this problem. Since NOAl is set equal to zero, 

the computer program accounts for these facts by not including 

the crank counterweight polar moment of inertia, x8 , in the 

optimization, and by leaving the crank counterweight mass, x7 , 

fixed at the user designated starting value (.0001 lbf-sec2/in 

for this example). 

The optimum counterweight parameters may be difficult 

to obtain in practice; thus the closest available counterweight 

prarmeters can be checked before using by calling BALANCE (0) 



with these available parameters in COMMON I SAVOPT /. 

(See Appendix E for further details.) 
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Pf~UGI<At•l t"iAlt~ (UUTPUTtiAPto=UUir-'uf) 
co;vJI"tUN IS T t-\ I P TIS T 1-\ I PI ( l U l 
COMMON ISCLFACISCLSFHtSCLSFVtSCLSMO 
COMt'~~IOi'l lf\lU, 11bl:.f~Sii~PP tr·IETHULJ t I CA~t: 'l'l tl~(' I tXCO 
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C OtVIi"IO r'J I BALI ~~I W l ( 3 6 ) 'A 1 ( 3 o ) 'P A~~ ( 6 l 'S Tl-\ T A' I'\~~ GA '~~ 0 A l 'Ut ( 6 ) ' 
1 Rt.l\ ( 3 l , RJ ( 3 l 

DATA MEfHUOil0lt~PPilbltilASEI+lltltXC01lltk~GAI;,6U.It 
l S T k T A I 0 • I t f-! /.>, I\ I • :; 3 d t • 'i 6 'i , • ;.; 6 'i , • :; l ::~ , - • 5 ':J 3 , .1. • 0 6 4 I , ~~ u A l I 0 I , 
L W 1 I l d * 2. ::> • l;, I , AlI l b * U. I , C 1'1 I • loY , u • , • 'i 4:; , u • , • 2 8 4 , u • I , 
3RMila22L-5t0a/Yt-~t2aLjt-ji,~Jil.63L-7t2.Gj[-~tba34c-llt 

4 SC L SF HI • 0 1 I , S C L SF VI • u l I, SC. L Sl•tU I • U l I t S II~ f f-! T I- • 2 , 0 • , l • t -4 , 
5l.E-5t-a3tUatlaE-4tl•t-51 

CALL 8ALANCt!ltl.E-5l 
STOP 
E:.NlJ 

FIG. 7-23 FOUR-BAR BALANCING INPUT 
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---------------~----- ·-------- ---
1'3A! At~C!N<; UF i4 PLI\NrR 4-BAI-< Ht:CHM"i.S~~ 
~Ht~E !CASt= 1 . 
TH~ STA~TlNG Ut:SIGN VARIA~LE VALUES ARE 

-.~u~UO U. - l.~OOOOF-04 
-.~uooo u. 

l.OOOUOF-C'J 

LOCAL Of.JT 1 t-1LJM V J~LL t: OF OBJtC T IV£ F ~NCT I or,' IS 5 .o 35'3 

DESIGN VA~!AUL~ VALLES ARF 
-~.~1uuoE·o2 ·-.2o273 
-7 .l '+- OY4E -,,2 J • 554o5F•02 

2.3..,H..:IbF-u-i 

:3.C.74/;;0F-O'-i 

LOCAL orTT••ilJI''I VtiLLt. Or O~Jt.CTIVE F~~CTII)t\1 IS 

OE~IGN VAHlAbLL VAL~ES ARF 
-J...'+c.L!:>2F::-o2 --.lo077 
-l.lll~QF•n2 J.7H2d3E•03 

THJ:" NEw STI-\1-<IltJG Ct:SIGN Vt\1-<lAHLE VALUES Ah'E 
-~.7J.9~4E-r_ .. l2 4·~107bf-_-o2 3.J.7342F-03 
l.UJ9~4E•i2 o.l3140E-03 

LOCAL OPTit·iUfl-1 VI~LL~ OF ()H,Jt.CTIVE FL)NCTinN IS l3.2A7 

DES.JGN VAPlAUL[ VI\LLJES ARF 
-b.bbo~6E~02 ·-.26472 1•~1953F-04 

-.3b42U e22830 

HORIZU~JTAL 51--AI'\ING F(1kCE FUNc!ION IS .52685 

VERTICA~ SHAKl~G FORet. FUNCT[UN IS 1.3311 

2 ·4271 

Fit~I\L V1-1L1tt Cr bALI\tJC1Nt; Ot~J[CTlVE FttNCllOI\ IS 

BAL A ,·~c I •~b V ~\P. Lo~BLE V 1\ LUES 1\RE 
-L.4~!52F-u2 -.,oo77 
-1.l1.1~9F-r,2 J. 7H2dJt:•03 

NUMHER OF tUNCTlO~ CALLS ~AS HbJb 

TOTAL t:Xr:·cuTlUN TIMt. FOI-< ~ttTiiOLJ lr) IS 

FIG. 7~24 
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xl = • 0142 in • 

x:L = • 1008 in • 

x3 = Follower Cou~terweight Mass 

= .0039 lb-sec /in. 

x4 = Follower Counterweight 
Polar M. I. 2 = .oooo lb-in~sec 

xs = .0111 in. 

xG = • 0038 in • 

Crank Counterweight Ma~s = 
.0001 lb-sec /in. 

v 

H 

FOLLOWER 
COUNTERWEIGHT • 

FIG. 7-29 OPTIMUM COUNTERWEIGHT PARAMETER~ FOR 

FOUR-BAR PROJECTOR MECHANISM 



VIII CONCLUSIONS 

The concept of the minimization of the structural error 

of a mechanism to produce a desired result is not new. However, 

the concept of simultaneously minimizing the maximum structural 

error, maximizing the minimum transmissibility index, and 

minimizing the maximum link length to produce an optimum 

mechanism is a new concept. Examples 1 and 2 of Chapter VII 

illustrate the need for all these three factors in a general 

mechanism synthesis objective function. 

The general transmissibility index for planar and 

spatial mechanisms, as stated in this thesis, is also a new 

concept. The transmissibility index (which varies from 0 to 

1) indicates the fraction of the coupler force which is doing 

useful work (i.e. causing the follower to move). However, 

its more useful purpose is that of being an indicator of the 

general sensitivity of the mechanism to changes in any of the 

link dimensions. In fact, the TI is inversely proportional 

to the linkage mechanical error, as is shown in Appendix c. 

Hence, the size of a linkage's minimum transmissibility index 

is a good indicator of the mechanism's inherent reliability 

in producing a desired output. 

The planar four-bar function generating problems for 
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which Freudenstein has published the optimum link lengths 

based on his five precision-point computerized synthesis 

technique [2), which accounts for only the theoretical 

structural error, have been tried using the computer program 

developed for this thesis. In general, Freudenstein's 

dimensions represent the optimal dimensions considering 

theoretical structural error only (example 2 of Chapter VII 

being one of the exceptions). However, because the linkage 

dimensions obtained using Freudenstein's technique do not 

necessarily produce a linkage with a high transmissibility 

index, some of these linkage dimensions are quite sensitive 

to small changes, and thus must require extremely small 

tolerances (as small as ± .0001) in order to achieve reasonable 

statistical output accuracy. The cost of producing a linkage 

is inversely proportional to the size of the tolerances 

required, and the tolerances required are proportional to the 

minimum transmissibility index. Thus, as can be seen from 

sample problem 2, equal or better structural accuracy with 

larger required manufacturing tolerances (and thus lower 

production cost) can be obtained from a linkage synthesized 

with re•pect to both the TI and structural error, than with 

a linkage synthesized with respect to only the structural error. 

The inclusion of the shaking moment in the calculations 

for the optimum balancing counterweights represents an important 

improvement over current non-cut-and-try methods of mechanism 
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balancing. Accurate non-experimental methods for balancing 

have been previously limited to only the simplest slider-crank 

configurations. Now an unusually shaped complex machanism 

can be balanced just as easily as a uniform linked non-eccentric 

slider-crank linkage. Example 3 of Chapter VII clearly illus­

trates how effective this balancing procedure is in simulta­

neously reducing both the shaking forces and moments for a 

particular mechanism. Thus, one need not have to reduce the 

shaking force at the expense of increasing the shaking moment, 

but can significantly reduce both by adding the proper counter­

weights (determined by the computer program). 

The balancing and synthesis techniques could not have 

been properly developed were it not for the prior conception 

of the inverse utility technique for the combining of more than 

one factor into an objective function for minimization. The 

inverse utility technique is designed specifically for computer 

minimization routines, but is not limited to the field of 

mechanism design (the automobile example in Chapter II 

illustrating this point). 

The constraint transformations presented in Chapter II, 

and the minimization algorithms presented in Chapter v, are 

completely general, not specifically relating to mechanism 

design problems. Thus these algorithms can be used without 

modification for any minimization problem. 
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The new ideas presented in this thesis - the inverse 

utility curve, the scaled exterior-point transformation, the 

transmissibility index, the minimization-along-a-line technique, 

the multifactor linkage synthesis technique, and the multi­

factor mechanism balancing technique - are all employed in the 

general computer program listed in Appendix F. Though these 

ideas have been developed for this program, many of them are 

general, and can be easily applied to other fields. 



IX APPENDICES 

APPENDIX A - PROOF OF CONVERGENCE OF SCALED EXTERIOR-POINT TRANSFORMATION 

Theorem I 

If given a continuous single-valued objective function f(~) sub• 

ject to continuous single-valued constraints Ci{~) ~ 0, i=l, ... , m 

(where m is the total number of constraints), scalar a> 0, and scalar 

t > t , then a value of t can always be chosen such that the uncon-
o 0 

strained transformed function, 
m 

S(~, e, t) = f{~) - e t I min (o, ci<~>) ... A.l 
i=l 

where e = a if I t<x> 1 <a 

= lf<x>l if lf(x> 1 >a 

will converge, in a given minimization sequence, to a local minimum of 

f <i> . 

Corollary of Theorem I 

If only one local constrained minimum of f{x) exists, then for 

a > 0 and t > t , the transformed function, S, will converge to the con­
o 

strained global minimum of f{~) • 

Proof of Theorem I* 

If all C.{~) > 0 , i = 1, •.• , m, then S(~, e, t) is identically 
1 

equal to f(~) . Thus for any point satisfying the condition that all 

Ci{~) > 0, convergence of S to a local minimum of f is guaranteed. 

1 



') 

However, in order to fully prove Theorem I it must be shown to be 

valid for the case of any C.(i)<O, i=l, •.• , m. Thus it must be shown 
1 

that 

A.2 

for all E such that any Ci(xS + £) <0, i=l, ••. , m, where xS is the value 

of i at a boundary of the infeasible region. (The feasible region is 

defined as that region where any C. (i) < 0, i=l, .•. , m.) 
1 

Relation A.2 must be proven for two distinct cases: (1), when 

* This proof is not flawless, but does provide considerable mathe-

matical justification for the confident usage of transformation S. 

Case (1): 

Replacing x by xS + E in A.l and substituting in A.2, we get 

m 
f(is +E)- at L min (o, Ci(xs + €)) - f(i) >o 

i=l 
m 

Replacing L min (o, Ci(xS + €)) by G, where G<O, we get 
i=l 

A.3 

From inspection of A.3, it is clear that the relation will be the 

most difficult to satisfy if f(iS + £) = -a and f(iS) is some arbitrarily 

large number L. A.3 then becomes 

to satisfy A.2. 

-a - a t G - L >0 

or t >(L + a)/alGI 

The t which is required by Theorem I for Case (1) is 
0 



therefore 

(L + a)/alGI 

Case (2): 

Replacing x by xe + E in A.l and substituting in A.2, we get 

m 
f(xe +E) - lf<xe +£>It r min (o, Ci(xB + £>) - f(xe) >0 

i=l 

or f(xe +E)- lf<xe + E)lt G- f(xe> >o 

Dividing by lf(xe + £>1 we get 

l(sGN(f<xe + €>)) - t G- f<xe>llf<xe + €>1 >o ••• A.4 

3 

From inspection of A.4, it is clear that the relation is the most 

difficult to satisfy if f(xe + E) = -a and f(xe) is some large positive 

number L. A.4 then becomes 

-1 - t G - L/a >0 

or t >(L + a)/alGI 

to satisfy A.2. 

Thus the value of 

t = (L + a)/alGI 
0 

A.S 

satisfies relation A.2 for both cases. Since L, a, and G are finite 

numbers, a value of t>t can always be chosen that will satisfy A.2. 
0 

Thus Theorem I is proven. 

Note that if a = 0 in A.5, then Theorem I would not be valid 

since t would be in£init?-. Hence itt.ts' iapetat:Lve tha:,a>O, not a;::o, 
0 

be used in the transformation A-.. 1. 



APPENDIX B - MECHANISM SYNTHESIS EQUATIONS 

B-1 Follower Angle as a Function of the Crank Angle for a Planar Four-

bar Linkage 

Let the following parameters be defined (see Figure B-1): 

a = crank link length 

b = coupler link length 

c = follower link length 

e = frame link length 

~s crank starting angle 

~i = crank angle relative to ~ s 

'l' = follower angle 

E: = angle between coupler and follower 

y = angle between coupler and direction 

of follower motion. 

Using plane trigonometry the following relations are derived: 

~ = ~s + ~i 

f.l arctan (a sin ~/(e - a cos ~)) 

d 2 2 ~)1/2 = (a + e - 2 a e cos 

n = arccos ((c2 + d2 - b2)/2 c d) 

'l' = TI - (f.l + n) or 'l' = TI - f.l + n B.l + -
Note that there are two distinct values of 'l' ('!'+ and '!'_) for any set of 

values for a, b, c, e, and ~ 

The constraint to insure mechanism closure for any given value 

of ~ is 
I (c

2 + d
2 

- b
2
)/2 c dj < 1 

4 

B.2 
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FIG. B-1 FOUR-BAR LINKAGE PARAMETERS 



6 

B-2 Coupler Point Position as a Function of Crank Angle for -~P_!_anar 

Four-bar Linkage 

Let the following parameters be defined (see Figure B-2): 

h, ~ = horizontal and vertical components, 

respectively, at the crankshaft axis 

with respect to the arbitrary H-V 

coordinates 

t,; angle counterclockwise from horizontal 

that frame link e is oriented 

x,y horizontal and vertical components, 

respectively, of an arbitrary coupler-

point with respect to bhe H-V coordinates 

E,p = horizontal and vertical components, 

respectively, of a coupler-point a distance 

f along the coupler link from the crankpin 

(with respect to the H-V coordinates) 

g perpendicular distance from coupler link 

b to coupler-point (x, y) 

f = distance along coupler link from crankpin 

to intersection with g 

Using plane trigonometry the following relations are derived: 

ell = ell + ell. s ~ 

M = e cos t,; - a cos (ell +t,;) + c(cos(~ + t,;)) 

N e sin t,; + C sin (~ +t,;) - a sin(ell + t,;) 

£ = h + a cos(ell + t,;) + f M/b 
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FIG. B-2 PARAMETERS FOR FOUR-BAR COUPLER POINT 



p = t + a sin (¢ + ~) + f N/b 

By similar triangles (see Figure B-3) 

x = £ - g N/b, and 

y = p + g M/b 

B-3 Slider Distance as a Function of the Crank Angle for a Planar 

Slider-crank Linkage 

Let the following parameters be defined (see Figure B-4): 

a = crank link length 

b = coupler link length 

c = distance from a line parallel to the 

slider motion through the crankshaft 

axis to the slider axis 

¢ = crank starting angle s 

¢i = crank angle relative to ¢s 

s = distance from the crankshaft axis to 

the slider axis measured parallel to 

the slider motion 

a = angle between coupler link and direction 

of slider motion. 

B.3 

B.4 

Using plane trigonometry the following relations are derived: 

M = a cos ¢ 

N = b2 - (a sin ¢ - e)
2 

1/2 1/2 s+ = M + N , s_ = M - N (2 possibilities) B.S 

8 
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( x)y> 

FIG. B-3 SIMILAR TRIANGLES FOR COUPLER POINT 

t 
c 

FIG. B-4 SLIDER-CRANK PARAMETERS 



The constraint to ensure mechanism closure for any given value 

of ¢ is 

N > 0 

B-4 Coupler Point Coordinates as a Function of the Crank Angle for a 

Planar Slider-crank Linkage 

The parameters (see Figure B-5) have the same meanings as in 

Sections B-2 and B-3. 

B.6 

Using plane trigonometry the following expressions are derived: 

¢ = ¢i + ¢s 

M = s cos ~ - a cos(¢+ ~) - c 

N = s sin ~ + c(cos ~) - a sin 

£ = h +a cos(¢ + ~) + f M/b 

p = J/, +a sin(<f> + ~) + f N/b 

Using similar triangles (see Figure B-3) 

x = £ - g N/b 

y = p + g M/b 

sin ~ 

(¢ + ~) 

B.7 

B.8 

10 

B-5 Follower Angle as a Function of the Crank Angle for a Spatial (RGGR) 

Linkage 

Let the following parameters be defined (see Figure B-6): 

a = crank link length 

b s coupler link length 

c = follower link length 

Z • crankshaft axis 

Z~= followershaft axis 

X = coordinate axis perpendicular to Z and Z~ axes 
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1--1-- h 
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H 

FIG. B-5 SLIDER-CRANK COUPLER POINT PARAMETERS 



Y coordinate axis perpendicular to X and Z 

axes so as to form a righthanded ·triad 

s = angle between z and z"" axes looking in 

at the X axis measured clockwise from 

the Z axis 

d = distance from X axis to followershaft 

axis measured along z"" axis 

e = distance from z axis to z"" axis measured 

along X axis 

f = distance from X axis to crankshaft axis 

measured along Z axis 

<Ps = crank starting angle 

<Pi = crank angle relative to <P s 

\f = follower angle 

Both <P = <P + ¢. and \f are measured counterclockwise about the Z axis 
s l. 

L2 

from the X axis looking in at the Z axis. The positioning of the spatial 

four-bar linkage as shown in Figure B-6 is attributed to Hunt [25]. 

The required equations are derived using vectors identified by 

the small numbers (Figure B-6) at the linkage joints. For example, 01 

means a vector from point 0 to point 1. i, j and k are the unit vectors 

in the X, Y, and Z coordinate directions respectively. 

01 = f k 

12 = a cos <P i +a sin <P j 

02 = a cos <P i +a sin <P j + f k 

05 = e i 

54 = d sin s j + d cos s k 
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FIG. B-6 SPATIAL FOUR-BAR PARAMETERS 



43 = c(cos ~) i + c sin ~(cos ~ j - sin ~ k) 

03 = (e + c(cos ~)) i + (d sin ~ + c sin ~ cos ~) j 

+ (d cos ~ - c sin ~ sin ~) k 

1231 = lo3 -021 = b 

23 = (e + c(cos ~) - a cos ~) i 

+ (d sin ~ + c sin ~ cos ~ - a sin ~) j 

+ (d cos ~ - c sin ~ sin ~ - f) k 

b
2 

1231
2 = (e + c(cos ~) - a cos ~) 2 

+ (d sin ~ + c sin ~ cos ~ - a sin ~) 2 

+ (d cos ~ - c sin ~ sin ~ f)
2 

14 

which reduces to 

+ 2 cos ~ (c e - c a cos ~) - 2 a d sin ~ sin ~ 

+ 2 sin ~ (c f sin ~ - a c sin ~ cos ~) 

- 2 d f cos ~ B.9 

Rewriting B.9 by separating the follower angle terms from the 

other linkage independent variables we obtain 

F1 (~) + F2 (~) cos ~ - sin ~ = 0 B.lO 

where 

Fl (~) = pl + p2 cos ~ + p3 sin ~)/(P6 + p7 sin ~), 

F2 (~) = (P4 + P
5 

cos ~)/(P6 + P7 sin~) 

d f 2 2 2 2 2 2 
pl = cos ~ - 1/2 (a + c + d + e + f - b ) 

P2 = a e 

P3 = a d sin ~ 

- c e 
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Ps = a c 

p6 c f sin ~ 

p7 = - P5 cos ~ 

Substituting 

'¥·( 2 '¥) sin '¥ = 2 tan Cr£>1 1 + tan (2) , and 

cos'¥= (1 - tan2('¥/2))/(l + tan2 ('¥ /2)) 

in equation B.lO, and solving the resulting quadratic in tan ('¥/2), we get 

tan(~)= (1 ± (1 + F; (4J)- Fi(4J))
112

)/(F1 (q,)- F2(4J)) 

'¥ = 2 arctan { (1 ± (1 + F~(q,) - Fi(4>)) 112)/(F1 (q,) - F2 (q,))} B.ll 

The constraint to ensure mechanism closure for any given value of 

q, is 

1 + F~(q,) - Fi(q,) >0 B.l2 

B-6 Transmissibility Index for a Planar Four-bar Linkage 

See Section B-1 and Figure B-1 for parameter definitions. The 

following relations are derived using plane trigonometry: 

y = le: - Tr/21 

from the sine law 

sin £ = d sin n/b 

but cos y = sin £ 

TI = Ieos Yl = ld sin n/bl B.l3 

B-7 Transmissibility Index for a Planar Slider-crank Linkage 

See Section B-3 and Figure B-4 for parameter definitions. The 

following relation is derived using plane trigonometry 

TI = Ieos Yl = l<s- a cos 4>)/bl B.l4 
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B-8 Transmissibility Index for Spatial Four-bar Linkage 

See Section B-5 and Figure B-6 for parameter definitions. 

As is explained in Section III of this thesis, the transmissibility 

index is the absolute value of the cosine of the angle between the coup-

1er and the direction of follower motion. For this linkage the coupler is 

represented by the vector (see Section B-5) 

32 = (a cos ~ - e - c(cos ~))i 

+ (a sin ~ d sin s - c sin ~ cos s)J 

+ (f + c sin ~ sin s d cos s) k 

Since the magnitude of the follower velocity vector, V, is 

unimportant, only its direction being required, let 

Vector V is perpendicular to both the follower link, 43, and the follower 

axis, 54; 

R 43 0 , and 

R • 54 0 

Thus using the expressions for 43 and 54 derived in Section B-5, 

R1 c cos~+ R2 c sin~ cos s- c sin~ sin~= 0 ... 

and R2 d sin ~ + d cos s = 0 

From equation B.16, 

R2 = -cos ~/sin s 

Substituting the above expression for R2 in equation B-15, we get 

R1 = (1/cos ~)(sin~ sins+ sin~ cos 2 s/sin ~) 

sin ~/cos ~ sin s 

B.lS 

B.l6 



Let 

R (sin ~/cos ~ sin ~) i - (cos ~/sin ~) j + k 

IRI 

u 

tan ~ i - cos ~ j + sin ~ k 

= 

2 (tan ~ 

sec ~ 

* R =--

IRI 
-sin ~ i + cos ~ cos ~ j - sin ~ cos ~ k 

17 

U is the unit vector along the line defined by the follower velocity vector. 

The unit vector U can also be derived by using plane trigonometric 

inspection of Figure B-6 by expressing 43 initially in the X Y~ Z~ 

coordinate system as follows: 

unit vector in 43 direction is 

cos ~ i + sin ~ j B.l7 

a unit vector perpendicular to k~and expression B-5 is 

- sin ~ i + cos ~ j B.l8 

Transforming B-18 into the XYZ coordinate system, we get 

U = -sin ~ i + cos ~ cos ~ j - sin ~ cos ~ k 

which is identical to the previous expression for U. Thus the inspection 

method is much quicker for this problem, but can be very difficult for 

problems where the follower-frame joint is a globular (ball-and-socket) 

joint. In such a case the vector mechanical technique described earlier 

is the best means of obtaining the required expressions to evaluate the 

transmissibility index. 

* Sign change is for later comparisons, and does not affect the 

results, since the absolute value of the cosine is used for the TI. 



Taking the scalar product of 32 and U to obtain TI, 

TI = I<32·U)/bl 

= 1<-a cos~ sin~+ e sin~+ c sin~ cos~ 

+ a sin ~ cos ~ cos ~ - d sin ~ cos ~ cos ~ 

2 
- c sin ~ cos ~ cos ~ - f sin ~ cos ~ 

- c sin ~ sin2 ~ cos ~ + d cos ~ sin ~ cos ~)/bl 

I (sin ~(e - a cos ~) + cos ~(a sin ~ cos ~ 

18 

- f sin ~))/bl B.19 



APPENDIX C - RELATION BETWEEN TI AND MECHANICAL ERROR 

Hartenberg [16] shows that the mechanical error in the output 

angle ~ of a planar four-bar linkage due to small perturbations of one or 

more of the link lengths (which result, in practice, from manufacturing 

tolerances) yields an expression the denominator of which is (see Section 

B-1 and Figure B-1 for meanings of parameters). 

2 a c sin ¢ cos ~ - sin ~ (2 c e + 2 a c cos ¢) 

Hartenberg also shows that the above expression can be equated to 

+ 2 b c sin £ 

where £ is the transmission angle previously defined. 

For the planar four-bar linkage the transmissibility index is 

equivalent to the cosine of the complement of the transmission angle, or 

TI = cos (rr/2 - £) = sin £ C.l 

Therefore, the mechanical error of a planar four-bar linkage is 

proportional to 1/TI. (The same relation can be also shown for the 

planar slider-crank and spatial four-bar linkages.) 

19 



APPENDIX D - BALANCING AND ANALYSIS EQUATIONS 

D-1 Velocity and Acceleration Equations for the Planar Four-bar 

The appropriate parameters to be used in the development of the 

required equations are illustrated in figure D-1. 

The following relations are derived using plane trigonometry: 

or 

2 2 1/2 d (a + f - 2 a f cos 6
1) 

a= arccos (<b2 + d2 - c2)/2 b d) 

B = arctan (a sin 61/(f- a cos 61)) 

A arccos (<c 2 + d2 - b2)/2 c d) 

e2 = -B :t a 

63 = 2 'IT -B i A 

a 4 = 'IT 

Expressing the links as complex number vectors, 
i61 i62 i63 i64· 

a e +be + c e + f·e· = 0 

i6i i62 i63 
a e + b e + c e = f 

Taking the derivative of D.l w.r.t. time, 
d6i 

t ~ setting dt 
1.63 i61 i62 

i a w1 e + i b w
2 e + i c w

3 e = 0 

D.l 

wi we get 

D.2 

e
16i = cos 6 6 Noting that . + i sin ., and that both real and imaginary 

l. l. 

parts of both sides of a complex number equation must be equivalent, we 

get, 

Im: a w
1 

cos 61 + b w2 cos 62 + c w3 cos 6
3 

= 0 

Solving the two above equations for w
1 

and w
2 

we get 

20 
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dw. 
Taking the ~rivative of D.2 w.r.t. time, t, and setting dt

1 = ai 

we get 

from whence 

Re: 

Im: 

2 2 
a wl cos 81 + a al sin 81 + b w2 cos 82 + b a2 sin 82 

2 + c w3 cos 83 + c a
3 

sin 8
3 

= 0, and 

a w~ sin 81 - a al cos 81 + b w; sin 82 - b a2 cos 82 

2 + c w
3 

sin 83 c a
3 

cos 8
3 

0 

Solving the two above equations for a
2 

2 

and a
3 

we get 

a 2 = w2 a 1/w1 - (a w1 cos (8
1 

- 8
3
l + b 2 w2 cos (82 - 8

3
) 

+ c w~)/b sin (82 - 83) , and 

a
3 

= w
3 

a 1/w1 + (a wi cos (81 - 82) + b w~ 

+ c w; cos (8 2 - 8
3
))/c sin (82 - 8

3
) 

0 

Expressing the position of point p as a complex number vector, p , 

i81 i82 i82 
p = a e + g e + i h e 

-Taking the derivative of p w.r.t. time we get, 

~ = v 
dt p 

from whence, 

Re (Vp) = - a w
1 

sin 8
1 

- g w
2 

sin 82 - h w2 cos 82 (horizontal 

component), and 

Im (Vp) = a wl cos 81 + g w2 cos 82 - h w2 sin 82 (vertical 

component). 

Therefore 

, and 



e- = arctan (rm(V )/Re(v >) v . p p 
p 

Taking the derivative of V w.r.t. time we get 
p 

from whence, 

2 (-a w
1 

+ a 

2 
+(-g w2 + g 

ie-
2 e 
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2 2 
-g w2 cos e2- h a2 cos e2 + h w2 sin e2 (horizontal component), 

and 

rm (a ) 
p 

Therefore, 

= ((Re (a )) 2 + (Im (a )) 2) 112 , and 
p p 

= arctan (Im (a )/Re (a )) 
p p 

D-2 · Velocity and Acceleration Equations for the Planar Slider-crank 

The appropriate parameters to be used in the development of the 

required equations are illustrated in Figure D.2 

The following relations are derived using plane trigonometry: 

e· = arctan 2 

e3 = 3 TT/2 

e4 = TT 

Expressing the links in complex number notation, 
i81 i82 i83 i84 

a e + b e + c e + s e = 0 



FIG. D-2 SLIDER-CRANK PARAMETERS 
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c 
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d8i 
Differentiating the above with respect to time, and setting w1 = ~ 

we get 

25 

i81 i82 
a i w

1 
e + b i w2 e 

ds i 84 
+- e = 0 dt 

D.3 

from whence 

Re: and 

Im: ds 
a wl cos 81 + b w2 cos 82 + dt sin 84 = 0 

Solving the above two equations for w we get 
2 

w2 = - a wl (cos 81 cos 84 + sin 81 sin 84)/b (cos 82 cos 84 

+ sin 82 sin 84) 

Since 84 = TI , w2 reduces to 

also 

w2 = - a wl cos 81/b cos 82 

ds 
dt = - a w1 sin 81 - b w2 sin 82 

Differentiating D.3 w.r.t. time, t, and 

2 
- a w 

1 
2 

+~ 
dt2 = 0 

from whence 

Re: 

, and 

setting a.i = 
i82 

e 

dw. 
1 

dt , we get 

Im: - a ~i sin 81 + a a.l cos 81 - b w~ sin 82 + b a.2 cos 82 

2 
+ d ~ sin 84 = 0 

dt 

Substituting 84 = TI into the above imaginary equation we get 
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but 

Therefore 

2 2 a 2 = w2 a1 /w
1 

+ (a w1 sin e
1 

+ b w2 sin 82)/b cos 82 

d
2s can be obtained by substituting 8

4 
=·. 1T and a

2 
into the real 

dt2 

expression above, but it is more convenient to obtain it by considering a 

coupler point with g = b and h = 0. 
2 

The resulting expression for a is p 

then equivalent to d ~ 
dt 

The expressions for lvpl and 8V 
p 

and Ia 1 and 8- for a planar p ·a 
p 

slider-crank coupler point p are identical to those for the planar four-

bar coupler point except that e2 is defined differently. 

D-3 Balancing Equations 

As shown in Figure D-3, any point t on the crank link can be 

expressed in terms of an m and n, and similarly, any point u on the 

follower link can be expressed in terms of a q and r. 

The horizontal and vertical components of acceleration of a point 

t on the crank link (derived in a manner similar to that for point p on 

the coupler link in Section D-1) are respectively 

I I 
2 . 2 

at h =- m w1 cos 81 - ·m,a1 _siu e1 + n w1 sin_·8l .. 

,.and 

2 2 = - m wl sin 81 + m al cos 81 - n wl cos 81 

- n al sin 81 

Similarly the horizontal and vertical components of the· 
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acceleration of a point u on the follower link of a planar four-bar 

linkage are respectively 

laulh 
2 a; .. 2 .. 

= - q w3 cos - q a sin 83 + r w3 sin e3 3 

- r a3 cos e3 , and 

lauiv 
2 a"'+ 

.. 2 :J 

= - q w3 sin q a3 cos 83 - r w3 cos e3 3 
.. 

- r a 3 sin e3 

Thus the linear accelerations of any points t, p, and u on the crank, 

coupler, and follower links respectively can be analytically determined in 

terms of the angular displacement, velocity, and acceleration of the crank 

link. 

If t, p, and u are the locations of the centres of mass of the 

crank, coupler, and follower links of masses and moments of inertia M. 
1 

and Ji, i=l, 2, 3, respectively, then the horizontal shaking force (SFH), 

vertical shaking force (SFV), and the counterclockwise shaking moment (SMO) 

about the crankshaft axis can be calculated as follows: 

+ SFH = - M - M + a a - M a 1 th 2 ph 3 ~ 

+t SFV = - Ml a - M a - M a and t 2 pv 3 u v v 

SMO = + Ml a (m. sin el + n cos 81) -~a (m cos el - n sin 81) 
th t . v 

+ M2 a (a sin 81 + g sin 82 + h cos 82) 
ph 

M2 a (a cos 81 + g cos 8 - h sin 82) 
Pv 2 

+ M3 a (q sin a3 + r cos 83) - M3 a (f + q COS·83 - r sin 83) 
~ u v 

- J 1 a -1 32 a2 - 33 a3 
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The above expressions represent the unbalanced shaking forces 

and moments for a given crank angle, crank angular velocity and crank 

angular acceleration of a completely defined planar four-bar linkage. 

The expressions for a planar slider-crank are similar except that the 

vertical inertia force and inertia torque of the slider are nonexistent. 

Thus the horizontal inertia force of the slider is the only additional 

term to the inertia forces and torques of the crank and coupler links. 

The expressions for the inertia force and moment effects of the 

counterweights are identical to those for the crank and follower links 

except that M1 , J 1, m, n, M
3

, J 3, q, and r have the values corresponding 

to the crank and follower counterweight design variables which are being 

optimized. 
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1. PURPOSE 

A generalized (system) FORTRAN computer program has 

been created to handle an assortment of common linkage analysis, 

dimensional synthesis, and balancing problems. The linkage 

types used are the planar four-bar (RRRR), planar slider-crank 

(RRRP), and spatial four-bar (RGGR). The problem types that 

can be solved using this system program are discussed under 

their respective headings in Section 3. 

Tne system program is arranged so that a designer can 

solve both easy and complex linkage design problems with a 

minimum understanding of the methods of solution used and a 

minimum computer programming knowledge. 

The computer output, which consists of both plots and 

tabulated values, is printed out at key stages of the design 

process so that a designer obtains considerable insight into 

the actual performance of his linkage as it relates to his 

design requirements. 

The method used for the dimensional synthesis of the 

linkages for coupler-pcint curve and function generating problems 

simultaneously minimizes the maximum structural error*, 

* See Chapter III for an explanation of the structural 

error. 
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maximizes the minimum transmissibility index*, and minimizes 

the maximum link length. For such problems the method also 

ensures that linkage closure is possible at all points within 

the designated range of linkage motion. 

The linkage analysis method used is an exact one based 

on complex number vector analysis techniques - the only limit 

on accuracy being that of the particular computer used. 

The linkage balancing method used adds optimum counter­

weights to the crank and follower links of the planar four-bar 

linkage, and to the crank link only of the planar slider-crank 

linkage. The size and position of these optimum counterweights 

are optimized by simultaneously minimizing the total horizontal 

shaking force**, the total vertical shaking force, and the 

total counterclockwise shaking moment about the crankshaft 

axis. 

2. HOW TO USE 

The input required for all the problems which can be 

handled by this program is minimal. This input is contained in 

* See Chapter III for an explanation of the 

transmissibility index. 

** See Chapter IV for definitions of the shaking forces 

and moments, and for reasons for their use. 



a small user defined MAIN program and up to two small addi­

tional (service) subroutines. The particular format of the 

main program and the service subroutines is described for 

each problem type in Section 3. 

34 

The objective function and the basic required constraints 

for each synthesis problem are completely defined within the 

system program except for the scaling factors (see Section 4) 

and any additional constraints required for a specific problem 

{see Section 7) • 

The meanings of the particular independent design vari­

ables and the basic constraints for optimization are explained 

under each problem type heading in Section 3. 

After defining the required input parameters in the 

main program, which is most easily done by using a FORTRAN* 

DATA statement, the user need only make the appropriate call 

to the required subroutine as outlined in Section 3. 

The required program input parameter values are 

transferred from the user's main program to the system program 

through labelled COMMON blocks which must be included in the 

* The user supplied main program and service sub­

routines must be written in the FORTRAN II, FORTRAN IV, or 

FORTRAN VI programming language. 
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main program and service subroutines exactly as shown in the 

examples shown in Section 3. (The meanings of all the variables 

in the labelled COMMON blocks are listed in Section 9.} It is 

suggested that the user duplicate a number of these labelled 

COMMON blocks using the correct formats shown in Figure 9-1 

to avoid simple, but costly, mistakes in future use. 

3. PROBLEM TYPES 

3.1 Planar Four-bar Function Synthesis (METHOD=l) 

Purpose 

The system program determines the optimum linkage 

dimensions and starting position to generate a particular 

functional relation (FUNSYN) between the crank (input) angle 

and the follower (output) angle within a designated range of 

crank rotation (RNGI) • 

Input Parameters (see Section 9 for meanings) 

METHOD, ICASE, NPP, IEXCO, ISYM, XMIN, XMAX, RNGI, 

RNGO, TITE, SCALI, SCAL2, SCAL3, STRTPT 

Input COMMON Blocks 

STRTPT, SCLFAC, NUMBERS, SYNIN 

Input Routines 

MAIN, FUNSYN 
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Program Set-up 

Figure 3-1 shows a typical input for this problem type. 

The main program consists of the required input COMMON blocks, 

the input parameters defined in a DATA statement, and a call to 

subroutine LINK. Function subprogram FUNSYN contains the 

desired functional relation between the input and output link 

angles. 

Basic Output* 

Optimum independent design variables (see Figure 3-2): 

X(l) - the crank length divided by the frame 

length**; 

X(2) - the coupler length divided by the frame 

length; 

X(3) - the follower length divided by the frame 

length; and 

X(4) - the mid-point angle of the crank range of 

rotation (in radians counterclockwise 

positive). 

* If user added constraints are employed in subroutine 

EXCON (see Section 7), then these constraint values at the 

optimum are printed out following the basic constraints. 

** The frame length is thus always equal to one; this 

is because only the link angles are required to determine the 

linkage input/output functional relations. 



F!Ge 3•1 PLANAR FOUR•BAR FUNCTION SYNTHESIS INPUT 

PROGRAM MAIN (0UTPUTtTAPE6•0UTPUT) 
COMMON /STRTPT/STRTPTClO) 
COMMON /NUMBERS/NPPtMETHOOtiCASEtNtNCtiEXCO 
COMMON /SCLFAC/SCALltSCAL2tSCAL3 
COMMON /SYNIN/XMtNtXMAXtRNGltRNGOtTITEtCFRICtlSVM 
OAT- METHOD/1/t!CASE/•1/tNPP/ 9/ti!XC0/1/tiSYM/0/t 

37 

lXMINI-le/tXMAX/le/tRNGI/90t/tRNG0/60e/tT!TE/20•/tSCAL1/•5/t 
2SCAL2/eOl/tSCAL3/10e/tSTRTPTI•t6102te5656tt3804t2t768/ 

CALL LINKC1te0001tltt2e5tt0001) 
STOP 
END 

FUNCTION FUNSYN(X) 
FUNSYN•X*X 
RETURN 
END 
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Basic constra~nts*: 

C(l) - ensures linkage closure; 

C(2) - prevents X(4) from increasing to 

infinity; and 

39 

C(3) - keeps the actual range of output motion 

within the desired range of putput motion 

(RNGO ± TITE). 

Typical output includes a minimization from at least 

two starting points, the optimum independent design variable 

parameters, the minimum value of the objective function with 

its contributing factors itemized, the constraint values at 

the optimum point, the total number of objective function 

calls, and the total execution time. A preliminary analysis 

is automatically done on the optimum linkage; the output 

from this analysis includes a structural error plot, the 

optimum crank starting angle, the corresponding follower 

starting angle, the actual range of output (follower) motion, 

and the minimum transmissibility index. 

* All constraint values should be positive at the 

optimum point for a feasible solution. 
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3.2 Planar Four-bar Coupler-point Curve Synthesis (METHOD=2) 

Purpose 

The system program determines the optimum linkage 

dimensions and position to generate a given coupler-point curve 

as a function of the crank (input) angle. The coupler-point 

curve is defined relative to a given co-ordinate system by 

specifying particular desired positions (with tolerances) 

on the curve for given crank angles. (See COUPLER in Section 

10 and DESIRE in Section 9 for more details on specifying the 

desired coupler curve.) The optimum position of the four-bar 

linkage is determined relative to the same (H-V ~n Figure 3-4) 

co-ordinate system that is used to define the desired coupler­

point positions. 

lnput Parameters (see Section 9 for meanings) 

METHOD, IEXCO, NPP, ICASE, SCALl, SCAL3, RNGI, STRTPT, 

XD, YD, ANG, XTOL, YTOL 

Input COMMON Blocks 

STRTPT, NUMBERS, SCLFAC, SYNIN, DESIRE 

Input Routines 

MAIN, COUPLER 

Program Set-up 

Figure 3-3 shows a typical input for this problem type. 

The first eight input parameters listed above are defined in 

MAIN along with the first four COMMON blocks listed above. 
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The last five input parameters are defined, along with COMMON 

block DESIRE, in COUPLER. A call to subroutine LINK initiates 

the system program. 

Basic Output 

Optimum independent design variables (see Figure 3-4): 

X(l) - crank link length; 

X(2) - coupler link length; 

X(3) - fo~lower link length; 

X(4) - crank link mid-range angle relative to 

the frame (in radians counterclockwise 

positive); 

X(S) - frame link angle relative to the horizontal 

(in radians counterclockwise positive); 

X(6) - frame link length; 

X (7} and 

X(8) - co-ordinates of the desired coupler point 

relative to the coupler link; and 

X (9) and 

X(lO)- co-ordinates of the crankshaft axis relative 

to the H-V co-ordinate system. 

Basic constraints: 

C(l) - ensures linkage closure; 

C(2) - prevents X(4) from going to infinity; and 

C(3) - prevents X(S) from going to infinity. 
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FIG• 3-3 PLANAR FOUR•BAR COUPLER-POINT CURVE SYNTHESIS INPUT 

PROGRAM MAIN COUTPUTtTAPE6•0UTPUT) 
COMMON /STRTPT/STRTPTC10) 
COMMON /NUMBERSINPPtMETHOOtiCASEtNtNCtiEXCO 
COMMON /SCLFAC/SCALltSCAL2tSCAL3 
COMMON /SVNlN/X~lNtXMAXtRNGitRNGOtTITEtCFRICtiSYM 
DATA METHOD/2/tiEXC0/1/tNPP/9/tiCASE/+1/tSCALl/eS/t 

1SCAL312e5/tRNGI/360e/tSTRTPT/e3te96te54t•6•-•58tle09tle89tOetOet 
2e6/ 

CALL LtNK(lee0001tlet2e5te0001) 
STOP 
END 

SUBROUTINE COUPLER 
COMMON /DESIRE/XC21)tYC81)tANGC81)tXTOLC21)tYTOLl21) 

NOTE THAT X IS USED INSTEAD OF XD AND Y INSTEAD OF VO 
THIS IS OeK• SINCE THERE IS CONSISTENCY BETWEEN DATA AND COMMON 
STATEMENTS IeEe A GIVEN VARIAB~€ NAME CAN BE CHANGED FROM THAT 
SUGGESTED BUT THE ORDER OF THE VARIABLES IN THE COMMON BLOCKS 
CANNOT BE CHANGED 

DATA X/2e2t2e04tle87tle7ltle55tle55tle75t2et2e2/t 
lY/e2te2te2te2te2te35te7te7te35/tXTOL/e01telte2telte0lteOSte2te2t 
2eOS/tVTOL/6*•05t•4te4teOS/tANG/Oete61tle22tle83t2•44t2e79t4el9t 
35e24t5.93/ 

RETURN 
END 
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The rest of the output is similar to that for Section 

3-1 except that the desired and actual coupler point positions, 

as well as the differences between them (the structural 

errors), are plotted. 

3.3 Planar Slider-crank Function Synthesis (METHOD=3) 

Purpose 

The system program determines the optimum linkage 

dimensions and starting position to generate a given functional 

relation (FUNSYN) between the crank (input) angle and the 

slider (output) position within a designated range of crank 

rotation. 

Input Parameters (see Section 9 for meanings) 

METHOD, ICASE, NPP, RNGI, RNGO, TITE, IEXCO, XMIN, 

XMAX, CFRIC, ISYM, SCALI, SCAL2, SCAL3, STRTPT 

Input COMMON Blocks 

STRTPT, SCLFAC, NUMBERS, SYNIN 

Input Routines 

MAIN I FUNSYN 

Program Set-up 

See Figure 3-5 for a sample input. All the input 

parameters are defined in MAIN; the desired functional relation 

is defined in function subprogram FUNSYN. A call to subroutine 



FtG• !•5 PLANAR SLIDER-CRANK FUNCTION SYNTHESIS INPUT 

PROGRAM MAIN (0UTPUTtTAPE6•0UTPUT) 
COMMON ISTRTPT/STRTPT(lQ) 
COMMON INUMBERSINPPtMETHOOttCASEtNtNCtiEXCO 
COMMON ISCLFAC/SCALltSCAL2tSCAL3 
COMMON ISYNINIXMINtXMAXtRNGitRNGOtTITEtCFRICt!SYM 
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DATA RNGII360eltRNG0/4eltMETH00/3/tiCASE/l/tNPP/15/tTITE/ellt 
1IEXCO/l/tXMINIOe/tXMAXI6e283185!0721tCFRICie3/tiSYM/O/t 
2SCALl/e64281tSCAl2/eOlltSCAL3/lOeltSTRTPT/2etlOetOet3el4l59/ 

CALL ltNKflteOOOltlet2e5te0001) 
STOP 
END 

FUNCTION FUNSYNCX) 
FUNSYN•COSCX> 
RETURN 
END 
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LINK initiates the system program. 

Basic Output 

Optimum independent design variables {see Figure 3-6): 

X(l) - crank link length; 

X(2) - follower link length; 

X(3) -slider eccentricity (upwards positive); and 

X(4) - crank mid-range angle (in radians positive 

counterclockwise). 

Basic constraints: 

C(l) - ensures linkage closure; 

C(2) -prevents X(4) from going to infinity; and 

C(3) - keeps the actual range of output motion 

within the desired range of output motion 

(RNGO ± TITE) 

The rest of the computer output is similar to that for 

Section 3-1. 

3.4 Planar Slider-crank Coupler-point Curve Synthesis 

(METHOD=4) 

Purpose 

The system program determines the optimum linkage 

dimensions and position to generate a given coupler-point curve 

as a function of the crank (input) angle. (The comments in 

the Purpose for Section 3-2 also apply to this section.) 
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Input Parameters (see Section 9 for meanings) 

METHOD, ICASE, NPP, IEXCO, RNGI, SCALl, SCAL3, CFRIC, 

STRTPT, XD, YD, ANG, XTOL, YTOL 

Input COMMON Blocks 

STRTPT, SCLFAC, NUMBERS, SYNIN, DESIRE 

Input Routines 

MAIN, COUPLER 

Program Set-up 

Figure 3-7 shows a typical input for this problem 

type. The first nine input parameters listed above are 

defined in MAIN along with the first four COMMON blocks listed 

above. The last five input parameters are defined, along 

with COMMON block DESIRE, in COUPLER. A call to subroutine 

LINK initiates the system program. 

Basic Output 

Optimum independent design variables (see Figure 3-8) 

X(l) - crank link length; 

X(2) - coupler link length; 

X(3) - slider ecentricity; 

X(4) - crank mid-range angle (in radians counter­

clockwise positive); 

X(S) - frame link angle (in radians counter­

clockwise positive); 
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FIG• 3•7 PlANAR SLIDER-CRANk COUP~ER•POtNT CURVE SYNTHESIS INPUT 

PROGRAM MAIN COUTPUTtTAPE6•0UTPUT) 
COMMON /STRTPT/STRTPTClO. 
COMMON /NUMBERS/NPPtMETHOOtiCASEtNtNCtiEXCO 
COMMON /SCLFAC/SCALltSCAL2tSCAL3 
COMMON /SYNIN/XMINtXMAXtRNGitRNGOtTITEtCFRICtiSYM 
DATA RNGJ/270e/tiEXCO/l/tNPP/4/tMETH00/4/tiCASE/l/tSCALl/e5/t 

1SCAL3/20e/tCFRIC/e3/tSTRTPT/2et8etOet3el4tOet5••0•t0••2•/ 
CALL LINkC1teOOOltlet2e5te0001) 
STOP 
END 

SUBROUTINE COUPLER 
COMMON /OESIRE/XC21)tYC8l)tANGC8l)tXTOLC2l)tYTOLC2l) 

NOTE THAT X 15 USED INSTEAD OF XD AND Y INSTEAD OF YO 
THIS JS Oeke SINCE THERE lS CONSISTENCY BETWEEN DATA AND COMMON 
STATEMENTS I•E• A GIVEN VARIABLE NAME CAN BE CHANGED FROM THAT 
SUGGESTED BUT THE ORDER OF THE VARIABLES IN THE COMMON BLOCKS 
CANNOT BE CHANGED 

DATA X/let~et5et3e/tY/2etlet2et3e/t 
1ANG/Ottle5707963t3e1415926t4e7123889/t 
2XTOL14*el/tYTOL/4*el/ 

RETURN 
END 
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X (6) and 

X(7) - co-ordinates of the desired coupler point 

relative to the coupler link; and 

X (B) and 

X(9) co-ordinates of the crankshaft axis 

relative to the H-V co-ordinate system. 

Basic constraints: 

C(l) - ensures linkage closure; 

C(2) - prevents X(4) from going to infinity; and 

C(3) - prevents X(S) from going to infinity 

The rest of the computer output is similar to that for 

Section 3-2. 

3.5 Spatial Four-bar Function Generation (METHOD=S) 

Purpose 

The system program determines the optimum linkage 

dimensions and starting position to generate a particular 

functional relation (FUNSYN) between the crank (input) angle 

and the follower (output) angle within a designated range of 

crank rotation (RNGI). 

Input Parameters (see Section 9 for meanings) 

METHOD, ICASE, NPP, IEXCO, ISYM, XMIN, XMAX, RNGI, 

RNGO, TITE, SCALI, SCAL2, SCAL3, STRTPT 
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Input COMMON Blocks 

STRTPT, SCLFAC, NUMBERS, SYNIN 

Input Routines 

MAIN, FUNSYN 

Program Set-up 

See Figure 3-9 for a sample input. All the input 

parameters are defined in MAIN; the desired functional relation 

is defined in function subprogram FUNSYN. A call to subroutine 

LINK initiates the system program. 

Basic Output 

Optimum independent design variables (see Figure 3-10): 

* 

X(l) - the crank length divided by the coupler 

length*; 

X(2) - the follower length divided by the coupler 

length; 

X(3) - the distance along the follower shaft axis 

from the x-axis to the follower pin divided 

by the coupler length; 

X(4) - the crank mid-range angle (in radians 

counterclockwise positive); 

The coupler length is thus always equal to one; this 

is because only the link angles are required to determine the 

linkage input/output functional relations. 



FIGe 3•9 SPATIAL FOUR-BAR FUNCTION SYNTHESIS INPUT 

PROGRAM MAIN (0UTPUTtTAPE6•0UTPUT) 
COMMON /STRTPT/STRTPTClO) 
COMMON /NUMBERS/NPPtMETHOOtiCASEtNtNC•IEXCO 
COMMON ISCLFAC/SCALltSCAL2tSCAL3 
COMMON /SYNIN/XMINtXMAXtRNGitRNGOtTITE•CFRICtiSYM 
DATA METHOO/S/tiCASE/•1/tNPP/ 9/tiEXC0/1/tiSVM/0/t 
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lXMIN/-leltXMAX/l•ltRNGI/200e/tRNG0/100e/tTITE/30e/tSCALl/e5/t 
2SCAL2/eOlltSCAL3/10e/tSTRTPT/•e449ta0929•0••0••4•7ltel797•-•8227/ 

CALL liNkflteOOOltlat2e5te0001J 
STOP 
ENO 

FUNCTION FUNSYNCX) 
FUNSYN•X*X 
RETURN 
£NO 
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X(5) - the angle from the crankshaft axis to the 

followershaft axis measured clockwise 

positive looking in at the x-axis; 

X(6) - the perpendicular distance from the 

crankshaft axis to the followershaft axis 

divided by the coupler length (this distance 

vector establishes the X-axis in Figure 

3-10); 

X(7) - the distance from the X-axis to the crank 

pin measured along the crankshaft axis 

divided by the coupler length 

Basic constraints: 

C(l) - ensures linkage closure; 

C(2) - prevents X(4) from increasing to infinity; 

C(3) - keeps the actual range of output motion 

within the desired range of output motion 

(RNGO ± TITE) ; and 

C(4) - prevents X(5) from increasing to infinity. 

The rest of the computer output is similar to that for 

Section 3-1. 

3.6 Preliminary Linkage Analysis 

The analysis output, including the plots, obtained 

for each synthesis problem (METHOD=l to 5) can be obtained 

for any set of independent design variables. The set of 
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independent linkage design variables (SV) for which an analysis 

is desired is defined in MAIN along with the identical input 

for the corresponding synthesis problem except that COMMON 

block SAVOPT (where the sv are contained) replaces COMMON 

block STRTPT in MAIN, and the statement 

CALL PLTERR(O) 

for METHOD equal to 1, 3, or 5, or the statement 

CALL PLTCUP(O) 

for METHOD equal to 2 or 4, replaces the CALL LINK statement. 

See Figure 3-11 for a sample four-bar coupler-point curve 

analysis (METHOD=2) input. 

3.7 Acceleration and Velocity Analysis (METHOD=6 to 9) 

Purpose 

The system program determines the angular velocities 

and accelerations of a planar four-bar's coupler and follower 

links {METHOD=6), the linear velocities and accelerations of 

a given planar four-bar coupler point (METHOD=?), the angular 

velocities and accelerations of a planar slider-crank's coupler 

link (METHOD=8), and the linear velocities and accelerations of 

a given planar slider-crank's coupler point (METHOD=9) for 

NPP equispaced positions of the crank link in the designated 

range of crank motion (RNGA degrees). The first evaluations 

are for a crank angle of STRTA degrees. 
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FIG• 3-11 PLANAR FOUR-BAR COUPLER-POINT CURVE ANALYSIS INPUT 

PROGRAM MAIN COUTPUTtTAPE6•0UTPUT) 
COMMON /NUMBERS/NPPtMETHOOtiCASEtNtNCtlEXCO 
COMMON /SCLFAC/SCALltSCAL2tSCAL3 
COMMON /SYNIN/XMINtXMAXtRNGitRNGOtTITEtCFRICtiSYM 
CO~ON /SAVOPT/SV(l0) 
DATA METH00/2/ttEXCO/l/tNPP/9/tiCASE/+l/tSCALl/e51t 

1SCAL3/2e5/tRNGI/360e/tSTRTPT/e3te96te54te6t-.58tle09tle89tOe•0•• 
2t6/ 

DATA SV/e3te96te54te6t-e58tle09tle89t0tt0ete6/ 
CALL PLTCUPCO) 
STOP 
END 

SUBROUTINE COUPLER 
COMMON /DESIRE/XC2l)tY(81)tANGC8l)tXTOLC2l)tYTOLC21) 

NOTE THAT X IS USED INSTEAD OF XO AND Y INSTEAD OF YO 
THIS IS OeK• SINCE THERE IS CONSISTENCY BETWEEN DATA AND COMMON 
STATEMENTS IeE• A GIVEN VARIABLE NAME CAN BE CHANGED FROM THAT 
SUGGESTED BUT THE ORDER OF THE VARIABLES IN THE COMMON BLOCKS 
CANNOT BE CHANGFO 

DATA X/2e2t2e04tle87tle7ltle55tle55tle75t2et2e2/t 
lY/e2te2te2te2te2te35te7t•7te35/eXTOL/eOlt•lte2telteOlte05te2te2t 
2e05/tVTOL/6*•05t•4te4te05/tANG/0•••6ltle22tle83t2e44t2e79t4.19t 
35e24t5e93/ 

RETURN 
END 



Input Parameters (see Section 9 for meanings) 

METHOD, NPP, ICASE, STRTA, RNGA, PAR, Wl, Al 

Input COMMON Blocks 

NUMBERS, BALIN 

Input Routines 

MAIN 

Program Set-up 
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Figure 3-12 shows a typical input for METHOD=9. A 

call to LINCUP initiates the system program for METHOD=7 and 9; 

a call to FBANG initiates the system program for METHOD=6; and 

a call to SCANG initiates the system program for METHOD=S. 

Note that AR(NPP) and AI(NPP) must be put in a DIMENSION 

statement if PLTCUP is called in MAIN. 

Basic Output 

The program output consists of a table and plots of 

the designated velocities and accelerations. Note that the 

coupler point linear velocity and acceleration vector angles 

(for METHOD=7 and 9) are given relative to the horizontal 

as defined by PAR(S)* (see Figures 3-4 and 3-8). 

* This parameter corresponds to independent design 

variable X(S) in Sections 3.2 and 3.4 
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FIG, !-12 PLANAR SLIDER-CRANK COUPLER-POINT VELOCITY AND 
ACCE~ERATION ANALYSIS INPUT 

PROGRAM MAIN (0UTPUTtTAPE6•0UTPUT) 
DIMENSION AR<13)tAIC13) 

*** NOTE THAT AR AND AI MUST BE DIMENSIONED IN MAIN WHEN 
PLTCUP tS CALLED THIS ALSO IS TRUE IF PLTCUP lS CALLED 
BY EXCON 

COMMON /NUMBERS/NPPtMETHODtiCASEtNtNCtiEXCO 
COMMON /BALIN/Wl<36)tAl(36)tPARC6)•STRTAtRNGAtNOJltCM(6)t 

lRM(3)tRJ(3) 
DATA PAR/2tt6etO•tOetOeltSTRTA/O,/tRNGA/360•/tNPP/13/tNOJl/O/t 

1Wl/13*6t28!18531tA1113*0•/•ICASE/l/tMETHOD/9/tCR/6,1tCT/O,/ 
CALL LINCUPCltltCRtCTtARtAl) 
STOP 
END 
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3.8 Planar Four-bar Balancing Synthesis (METHOD=lO) 

Purpose 

The system program determines the optimum crank and 

follower counterweights for a given four-bar linkage to 

minimize the maximum shaking force and moment on the linkage 

due to inertia forces and torques on the links and counter­

weights. 

Input Parameters (see Section 9 for meanings) 

METHOD, ICASE, NPP, IEXCO, RNGA, STRTA, PAR, NOAl, 

Wl, Al, CM, RM, RJ, SCLSFH, SCLSFV, SCLSMO, STRTPT 

Input COMMON Blocks 

STRTPT, SCLFAC, NUMBERS, BALIN 

Input Routines 

MAIN 

Program Set-up 

Figure 3-13 shows a typical input. 

If NOAl equals zero (meaning that the crank angular 

velocity is constant), then there are only six independent 

design variables: X(7) is fixed at the value given to 

STRTPT (7) by the user in MAIN, and X(8) is ignored by the 

optimization routine. Thus only the starting points (STRTPT) 

for the first seven independent design variables need be 

specified in MAIN if NOAl equals zero. 



FIGe 3-13 PLANAR FOUR-BAR BALANCING SYNTHESIS INPUT 

PROGRAM MAIN (0UTPUTtTAPE6•0UTPUT) 
COMMON /STRTPT/STRTPTC10) 
COMMON /SCLFAC/SCLSFHtSCLSFVtSCLSMO 
COMMON /NUMBERS/NPPtMETHOOtiCASEtNtNCtiEXCO 
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COMMON /BALIN/Wl(36JtA1C36)tPARC6)tSTRTAtRNGAtNOAltCM(6)t 
lRM(3ltRJ(3) 

DATA METH00/10/tNPP/l8/tlCASE/+l/tiEXCO/l/tRNGA/360e/t 
lSTRTA/Oe/tPAR/e338te969••569te515•-•593•1•064/tNOAl/O/t 
2Wll18*25el3/tAl/l8*0•/tCM/el69tO•t•943tOet•284tOe/t 
3RM/le22E•St6e79E-5t2e05E-51tRJile63E•7t2e05E-5•6•34E-7/t 
4SCLSFH/eOl/tSCLSFV/e01/tSCLSMO/e01/tSTRTPT/•e2tOetleE-4t 
5leE-5t•e3t0etleE-4tleE-5/ 

CALL BALANCECltleE-5) 
STOP 
END 
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Basic Output 

Optimum independent design variables (Figure 3-14) : 

X (1) and 

X(2) - co-ordinates of the crank counterweight centre 

of mass relative to the crank link; 

X(3) - follower counterweight mass; 

X(4) - follower counterweight polar moment of inertia 

about its centre of mass 

X(S) and 

X(6) - co-ordinates of the follower counterweight 

centre of mass relative to the follower link; 

X(7) - crank counterweight mass; and 

X(B) - crank counterweight polar moment of inertia 

about its centre of mass. 

Basic constraints: 

none 

The rest of the output is in the same form as the 

basic synthesis output for the linkage dimensional synthesis 

problems. However, instead of the preliminary analysis plots 

obtained for the linkage synthesis problems, the balancing 

synthesis output routines produce a table of values and plots 

of the balanced and unbalanced horizontal and vertical shaking 

forces and counterclockwise shaking moments about the 

crankshaft axis at the NPP equispaced precision points 

specified. 



3.9 Planar Slider-crank Balancing Synthesis (METHOD=ll) 

Purpose 

64 

The system program determines the optimum crank 

counterweight, for a given slider-crank linkage, required to 

minimize the maximum shaking force and moment on the linkage 

due to inertia forces and torques on the links, the slider, 

and the counterweight. 

Input Parameters (see Section 9 for meanings) 

METHOD, ICASE, NPP, IEXCO, RNGA, STRTA, PAR, NOAl, 

Wl, Al, CM, RM, RJ, SCLSFH, SCLSFV, SCLSMO, STRTPT 

Input COMMON Blocks 

STRTPT, SCLFAC, NUMBERS, BALIN 

Input Routines 

MAIN 

Program Set-up 

Figure 3-15 shows a typical input for this problem 

type. 

If NOAl equals zero, then there are only two inde­

pendent design variables: X(3) is fixed at the value given to 

SRTRPT (3) in MAIN, and X{4) is ignored by the optimization 

routine. Thus, if NOAl equals zero, then only the first 

three starting point values {STRTPT) for the independent 

design variables need to be specified in MAIN. 
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Basic Output 

Optimum independent design variables (Figure 3-16): 

X(l) and 

X(2) - co-ordinates of the crank counterweight centre 

of mass relative to the crank link; 

X(3) - crank counterweight mass; and 

X(4) - crank counterweight polar moment of inertia 

about its centre of mass. 

Basic constraints: 

none 

The rest of the computer output is similar to that 

for Section 3.8. 

3.10 Balancing Analysis 

The effectiveness of any given set of independent 

counterweight design variables for balancing can be evaluated 

by using the same input as for Section 3.8 for the four-bar 

linkage and Section 3.9 for the slider-crankage with the 

independent design variable values (SV) placed in COMMON 

block SAVOPT. If NOAl is zero, then STRTPT (3), for the 

slider-crank balancing analysis, and STRTPT (7), for the 

four-bar balancing analysis, must be set equal to SV(3) 

and SV(7) respectively in MAIN; otherwise the vector STRTPT 

need not be defined. The statement 

CALL BALANCE (O) 



FIGe 3-15 PLANAR SLIDER-CRANK BALANCING SYNTHESIS INPUT 

PROGRAM MAIN COUTPUTtTAPE6•0UTPUT) 
COMMON /STRTPT/ STRTPTC10) 
COMMON /NUMBERS/NPPtMETHOOtlCASEtNtNCtiEXCO 
COMMON /SCLFAC/SCLSFHtSCLSFVtSCLSMO 
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COMMON /BALtN/Wl<36)tAlf36)tPARC6)tSTRTAtRNGAtNOAltCMC61t 
lRMC31tRJC3) 

DATA NOAl/O/tSTRTA/Oe/tRNGA/360e/tCM/el2St Oete33333t0e/t 
1RM/e3l056tle0559te621121tRJ/e00288tell977/tWl/l8*104e6/t 
2Al/18*0e/tPAR/e33333tlel667t0e/tSTRTPT/-,2StOete5/t 
3NPP/l8/tiCASE/l/tMETHOO/ll/tSCLSFH/1000e/tSCLSFV/1000e/t 
4SCLSM0/1000e/ 

CALL BALANCEClteOOOll 
STOP 
END 
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replaces 

CALL BALANCE (1, PREC) 

in MAIN. 

The computer output table and plots obtained for 

this problem type are similar to those for the corresponding 

balancing synthesis problems. 

3.11 Optimization Surface Plotting 

Purpose 

The system program produces a contour plot of a two­

dimensional subspace of an optimization hypersurface with 

respect to two of the independent design variables used to 

calculate the optimization hypersurface. This plot can be 

interpreted to show the sensitivity of the objective 

function to changes in given independent design variables. 

Since the intersections of the optimization problem constraint 

surfaces with the optimization hypersurface are also shown 

on the plot, the linkage dimensional synthesis optimization 

surface plots can be interpreted to show the mobility ranges* 

* These are ranges of values for a set of independent 

linkage design variables for which the linkage is continuously 

closed (mobile) for a certain range of input and output 

motion. 
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of a given linkage with respect to two of the independent 

linkage design variables. 

Input and Output 

For balancing synthesis optimization surface plotting, 

the input is identical to that for Section 3.10 except that 

CALL OPTSURF {NX, NY, GMAX, GMIN, XMAX, XMIN, YMAX, 

YMIN, ISKIP) 

replaces 

CALL BALANCE {0) 

in MAIN. 

For linkage synthesis optimization surface plotting 

the input is identical to that for Section 3.6 except that 

the call to OPTSURF replaces 

CALL PLTCUP (0) 

or 

CALL PLTERR (0) 

in MAIN. 

The subroutine input parameters for OPTSURF have the 

following meanings: 

NX - the number of the variable to be varied along 

the horizontal axis of the plot (i.e. SV(NX) 

is varied); 

NY - the number of the variable to be varied along 

the vertical axis of the plot {i.e. SV(NY) is 

varied); 
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GMAX - the maximum value of the unconstrained objective 

function to be included in the calculation of 

the contour lines: 

GMIN - the smallest value of the unconstrained 

objective function to be included in the 

calculation of the contour lines; 

XMAX - the largest value of SV(NX) for plotting; 

XMIN - the smallest value of SV(NX) for plotting; 

YMAX - the largest value of SV(NY) for plotting; 

YMIN - the smallest value of SV(NY) for plotting; and 

ISKIP- set equal to one if this is the first call to 

OPTSURF, LINK, or BALANCE in MAIN, or 

set equal to zero if OPTSURF, LINK, or 

BALANCE are previously called in MAIN. 

Thus, if we want a plot of the contour lines of the 

unconstrained objective function, G, between the values of 

.1 and 5. with respect to variable number one and variable 

number three, which are varied from -1. to +1. and -5. to 

+10. respectively, then the following statement in MAIN is 

used: 

CALL OPTSURF (1, 3, 5., .1, 1., -1., 10., -5., 1) 

Contour lines are represented by numbers from one to 

nine. These lines indicate equal increments in the function 

G from GMIN to GMAX. For exampke, the value of G along 



contour line number four is 

GMIN + 4/9 (GMAX-GMIN). 
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The intersections of the optimization surface with 

the implicit constraint surfaces are also plotted. These 

intersections are printed as letters starting with the letter 

A representing the first constraint. For example, the 

intersection of the unconstrained optimization surface with 

constraint C(2) is plotted as a series of B's. 

If the unconstrained objective function evaluated for 

a given set of variable values* is greater than GMAX, then a 

+ is printed; if the function value is less than GMIN, then a 

- is printed. If a function value is neither greater than 

GMAX, nor less than GMIN, nor on a contour line, then a 

blank space appears in the plot corresponding to the particular 

horizontal (NX) and vertical (NY) axis variable values for 

which it has been evaluated. 

* Note that only number NX and NY variables are 

varied in the plot; the other variable values remaining fixed 

at their values specified in COMMON block SAVOPT. 
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4. SCALING FACTORS 

The three scaling factors contained in COMMON block 

SCLFAC have a great effect on the magnitude of the objective 

function for minimization. It thus is important that these 

values be properly defined. 

The dependent design variable value corresponding to 

each particular scaling factor is given an inverse utility of 

one (zero being the lowest and most desirable inverse utility, 

and positive infinity the highest and least desirable inverse 

utility). Hence the dependent design variable value which each 

scaling factor represents, each has the same amount of 

desirability as far as the program is concerned. Thus it is 

imperative that the user make sure that SCALl, SCAL2, and 

SCAL3 for linkage synthesis, and SCLSFH, SCLSFV, and SCLSMO 

for linkage balancing, each have the same importance to him. 

It is suggested that each scaling value represent the dependent 

design variable value corresponding to the line between 

acceptability and unacceptability of the besign based on that 

variable alone; however, any other workable scheme can be 

used if desired. 

5. OPTIMIZATION ROUTINE PARAMETERS 

The input parameters which directly affect the optimi­

zation routine are SM, RF, RAT, and PREC. The meanings of 

these parameters are found in the documentation for subroutines 

LINK and UNIMIN in Section 10. 
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The expression log10 (.1/PREC) gives the number of 

significant figures or decimal places (depending on the size 

of the variable - see LINK in Section 10) expected from the 

optimization routine. SM and RAT should be chosen such that 

SM/RAT approximately equals PREC/2 for problems for which the 

average variable magnitude, AV, is of the order one of less, 

and approximately equals one half PREC times AV for problems 

for which AV is greater than one. For example, for a given 

four-bar function generating problem in which three significant 

figure precision is required, the expected independent design 

variable values might be 2, 10, 7 and 1. Thus 

3 PREC = .1/10 = .0001 

AV = (2 + 10 + 7 + 1)/4 = 5, and therefore 

SM/RAT = (5 x .0001)/2 = .00025 

The minimization procedure works best if SM is within an 

5.1 

order of magnitude of PREC. Thus, for the above example, an 

SM of .0005 and a RAT of 2.5 should work well. Note that .5 

has been added to the expected RAT from equation 5.1; this is 

to ensure that a reduction ratio of two in SC is made by the 

program. The addition of .5 to the desired reduction ratio 

to obtain RAT should be done for all problems. 

The relaxation factor, RF, should be set to 1. for 

all problems on the first trial. If convergence to a solution 

cannot be made, or a solution is suspect, then values of RF 

between .5 and 1.5 can be tried. However, using an RF other 
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than one is an emergency measure, and should only be used as 

a last resort. 

If the user has no idea of the expected size of the 

optimum independent design variables, then the following values 

for the optimization routine parameters can be used: 

SM = .0003, 

RF = 1. I 

RAT = 2.5 , and 

PREC = .0001. 

6. STARTING POINTS 

The initial starting point, STRTPT, for all optimiza­

tion problems must be defined by the user in MAIN. It is not 

necessary that this starting point be feasible, but a reason­

able starting point will reduce the computer execution time 

and thus the design cost. Using the results of a simple three 

precision point geometric or algebraic synthesis, as outlined 

by Hartenberg in reference [16], will provide a reasonable 

starting point for the function generating problems. For 

four-bar coupler-point curve problems, Hrones'and Nelson's 

atlas [26~ provides a good source for reasonable starting 

points. Slider-crank coupler-point curve reasonable starting 

points can be easily estimated by inspection. For the 

balancing problems, the starting counterweights should have 

about the same mass and moment of inertia as the links they 



75 

are attached to. However, the starting point position of the 

centre of each link counterweight mass should be the reflected 

position of the link centre of mass with respect to the 

linkshaft axis. 

7. ADDING EXTRA CONSTRAINTS 

The user has complete freedom to add an unlimited 

number of explicit constraints (which require direct variable 

transformations), and up to twenty implicit {C) constraints. 

To do this, he must set IEXCO equal to zero (it should 

otherwise be set equal to one) , and set NC equal to the number 

of basic implicit constraints (see NC in Section 9) plus the 

number of implicit constraints to be added. The direct 

variable transformations* and/or implicit constraints must be 

defined in subroutine EXCON. Note that the implicit constraints 

added in EXCON must be numbered starting from one plus the 

number of basic constraints (see Figure 7-1) • 

Though the added implicit constraints, C, are of the 

form 

C(I) ~ 0 , I=M, •.• ,NC 7.1 

where M is the number of basic constraints, they are written 

* See Chapter II for transformation formats. 



76 

in EXCON in the form 

C(I) = expression 

where "expression" is the FORTRAN expression for C(I) in 

relation 7.1. 

All the analysis subroutines - SCANG, FBANG, LUNCUP, 

and LINIO - are available to subroutine EXCON in order to form 

an implicit constraint using a link angular velocity or 

acceleration or a link point velocity or acceleration. The 

output and input for each subroutine is passed through the 

appropriate labelled COMMON blocks and subroutine argument 

lists which are found in the FORTRAN program listing*. The 

input parameters required are the same as that for the direct 

linkage analysis in Section 3.7. METHOD is not to be 

changed when calling these analysis routines from EXCON, but is 

to be left at its synthesis value (1, 2, 3, 4, 5, 10, or 11). 

8. SYMMETRIC FUNCTION GENERATION 

The computer program operates slightly differently for 

symmetric function generation between input limits which are 

symmetrically placed about the functional axis of symmetry: 

for example, generating the function y=(x-5) 2 for x varying 

from 3 to 7 (the axis of symmetry lying at x=5) • For such 

* See Appendix F for the listing. 
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symmetric problems ISYM must be set equal to zero (otherwise 

it must be set equal to one). Since the function is symmetric, 

the follower link will end up at its starting point; thus the 

value for RNGO will be for half the functional output range 

(the second half being the negative of the first half), rather 

than for the full functional output range as it is for other 

types of function generating problems. 

9. COMMON BLOCK VARIABLES 

Most of the program and internal variables are con­

tained in the blank and labelled COMMON blocks listed at the 

beginning of each program subroutine*. Knowing the meanings 

of the variables in each of these blocks is essential to the 

detailed understanding of the program. Thus these variable 

names and meanings are now listed as they appear in each 

COMMON block**. (See Figure 9-1 for a summary list of the 

labelled COMMON blocks.) 

* See Appendix F for the program listing. 

** The number of storage locations required by the 

CDC 6400 computer for each block is in parentheses after the 

block name. 



FIGe 9-1 LABELLED COMMON BLOCKS 

COMMON /STRTPT/STRTPTClO) 

COMMON /SCLFAC/SCALltSCAL2tSCAL3 

COMMON /NUMBERS/NPPtMETHODtiCASEtNtNCtiEXCO 

COMMON /SVNIN/XMINtXMAXtRNGitRNGOtTITEtCFRICtiSVM 

COMMON ISAVOPT/ SVC10) 

COMMON IDESIRE/XD(2l)tVDC8l)tPH(8l)tXTOLC2l)tVTOLC21) 
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COMMON /INTERN/RPSitCGtCC20)tUltU2tU3tPMtiCOUNTtPSC81)tCXA(2l)t 
lCVAC2l)tERRMAX(2l)tTRitZERO 

COMMON /MOOULO/IMDtiHELP 

COMMON /BALIN/Wl(36)tA1<36)tPAR(6)tSTRTAtRNGAtNOAltCM<6)t 
lRMC~)tRJC3) 

COMMON /BALVAL/TlC36)tTl0(~6)tT2C36)tT3(36)tW2(36)tW3C36)tA2(36)t 
lA3C36>tAHlC36)tAVt(36)tAH3(36)tAV3136)tSFH(36)tSFV(36)tSMOC36)t 
2TSFHC36)tTSFVI36)tTSMOt36)tVR(36)tVIC36) 
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Blank COMMON (1795) 

For Subroutines LINK and UNIMIN 

P - a 10 x 12 array for which each column represents a set 

of independent design variable values. 

XI - a 10 x 11 array for which each column represents a 

vector search direction. 

DIR - a 10 element multipurpose vector for subroutine LINK. 

X - a 10 element dummy vector for subroutine UNIMIN. 

For Subroutine OPTSURF and PLOTCN 

X - a vector for which the elements represent the independent 

design variable values. 

FUNC or F - a vector of unconstrained objective function values 

for plotting; each element corresponds to a dif­

ferent set of independent design variable values. 

CONS or C - an array for which each column element represents 

an implicit constraint value corresponding to an 

element of F; each column (up to 20) represents 

a set of values for a different implicit constraint. 

FILL - a dummy vector in subroutine PLOTCN. 

STRTPT* (10) 

* See Section 6 for details on defining the starting 

points. 
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STRTPT - a vector of input starting point values for the 

independent design variables. 

SCLFAC* (3) 

For Linkage Synthesis 

SCALl - the scaling value for minimum transmissibility index** 

control: it can vary from .0175 to .9998. 

SCAL2 - the scaling value for theoretical maximum structural 

error control; it can vary from 10-7 to positive 

infinity. 

SCAL3 - the scaling value for maximum link length control; it 

can vary from 1.1 to positive infinity. 

For Balancing Synthesis 

SCLSFH - the scaling value for maximum horizontal shaking 

force magnitude control; it can vary from 10-7 to 

positive infinity. 

SCLSFV - the scaling value for maximum vertical shaking 

-7 force magnitude control; it can vary from 10 to 

positive infinity. 

* See Section 4 for details on establishing the 

scaling factors. 

** See Chapter III for the meaning of "transmissibility 

index". 
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SCLSMO - the scaling value for maximum counterclockwise 

shaking moment about the crankshaft axis magnitude 

control; it can vary from 10-7 to positive infinity. 

NUMBERS (6) 

NPP - the number of precision points (positions at which 

METHOD -

the linkage is evaluated) for the synthesis, analysis, 

and balancing problems; it must be less than 22 for 

METHOD=2 or 4, less than 82 for METHOD=l, 3, or 5, and 

less than 37 for METHOD=6 to 11; also, for 

METHOD=l, 3, or 5 NPP must be an odd number. NPP 

should be at least 5 for most problems. 

equals 1 for planar four-bar function generation; 

equals 2 for planar four-bar coupler-point curve 

generation; 

equals 3 for planar slider-crank function generation; 

equals 4 for planar slider-crank coupler-point curve 

generation; 

equals 5 for spatial four-bar function generation; 

equals 6 for planar four-bar link angular velocity 

and acceleration analysis; 

equals 7 for planar four-bar coupler-point linear 

velocity and acceleration analysis; 

equals 8 for planar slider-crank link angular velocity 

and acceleration analysis; 



equals 9 for planar slider-crank coupler-point 

linear velocity and acceleration analysis; 

equals 10 for planar four-bar balancing; and 

equals 11 for planar slider-crank balancing. 

ICASE - equals plus or minus one depending on which of two 

possible ways the linkage is to be closed*. 
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N - the number of independent design variables (defined 

internally by the program). 

NC - the number of implicit constraints; it is defined 

internally if IEXCO is not equal to zero, otherwise 

it is user defined, where NC equals the number of 

basic implicit constraints (see Table 9-1) plus 

the number of user added implicit constraints. 

* +1 corresponds to the subscript + cases in Appendix 

B, and the upper signs, where two signs are given in Appendix 

D; -1 corresponds to the subscript - cases in Appendix B, and 

the lower signs, where two signs are given, in Appendix D. 
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Table 9-1: NUMBER OF BASIC CONSTRAINTS 

METHOD Number of Basic Constraints 

1 3 

2 3 

3 3 

4 3 

5 4 

10 0 

11 0 

IEXCO - set equal to zero if the user adds implicit or explicit 

constraints in subroutine EXCON. 

SYNIN (7) For METHOD=l to 5 

XMIN 

XAAX 

RNGI 

RNGO 

TITE 

- the starting (smallest) value of the function input 

variable for function generation (METHOD=l, 3, and 5). 

- the finishing (largest) value of the function input 

variable for function generation. 

- the range of the desired crank (input) rotation in 

degrees for linkage synthesis (METHOD=l to 5). 

- the range of the desired follower (output) rotation 

in degrees (for METHOD=l and 5), or slider (output) 

motion (for METHOD=3). 

the bilateral tolerance, in degrees for METHOD=l and 

5 or in linear units (same units as for RNGO) for 

METHOD=3, allowed for RNGO. 
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CFRIC - the coefficient of friction between the slider and 

its sleeve for slider-crank synthesis (METHOD=3 and 4) 

ISYM - set equal to zero if the function to be generated 

(for METHOD=l, 3, and 5) is symmetrical and the input 

limits (XMIN and XMAX) are symmetrically placed with 

respect to the function. 

details.) 

(See Section 8 for further 

SAVOPT (10) 

SV - a vector of the optimum or final independent design 

variable values. 

DESIRE (225) 

XD - a vector of the desired horizontal coupler-point 

co-ordinates at the precision points (for METHOD=2 

and 4); also referred to as X. 

YD - a vector of the desired vertical coupler-point 

PH 

XTOL 

YTOL 

co-ordinates at the precision points (for METHOD=2 

and 4); or a vector of the desired functional values 

at the precision points (for METHOD=l, 3, and 5); also 

referred to as Y. 

- a vector of the crank angles at the precision points; 

also referred to as ANG. 

- a vector of the horizontal bilateral tolerances at 

the precision points (for METHOD=2 and 4). 

- a vector of the vertical bilateral tolerances at the 
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precision points (for METHOD=2 and 4). 

INTERN (173) 

RPSI - the desired range of functional output for function 

generation 

CG - the constrained objective function for minimization 

C - a vector of the implicit constraint values (up to 

Ul 

U2 

20 implicit constraints allowed). 

the transmissibility index factor in CG for linkage 

synthesis; or the horizontal shaking force factor in 

CG for linkage balancing. 

the structural error factor in CG for linkage synthesis; 

or the vertical shaking force factor in CG for linkage 

balancing. 

U3 - the link length control factor in CG for linkage 

synthesis; or the shaking moment factor in CG for 

linkage balancing. 

PM - the constraint term scalar multiplier in the scaled 

exterior-point objective function transformation*. 

!COUNT - the counter index which contains the current number of 

objective function evaluations. 

PS - a vector of the actual follower angles at the 

precision points for METHOD-1, 2, and 5, and the 

* PM corresponds to parameter t in Appendix A. 
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actual slider distances at the precision points for 

METHOD=3 and 4. 

CXA - a vector of the actual coupler-point horizontal 

co-ordinates at the precision points (for METHOD=2 

and 4). 

CYA - a vector of the actual coupler-point vertical 

co-ordinates at the precision points (for METHOD=2 

and 4). 

ERRMAX - a vector of the distances between the desired and 

actual coupler-point positions at the precision 

points (for METHOD=2 and 4). 

TRI 

ZERO 

the minimum transmissibility index* in the range 

of linkage motion. 

- the minimum possible transmissibility index for a 

given problem: equals 0 for METHOD=l, 2, and 5, and 

equals 

CFRIC/(l+CFRIC
2

) 1/ 2 

for METHOD~3 or 4. 

MODULO (2) 

IMD - an index which equals zero if METHOD=2, 4, or 5. 

!HELP - an index which equals zero if two consecutive 

unsuccessful starting points are generated by sub­

routine LINK. 

* See Chapter III for the meaning of "transmissibility 

index". 
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BALIN (93) For METHOD=6 to 11 

Wl - a vector of the crank angular velocities at the 

precision points. 

Al - a vector of the crank angular accelerations at the 

precision points. 

PAR - a vector of the required linkage parameter values 

corresponding to the independent design variable 

values discussed in Section 3.4 for the slider-crank 

and in Section 3.2 for the four-bar: the first three 

independent design variables are required for the 

slider-crank for balancing and the first six 

independent design variable values are required for 

the four-bar for balancing and analysis. The first 

five parameters are required for the slider-crank 

for analysis. 

STRTA - the crank starting angle in degress for the range 

of crank motion. 

RNGA 

NOAl 

- the range of crank motion in degrees. (Note that 

the precision points are spaced at RNGA/(NPP-1) 

degree intervals starting at STRTA degrees.) 

- an index set equal to zero if all the Al are zero 

(i.e. for constant crank angular velocity). 

CM - a vector of the link centre of mass positions rela-

tive to each link (Figure 9-2); for the slider-crank 

CM(S) and CM(6) are assumed to be zero - thus placing 

the slider centre of mass at its connection with the 
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FOLLOWER 

FRAME 

FIG. 9-2 LINK CENTRE OF MASS POSITION PARAMETERS 
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coupler link. 

RM - a vector of the link masses. 

RJ - a vector of the link polar moments of inertia about 

their centres of mass. (Note that CM, RM, and RJ 

must have compatible units with Wl, Al, and PAR since 

the units for the shaking forces and moments are 

derived from these units.) 

BALVAL (720) For METHOD=6 to 11 

Tl - a vector of the crank angles* in radians at the 

precision points. 

TlD - a vector of the crank angles in degrees at the 

precision points. 

T2 - a vector of the coupler angles* in degrees at the 

precision points. 

T3 - a vector of the follower angles* in radians at the 

precision points for the four-bar only. 

W2 - a vector of the coupler angular velocities in radians 

per second at the precision points. 

W3 - a vector of the follower angular velocities in radians 

* 

per second at the precision points (for the four-bar 

only) • 

See Appendix D for the definitions of these angles. 
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A2 - a vector of the coupler angular accelerations in 

radians/sec/sec at the precision points. 

A3 - a vector of the follower angular accelerations in 

rad/sec/sec at the precision points {for the four-bar 

only) • 

AHl - a vector of the horizontal acceleration components 

of a given crank point at the precision points. 

AVl - a vector of the vertical acceleration components 

of a given crank point at the precision points. 

~H3 - a vector of the horizontal acceleration components 

of a given follower point at the precision points. 

AV3 - a vector of the vertical acceleration components 

of a given follower point at the precision points. 

SFH - a vector of the unbalanced horizontal shaking forces 

at the precision points 

SFV - a vector of the unbalanced vertical shaking forces 

SMO 

TSFH 

TSFV 

TSMO 

at the precision points. 

- a vector of the unbalanced shaking moments at the 

precision points. 

- a vector of the balanced horizontal shaking forces 

at the precision points. 

- a vector of the balanced vertical shaking forces at 

the precision points. 

- a vector of the balanced shaking moments at the 

precision points. 
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VR - a vector of the horizontal velocity components of 

a given coupler point at the precision points. 

VI - a vector of the vertical velocity components of a 

given coupler point at the precision points. 
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10. SUBROUTINE DESCRIPTIONS 

Now that the COMMON block variables have been 

identified, a brief description of each FORTRAN subroutine 

is presented. The subroutine arguments are in parentheses 

after the subroutine name. The number of storage locations 

required for the instructions in each subroutine is enclosed 

in brackets after the subroutine argument list. 

MAIN [variable] 

This is the user supplied main program which initiates 

the calls to the proper subroutines and defines the necessary 

input data. See Section 3 for further details. 

FUNSYN (X) (variable j 

This user supplied function subprogram evaluates the 

desired output function (for METHOD=l, 3, and 5) for input 

values of X at the computer determined precision points. No 

COMMON or DIMENSION statements are required. 

COUPLER tyariable] 

This user supplied subroutine (for METHOD=2 and 4) 

defines the horizontal (XD) and vertical (YD) co-ordinates 

of up to 21 desired coupler point positions corresponding to 

the crank angles (PH) which also must be specified. The 

bilateral horizontal (XTOL) and vertical (YTOL) tolerances of 

the co-ordinates of each desired coupler point must be specified. 

Labelled COMMON block DESIRE, which includes the necessary 
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variable dimensioning, must be included. 

EXCON* (X, C, NC) !Yariable] 

This user supplied subroutine evaluates any additional 

implicit or explicit constraints that the user may want to 

include in a given problem. IEXCO must be set equal to zero 

in MAIN for this subroutine to be called. X(l) and/or C(l) 

must be placed in a DIMENSION statement if X (for explicit 

constraints) and/or c (for implicit constraints) are used in 

this subroutine. NC must also be defined in MAIN if this 

subroutine is used. See Figure 10-1 for an example. 

CHEBSP [53) 

This subroutine spaces the precision points at 

Chebychev spacing** of the input function variable values for 

function generation (METHOD=l, 3, and 5). It also determines 

the crank angle (PH) and the desired function output value 

(YD) at the precision points. The midpoint of the crank 

rotation is used as a base point for establishing the scales 

for the input and output motions. Thus the crank angle varies 

from -RNGI/2 to +RNGI/2 relative to this base angle. 

* See Section 7 for further details on adding 

constraints. 

** See Chapter III for the meaning of Chebychev spacing. 
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FtG• 10•1 SAMPLE ADDEO CONSTRAINTS IN EXCON 

EXCONCX•C•NC) 
NOTE USE OF VARIABLE DIMENSIONING 

DIMENSION X(l),Cil) 
METH00•3• THEREFORE NUMBER OF BASIC IMPLICIT CONSTRAINTS•3 
THUS THE FIRST ADDEO IMPLICIT CONSTRAINT MUST BE C14) 
EXPLICIT CONSTRAINT RESTRICTING VARIABLE X(3) TO LIE 
BETWEEN -1 AND +1 IS REQUIRED 
THEREFORE DIRECT VARIABLE TRANSFORMATION 3 
IN CHAPTER It IS USED 
PI•3el4159265 
ARG•COSfPI*IX{3)+1eJ/2e) 
X(3)•-le+2e/PI*ACOSCARG) 

SINCE TRANSFORMATION 3 CAN CAUSE TROUBLES• 
THE IMPLICIT CONSTRAINT INDICATED IN CHAPTER Il IS ADDEO 
NOTE THAT M IN THE CONSTRAINT IS SET TO ll 

C(41•11e-A8SCXC3>-lel 
RETURN 
ENO 
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LINK (ISURF, SM, RF, RAT, PREC)* roGJ 
This is the basic subroutine for the modified 

Powell-Zangwill minimization process**· It is also the 

organizational subroutine for the linkage synthesis problems 

(METHOD=l to 5), making the appropriate calls to the precision 

point set-up subroutines (CHEBSP for function generation and 

COUPLER for coupler-point curve generation) and the output 

plotting subroutines (PLTERR for function generation and 

PLTCUP for coupler-point curve generation). 

If ISURF equals zero, meaning only a linkage analysis 

is being done, then the subroutine only calls the appropriate 

precision-point set-up routine (CHEBSP or COUPLER), makes 

some elementary checks for input data errors, and sets up 

the scaling factors. If ISURF is not equal to zero, then an 

objective function minimization problem is assumed. The 

input variables SM, RF, and RAT are input parameters for 

subroutine UNIMIN and are discussed under that heading. PREC 

is the parameter which determines the precision of the optimum 

independent design variables. If the optimum variable value is 

greater than one, then its precision is approximately 

* See Section 5 for further details on the input 

parameters. 

** See Chapter V for a detailed explanation of this 

process. 
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log10 (.1/PREC) significant figures; if the variable value is 

less than one, then its precision is approximately 

log10 C.l/PREC) decimal places. 

This subroutine also determines the number of indepen-

dent design variables (N) for METHOD=l to 5, and the number of 

basic implicit constraints (NC) if IEXCO is not equal to zero. 

The user supplied starting point is iteratively 

improved using the modified Powell-Zangwill minimization 

technique until the greatest variable change* (for a variable 

value less than one) or the greatest variable relative change* 

(for a variable value greater than one) is less than PREC. 

An iteration consists of successive minimizations along N 

distinct directions (corresponding to each column vector of 

XI), and then a minimization along a direction which is 

conjugate to the previous N directions. The minimization 

along the directions is done by subroutine UNIMIN. The 

technique defines this (N+l)th (conjugate) direction and 

checks the degree of its linear dependency with respect to 

the other directions as follows. If the magnitude of the 

* change = p. - p. 
1 

; 
1 1-

relative change = (pi - pi_1 )/pi ; 

where p. is the variable value at the end of the current 
1 

minimization iteration, and p. 1 is the variable value at the 
1-

end of the previous minimization iteration. 
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determinant (TSTl) of the matrix for which the columns are 

the vector search directions - the new direction (XI(I,M±l), 

I=l, ••• ,N) replacing the old direction along which the 

maximum independent design variable changes occurred 

(XI(I,JS), I=l, ••• ,N) -is greater than EPS(=.sjN• 5), then 

this new direction replaces the JSth direction for the next 

minimization iteration. Otherwise, the same set of directions 

is used for the next minimization iteration. 

The "optimum" point is checked to see if it violates 

any constraints. If it does, then a new minimization sequence 

(a set of minimization iterations starting with the co-ordinate 

directions as the initial search vectors) is started from this 

point with the constraint term multiplier (PM) multiplied by 

6 
10000. This is done until either PM is greater than -10 /C 

(a hang-up), where C is the violated (less than zero) constraint 

value, or c becomes positive. If the first case occurs, then 

a new starting point is generated which is a random perturba-

tion of the "optimum" point. If the second case occurs, then 

the optimun independent design variables are put in COMMON 

block SAVOPT, and the optimum values for CG (OPTNEW), Ul, U2, 

and U3 are set equal to CGBST, UlBST, U2BST, and U3BST 

respectively. A random starting point is then generated for 

a new minimization sequence unless OPTNEW is greater than the 

previous value for OPTNEW (OPTOLD), where OPTOLD is initially 

set to 10 50 , in which case the optimum point is assumed to be 

reached and the output routines are set into action. 
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to zero. 

If two consecutive hang-ups occur IHELP is set equal 

This causes CG in FUNCTION G(X) to be set to 10
20 

and only the constraint terms allowed to vary until all the 

implicit constraints (C) are satisfied, in which case CG is 

again allowed to assume its actual value evaluated in sub-

routine CONFUNC, FBBAL, or SCBAL. This procedure should 

drive the variable values into the feasible region if it is 

possible. If, after this procedure is invoked, two more 

consecutive hang-ups occur (making four consecutive hang-ups) , 

then the problem is abandoned by the subroutine and an 

appropriate diagnostic is printed. 

The minimization execution time (TIME) , and the 

number of function calls (ICOUNT), are printed out after the 

optimization is completed. 

PLTERR (ICK) (13~ 

This subroutine initiates the plotting of the struc-

tural error in the output function (Y) versus the function 

input (X) for function generation. The actual value of the 

function generated (YA) minus the desired value (YD) is 

evaluated at 81 equally spaced precision points in the range 

of crank motion (RNGI). The linkage closure constraint 

(C(l)) is checked at all 81 crank positions. If it is 

violated, then the plotting is not done, and an appropriate 

diagnostic is printed. The minimum transmissibility index and 

the actual range of output motion are printed out after the 
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plotting is done. 

For a function synthesis problem ICK is set equal 

to one. However, for a direct analysis of a given linkage 

ICK is set equal to zero, and PLTERR is called directly from 

program MAIN, the linkage parameters (SV) being put in 

labelled COMMON block SAVOPT, as they also are for function 

synthesis problems, except by subroutine LINK instead of 

manually by the user. 

Essentially, PLTERR sets up the required input for 

the general plotting subroutine, COMPARE. 

PLTCUP (ICK) [130] 

This subroutine initiates the plotting of the desired 

(XD, YD) and actual (CXA, CYA) coupler points, as well as the 

structural error (ERRMAX) versus the crank angle (PH) for 

coupler-point curve generation. This subroutine plays the 

same role as PLTERR does for the function generation problems. 

COMPARE (N, YA, YD, XA, XD, YMAX,UYMIN, XMAX, XMIN, IFLG3) 

(323] 

This subroutine plots one (IFLG3=0) or two (IFLG3=1) 

functions given by pairs of points ( (XA,YA), (XD,YD} } to the 

same scale. The (XA,YA) pairs are the ones printed if 

IFLG3=0. The (XA,YA) points are represented by *'s and the 

(XD,YD} points are represented by o's. 
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The meanings of the input variables are as follows: 

N - the number of pairs of points. 

YA - a vector (of length N) of the vertical 

components of the first set of points to be 

plotted; 

YD - a vector (of length N) of the vertical 

components of the second set of points to 

be plotted; 

XA - a vector (of length N) of the horizontal 

components of the first set of points to 

be plotted; 

XD - a vector (of length N) of the horizontal 

YMAX 

YMIN 

XMAX 

XMIN 

components of 

be plotted; 

- the greatest 

- the smallest 

- the greatest 

- the smallest 

and 

the second set of points 

value of YA and YD to be 

value of YA and YD to be 

value of XA and XD to be 

value of XA and XD to be 

IFLG3 - equals 0 if one set of points is to be 

plotted, or 

to 

plotted; 

plotted; 

plotted; 

plotted; 

equals 1 if two sets of points are to be 

plotted. 

The subroutine sorts the pairs according to their Y 

values - the largest values being first - after converting 
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the X and Y values to integers corresponding to their position 

in the plot (which is of size 81 columns by 41 rows), indexed 

with respect to the top left-hand corner of the plot. This 

process destroys the original values contained in XA, XD, YA, 

and YD. The horizontal (Y=O) and vertical (X=O) axes are 

printed using l's and -'s respectively. Grid points represented 

by +'s are printed every eight horizontal and vertical positions 

from the vertical and horizontal axes respectively. A function­

pair point takes precedence over all other symbols; however, 

points from the two different sets of points being plotted 

(a * and an ~ can be printed over top of each other. 

UNIM (NS, NF, RMAX, JS, N, SC, RF, RAT) ~9~ 

This subroutine finds the minimum of an unconstrained 

objective function (G) along a series of directions (XI) for 

the modified Powell-Zangwill minimization method in subroutine 

LINK. The meanings of the subroutine arguments are as follows: 

NS - the value of index J for the first search 

direction (XI(I,J), I=l, ••• ,N); 

NF - the value of index J for the last search 

direction; 

RMAX - the magnitude of the vector change along the 

search direction in which the largest variable 

changes occurred; 

JS - the value of index J for the search direction 

yielding RMAX; 



N - the number of independent design variables for 

optimization; 

102 

SC - one half the initial step-size for the search for 

a minimum in a search direction (XI); 

RF - the initial value for the relaxation factor; 

RAT - the final reduction ratio for SC (plus Q5) for 

the bracketing of a minimum point in a search 

direction. 

Initially a random step size search is made in the 

search direction in order to locate a point giving a lower 

function value. Then the method systematically searches in 

the positive and then the negative, if necessary, XI direction 

by successively doubling the step size until three consecutive 

points bracket the minimum. Three equally spaced points in 

this bracket are then determined in order to form a quadratic 

approximation of the function for which the distance (RMIN) 

from the starting point to the minimum function value is 

determined. 

If the starting point is bracketed within 2 SC of the 

minimum point1 SM (which is initially set equal to SC) is 

halved unless SC/SM is greater than RAT, in which case the 

quadratic approximation is immediately made. If SM is halved, 

then a new search to bracket the minimuzn is made from the 

current starting point. 
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If desired, the relaxation factor can be set less 

than one (underrelaxing) or greater than one (overrelaxing). 

The starting point for the next directional search is then 

set at RF x RMIN (instead of at the distance from the 

minimum, RMIN) from the current starting point. However, 

if the current starting point is within 4 SC of the minimum 

point, then RF is set temporarily equal to one to ensure 

proper convergence. This relaxation procedure may be 

advantageous in avoiding hang-ups for certain problems. 

G (X) [611 

This function subprogram transforms, using the scaled 

exterior-point transformation*, the constrained objective 

function (CG) subject to the basic mechanism implicit con­

straints (C) evaluated in CONFUNC (for METHOD=l to 5), or 

FBBAL (for METHOD=lO) or SCBAL (for METHOD=ll), as well as 

any user added constraints evaluated in EXCON, into the total 

unconstrained objective function for minimization (G). 

For the special case when IHELP equals zero, CG is set 

to 10 20 if any C(I), I=l, ••• ,NC, is negative, and C(3) (the 

basic mechanism constraint to ensure the desired range of 

output motion for METHOD=l, 3, and 5) is multiplied by 1000 

* See Chapter II for an explanation of this trans-

formation. 
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to normalize it with respect to the other constraints 

(especially the mechanism closure constraint, C(l), which is 

always multiplied by 1000 in subroutine CONFUNC). The scaled 

exterior-point transformation is then applied to this special 

case. 

For the balancing synthesis (METHOD=lO or 11), if 

IEXCO is not equal to zero, then no transformation is required, 

since there are no implicit constraints; thus G equals CG. 

CONFUNC [6 3 4] 

This subroutine evaluates the constrained objective 

function (CG) and the basic mechanism constraints (C(I), 

I=l, ••• ,3 or 4- see NC in Section 9) for the linkage synthesis 

problems {METHOD=l to 5) • 

CG is the sum of inverse utility Ul, which accounts 

for the minimum transmissibility index, TRI, inverse utility 

U2, which accounts for the maximum structural error, EM, and 

inverse utility U3, which accounts for the maximum link 

length, RAL. Scaling factors SCALI, SCAL2, and SCAL3, which 

are defined in LINK from the user input in MAIN, are used to 

define the inverse utilities Ul, U2, and U3 respectively. 

Constraint C(l) is common to all five linkage 

synthesis problems. If C(l) is negative, then the l~nkage 

cannot be closed (i.e. all the links do not touch each other) 

at one or more precision points. 
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Constraint C(3) is used to ensure that the linkage 

has the desired range of output motion for function generation. 

Essentially C(3) is a "loose" equality constraint defined 

from the user input RNGO and TITE, which have been converted 

from degrees to radians in subroutine LINK for METHOD=l and 5. 

This constraint takes the form 

C(3) = TITE - jRGABS - RNGOI 

where RGABS is the absolute value of the actual range of 

output motion. It is thus possible to have a feasible range 

of output motion of plus or minus RNGO ± TITE. 

The other basic implicit constraints (C(2) for 

METHOD=l to 5, C(3) for METHOD=2 and 4, and C(4) for METHOD=5) 

directly depend on the independent design variable values and 

are thus explained in Section 3. 

A direct variable transformation for an explicit 

constraint) restricts the coupler link length (independent 

design variable number two) to be positive for METHOD equal 

to 2, 3, and 4. 

BALANCE ( ICWAN) [356] 

This subroutine calculates the unbalanced horizontal 

(SFH) and vertical (SFV) shaking forces and the unbalanced 

counterclockwise shaking moment (SMO) about the crankshaft 

axis at NPP equispaced positions of the crank link for a given 

planar four-bar (METHOD=lO) or planar slider-crank (METHOD=ll) 

linkage. 
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If lCWAN equals -1, then only the unbalanced forces 

and moments are calculated. This is required by subroutine 

OPTSURF for setting up the contour plotting. If ICWAN equals 

O, then the balancing counterweight independent design 

variables are not optimized, and the current variable values 

(SV) in COMMON block SAVOPT are used to calculate the 

balanced shaking forces and moments. If ICWAN equals 1, then 

the balancing counterweight independent design variables 

are optimized by calling subroutine LINK. 

For ICWAN equal to 0 and 1, a table and plots of the 

unbalanced and balanced shaking forces and moments are 

automatically printed out. 

PREC retains the same meaning it had for subroutine 

LINK. PREC also doubles as the value for sc in the call to 

subroutine LINK. The other subroutine LINK input parameters, 

ISURF, RF, and RAT, are fixed at 1, 1., and 2.5 respectively. 

The number of independent design variables (N) for 

the balancing synthesis problems are defined in subroutine 

BALANCE. 

SCBAL (X, ICWAN) (7~ 

This subroutine determines the additional inertia 

forces and moments due to the added counterweight to the 

crank link for slider-crank balancing (METHOD=ll) for up to 
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36 equispaced positions of the crank link. It also adds the 

unbalanced shaking forces and moments (SFH, SFV, and SMO) 

calculated in subroutine BALANCE to the counterweight forces 

and moments (FCWH, FCWC, and FCWM) to form the total balanced 

shaking forces and moments (TSFH, TSFV, and TSMO) for a 

particular set of counterweight independent design variables, 

X. The maximum values of TSFH, TSFV, and TSMO at the precision 

point, and the scaling factors SCLSFH, SCLSFV, and SCLSMO 

determined in subroutine BALANCE from the user input, are then 

used to form the inverse utilities Ul, U2, and U3. These 

inverse utilities are summed to form the constrained objective 

function CG. 

This subroutine also applies a direct variable 

transformation to independent design variables X(3) (the crank 

counterweight mass) and X(4) (the crank counterweight polar 

moment of inertia} to prevent them from becoming negative. 

If ICWAN equals zero, then the subroutine skips 

evaluating the objective function CG. If ICWAN is not equal to 

zero, then CG is calculated. 

FBBAL (X, ICWAN) [11~ 

This subroutine is the equivalent of subroutine SCBAL 

for the planar four-bar balancing problem (METHOD=lO). In 

addition to the inertia forces resulting from the crank 

counterweight (FCWHl and FCWVl), the inertia forces from the 
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follower counterweight (FCWH3 and FCWV3) are calculated. 

Also the total inertia torque resulting from both the crank and 

follower counterweights (FCWM) is calculated. Thus, 

TSFH = SFH + FCWHl + FCWH3 

TSFV = SFV + FCWVl + FCWV3, and 

TSMO = SMO + FCWM. 

In a way similar to that for SCBAL, the calculations 

are based on a particular set of independent counterweight 

design variables, X. This subroutine applies a direct 

variable transformation to variables X(3) (the follower 

counterweight mass), X(4) (the follower counterweight polar 

moment of inertia), X(7) (the crank counterweight mass), 

and X(8) (the crank counterweight polar moment of inertia) to 

prevent these variables from becoming negative. 

If ICWAN equals zero, then FBBAL skips the evaluation 

of CG. 

SCANG (JFLAGl, JFLAG2) ~9~ 

This subroutine calculates the angular velocities 

(W2) and accelerations (A2) of the coupler link of a planar 

slider-crank linkage for NPP equispaced positions of the 

crank link. This subroutine can be called directly by the 

user (METHOD=8), or by other subroutines (see Section 11). 

If JFLAGl equals zero, then a table of the coupler 

link angular velocities and accelerations at the precision-



point crank angles is printed out. If JFLAG2 is equal to 

zero, then plots of the tabulated values are produced. 

FBANG (JFLAGl, JFLAG2) [296] 
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This subroutine calculates the angular velocities 

(W2 and W3} and accelerations (A2 and A3} of the coupler and 

follower links respectively of a planar four-bar linkage for 

NPP equispaced positions of the crank link. This subroutine 

can be called directly by the user (METHOD=6}, or by other 

subroutines (see Section 11) • 

JFLAG 1 and JFLAG 2 have the same meanings as for 

subroutine SCANG. 

LINCUP (!PLOT, !SKIP, CR, CT, AR, AI} [385] 

This subroutine determines the horizontal (VR and AR) 

and vertical (VI and AI) velocities and accelerations of a 

point on the coupler link of a planar four-bar or slider-crank 

linkage for NPP equispaced positions of the crank link. This 

subroutine can be called directly by the user (with METHOD=7 

for the planar four-bar or METHOD=9 for the planar slider­

crank), or by other subroutines (see Section 11). 

For METHOD equal to 7 or 9 a table of the magnitudes 

and angles of the velocities and accelerations is automati­

cally printed out. If !PLOT equals zero, then subroutine 

COMPARE is called to make plots of the tabulated values. 
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This subroutine calls SCANG (for METHOD=9) or FBANG 

(for METHOD=7) to obtain the angular velocities and accelera­

tions of the links unless !SKIP equals zero, in which case the 

subroutine assumes that these feeder subroutines have been 

previously called by the user, and thus need not be called 

again. 

CR and CT (Figure 10-2) are the parameters which 

define the coupler-point position relative to the coupler 

link. 

LINIO (X) [86] 

This subroutine calculates the acceleration of given 

points on the crank and follower links for NPP positions of the 

crank link. Vector X contains the parameters which determine 

the position of the crank (X(l) and X(2)) and the follower 

(X(S} and X(6)) points relative to their respective links 

and corresponds to the balancing independent design vector 

(Figure 3-14). This subroutine is used for balancing problems, 

but can be called by the user in subroutine EXCON if desired. 

OPTSURF (NX, NY, GMAX, GMIN, XMAX, XMIN, YMAX, YMIN, !SKIP) 

[128] 

This subroutine, which is called directly by the user 

in MAIN, sets up values for subroutine PLOTCN to produce a 

contour plot of a two dimensional subspace of an optimization 

hypersurface with respect to the independent design variables 
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COUPLER POINT 

COUPLER LINK 

FIG. 10-2 COUPLER-POINT PARAMETERS 
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of index NX and NY. The intersections of the implicit con­

straint hypersurfaces with the optimization hypersurface are 

also plotted. Details on the input and output of this 

subroutine are found in Section 3-11. 

PLOTCN (FMAX, FMIN, NC) (89] 

This is the subroutine which plots the values set 

up in subroutine OPTSURF. FMAX and FMIN correspond to GMAX 

and GMIN respectively in OPTSURF. NC is the number of 

implicit constraints to be included in the plotting. 

11. SYSTEM FLOWCHARTS 

Figures 11-1 to 11-14 show the subroutine relationships 

(in flowchart form) for the problems which can be handled by 

the computer program. 
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APPENDIX F - PROGRAM LISTING 

CONTENTS 

Page 

CHEBSP 126 

LINK 127 

PLTERR 134 

PLTCUP 136 

COMPARE 138 

UN I MIN 142 

G 147 

CONFUNC 149 

BALANCE 155 

SCBAL 160 

FBBAL 162 

SCANG 164 

FBANG 166 

LIN CUP 169 

LINIO 172 

OPT SURF 173 

PLOTCN 175 

125 



SUBROUTINE CHEBSP 
COMMON VERBOTC179~) 
COMMON /NUMBERS/NPPtMETHOOtiCASEtNtNCtlEXCO 
COMMON /SVNIN/XMINtXMAXtRNGitRNGOtTITEtCFRICtlSYM 
COMMON /OESJRE/XDC21)tY0(8l)tPH(8l)tXTOL12l)tYTOLC21) 
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COMMON /tNTERN/RPSitCGtCC20)tUltU2tU3tPMtiCOUNTtPSt8l)tCXAC2l)t 
1CYAC21)tERRMAXC21)tTRitZERO 

C SUBROUTINE TO DETERMINE THE PRECISION POINTS WITH CHEBYCHEV SPACING 
C TO MINIMIZE THE STRUCTURAL ERROR FOR FUNCTION GENERATION 
C ALSO DETERMINES THE INPUT ANGLES• PH(l)t AT THE PRECISION POINTS AND 
C THE DESIRED OUTPUT FUNCTION• YDCilt AT THE PRECISION POINTS 
C NOTE- THE MIDPOINT OF THE INPUT RANGE IS ALWAYS AN EXACT PRECISION 
C POINT 
C THE OTHER POINTS ARE ONLY PSEUDO PRECISION POINTS 
C PHClJ AND PHCNPP+2) ARE NOT AT PSEUDO PRECISION POINTSt BUT ARE 
C USED ONLY TO OBTAIN THE ACTUAL OUTPUT RANGE OF MOTION IN CONFUNC 

PHC1)••RNGI/2e 
PHCNPP+2)••PH(l) 
IFCXMAXeLEeXMIN) GOTO 3 
A•CXMAX+XMIN)/2e 
H•CXMAX•XMIN)/2e 
TN•1e5707963268/FLOATCNPP) 
SCAL•RNGI/C2e*H), 
00 1 I•ltNPP 

C DEFINING FIXED VALUES OF INPUT VARIABLE FOR PRECISION POINTS 
X• •H*COSCFLOATC2*I•l)*TN) 
PHCI+l)•X*SCAL 
FILL•X+A 

C DEFINING DESIRED VALUES OF SCALED OUTPUT VARIABLE AT PRECISION POINTS 
1 YOCt)•FUNSYNCF!LL) 

C DETERMINING RANGE OF DESIRED FUNCTION OUTPUT 
FXM•FUNSYNCXMJN) 
tFCISYMeEQeO) GOTO 2 
RPSt•FUNSYNtXMAX)•FXM 
RETURN 

2 RPSI•YDCNPP/2+1)•FXM 
RETURN 

3 WRITEC6t100) 
STOP 

100 FORMATClHOtlOXt*IMPOSSISLE SITUATION• XMIN eGE• XMAX/ 
111Xt*PROGRAM HAS BEEN ABORTED*) 

END 
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SUBROUTtNE LfNK(fSURFtSMtRFtRATtPREC) 
C SUBROUTINE TO FINO THE MINIMUM OF A FUNCTION SUBJECT TO INEQUALITY 
C CONSTRAINTS 
C EQUALITY CONSTRAINTS CAN BE USED IF THEY ARE PUT IN THE FORM OF 
C A SUITABLE INEQUALITY CONSTRAINT 
C THE BASIS OF THIS PROGRAM IS POWELL'S CONJUGATE DIRECTION METHOD 
C WITHOUT DERIVATIVES IeEe THIS PROGRAM USES A ZEROTH ORDER METHOD 
C THE TEST FOR EFFIENCY OF NEW CONJUGATE DIRECTIONS IS BASED ON A 
C MODIFICATION OF POWELL'S EFFICIENCY TEST BY ZANGWILL IN 1968 
C THE MINIMIZATION ALONG A LINE AND TRANSFORMATION OF THE CONSTRAINED 
C PROBLEM INTO AN UNCONSTRAINED PROBLEM ARE NEW FEATURES DESIGNED 
C ESPECIALLY FOR THIS PROGRAM 
C SET ISURF•O IF ONLY DESIRING SET-UP FOR CALLING FOR SURFACE 
C OPTIMIZATION PLOT 

COMMON PC10tl2)tXIC10tll)tDIRC10) 
COMMON /STRTPT/STRTPTC10) 
COMMON /SCLFAC/SCALltSCAL2tSCAL! 
COMMON /SAVOPT/ SVClOl 
COMMON /MODULO/IMDtiHELP 
COMMON /SYNtN/XMINtXMAXtRNGitRNGOtTITEtCFRIC 

I 

COMMON /NUMBERS/NPPtMETHODtiCASEtNtNCtiEXCO 
COMMON /INTERN/RPSitCGtCC20)tUltU2tU3tPM•ICOUNT•PS(8l)tCXAC2l)t 

lCYAC21JtERRMAXC21JtTRitZERO 
COMMON /DESIRE/XDC2lltYDC8l)tPHC8lltXTOLC21ltYTOLC21) 

C CALLING CDC CLOCK TO GET STARTING TIME 
CALL SECONOCTIME) 

C MAKING SURE ICASE • + OR - 1 
ICASE•tSIGNCltiCASE) 
IFCMETHODeGTe9) GOTO 16 
IMD•2 
IFCMETHODeNEeleANDeMETHODeNEe3) IMD•O 

C CONVERTING INPUT RANGE OF MOTION TO RADIANS FROM DEGREES 
RNGI•RNGI*e0174533 
IFCMETH00eNEe3eANDeMETHODeNEe4) CFRIC•Oe 
NNC•3 
GOTOC7t8t9t10tl1)tMETHOD 

C DETERMINE PRECISION POINTS AND OUTPUT FUNCTION AT THESE POINTS 
C AND DEFINE NUMBER OF DESIGN VARIABLES AND CONSTRAINTS 

7 CALL CHEBSP 
N•4 
WRITEC6t99) 
GOTO 62 

8 CALL COUPLER 
N•lO 
WRITEC6t100) 
GOTO 18 

9 CALL C~EBSP 
N•4 
WRITEC6tl10) 
GOTO 18 



10 CAlL COUPLER 
N•9 
WRITEC6t111) 
GOTO 18 

11 CALL CHEBSP 
N•7 
NNC•4 
WRITEC6t118) 
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C CONVERTING OUTPUT RANGE OF MOTION TO RADIANS FROM DEGREES 
62 RNGO•RNGO*•Ol74533 

C INSURING A POSITIVE RANGE OF OUTPUT MOTION 
C CHECKING FOR INPUT DATA ERRORS 

IFCRNGO.LT.O) WRITEC6t128) 
RNGO•ABSCRNGO) 
TtTE•TtT£*•0174533 
GOTO 18 

16 IFCMETHODeEQ,10) WRITEC6t119) 
IFCMETHOD,EQ,ll) WRITEC6t120) 

18 WRITEC6t98) ICASE 
IFCMETHOD.GT,9) GOTO 17 

C SET NOe OF CONSTRAINTS CNC) EQUAL TO NNC DEFINED ABOVE IF USER 
C IS NOT ADDING ANY CONSTRAINTS CIEXCO •NE• 0) 

IFCIEXCO.NEeO) NC•NNC 
C CONVERTING SCALING PARAMETERS TO A SUITABLE FORM 

ZERO•CFRIC/SQRTCle+CFRIC*CFRIC) 
C CHECKING FOR INPUT DATA ERRORS 

IFCSCAL1eGT.,9998) WRITEC6tl22) 
IFCSCAL1eLTee0175) WR!TEC6tl23) 
SCALl•AMINlCSCALlte9998) 
SCALl•AMAX1tSCALlte0175) 
IFCZEROeGEeSCALl) GOTO 51 
SCAL1•CSCAL1-ZER0)/(1,-SCAL1) 
IFCMODCMETH00t2)) 12t13t12 

C ROUTE FOR FUNCTION GENERATION 
C CHECKING FOR INPUT DATA ERRORS 

12 IFCSCAL2eLTe1•0E-07) WRITEf6tl24) 
SCAL2•AMAXlCSCAL2tleOE-07) 
SCAL2•1e/CSCAL2*SCAL2) 
GOTO 14 

C ROUTE FOR COUPLER CURVE SYNTHESIS 
13 DO 15 I•1tNPP 

XTOLCI)•XTOL(I)*XTOLCI) 
15 YTOLCJ)•YTOL(I)*YTOLCI) 

C CHECKING FOR INPUT DATA ERRORS 
14 IFCSCAL3eLTele1) WRITEC6tl25) 

SCAL3•AMAXl(SCAL3t1,1) 
SCAL3•CSCAL3-1e)*(SCAL3-le) 

C INITIALIZE COUNTER 



17 ICOUNT•O 
C DEFINE INITIAL PENALTY MULTIPLIERtPM 

PM•lOe 
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C TESTING TO SEE IF ONLY SCALING VALUES WANTED FOR A HYPER-SURFACE 
C EXPLORATION 

IFCISURFeEQeO) RETURN 
C INITIALIZING STARTING POINT 

DO 35 I•ltN 
35 PCitl)•STRTPT(J) 

C PRINT OUT THE STARTING POINT 
WRITEC6t103)CPCitllti•ltN) 
lVlOL•O 

C INITIALIZE SPECIAL INDEX FOR FUNCTION LEVELER IN INFEASIBLE REGION 
IHELP•2 

C DEFINING LINEAR DEPENDANCY PARAMETER 
EPS•e5/SQRTCFLOATCN)) 

C SEEDING RANDOM NUMBER GENERATOR FOR PERTURBATION OF OPTIMUM 
SEEO•RANFCe123456789) 
Nl•N+l 
N2•N+2 

C INITIATING OPTOLD COMPARISON VARIABLE FOR LOCAL OPTIMUM CHECK 
OPTOLD•leOE+50 

C SET CONJUGATE DIRECTION VECTORS INITIALLY TO COORDINATE DIRECTIONS 
30 DO 1 I•ltN 

DO 2 J•ltN 
2 XICitJ)•O• 
1 XICiti)•le 

C SET EFFICIENCY PARAMETER• OELt INITIALLY TO l• 
DEL•le 

24 A•Oe 
C CALL SUBROUTINE UNIMIN TO FIND THE MINIMUM OF THE UNCONSTRAINED 
C FUNCTION ALONG EACH OF THE N CONJUGATE DIRECTIONS AND DETERMINE THE 
C LARGEST SCALAR MULTIPLIERtA CAND ITS INDEXtJSlt OF THEN SCALAR 
C MULTIPLIERS OF THE CONJUGATE DIRECTIONS 

CALL UNIMIN(ltNtAtJStNtSMtRFtRAT) 
C DEFINING A NEW CONJUGATE DIRECTION 
C AND DEFINING THE NORMALIZING CONSTANT• ALPt FOR THE EFFICIENCY TEST 
C OF THE NEW CONJUGATE DIRECTION 

DIRCl>•PCltNl>-PCltl) 
TSTl•DIRCl)*DIR(l) 
00 19 I•2tN 
OIRCI>•PCitNl)-PCitl> 

19 TSTl•TSTl+OIRCI>*OIR(I) 
ALP•SQRTCTSTl) 

C NORMALIZING THE NEW CONJUGATE DIRECTION VECTOR 
00 21 I•ltN 
XICitNl>•DIRCI)/ALP 

21 CONTINUE 
B•O. 
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C FINDING THE MINIMUM OF THE FUNCTION ALONG THE NEW CONJUGATE DIRECTION 
C VECTOR 

CALL UNIMINCNltNltBtitNtSMtRFtRAT) 
C COMBINATION ABSOLUTE-RELATIVE ERROR TEST ON VARIABLE WITH LARGEST 
C CHANGE 
C ABSO~UTE TEST IF VARIABLE eLE. lt RELATIVE TEST IF VARIABLE .GT.l 

TST4•0, 
DO 5 t•ltN 
TST5•ABSCPCitN2>-PCitl)) 
CKSZ•ABSCPCitN2)l 
IFCCKSZeGTelel TST5•TST5/CKSZ 

C DEFINING THE STARTING POINT FOR THE NEXT MINIMIZATION SEQUENCE 
PCitll•PCitN2) 

5 TST4•AMAX1CTST4tTST5) 
IFCTST4eLTePREC) GOTO 20 

C TESTING TO SEE IF NEW CONJUGATE DIRECTION IS EFFICIENT 
C ALL OLD DIRECTIONS RETAINED IF NEW CONJUGATE DIRECTION IS NOT 
C EFFICIENT 
C INEFFIENCY IS A SIGN THAT THE NEW CONJUGATE DIRECTION IS NOT LINEARLY 
C INDEPENDENT AND THUS NOT REALLY CONJUGATE TO THE OTHER DIRECTIONS 
C HOPEFULLY A NEW SEQUENCE WILL PRODUCE A MORE EFFICIENT DIRECTION 

TSTl•A*DEL/ALP 
IFCTSTleLT,EPS) GOTO 24 

C ROUTE IF NEW DIRECTION IS EFFICIENT 
C THE DIRECTION WITH THE MULTPLIER OF HIGHEST MODULUS IS REP~ACED WITH 
C THE NEW CONJUGATE DIRECTION 

DO 25 I•ltN 
XICitJSl•XICitNl) 

25 CONTINUE 
C DEFINING A NEW EFFIENCY PARAMETER 

DEL•TSTl 
GOTO 24 

C ROUTE WHEN CONVERGENCE TO A SOLUTION HAS BEEN REACHED 
C OBTAINING FINAL VALUES OF THE CONSTRAINED OBJECTIVE FUNCTION AND THE 
C CONSTRAINTS THROUGH LABELLED COMMON 

20 OPTNEW•G(P) 
C CHECKING TO SEE IF PERTURBED STARTING POINT HAS LED TO A LOWER LOCAL 
C UNCONSTRAINED OPTIMUM OBJECTIVE FUNCTlON VALUE 
C ON FIRST RUN OPTOLO•leOE+50 

IFCOPTNEW-OPTOLD) 28t29t29 
C PRINT LOCAL OPTIMUM 

28 WRITE<6•106) CGtCPCitl)tl•ltNl 
IFCNCeEOeO) GOTO 60 
WRITEC6tl02l CCCilti•ltNC) 

C CHECKING FOR NEGATIVE CONSTRAINT VALUES AT FINAL OPTIMUM 
DO ~ l•ltNC 
IFCCCI)l 32t3t3 

3 CONTINUE 
C SAVE PARAMETER VALUES FOR BEST POINT 

60 CGBST•CG 



UlBST•Ul 
U2BST•U2 
U3BST•U3 

C SETTING OPTOLD FOR NEXT COMPARISON 
OPTOLD•OPTNEW 
PM•lOe 
IHELP•2 
IVIOL•O 
DO 47 l•ltN 

47 SVCI)•PCitl) 
38 00 27 I•ltN 
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C RANDOM PERTURBATION OF OPTIMUM POINT DESIGN VARIABLES TO START A NEW 
C MINIMIZATION SEQUENCE 

27 PC!tl)•PCit1)*(3e•4e*RANFC0e)) 
C PRINT OUT STARTING VALUES FOR MINIMIZATION IN THE NEXT SEQUENCE 

WRITEC6tl04) CPCitl)tl•ltN) 
GOTO 30 

C ROUTE IF METHOD HAS TERMINATED AT A SUPPOSED OPTIMUM AFTER AT LEAST 
C ONE PERTURBATION OF THE DESIGN VARIABLES 
C CHECKING FOR CONSTRAINT VIOLATIONS 

29 IFCNC.EQeO) GOTO 33 
DO ~1 I•ltNC 
IFCCCI)) 32t3lt31 

31 CONTINUE 
GOTO 33 

C ROUTE IF OPTIMUM DETERMINED IS INFEASIBLE 
C CHECK TO SEE IF AN INFEASIBLE HANG-UP HAS OCCURRED 

32 IFCPM.LT.C-1e0E+06/CC!))) GOTO 37 
C INCREASING UNSUCCESSFUL STARTING POINT COUNTER 

IVIOL•IVIOL+1 
C PROGRAM ABORTED IF 4 CONSECUTIVE UNSUCCESSFUL STARTING POINTS 
C GENERATED 

IFCIVIOLeEQe4) GOTO 39 
C IF 2 CONSECUTIVE UNSUCCESSFUL STARTING POINTS GENERATED 
C SET INDEX FOR FUNCTION LEVELING 

IFCIVIOLeEQe2) IHELP•O 
WRITEC6t126) 
GOTO 38 

37 WRITEC6tl07) ftCCI) 
W~ITEC6t104) CPCitl)tl•ltN) 

C INCREASING PENALTY MULTIPLIER FOR NEXT LOOP 
PM•PM*lOOOOe 
GOTO 30 

C CALCULATING TOTAL EXECUTION TIME 
33 CALL SECONDCTF) 

TIME•TF-TIME 
C PRINTING FINAL VALUES OF CONSTRAINED OBJECTIVE FUNCTION• DESIGN 
C VARIABLES• AND THE CONSTRAINTS 

WRITEC6tl06) CGtCPCitl)tl•ltN) 



IFCNCeEOeOl GOTO 45 
WRITEC6t102) CCCJ)tJ•ltNC) 
IFCMETH00eGTe9t GOTO 45 

C ~RINTING PARAMETERS AT BEST POINT 
WRITE(6t109) U1BSTtU28STtU3BSTtCGBSTtCSVCI)tl•1tN) 
GOTO 46 

45 WRITEC6t121) U1BSTtU2BSTtU3BSTtCG8STtCSVCI)ti•ltN) 
C PRINTING NUMBER OF FUNCTION EVALUATIONS 

46 WRITEC6tl08) !COUNT 
C PRINTING OUT TOTAL EXECUTION TIME 

WRITEC6tl05) METHOOtTIME 
tFCMETHODeGTe9) RETURN 

C DETERMINING WHICH PLOTTING ROUTINE TO USE 
C THE ROUTINE TO BE USED DEPENDS ON METHOD 

GOTOC40t41t40t41t40)tMETHOD 
40 CALL PLTERR(1) 

RETURN 
41 CALL PLTCU~Cl) 

RETURN 
51 WRITEC6tll7) 

STOP 
39 WRITEC6tl27) 

STOP 
98 FORMATCllXt*WHERE ICASE•*tl3) 

132 

99 FORMATClHltlOXt*SYNTHESIS OF A PLANAR 4-BAR FUNCTION GENERATOR MEC 
lHANISM*) 

100 FORMAT(lHltlOXt*SYNTHESIS OF A PLANAR 4-BAR MECHANISM TO PRODUCE A 
1 GIVEN COU~LER CURVE*) 

102 FORMATClHOtlOXt*THE CONSTRAINT VALUES ARE*/(l6Xt4Gl6e5), 
103 FORMATC1HOtlOXt*THE STARTING DESIGN VARIABLE VALUES ARE*/ 

1<16Xt4G16e5)) 
104 FORMATClHO//llXt*THE NEW STARTING DESIGN VARIABLE VALUES ARE*/ 

1C16Xt4Gl6e5)) 
105 FORMATC1H0t10Xt*TOTAL EXECUTION TIME FOR METHOO*tl3t* IS*• 

1F10e3t* SECONDS*) 
106 FORMAT(lHOtlOXt*LOCAL OPTIMUM VALUE OF OBJECTIVE FUNCTION IS*t 

1Gl3e5//11Xt*DESIGN VARIABLE VALUES ARE*/Cl6Xt4Gl6e5)) 
107 FORMATClHOtlOXt*THE OPTIMUM VALUE DETERMINED IS INFEASIBLE*/ 

111Xt*CONSTRAINT NUMBER*tl3t* HAVING THE VALUE*•G14e5/ 
211Xt*THEREFORE THE PENALTY MULTl~LIER HAS BEEN MULTIPLIED BY 10000 
3*/llXt*AND A NEW MINIMIZATION SEQUENCE FROM THE CURRENT OPTIMUM ST 
4ARTED*) 

108 FORMATClHOtlOX*NUMBER OF FUNCTION CALLS WAS*ti7) 
109 FORMATClH0//16Xt*TRANSMISSIBILITY INDEX FUNCTION IS*tG13e5// 

ll6Xt*STRUCTURAL ERROR FUNCTION IS*tGl3e5//16Xt 
2*LINK LENGTH FUNCTION IS* 
3tGl3e5//l6Xt*FINAL OPTIMUM VALUE OF OB~ECTIVE FUNCTION IS*t 
4Gl3,5//l6Xt*DESIGN VARIABLE VALUES ARE*/Cl6Xt4Gl6e5)) 

110 FORMATC1Hltl0Xt*SYNTHESIS OF A PLANAR SLIDER-CRANK FUNCTION GENERA 
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1TOR MECHANISM*) 
111 FORMATC1Hlt10Xt*SYNTHESIS OF A PLANAR SLIDER•CRANK MECHANISM TO PR 

lODUCE A GIVEN COUPLER CURVE*) 
117 FORMATClHOtlOXt*THE OPTIMIZATION FUNCTION IS ILL-FORMED SINCE THE 

lWORST POSSIBLE CASE CZERO)/llXt*FOR THE INDEX OF TRANSMISSIBILITY 
2EXCEEDS ITS SMALLEST ACCEPTABLE VALUE CSCALll*/llXt*THEREFORE INCR 
3EASE SCAL1 AND/ORt IF DOING A SLIDER-CRANK SYNTHESISt DECREASE CFR 
4IC*/11Xt*CURRENT RUN HAS BEEN ABORTED*) 

118 FORMATClHltlOXt*SYNTHESIS OF A SPATIAL 4-BAR CRGGR) FUNCTION GENER 
lATOR MECHANISM*) 

119 FORMATC1Hltl0Xt*BALANCING OF A PLANAR 4-BAR MECHANISM*) 
120 FORMATC1Hlt10Xt*BALANCING OF A PLANAR SLIDER•CRANK MECHANISM*) 
121 FORMATC1HO//l6Xt*HORIZONTAL SHAKING FORCE FUNCTION IS*tGl4e5// 

ll6Xt*VERTICAL SHAKING FORCE FUNCTION IS*tG14e5//l6Xt 
2*SHAKING MOMENT FUNCTION IS*tGl4e5// 
316Xt*FINAL VALUE OF BALANCING OBJECTIVE FUNCTION IS*tG14e5//l6X• 
4*BALANCING VARiABLE VALUES ARE*/(16Xt4Gl6e5)) 

122 FORMATC1HOt*WARNINGt SCAL1 GREATER THAN e9998 WAS DETECTED BY LINK 
1 AND WAS SET EQUAL TO e9998*) 

123 FORMATClHOt*WARNINGt SCALl LESS THAN e0175 WAS DETECTED BY LINK AN 
lD WAS SET EQUAL TO e0175*) 

124 FORMATC1HOt*WARNINGt SCAL2 LESS THAN leOE-07 WAS DETECTED BY LINK 
lAND WAS SET EQUAL TO leOE•07*) 

125 FORMATClHOt*WARNINGt SCAL3 LESS THAN l•l WAS DETECTED BY LINK AND 
lWAS SET EQUAL TO 1•1*) 

126 FORMATC1H0t10Xt*MINIMIZATION ROUTINE HAS HUNG UP IN AN INFEASIBLE 
1REGI0~*/11X•*INDICATIONS ARE THAT THE CONSTRAINTS ARE SUCH THAT A 
2FEASIBLE REGION*I11Xt*CANNOT BE REACHED FROM THE CURRENT LOCATION* 
3/llX•*THEREFORE A NEW STARTING POINT HAS BEEN GENERATED*) 

127 FORMATC1HOt10Xt*INDICATIONS ARE THAT NO FEASIBLE SOLUTION EXISTS*/ 
111Xt*RECHECK CONSTRAINTS IN SUBROUTINE EXCONt AND METHOD INPUT DAT 
2A*/11Xt*PROGRAM HAS BEEN ABORTED*) 

128 FORMATClHOtlOXt*RNGO MUST BE POSITIVE*IllXt*THEREFORE THE ABSOLUTE 
l VALUE OF THE RNGO GIVEN HAS BEEN USED*Il1Xt*IF THE OUTPUT RANGE 0 
2F MOTION OBTAINED IS UNSATISFACTORY CHANGE ICASE OR VECTOR STRPT*) 

END 
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SUBROUTINE PLTERRCICK) 
C SUBPROGRAM TO INITIATE PLOTTING OF THE STRUCTURAL ERROR OF PLANAR 
C 4-BARt PLANAR SLIDER•CRANKt AND SPATIAL 4•8AR MECHANISMS FOR FUNCTION 
C GENERATION CMETH00•1t3t~) 
C THE VALUE OF THE ACTUAL FUNCTION GENERATED MINUS THE DESIRED FUNCTION 
C IS EVALUATED AT 81 POINTS WITHIN THE RANGE OF THE INPUT VARIABLE 
C AND PLOTTED AS THE ORDINATE 
C THE ACTUAL FUNCTION INPUTtXt IS REPRESENTED BY THE ABSCISSA 
C THE ~INIMUM TRANSMISSION ANGLE• ACTUAL RANGE OF FOLLOWER MOTIONt AND 
C THE INPUT STARTING ANGLE ARE ALSO CALCULATED 
C THE MECHANISM PRODUCED JS ALSO CHECKED FOR CLOSURE AT ALL POSITIONS 
C WITHIN THE DESiGNATED RANGES OF MOTION 

DIMENSION YC81)tXC81) 
COMMON /SAVOPT/ SV(10) 
COMMON /INTERN/RPSitCGtCC20)tU1tU2tU3tPMtiCOUNTtPS(8l)tCXAC2l)t 

lCYAC21)tERRMAXC2l)tTRitZERO 
COMMON /NUMBERS/NPPtMETHOD 
COMMON /SYNIN/XMINtXMAXtRNGitRNGOtTITEtCFRlCtlSYM 
COMMON /DESIRE/XDC21)tYDC8l)tPHC81)tXTOLC2l)tYTOLC2l) 

C OBTAINING SET-UP VALUES IF NECESSARY CICK•O) 
tFClCKeEQeO) CALL LINKCO) 

C PRINTING TITLES 
IFCMETHODeEQel) WRITEC6t112) 
IFCMETHODeEQe3) WRITEC6t114) 
tFCMETHODeEQ.,) WRITEC6t116) 
PH(l)••RNGI/2e 
YOCl)•FUNSYNCXMlN) 
XCll•XMIN 
ADD•RNGI/80e 
RNGDIV•CXMAX•XMIN)/80e 
DO 4 1•2t81 
XCJ)•XCI•l)+RNGDIV 
PHCI)•PHCI•l)+ADO 

4 YDCI)•FUNSYNCX(J)) 
C OBTAINING ACTUAL OUTPUT USING OPTIMUM VARIABLES 

CALL CONFUNCCSVt81tOI 
C CHECKING FOR CLOSURE OF THE MECHANISM AT ALL POSITIONS 
C NON-CLOSURE IF CONSTRAINT C(l) IS VIOLATED 

tFCCCl)) 2t3t3 
3 VMAX•-leOE+~O 
YMIN•leOE+~O 
IFCJSYMeEOeO) GOTO 6 

C ROUTE FOR NON-SYMMETRIC FUNCTIONS 
RNGOA•PSC81)•PS(1) 
RPSI•CVDC81)-YDC1))/RNGOA 
GOTO 7 

C ROUTE FOR SYMMETRIC FUNCTIONS CISYM•O) 
6 RNGOA•PSC41)•PSC1) 

RPSI•CYOC41)-YOC1))/RNGOA 



7 DO 1 l•lt81 
YA•VDC41)+RPSl*fPSfl)•PS(41)) 
YCI)•YA•YDft) 
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C DETERMINING THE MAXIMUM AND MINIMUM VALUES OF THE STRUCTURAL ERROR 
YMAX•AMAXl(YMAXtYCJ)) 

1 YMJN•AMINlCYMINtYCI)) 
C DETE~MINING THE tNPUT STARTING ANGLE AND THE RANGE OF OUTPUT MOTION 
C IN DEGRfES 

STAR•57e2957795*CSVC4)+PHC1)) 
WRJTEC6tl00) YMAXtYMIN 
CALL COMPAREC8ltYtYtXtXtYMAXtYMINtXMAXtXMINt0) 
IF<METHODeEOe3l GOTO 5 

C ROUTE FOR 4-BAR LINKAGES 
FINA•PS(l)*57•2957795 
RNGPR•RNGOA*57e2957795 

C PRINTING CRANK STARTING ANGLEt FOLLOWER STARTING ANGLE 
C AND RANGE OF OUTPUT MOTION 

WRIT!f6t102) STARt~INAtRNGPR 
GOTO 8 

C ROUTE FOR SLIDER-CRANK LINKAGE 
5 WRITEC6tl03) STARtPSClltRNGOA 

GOTO 8 
C ROUTE IF C(l) VIOLATED 

2 WR1T!C6tl01) 
8 WRITEC6t104) TRI 

RETURN 
100 FORMATC1H0t5Xt*MAXIMUM STRUCTURAL ERROR (VA-YO) IS*tGl4e5/ 

16Xt*MINIMUM STRUCTURAL ERROR IS*tGl4e5//) 
101 FORMAT(lHOt10Xt*WARNINGt MECHANISM SYNTHESIZED DOES NOT CLOSE AT C 

lERTAIN POSITIONS*/11Xt*IN THE DESIGNATED RANGE OF MOTION*/ 
2 11Xt*SUGGEST INCREASING THE NUMBER OF PRECISION POINTS OR DECREA 
3SING*I11Xt*THE DESIRED RANGE OF MOTION*) 

102 FORMATflHOtlOXt*THE CRANK STARTING ANGLE lS*tG14e5t* DEGREES*// 
lllXt*THE FOLLOWER STARTING ANGLE IS*tG14e5t* DEGREES*//llXt 
2*THE RANGE OF FOLLOWER MOTION IS*tG14e5t* DEGREES*) 

103 FORMATC1H0t10Xt*THE CRANK STARTING ANGLE IS*tGl4e5t* OEGREES*/1 
lllXt*THE SLIDER STARTING POSITION IS*tG14e5//llXt 
2*THE RANGE OF SLIDER MOTION IS*•Gl4e5) 

104 FORMATClHOt10Xt*THE MINIMUM TRANSMISSIBILITY INDEX IS*tGl4e5) 
112 FORMAT(lHlt5Xt*STRUCTURAL ERROR PLOT FOR PLANAR 4-BAR FUNCTION GEN 

lERATION*) 
114 FORMAT(1Hlt5Xt*STRUCTURAL ERROR PLOT FOR PLANAR SLIDER•CRANK FUNCT 

liON GENERATION*) 
116 FORMATC1Hlt5Xt*STRUCTURAL ERROR PLOT FOR SPATIAL FOUR-BAR CRGGR) F 

lUNCTION GENERATION*) 
END 
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SUBROUTINE PLTCUPCICKJ 
C SU8ROUTINE SUBPROGRAM TO INITIATE PLOTTING OF THE DESIRED AND ACTUAL 
C SYNTHESIZED COUPLER CURVES FOR THE PLANAR 4•SAR AND SLIDER-CRANK 
C MECHANISMS tMETHOD•2t4) 
C THE MAGNITUDE OF THE STRUCTURAL ERROR OF THE COUPLER CURVE AT THE 
C PRECISIQN-POJNtS IS ALSO PLOTTED VSe THE CRANK ANGLE IN THE RANGE OF 
C DESIRED MOTION 

COMMON /SAVOPT/ SVC10) 
COMMON /NUMBERS/NPPtMETHOD 
COMMON /INTERN/RPSitCGtCC20)tUltU2tU3tPMtiCOUNTtPS(8l)tCXAC2l), 

1CYAC2l)tERRMAXC2l)tTRitZERO 
COMMON /SYNIN/XMINtXMAXtRNGitRNGOtTITE 
COMMON /OESI~E/CXOC2l)tCYOC8l)tPHC8l)tXTOL(2l)tYTOL(21) 

C OBTAINING SET-UP VALUES 
IFCICKeEOeO) CALL LINKCO) 

C OBTAING COUPLER POINTS AND STRUCTURAL ERROR FOR 
C OPTIMUM VARIABLE VALUES 

CALL CONFUNCCSVtNPPtO) 
C PRINTING PLOT TITLES 

IF(METHOOeEOe2) WRITEC6tl13) 
IFCMETHODeEQ.4) WRITE(6tl15) 

C DETERMINING MAXIMUM ANO MINIMUM X AND Y VALUES FOR COUPLER CURVE PLOT 
YMAX•-le0E+50 
XMAX•-le0E+50 
YMIN•leOE+50 
XMIN•le0E+50 
DO 6 l•ltNPP 
YMAX•AMAXlCYMAXtCYACIJtCYOCJ)) 
YMIN•AMINlCYMINtCYA(l)tCYOCil) 
XMAX•AMAXlCXMAXtCXAfl)tCXO(I), 

6 XMIN•AMINlCXMINtCXA(I)tCXO(I)) 
C PRINTING TITLES FOR COUPLER•POINT PLOT 

WRITEC6tl04) XMINtXMAXtYMINtYMAX 
CALl COMPARECNPPtCYAtCYDtCXAtCXOtYMAXtYMINtXMAXtXMINtll 

C DETERMINING MAXIMUM ANO MINIMUM Y VALUES FOR STRUCTURAL ERROR PLOT 
YMJN•le0E+50 
YMAX••leOE+50 
PMAX•RNGI*57e2957795 
STARA•SV(4)*57e2957795 
DO 1 l•ltNPP 
CYA(Il•SQRTCERRMAX(I)) 
YMIN•AMINlCYMINtCYACI)) 

1 YMAX•AMAXlCYMAXtCYAfl)) 
C PRINTING TITLES FOR STRUCTURAL ERROR PLOT 

WRITEC6tl03) PMAXtSTARAtYMINtYMAX 
XMAX•AMAXlCOetRNGJ) 
XMIN•AMINlCOetRNGI) 
CALL COMPARECNPPtCYA•CYAtPHtPHtYMAXtYMINtXMAXtXMINtO) 
WRITEC6tl01) TRI 
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RETURN 
101 FORMATI1H0t10Xt*THE MINIMUM TRANSMISSIBILITY INDEX IS*tG14eS) 
10! FORMATf1Hlt5Xt*PLOT OF COUPLER CURVE ERROR VSe CRANk ANGLE CHANGE 

1FROM STARTING ANGLE*I6Xt*CRANK ANGLE CHANGE IS*tG14e5•* DEGREES*/ 
26Xt*CRANk STARTING ANGLE IS*tG14e5t* DEGREES*/ 
!6Xt*MlNIMUM VALUE OF ERROR IS*tG14e5•*• MAXIMUM VALUE OF ERROR IS* 
4tG14e5/) 

104 FORMATC1H0t5Xt*MINIMUM X VALUE IS*tG14e5t*MAXIMUM X VALUE IS*• 
1G14e5/6Xt*MINIMUM Y VALUE IS*tG14e5t*MAXIMU~ Y VALUE IS*tG14e5/) 

113 FORMATC1Hlt5Xt*PLOT OF DESIRED COt AND ACTUAL (*tlH*t*) COUPLER PO 
liNTS FOR THE PLANAR FOUR-BAR*) 

115 FORMATC1H1t5Xt*PLOT OF DESIRED (0) AND ACTUAL (*tlH*•*) COUPLER PO 
liNTS FOR THE PLANAR SLIDER•CRANK*) 

ENO 
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SUBROUTINE COMPARECNtYAtYDtXAtXDtYMAXtYMINtXMAXtXMINtiFLG3) 
C SUBROUTINE SUBPROGRAM TO PLOT ONE CIFLG3•0) OR TWO CIFLG3•1) FUNCTIONS 
C GIVEN BY PAIRS OF POINTS TO THE SAME SCALE 
C X AND Y VALUES ARE CONVERTED TO INTEGERS CORRESPONDING TO THEIR 
C POSITION IN THE PLOT CTHUS DESTROYING THEIR ORIGINAL VALUES) 
C THE PAIRS OF POINTS ARE SORTED ACCORDING TO THEIR Y VALUES BEFORE 
C PLOTTING (EVEN FURTHER DESTROYING THEIR ORIGINAL VALUES) 
C THE FIRST FUNCTION IS PLOTTED WITH * SYMBOLS 
C THE SECOND FUNCTION IS PLOTTED WITH 0 SYMBOLS 

DIMENSION YDCN)tYACNJtXDCNJtXACN)tKC81)tKB(6) 
DATA KB/lHltlH•tlH+tlH tlH*tlHO/ 

C DETERMINING SCALING FACTORS 
XFAC•80e/CXMAX-XMJN) 
YFAC•40e/(YMAX-YMtN) 

C DETERMINING FACTORS TO DETERMINE COORDINATE AXES AND GRID POINTS 
KX•le5+YMAX*YFAC 
KY•le5•XMIN*XFAC 
Ll•MODCKVt8) 
IFCLleECeO) L1•8 
LL•C81•L1J/8 

C INCREASING PR£CISION OF Y RANGE 
YFAC•3e*YFAC 

C GETTING YA VALUES IN DECREASING ORDER 
DO 10 l•ltN 

C NOTE YACJ) ARE PUT IN REVERSE ORDER 
C THIS IS SO INDEXING CAN BE DONE FROM THE PLOT 
C TOP LEFT-HAND CORNER 

YACI)•le5+YFAC*CYMAX-YA(I)) 
10 XACIJ•le5+XFAC•CXACIJ•XMIN) 

IL0•2 
IHI•N 

19 IND•O 
C SORTING FORWARDS 

DO 20 I•ILOtiHI 
IFCYACIJeGEeYACI•l)) GOTO 20 
I NO• I 

C SWITCHING ELEMENTS 
T•YACI) 
YAC I )•YAC 1-U 
YACJ•l)•T 
T•XACI) 
XACJ)•XACI•1) 
XA C 1-1) •T 

20 CONTINUE 
tFCtNDeEOeO) GOTO 40 
JHI•IND 
II•IHI+ILO 
INO•O 

C SORTING BACKWARDS 
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DO 10 J•lLOtiHI 
1•11-J 
IFCYACJ)eGEeYACI•l)) GOTO 30 

c SWITCHING ELEMENTS 
IND•J 
T•YACI) 
YAft)•YAU•U 
VA C 1•1) •T 
T•XACI) 
XAC I I•XAC 1•1) 
XA C 1•1) •T 

30 CONTINUE 
ILO•INO 

c TESTING TO SEE IF SORTING OF VA IS COMPLETED 
!FCtNOeNEeO) GOTO 19 

c TESTING TO SEE IF YO TO BE USED ALSO 
40 IFCtFLG1eEOe0) GOTO 41 

c LOOP TO SORT YO VALUES IN ORDER OF DECREASING VALUES 
c SORTING FORWARDS 

DO 11 I•ltN 
c NOTE YO(!) ARE PUT IN REVERSE ORDER 

YO(t)•1e5+YFAC*(YMAX-YOCl)) 
11 XOCI)•1•5+XFAC*CXOCJ)•XMIN) 

IL0•2 
JHI•N 

18 tNO•O 
c SORTING BACKWARDS 

DO 21 I•ILO• IHI 
IFCYO(J)eGEeYO(I-1)) GOTO 21 

c SWITCHING ELEMENTS 
I NO• I 
T•YO(I) 
YD C I ) •YO C I •U 
YO( 1-1) •T 
T•XO(J) 
XDCtl•XDCI•U 
XDCI•l)•T 

21 CONTINUE 
IFCIND.EQeQ) GOTO 41 
IHI•INO 
II•tHI+lLO 
INO•O 
00 11 J•tlOtiHI 
I•tt-J 
IF C YO C I ) • GE • YO ( I -1) ) GOTO 31 

c SWITCHING ELEMENTS 
I NO• I 
T•YOCl) 
YD(J)•YOCJ-1) 



YOC 1•1 )•T 
T•XDCI) 
XDC I )•XDC 1•1) 
XDC t•U•T 

31 CONTINUE 
ILO•IND 

C·TESTING TO SEE IF SORTING OF YO IS COMPLETE 
IF(INDeNEeOl GOTO 18 

41 IND•2 
C GETTING THE FI~ST VALUE OF YA WITHIN THE PRINTING RANGE 

KQAaO 
45 IFCYACKQA+l)eGTeO) GOTO 47 

KQA•KOA+l 
GOTO 45 

47 tFCIFLG3eEQe0) GOTO 48 
C GETTING THE FIRST VALUE OF YO WITHIN THE PRINTING RANGE 

IC.QO•O 
46 IFCYO(KQO+l)eGTeO) GOTO 48 

KQO•KQD+l 
GOTO 46 

48 CONTINUE 
C LOOP TO PRINT ONE LINE OF THE PLOT AT A TIME 

00 50 1•1•41 
C SETTING ALL ELEMENTS TO BLANK OR MINUS FOR THE X-AXIS 

II•t-KX 
1((1)•1(8(4) 
IFCIIeEO.O) KCl)•K8(2) 
00 55 J•2t8l 

55 I((J)•I((J•l) 
tF(MODCIIe8).NEt0) GOTO 58 

C SETTING UP GRID-POINT ELEMENTS 
K(ll)•KB(3) 
L2•Ll 
DO 57 J•ltLL 
L2•L2+8 

57 K(L2)•KBC3) 
GOTO 59 

C CHECKING TO SEE IF Y-AXIS CONES) CAN BE PRINTED 
58 IFCKYeGEeleANOeKYeLEe81) KCKY)•K9(1) 

C DETERMINING YA POSITIONS 
59 KR•IC.OA+l 
65 IFCKR•GTeN) GOTO 62 

IY•IFIX(YACIC.R)) 
IFCIY-INO) 60t6lt62 

60 KQA•KR 
61 IX•IFIXCXACKR)) 

IFCIXtGEeleANDeiX.LEt81) KCIX)•K8(5) 
KR•KR+l 
GOTO 65 
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62 WRITEC6t100) K 
tFCtFLG3eEOeOI GOTO 51 

C DETERMINING VD POSITIONS 
C RESETTING ALL ELEMENTS TO BLANKS 

DO 80 LOOP•lt81 
80 K(LOOPl•KBl41 

KR•KQD+l 
75 IFCKReGTeN) GOTO 72 

IY•tFIXtVDCKRil 
IFCIV-tNOS 70tTlt72 

70 KQO•KR 
71 tX•IFtXCXO(KR)) 

tFClX•GEeleANOeiXeLE•81) KCIX)•K8(6J 
KR•KR+l 
GOTO 7~ 

72 WRITEC6tl01l K 
51 1ND•IND+3 
50 CONTINUE 

RETURN 
100 FORMATC1Xt81All 
101 FORMATClH+t81Al) 

END 
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SUBROUTINE UNIMINCNStNFtRMAXtJStNtSCtRFtRATJ 
DIMENSION FC48) 
COMMON P(l0tl2JtXIC10tllJtXC10) 
COMMON /MODULO/IMO 
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C SUBROUTINE TO MINIMIZE A FUNCTION ALONG ONE CONJUGATE DIRECTION AT A 
C TIME BY VARYING A SCALAR MULTIPLIERt RMIN 
C THE FUNCTION IS MINIMIZED ALONG EACH VECTOR IN SUCCESSION USING THE 
C LAST MINIMUM POINT AS A STARTING POINT FOR THE EACH MINIMIZATION 
C FIRST A REGION IN WHICH THE FUNCTION HAS A MINIMUM IS BRACKETED BY 
C USING AN ACCELERATED UNIVARIATE SEARCH TECHNIQUE 
C THEN THREE EQUALLY SPACED POINTS WITHIN THE BRACKET ARE USED TO DEFINE 
C QUADRATIC INTERPOLATING FORMULA FOR WHICH THE MINIMUM IS OBTAINED BY 
C SETTING ITS FIRST OETIVATIVE EQUAL TO ZERO 
C INSTRUCTIONS USE 517 COCTALJ STORAGE LOCATIONS IN CeMe 
C LIST OF INPUT PARAMETERS 
C NS INDEX OF FIRST MINIMUM POINT TO BE DETERMINED 
C NF INDEX OF LAST MINIMUM POINT TO BE DETERMINED 
C CNF-NS• NOe OF LOOPS THROUGH SUBROUTINE REQUIRED) 
C G EXTERNAL FUNCTION SURPROGRAM WHICH EVALUATES THE 
C UNCONSTRAINED OBJECTIVE FUNCTION AT A PARTICULAR 
C POINTt Pe ANY CONSTRAINT CONSIDERATIONS MUST BE 
C INCLUDED IN G 
C RMAX LARGEST SCALAR MULTIPLIER USED IN THE MINIMIZATION 
C ALONG ALL DIRECTIONS 
C JS INDEX• Jt OF THE CONJUGATE DIRECTION ASSOCIATED 
C WITH RMAX 
C N NUMBER OF DESIGN VARIABLES TO BE OPTIMIZED 
C SC INITIAL MAGNITUDE PARAMETER FOR SCALAR MULTIPLIER 
C RF INITIAL VALUE OF RELAXATION FACTOR 
C RAT FINAL REDUCTION RATIO C+e5) FOR SY~METRICAL 
C BRACKETING OF THE MINIMUM 
C APPROPRIATE VALUES FOR SCt RFt AND RAT ARE eOOOlt l•• AND 2•5 RESPECT• 

DO 20 J•NStNF 
C RESETTING RELAXATION FACTOR 

RFF•RF 
C DEFINING MULTIPLIERS 

SM•SC 
S2•SM*2• 
S3•SM*3• 
Jl•J+l 
DO 26 t•ltN 

26 XCIJ•PCttJJ 
C OBTAINING FUNCTION VALUE AT INITIAL POINT 

FClJ•GCX) 
PNORM•Oe 
00 1 I•ltN 
PCitJ)•XCI) 

l PNORM•PNORM+PCitJ)*PCitJ) 
PNORM•SQRTCPNORM) 
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PNORM•AMAXlCPNORMtle) 
C ATTEMPT TO AVOID LOCAL MINIMUM 
C INITIAL SCALAR MULTIPLIER• RINTt USED FOR MINIMIZATION ALONG A LINE IS 
C SET EQUAL TO NORM OF POSITION VECTORt PNORMt TIMES A RANDOM NUMBER 
C BETWEEN -3• AND +3e 
C IF NEW PONT ALONG THE LINE t A DISTANCE RINT*XI(t,J) FROM THE INITIAL 
C STARTING POINTt YIELDS A LOWER VALUE THEN THIS NEW POINT BECOMES THE 
C INITIAL STARTING POINT FOR UNIMIN 
C NOTE THAT CONJ STILL THINKS PCitJ) IS THE STARTING POINT 

00 4 LO•lt3 
RINT•PNORM*C3e-6e*RANFC0e)t 
DO 3 I •1 'N 
XCl)=PCitJ)+XICitJl*RINT 

3 CONTINUE 
B•GCXt 
IFCB-FCl)) 19t19t4 

4 CONTINUE 
C ROUTE IF ORIGINAL STARTING POINT ACCEPTED 

RINT=Oe 
GOTO 2 

C ROUTE IF A NEW STARTING POINT GENERATED 
19 FCl)•B 

00 22 I•ltN 
22 PCitJ)•X(I) 

C INITIAL TEST SECTION 
2 K•O 
6 K•K+l 

C LOOP TO DEFINE TEST POINTS IN POSITIVE DIRECTION 
C NOTE• X IS A DUMMY POSITION VECTOR USED THROUGHOUT SUBROUTINE 
C TEST FOR UNBOUNDED OPTIMUM 

IFCKeGTe47) GOTO 21 
00 5 I•ltN 
XCI)•PCitJ)+SM*<2**K)*XI(ItJ) 

5 CONTINUE 
FCK+l)•G(X) 

C TEST TO SEE IF LIMIT IN POSITIVE DIRECTION HAS BEEN REACHED 
IFCFCK+l)elEeFCK)) GOTO 6 

C TESTS TO CHECK ON SPECIAL CASES WHEN LIMIT IN POSITIVE DIRECTION HAS 
C BEEN REACHED 

IF<KeEQel) GOTO 7 
IFCKeEQe2) GOTO 17 

C DEFINING A NEW TEST POINT TO GIVE EQUAL SPACING 
EQ•S' *(2**(1<-2)) 
00 8 I•ltN 
XCI>•PCitJ)+EO*XICitJ) 

8 CONTINUE 
F3•GCXt 

C FINDING A COMBINATION OF 3 EQUALL¥ SPACED POINTS TO EVALUATE THE 
C FUNCTION TO DEFINE THE QUADRATIC INTERPOLATING FORMULA FOR THE 
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C POSITIVE CASE 
C DEFINE THE QUADRATIC INTERPOLATING FORMULA FOR THE POSITIVE CASE 
C TWO COMBINATIONS ARE POSSIBLE 
C RL IS THE MIDDLE POINT 

IFCF3•LEeF(K)) GOTO 9 
C FIRST POSSIBLE COMBINATION 

Fl•FCK-1) 
F2•F(K) 
RL•SM *(2**CK-1)) 
GOTO 10 

C SECOND POSSIBLE COMBINATION 
9 Fl•F (IO 

F2•F3 
F3•FCK+l) 
RL•EQ 
GOTO 10 

C CASE WHERE ONLY FIRST THREE POSITIVE POINTS ARE EVALUATED 
17 Fl•FCll 

F2•F(2) 
F3•F(3) 
RL•S2 
RINC•S2 
RFF•l• 
GOTO 16 

C NEGATIVE DIRECTION BRACKETING SECTION 
7 F3•FC2) 

K•O 
11 K•K+l 

C LOOP TO DEFINE TEST POINTS IN NEGATIVE DIRECTION 
C TEST FOR UNBOUNDED OPTIMUM 

IF<K•GT.471 GOTO 21 
00 12 I•ltN 
X(l)•P(ltJI-SM*C2**KI*XICitJI 

12 CONTINUE 
F<K+li•GCXI 

C TEST TO CHECK IF BRACKET HAS AEEN REACHED IN NEGATIVE DIRECTION 
IFCF(K+li.LE.F(K)) GOTO 11 

C TESTS FOR SPECIAL CASES WHEN LIMIT IN NEGATIVE DIRECTION HAS BEEN 
C REACHED 

IF<K•EO.l) GOTO 13 
IF<K•E0.21 GOTO 18 

C ROUTE FOR NORMAL TERMINATION IN NEGATIVE DIRECTION 
C A FOURTH EQUIDISTANT POINT WITHIN THE BRACKET IS DETERMINED AND THE 
C BEST OF TWO POSSIBLE COMBINATIONS OF THREE POINTS IS PICKED 

EQ•S3 *C2**(K-21) 
DO 14 I•ltN 
XCII•PCitJI-EO*XICitJI 

14 CONTINUE 
Fl•G(X) 



IF CFl.LE.F(K)) GOTO 15 
C FIRST POSSIBLE COMBINATION 

FZ•FCK) 
F3•FCK•l) 
RL•-SM *C2**fK•l)) 
GOTO 10 

C SECOND POSSIBLE COMBINATION 
15 F2•Fl 

Fl•FfK+l) 
F:3•F(K) 
RL••EQ 
GOTO 10 

C SPECIAL CASE WHEN LIMITS SYMMETRICAL ABOUT STARTING POINT 
C REOUCE MAGNITUDE PARAMETER FOR SCALAR MULTIPLIER BY 1/2 

1:3 S2•SM 
SM•S2/2e 
S:3•SM*:3e 

C SETTING RELAXATION FACTOR TO le FOR ACCURACY 
RFF•l• 

C TEST TO SEE IF RESTARTING IS NECESSARY 
IFCCSC/SM)eLTeRAT ) GOTO 2 

C ROUTE IF SYMMETRICAL LIMITS MUST BE USED 
F2•F C U 
Fl•.F(2) 
RL•O• 
RINC•S2*2• 
GOTO 16 
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C SPECIAL CASE WHEN ONLY FIRST 3 NEGATIVE POINTS DEFINE THE BRACKET 
18 Fl•FC:3) 

F2•FC2) 
F3•F fl) 
RL•-S2 
RINC•S2 
RFF•l• 
GOTO 16 

C NORMAL ROUTE INTO QUADRATIC MINIMIZING STATEMENT 
10 RINC•EQ/3e 

C ROUTE FOR SPECIAL CASES WHERE RINC HAS BEEN DEFINED PREVIOUSLY 
16 OEN•F:3+Fl-2e*F2 

RMIN•RL-CRINC/2e)*CF3•Fll/OEN 
C APPLYING RELAXATION FACTOR TO SCALAR MULTIPLIER 

RMIN•RFF*RMIN 
C CHECKING FOR THE LARGEST SCALAR MULTIPLIER AND ITS INDEX 

CKMAX•ABSCRMIN) 
IF(CKMAXeLT,RMAX) GOTO 23 
JS•J 
RMAX•CKMAX 

C DEFINING A NEW POINT FOR THE START OF THE NEXT LOCAL MINIMIZATION 
C SEQUENCE 



23 DO 24 I•ltN 
24 PCitJl)•PCitJ)+RMIN*XICitJ) 

IFCMETH00eGTe9) GOTO 20 
PC4tJl)•AMOOCPC4tJl)t6e2831853072) 
lFCIMDeEOeO) PC5tJl)•AMODCPC5tJl)t6e2831853072) 

20 CONTINUE 
RETURN 

C ROUTE IF AN UNBOUNDED OPTIMUM HAS BEEN DETECTED 
21 WRITEC6tl00) 

STOP 
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100 FORMATtlHOtlOXt*UNIMIN HAS DETECTED AN UNBOUNDED OPTIMUM*/llXt 
l*THEREFORE THE PROGRAM HAS BEEN ABORTEOt RECHECK ALL INPUT PARAMET 
2ERS ANO RELATIONSHIPS*) 

END 
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FUNCTION GCX) 
C FUNCTION SUBPROGRAM TO EVALUATE UNCONSTRAINED OBJECTIVE FUNCTION FOR 
CALL METHODS Clt2t3t4t5tl0t11S WHICH REQUIRE OPT1MIZATION OF DESIGN 
C VARIABLES CUP TO 10) 
C UP TO 20 CONSTRAINTS CAN BE HANOLEO 
C FOR ALL OPTIMIZING METHODS UP TO 16 CONSTRAINTS CAN BE ADDED THROUGH 
C SUBROUTINE EXCONfCtNC) WHERE C IS THE CONSTRAINT VECTOR OF SIZE NC 
C WHERE NC IS THE TOTAL NUMBER OF CONSTRAINTS INCLUDING THOSE BASIC 
C CONSTRAINTS DEFINED IN SUBROUTINE CONFUNC <SEE FOLLOWING TABLE) 
C METHOD NOe OF BASIC CONSTRAINTS 
c 1 ' 
c 2 ' 

c ' ' c 4 ' c 5 4 
c 10 0 
c 11 0 

DIMENSION )((10) 
COMMON /tNTERN/RPSitCGtCC20)tUltU2tU3tPMtiCOUNTtPS(81)tCXA(2l)t 

lCVAC21ltERRMAX(2l)tTRitZER0 
COMMON /SYNIN/XMINtXMAXtRNGitRNGOtTITEtCFRlC 
COMMON /NUMBERS/NPPtMETHOOtiCASEtNtNCtiEXCO 
COMMON /MOOULO/IMOtiHELP 

C INCREMENT FUNCTION COUNTER 
tCOUNT•ICOUNT+l 

C CALLING FOR ADDITIONAL USER AOOEO CONSTRAINTS IF NECESSARY 
C ( IEXCO•O) 

IFCIEXCOeEOeO) CAll EXCON(XtCtNC) 
C CALL SUBROUTINE TO EVALUATE CONSTRAINED OBJECTIVE FUNCTION AND 
C APPRO~RIATE CONSTRAINTS FOR METHODS 1 TO 5 

IFCMETH00eLEe5) CALL CONFUNCCXtNPPtl) 
C CALL SUBROUTINE TO EVALUATE CONSTRAINED OBJECTIVE FUNCTION ANO 
C APPROPRAIATE CONSTRAINTS FOR PLANAR FOUR•BAR BALANCING (METH00•10) 

IFCMETHOOeEO.lO) CALL FBBALCXtl) 
C CALL SUBROUTINE TO EVALUATE CONSTRAINED OBJECTIVE FUNCTION AND 
C APPROPRAIATE CONSTRAINTS FOR PLANAR SLIDER-CRANK BALANCING CMETHOO•ll) 

IFCMETHOOeEQelll CALL SCBALCXtl) 
C CHECK FOR NO CONSTRAINTS 

IFCNCeEQ.Ol GOTO 3 
C TRANSFORMING A CONSTRAINED OBJECTIVE FUNCTION INTO AN UNCONSTRAINED 
C RELATIONSHIP WHICH WILL CONVERGE TO A LOCAL MINIMUM OF THE CONSTRAINED 
C FUNCTION GIVEN A SUFFICIENTLY LARGE PM 
C THE TRANSFORMATION IS OF A SCALED EXTERIOR•POINT FORM USING THE 
C PENALTY FUNCTION CONCEPT 
C SF IS THE SCALING FACTOR 

PEN•Oe 
C NORMALIZING OUTPUT MOTION RANGE CONSTRAINT 

tF(METHOOeLTe6eANOeiHELPeEQe0) C(3)•CC3)*1000e 
00 1 I •ltNC 



-..> 

PEN•PEN-AMIN1CCCI)t0e) 
1 CONTINUE 

IF(tHELPeNEeO) GOTO 2 
tFCPENeLEeleOE•l3J GOTO 2 

C LEVELING CONSTRAINED OBJECTIVE FUNCTION AT le0E+20 IN THE 
C INFEASIBLE REGION IF TROUBLES ENCOUNTERED CIHELP•O) 

G•le0£+20*(le+PEN) 
RETURN 

C NORMAL ROUTE FOR CONSTRAINED PROBLEMS 
2 SF•ABStCG) 

IFCSFeLTele) SF•le 
G•CG+PM*SF*PEN 
RETURN 

C NORMAL ROUTE FOR UNCONSTRAINED PROBLEMS 
3 G•CG 

RETURN 
ENO 
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SUBROUTINE CONFUNCCXtNPPtiFLGl) 
DIMENSION XClOI 
COMMON INUMBERS/NOOtMETHOOtiCASE 
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COMMON /INTERN/RPSitCGtCC20ltUltU2tU3tPMtiCOUNTtPSC8l)tCXAI2l)t 
lCYA(2lltERRMAXC2l)tTRitZERO 

COMMON /SCLFAC/SCALltSCAL2tSCAL3 
COMMON /OESIRE/XDC2l)tY0(8lltPH(8lltXTOLI21>tYTOLI2l) 
COMMON ISYNIN/XMINtXMAXtRNGitRNGOtTITEtCFRICtiSYM 

C SUBROUTINE SUBPROGRAM TO EVALUATE CONSTRAINED OBJECTIVE FUNCTION 
C FOR PLANAR 4-BAR FUNCTION SYNTHESIS (METHOO•l) AND COUPLER-CURVE 
C SYNTHESIS IMETHOD•2)t PLANAR SLIDER-CRANK FUNCTION SYNTHESIS 
C CMETHOD•3) AND COUPLER CURVE SYNTHESIS CMETHOD•41t ANO SPATIAL 4-BAR 
C tR-G-G-Rl FUNCTION SYNTHESIS CMETH00•51 
C THE ESSENTIAL MECHANISM CONSTRAINTS ARE ALSO EVALUATED 
C THE OBJECTIVE FUNCTION IS THE SUM OF THE INVERSE UTILITY FUNCTIONS 
C ASSOCIATED WITH THE MAXIMUM TRANSMISSION ANGLEt MINIMUM STRUCTURAL 
C ERRORt AND MINIMUM MASS ANO MASS MOMENTS OF INERTIA REQUIREMENTS 
C <IeEe LINK LENGTH CONTROL) 

EM=O• 
C(l)=leOE+lO 

C CONSTRAINT TO PREVENT INFINITE ANGLE CHANGES 
C(2)•(12e5664•ABSCX(4)))*100e 
TRI•l• 

C INSURING MINIMUM REASONABLE VALUES FOR VARIABLES 
IFCABSCX(l)leLTele0£•201 XClJ•SIGNCleOE•20tXCl)l 
IF(ABS(Xf2lleLTeleOE-20) XC2)•SIGN(leOE•20tXf2)) 
lF(A8SCXC3)1eLTeleOE-201 XC31•SIGNCleOE-20tXf3)) 

C MAKING XC2) POSITIVE FOR METHODS 2 TO 4 TO GIVE A REFLECTED 
C OPTIMIZATION SURFACE IN THE INFEASIBLE REGION 

IF<METHOO.NE.leANOeMETHOO,NE.5) XC2l•A8S(X(2)) 
C DETERMINING MAXIMUM LENGTH OF LINKS COMMON TO ALL METHODS 

RAL•AMAX1CABSCX(l))tABSCXC2))) 
IFCMETHODeLTe5) RAL•AMAXl(RALtABSCX(3))) 
X2SQ•X(2)*XC2) 
LOOP•NPP+2 
IFCIFLGleEOeOeOReMETHOOeEQe2eOReMETHOOeEOe4) LOOP•NPP 
IF(~ETH00eGTe2eANO,METH00eNEe5) GOTO 3 
XlSQ•X(l)*XCl) 
X~SO•XC3)*XC3) 
IFtMETHOO,EQ,l) XC6)•le 
X6SQ•XC6)*X(6) 
IFCMETHOOeEOe5) GOTO 8 

C LOOP TO DETERMINE ACTUAL MECHANISM FOLLOWER ANGLE• PSt AT EACH PSEUDO 
C ACCURACY POINT 

DO 5 I•ltLOOP 
ANG•PHCil+XC4) 
SAV•XCll*COSCANG) 
D2•XlSO+X6S0-2e*XC6)*SAV 

C 0 IS LINKAGE DIAGONAL 



O•SQRTC02) 
T•X3SQ+02-X2SQ 
OEN•2e*D*XC3) 
IFCA8SCOENieLTeleOE•50) DEN•SIGNCleOE•50tOENI 
ARG•T/OEN 
CK•le-ARG*ARG 

C CHECK TO PREVENT AN IMPOSSIBLE MECHANISM POSITION 
CCli•AMINlCCCl)tCK) 

C SET ARG•l• AS A DEFAULT VALUE TO PREVENT BEING OUT OF RANGE 
IFCCKeLTeOel ARG•SIGNCletARGI 
B•ACOSCARGI 
A•ATAN2CX(l)*SIN(ANGitXC61-SAVI 

C CHECK TO INSURE CONTINUOUS VALUES OF VARIABLE A 
C leE• NO DISCONTINUITY AT A•l80 DEGREES 

IFfieEOell GOTO 7 
IFtCISIGNtltiNTCALAST)IeNEetSIGNCltiNTCA)))eAND• 

lCABS(ALASTI.GTele5708>1 A•SIGNC6e2831853072tALAST)+A 
7 ALAST•A 

C DETERMINING MINIMUM TRANSMISSIBILITY INOEXtTRI 
TRT•D*SIN(9)/XC21 
TRI•AMIN1(A8SCTRT)tTRI) 

C VALUE OF !CASE DETERMINES WHETHER 8 IS ADDEO OR SUBTRACTED 
5 PSCtl•3el415926535898-A•FLOATClCASEI*B 

GnT0(20t2lltMETHOO 
C ROUTE FOR DETERMINING STRUCTURAL ERROR FOR METHOD•l•3•5 
C RETURN IF ONLY DETERMINING POINTS FOR STRUCTURAL ERROR PLOT 

20 IFCtFLGleEQ,O) RETURN 
C SUBSCRIPT FOR MIDPOINT OF INPUT RANGE 

MIDPP•NPP/2+2 
IFCISYMeNEeO) GOTO 10 

C ROUTE FOR SYMMETRICAL CASE 
RNGOA•PSCMIOPPI-PSCll 
GOTO 11 

C DETERMINING ACTUAL RANGE OF OUTPUT MOTION 
10 RNGOA•PSCLOOPI-PS(l) 
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C CONSTRAINT ON OUTPUT RANGE OF MOTtON•RANGE + OR - TITE DEGREES 
11 RGABS•ABSCRNGOA) 

CC3)•TITE•ABSCRGABS•RNG0) 
C STRUCTURAL ERROR IS DETERMINED USING THE ACTUAL OUTPUT RANGE OF MOTION 

tF(RGABSeLTeleOE•lO) RNGOA•SIGN(leOE-lOtRNGOA) 
DMSC•RPSI/RNGOA 
MIDPL•MtDPP-1 

C LOOP TO DETERMINE STRUCTURAL ERRORS AT PSEUDO PRECISION POINTS 
00 12 t•l•NPP 
YA•YDCMIDPL)+DMSC*CPS<I+l)•PSCMIOPP)) 
ERROR•YA-YO(I) 

C THIS TERM OF THE OBJECTIVE FUNCTION IS THE SUM OF THE SQUARES OF THE 
C STRUCTURAL ERRORS AT EACH PRECISION POINT 

12 EM•AMAXlCEMtERROR*ERROR) 
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GOTO 2 
C ROUTE IF SYNTHESIZING PLANAR FOUR•BAR COUPLER CURVE CMETHOD•2) 
C DETERMINING THE COORDINATES OF THE COUPLER POINT AT EACH PRECISION 
C POINT 
C THE COORDINATES ARE OBTAINED USING PLANE GEOMETRIC TECHNIQUES 

21 RA•X(7)/X(2) 
C CONSTRAINT TO PREVENT INFINITE ANGLE CHANGES 

CC3J•C12e5664-ABSCXCS)J)*100e 
RSM•X U~) /X ( 2) 
SVTM•X(6)*SINCXC5)) 
CVTM•XC6)*COSCX(5)) 
DO 1 I •ltNPP 
ANG2•XC4J+PHCI)+X(5) 
ANG3•PSCIJ+Xf5) 
CANG•XC1J*COS(ANG2) 
SANG•XCl)*SINCANG2J 
DEL•SVTM+XC3)*SINtANG3J-SANG 
SI•CVTM-CANG+XC3)*COSCANG3) 

C EPS AND RHO ARE THE COORDINATES OF THE PERPENDICULAR PROJECTION OF 
C THE COUPLER POINT ON THE COUPLER LINK 

EPS=XC9)+CANG+RA*SI 
RHO•X<10)+SANG+RA*DEL 
CXACI)=EPS-RSM*DEL 
CYACI>•RHO+RSM*SI 
ERRX•CXACI>-XDCI) 
ERRY•CVACI)-VDCI) 
ERRX•ERRX*ERRX 
ERRV•ERRY*ERRY 

C OBTAINING ACTUAL STRUCTURAL ERROR SQUARED AT EACH PRECISION POINT FOR 
C PLOTTING 

ERRMAX(I)•ERRX+ERRV 
C OBTAINING THE SCALED STRUCTURAL ERROR AT EACH PRECISION POINT FOR 
C MINIMIZATION 

ERROR•ERRX/XTOLCIJ+ERRV/YTOL(I) 
C EVALUATING THE SUM OF THE SQUARES OF THE STRUCTURAL ERRORS AT EACH 
C PRECISION POINT 

1 EM•AMAX1CEMtERROR) 
C DETERMINING MAXIMUM LINK LENGTH 

RAL•AMAX1fRALtABSCXC7J)tABSCXC8))) 
GOTO 2 

C ROUTE FOR SLIDER CRANK SYNTHESIS (METHODS 3 AND 4) 
3 00 4 I•ltLOOP 

ANG•XC4)+PHCI> 
SANG•XC1J*SINCANGJ-X(3) 
A•X(l)*COSCANG) 
ARG•X2SQ-CSANG**2) 

C TEST TO PREVENT ATTEMPTING TO TAKE THE SQRT OF A NEGATIVE NUMBER 
C WHICH WOULD INDICATE MECHANISM NONCLOSURE FOR A PARTICULAR CRANK 
C POSITION 



CCl)•AMtNlCCCl)•ARG) 
C SET ARG•O AS A DEFAULT VALUE FOR MECHANSIM NONCLOSURE 

IFCARGeLTeOel ARG•Oe 
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C DETER~INING ACTUAL SLIDER POSITION FOR A GIVEN INPUT CRANK ANGLE 
C JCASE DETERMINES WHICH WAY THE MECHANISM IS CLOSED 

PSCI)•A+ICASE*SQRTCARG) 
C DETERMINING MINIMUM TRANSMISSIBILITY INOEX•TRI 

TRT•ABSCCPSCI)-A)/X(2)) 
4 TRI•AMINl(TRT•TRI) 

IFCMETHODeEQe3) GOTO 20 
C ROUTE IF SLIDER CRANK COUPLER POINT CURVE SYNTHESIS IS DESIRED 
C CMETHOD•4) 
C DEFINING TIME SAVING CONSTANTS 

RA•X(6)/X(2) 
RSM•X(7)/XC2) 
CANG•COSCX(5)) 
SANG•SINCXC5)) 

C CONSTRAINT TO PREVENT INFINITE ANGLE CHANGES 
CC3)•C12e5664•ABSCX(5)))*100e 

C LOOP TO DETERMINE ACTUAL COUPLER POINT COORDINATES AT PSEUDO 
C PRECISION POINTS 

DO 6 I•l•NPP 
ANG•PHCI)+XC4l+XC5) 
FILLl•XCl)*COSCANG) 
FILL2=Xfl)*SINCANG) 
SI•PSCI)*CANG-FILL1-XC3)*SANG 
DEL•PS(l)*SANG+X(!)*CANG-FILL2 
EPS•X(8)+FILL1+RA*SI 
RHO•X(9)+FILL2+RA*DEL 
CXACI)•EPS-RSM*DEL 
CYACI)•RHO+RSM*SI 
ERRX•CXACl)-XDCI) 
ERRV•CVACI)-VD(f) 
ERRX•ERRX*ERRX 
ERRV•ERRY*ERRY 

C OBTAINING ACTUAL STRUCTURAL ERROR SQUARED AT EACH PRECISION POINT FOR 
C PLOTTING 

ERRMAXCI)•ERRX+ERRY 
C OBTAINING THE SCALED STRUCTURAL ERROR AT EACH PRECISION POINT FOR 
C MINIMIZATION 

ERROR•ERRX/XTOlCI)+ERRV/YTOLCJ) 
C EVALUATING THE SUM OF THE SQUARES OF THE STRUCTURAL ERRORS AT EACH 
C PRECISION POINT 

6 EM•AMAXlCEMtERROR) 
C DETERMINING MAXIMUM LINK LENGTH 

RAL•AMAXlCRALtABSCXC6l)•ABSCX(7))) 
GOTO 2 

C ROUTE FOR SPATIAL FOUR BAR FUNCTION GENERATION CMETHOD•5) 
C DEFINING TIME SAVING PARAMETERS 



8 X7SQ•XC7)*X(7) 
C PENALIZING XC5l FOR EXCEEDING + OR • 720 DEGREES 

CC4)•(12e5664-ABSfX(5)))*100e 
SS•X7SQ+X1SQ+X6SQ+X3SQ+X2SQ•le 
SNX5•SINCXC5)) 
CSX5•COSCXC5)) 
Pl=XC7)*XC3)*CSX5•e5*SS 
P2•XCU*X(6) 
P3•XCl)*X(3)*SNX5 
P4•-X(2)*X(6) 
P5•Xf2)*X(1) 
P9•X(7)*SNX5 
P6•XC2l*P9 
P7••P5*CSX5 
PB•XC1)*CSX!5 
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C LOOP TO DEFINE OUTPUT ANGLE AND THE TRANSMISSIBILITY INDEX FOR 
C EACH VALUE OF PH 

DO 9 I•ltLOOP 
ANG•X(4)+PH(I) 
CANG•COSCANG) 
SANG•SINCANG) 
P2C•P2*CANG 
P3S•P3*SANG 
P7S•P7*SANG 
P5C•P5*CANG 
DEN•P6+P7S 
Fl•CP1+P2C+P3S)/DEN 
F2•CP4+P5C)/0EN 

C CHECKING TO INSURE ARGUMENT OF SORT FUNCTION IS POSITIVE 
C A NEGATIVE ARGUMENT MEANS THAT THE MECHANISM WILL NOT CLOSE 
C IN ITS CURRENT POSITION 
C CONSTRAINT C(l) PREVENTS CONTINUALLY PRODUCING SUCH IMAGINARY 
C MECHANISMS 

ARG•le+F2*F2-Fl*Fl 
CCl)•AMINlCC(l)tARG) 

C SET ARG•O AS A DEFAULT VALUE FOR AN IMAGINARY MECHANISM 
IFCARGeLTeOe) ARG•Oe 

C DEFINING A PARTICULAR OUTPUT ANGLE 
C ITS POSITION DEPENDS ON !CASE 

PSCI)•2e*ATANtCle+ICASE*SQRTCARG))/(Fl•F2)) 
IFCieEOel) GOTO 16 

C CHECK TO INSURE CONTINUOUS VALUES OF OUTPUT ANGLE AT + OR • 180 DEGREE 
IFCCISIGNCltiNTCPLAST))eNEeiSIGNCltiNTCPSCI))J)eANDe 

ltABSCPLAST)eGTele5708)lPSCI)•SIGNC6e28!185!072tPLAST)+PSCI) 
16 PLAST•PS(!) 

C OETER~INING MINIMUM TRANSMISSIBILITY JNDEXtTRl 
CPS•COSCPSCI)) 
SPS•SINCPSCI)) 
TRT•SPS*CXC6)-X(l)*CANG)+CPS*CP8*SANG•P9) 



TRT•ABSCTRT) 
9 TRI•AMtNlCTRitTRT) 

GOTO 20 
2 TRI•AMAXli(ZERO+leOE-lO)tTRI) 

C MINIMUM TRANSMISSION INOEX CONTROL FUNCTION 
Ul•fle-TRI)*SCALl/CTRI-ZERO) 
Ul•Ul*Ul 
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C SCALING CONSTRAINT C(l) TO BE COMPARABLE TO OTHER CONSTRAINTS 
Cfl)•Cfl)*lOOOe 

C MAXIMUM STRUCTURAL ERROR CONTROL FUNCTION 
IFCMODCMETHOOt2)) 13tl4tl3 

13 U2•SCAL2*EM 
GOTO l!S 

14 U2•EM 
C MAXIMUM LINK LENGTH CONTROL FUNCTION 

15 U3•0e 
IFCRAleGTele) U3•CRAL-le)*(RAL-le)/SCAL3 

C TOTAL CONSTRAINED OBJECTIVE FUNCTION 
CG•Ul+U2+U3 
RETURN 
ENO 
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SUBROUTINE BALANCECICWANtPREC) 
C SUBROUTINE TO CALCULATE THE VERTICAL AND HORIZONTAL SHAkiNG FORCES 
C AND THE SHAKING MOMENT ABOUT THE CRANKSHAFT AXIS FOR THE PLANAR 4•BAR 
C AND SLIDER-CRANK MECHANISMS 
C IT THEN CALLS SUBROUTINE CONJ TO CALCULATE THE OPTIMUM POSITION 
C (OF THE CeMe OF THE CeWe) AND SIZE (MASS AND Meie ABOUT THE CeMe OF 
C THE CeWe) OF THE BALANCING COUNTERWEIGHTS.REQUIRED 
C FOR THE PLANAR 4•BAR CMETHOD•lO) COUNTERWEIGHTS ARE ADDED TO BOTH 
C THE CRANK AND FOLLOWER LINKS (LINKS 1 AND 3) 
C FOR THE PLANAR SLIDER-CRANK (METHOD•ll) A COUNTERWEIGHT IS ADDED 
C TO THE CRANK LINK ONLY 
C THE COUNTERWEIGHT PARAMETERS (POSITION• MASSt AND Meie) ARE DETERMINED 
C TO GIVE AN OPTIMUM COMPROMISE (ACCORDING TO THE SCALING FACTORS 
C SCLSFHt SCLSFVt AND SCLSMO) BETWEEN COMPLETELY BALANCING THE 
C VERTICAL SHAKING FORCES• THE HORIZONTAL SHAKING FORCES• AND THE 
C SHAKING MOMENTS ABOUT THE CRANKSHAFT AXIS 
C THE DESIGNER MUST INPUT THE FOLLOWING PARAMETERS 
C NPP NUMBER OF CHECK POINTS AT WHICH SHAKING FORCES AND 
C SHAKING MOMENTS ARE TO BE EVALUATED 
C !CASE EQUALS + OR - ONE DEPENDING ON MECHANISM CONFIGURATION 
C METHOD •10 FOR PLANAR 4-BAR BALANCINGt 
C •11 FOR PLANAR SLIDER•CRANK BALANCING 
C STRTPT VECTOR OF STARTING VALUES FOR BALANCING PARAMETERS 
C 1 AND 2 CRANK CeWe CeMe POSITION (RADIAL AND TANG. RESP.) 
C 3 CRANK CeW• MASS FOR SeCe OR FOLLOWER CeW• MASS FOR F.e. 
C 4 FOLLOWER C•W• M•I• FOR FeB• BAL• OR CRANK c.w. Mel• 
C FOR SeC• BALANCE 
C 5 AND 6 FOLLOWER CeWe CeMe POSITION FOR FeBe BAL 
C 7 CRANK CeWe MASS FOR FeBe BAL 
C 8 CRANK CeWe Meie FOR FeBe SAL 
C NOAl SET EQUAL TO 0 IF ALL AlCI)•O• 
C STRTA STARTING ANGLE• IN DEGREES• OF CRANK LINK (CeC•W• WeReTe 
C MECHANISM HORIZONTAL REFERENCE LINE, 
C RNGA CRANK ANGLE MOTION RANGEt IN DEGREES• OVER WHICH 
C BALANCING IS TO BE DONE 
C CM VECTOR OF LOCATIONS OF CeMe OF EACH MOVING LINK WeReTe 
C THAT LINK 
C RM VECTOR OF MAGNITUDES OF MASSES OF EACH MOVING LINK 
C RJ VECTOR OF MAGNITUDES OF Mei• OF EACH MOVING LINK ABOUT 
C ITS CeM• 
C Wl VECTOR OF MAGNITUDES OF CRANK ANGULAR VELOCITY CRAD/SEC 
C CeCeWe +VE) AT EACH OF NPP CHECK POINTS 
C Al VECTOR OF MAGNITUDES OF CRANK ANGULAR ACCELERATION 
C (RAO/SEC/SEC CeCeWe +VE) AT EACH OF NPP CHECK POINTS 
C PAR LINKAGE PARAMETERS SAME AS FOR SYNTHESIS <FIRST 3 REQD 
C FOR SLIDER•CRANKt FIRST 6 REQO FOR 4•BAR) 
C SCLSFH SCALING FACTOR FOR HORIZONTAL SHAKING FORCES 
C SCLSFV SCALING FACTOR FOR VERTICAL SHAKING FORCES 
C SCLSMO SCALING FACTOR FOR SHAKING MOMENTS ABOUT CRANKSHAFT AXIS 
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C tEXCO SET•O IF EXTRA CONSTRAINTS ARE ADDEO THROUGH EXCON 
C ICWAN SET•1 FOR BALANCING SYNTHESIS 
C SET•O FOR BALANCING ANALYSIS 
C SET•-1 FOR SEPARATE PLOTTING ANALYSIS PRELIMINARIES 
C 10/PREC IS THE NOe OF SIG FIG DESIRED IF VARIABLE GREATER THAN 1 
C 10/PREC IS THE NOe OF SIGNIFICANT DECIMAL PLACES REQUIRED IF VARIABLE 
C LESS THAN 1 

DIMENSION AH2(36ltAV2C36) 
COMMON /SALIN/WlC36ltAlC361tPAR(6),STRTAtRNGAtNOAltCM(6) t 

lRM(3)tRJ(3) 
COMMON /BALVAL/T1C36ltT10C36ltT2(36)tT3C36)tW2C36ltW3(36)tA2C36)t 

lA3(36ltAH1(36ltAVlC36)tAH3(36)tAV3C36)tSFH(36)tSFVC36ltSMOC36)t 
2TSFH(36)tTSFVC36),TSMOC36)tVRC36)tVI(361 

COMMON /SCLFAC/SCLSFHtSCLSFVtSCLSMO 
COMMON /NUMBERS/NPPtMETHOOtiCASEtNtNCtiEXCO 
COMMON /SAVOPT/ SVClO) 

C SETTING NC•O IF NO CONSTRAINTS ADDEO CIEXCO eNEe 01 
tFCIEXCOeNEeOI NC•O 

C CALCULATING SHAKING FORCES AND MOMENTS WITHOUT CeW 1 S 
C GETTING ACCELERATIONS OF CeMe OF COUPLER LINK 

CALL LINCUP(ltltCMC31tCMC41tAH2tAV21 
C GETTING ACCELERATIONS OF SLIDER FOR SeCe BALANCING 

IFCMETHOOeEQell) CALL LlNCUPClt0tPARC2)tOetAH3tAV31 
C GETTING ACCELERATIONS OF CeMe OF CRANK LINK FOR BOTH SC AND FB 
C AND THE FOLLOWER LINK FOR THE FeB• 

CALL LINIOtCM) 
C LOOP TO CALCULATE SF AND SMO AT EACH POSITION 

DO 1 l•ltNPP 
C CALCULATING INERTIA FORCES 

RMAV1•-RMCli*AV1C!) 
RMAH1•-RMC1l*AHl(I) 
RMAV2•-RM(21*AV2CI) 
RMAH2•-RMC21*AH2Ctl 
RMAV3•-RMC3)*AV3Ct) 
RMAH3•-RMC3)*AH3(1) 

C CALCULATING INERTIA MOMENTS 
RJA1•-RJC11*A1CII 
RJA2••RJ(2)*A2CI) 

C CALCULATING SHAKING FORCES (SFV ANO SFH) AND SHAKING MOMENTS CSMO) 
STl•SINCT1Cil) 
CT1•COSCT1(I)) 
ST2•SINCT2Ctlt 
CT2•COSCT2CII) 
tFCMETHODeEQe11) GOTO 5 
ST3•SINCT3CI)) 
CT3•COSCT3(J)) 

5 SFVCII•RMAVl+RMAV2+RMAV3 
SFHCI)•RMAH1+RMAH2+RMAH3 
SMOCil•-RMAHl*CSTl*CMCl)+CTl*CMC2)) 



l+RMAVl*CCTl*CMCl)-STl*CM(2)) 
2-RMAH2*CPARCl)*STl+ST2*CM(3)+CT2*CM(4)) 
3+RMAV2*CPARCl>*CTl+CT2*CM(3)-ST2*CMC4)) 
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tFCMETHOOeEOelO) SMO(Il•SMOCI)-RMAM3*(ST3*CM(S)+CT3*CM(6)) 
l+RMAV3•CPARC61+CT3*CMC5)-ST3*CMC6))+RJA1+RJA2-RJC31*A3CI> 

1 IFCMETHODeEOell) SMOCI)•SMOCI)-RMAH3*PARC3>+RJAl+RJA2 
C SKIPPING IF DOtNG ANALYSIS 

IFCICWANeEOeOI GOTO 11 
C CHECK ON SCALING FACTORS 

SCLSFH•AMAXlCABS(SCLSFHltleOE-07) 
SCLSFV•AMAXl(ABSCSCLSFVltleOE-07) 
SCLSMO•AMAX1CABS(SCLSMO)tleOE-07) 

C SETTING SCALE FACTORS 
SCLSFH•le/CSCLSFH*SCLSFHI 
SCLSFV•le/CSCLSFV*SCLSFV) 
SCLSMO•le/CSCLSMO*SCLSMO) 

11 IFCMETHODeEOelO) GOTO 2 
C ROUTE FOR S•C• BALANCING 

N•4 
lFCNOAleEOeOl N•2 
IFCICWANeEOe-1) RETURN 

C SKIP OPTIMIZATION PROCEDURE IF CeWe ANALYSIS ONLY IS DESIRED <ICWAN•O) 
tFCICWANeEOeO) GOTO 9 

C CALL LINK TO OBTAIN OPTIMUM SeC• CeWe BALANCING PARAMETERS• SVCil 
CALL LINKCltPREC•let2eStPREC) 

C CALL SCBAL TO OBTAIN TOTAL SHAKING FORCES AND MOMENTS FOR THE SeC• 
C MECHANISM WITH ITS OPTIMUM CeWe 

9 CALL SCBALCSVtO) 
GOTO 3 

C ROUTE FOR 4-BAR BALANCING 
2 N•8 

IFCNOAleEOeOI N•6 
IFCJCWANeEOe-11 RETURN 

C SKIP OPTIMIZATION PROCEDURE IF CeWe ANALYSIS ONLY IS DESIRED (ICWAN=O) 
IFCICWANeEOeO) GOTO 10 

C CALL LINK TO OBTAIN OPTIMUM FeB• CeWe BALANCING PARAMETERS• SVCI) 
CALL LINKCltPRECtlet2eStPRECl 

C CALL FBBAL TO OBTAIN TOTAL SHAKING FORCES AND MOMENTS FOR THE FeB• 
C MECHANISM WITH ITS OPTIMUM CeWe 1 S 

10 CALL FBBALCSVtO) 
C OBTAINING PLOTS OF BALANCED AND UNBALANCED SHAKING FORCES AND MOMENTS 

3 VMIN•le0E+50 
VMAX•-le0E+50 
MMIN•le0f+50 
HMAX•-leOE+50 
SMIN•le0E+50 
SMAX•-leOE+50 

C OBTAINING LARGEST AND SMALLEST VALUES FOR PLOTS 
00 4 I•ltNPP 



VMIN•AMINlCVMINtTSFVCl)tSFV(I)) 
VMAX•AMAXlCVMAXtTSFVCiltSFVCI)) 
HMIN•AMIN1CHMINtTSFHCI)tSFH(Ill 
HMAX•AMAXlCHMAXtTSFHCl)tSFH(J)) 
SMIN•AMINlCSMINtTSMO(I)tSMO(l)) 

4 SMAX•AMAXlCSMAXtTSMOCiltSMOCl)) 

158 

C PRINTING OUT TABLE OF UNBALANCED AND BALANCED SHAKING FORCES AND 
C MOMENTS 

WRITEC6tl0Cl CCTlDCI)tSFHCI)tTSFHCittSFVCI)tTSFVCI)tSMOCI>•TSMOCil 
l>tl•ltNPP) 

XMAX•TlDCNPP) 
XMIN•TlOCl) 

C PRINTING TITLES FOR HORIZONTAL SHAKING FORCE PLOT 
WRITEC6tl01) HMINtHMAXtXMINtXMAX 

C REINITIALIZING PRINTING VARIABLES SINCE COMPARE DESTROYS ITS INPUT 
C ARRAYS 

DO 6 l•ltNPP 
A2CI)•SFHCI) 
T2Ctl•TlDCt) 

6 W2CI)•TlDCil 
CALL COMPARECNPPtTSFHtA2 tW2tT2tHMAXtHMIN•XMAXtXMINtll 

C PRINTING TITLES FOR VERTICAL SHAKING FORCE PLOT 
WRITEC6tl02) VMINtVMAXtXMINtXMAX 
DO 1 I•ltNPP 
A2CI)•SFVCJ> 
T2Cil•TlDCtl 

1 W2CI)•TlDCt) 
CALL COMPARECNPPtTSFVtA2 tW2tT2tVMAX•VMINtXMAXtXMINtl) 

C PRINTING TITLES FOR SHAKING MOMENT PLOT 
WRITEC6tl03tSMINtSMAXtXMINtXMAX 
DO 8 J•ltNPP 
A2(t)•SMOCtl 

8 W2Cil•TlO(tl 
CALL COMPARECNPPtTSMOtA2 tT1DtW2 tSMAXtSMINtXMAXtXMINtll 
RETURN 

100 FORMATC1Hlt5Xt*TABLE OF UNBALANCED CUB) AND BALANCED(B) SHAKING FO 
lRCES AND MOMENTS*/6Xt*VSe CRANK ANGLE IN OEGREES*/13Xt*CRANK ANG*• 
27Xt*U8SFH*t9Xt*BSFH*t9Xt*U8SFV*t9Xt*BSFV*• 
310Xt*UBSMO*tl0Xt*BSMO*//C7Gl4e6)) 

101 FORMATC1Hlt5Xt*PLOT OF BALANCEOC*tlH*t*) AND UNBALANCED (0) HORIZO 
lNTAL SHAKING FORCES*I6Xt*VSe CRANK ANGLE IN DEGREES*/ 
26Xt*TH£ PLOTTING SCALES ARE DETERMINED FROM THE FOLLOWING DATA*/ 
26Xt*MINIMUM SHAKING FORCE IS*tG15e6t*t MAXIMUM SHAKING FORCE IS*• 
3 Gl5e6/6Xt*CRANK ANGlE VARIES FROM*tG15e6t* TO*tG1Se6t* DEGREES*/) 

102 FORMATC1Hlt5Xt*PLOT OF BALANCED C*tlH*•*) AND UNBALANCED (0) VERTI 
lCAL SHAKING FORCES*/6Xt*VSa CRANK ANGLE IN DEGREES*/ 
26Xt*THE PLOTTING SCALES ARE DETERMINED FROM THE FOLLOWING DATA*/ 
26Xt*MINIMUM SHAKING FORCE IS*tG15e6t*t MAXIMUM SHAKING FORCE IS*• 
3 Gl5e6/6Xt*CRANK ANGLE VARIES FROM*tG15e6t* TO*tGl5e6t* DEGREES*/) 
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103 FORMATC1Hlt5Xt*PLOT OF BALANCED C*tlH*t*, AND UNBALANCED CO) SHAKl 
lNG MOMENTS*/6Xt*VSe CRANK ANGLE tN DEGREES*/ 
26Xt*THE PLOTTING SCALES ARE DETERMINED FROM THE FOLLOWING DATA*/ 
26Xt*MINIMUM SHAKING MOMENT IS*tGl5e6•*• MAXIMUM SHAKING MOMENT IS* 
3•Gl5e6/6Xt*CRANK ANGLE VARIES FROM*tG15e6t* TO*tG15e6t* DEGREES*/) 

END 
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SUBROUTINE SCBALCXtlCWANl 
C SUBROUTINE SUBPROGRAM TO DETERMINE ADDITIONAL INERTIA FORCES AND 
C MOMENTS DUE TO THE ADDEO COUNTERWEIGHT ON THE CRANK LINK FOR THE 
C PLANAR SLIOER•CRANK MECHANISM 
C THE SUBPROGRAM ALSO ADOS IN THE ORIGINAL UNBALANCED SHAKING FORCES 
C AND MOMENTS TO GET THE TOTAL HORIZONTAL (TSFH) AND VERTICAL CTSFVl 
C SHAKING FORCES AND TOTAL SHAKING MOMENT CTSMOl ABOUT THE CRANK-
C SHAFT AXIS AT ALL NPP POSITIONS OF THE CRANK LINK 
C IT THEN COMBINES THESE FORCES AND MOMENTS TOGETHER ACCORDING TO 
C THE SCALING FACTORS CSCLSFHt SCLSFVt AND SCLSMOl TO OBTAIN THE 
C CONSTRAINED OBJECTIVE FUNCTIONt CGt WHICH IS RETURNED TO FUNCTION 
C SUBPROGRA~ G TO BE COMBINED WITH THE CONSTRAINTS• C(Ilt TO FORM 
C THE TOTAL UNCONSTRAINED OBJECTIVE FUNCTION TO BE MINIMIZED 

DIMENSION XCl) 
COMMON /INTERN/RPSitCGtCC20ltUl•U2tU3tPMtiCOUNTtPS(8lltCXAC2llt 

1CYAC21ltERRMAXC2lltTRitZERO 
COMMON /BALIN/W1(36ltA1C16ltPARC6ltSTRTAtRNGAtNOAltCMC6lt 

1RM(3ltRJC3l 
COMMON /SCLFAC/SCLSFHtSCLSFVtSCLSMO 
COMMON /STRTPT/STRTPTtlO) 
COMMON /NUMBERS/NPP 
COMMON /BALVAL/TlC36ltTlDC36ltT2(36ltT3C36ltW2(36ltW3C36ltA2C36lt 

1A3C36ltAHl(36ltAV1C36ltAH3C36ltAV3C36)tSFH(36ltSFVC36ltSM0(36lt 
2TSFHC36ltTSFVC36ltTSMOC36l 
Ul•Oe 
U2•0e 
U3•0• 

C DEFINING FIXED CeWe MASS FOR SPECIAL 2-VARIABLE CASE 
IFCNOAleEQeO) XC3)•STRTPT(3) 

C INSURING POSITIVE CeWe MASS AND Mele 
XC3l•ABStXC3l) 
IFCNOAleNEeOl X(4l•ABStXt4ll 

C OBTAINING ACCELERATIONS OF CeMe OF CeWe 
CALL LINIO(Xl 
DO 1 I•ltNPP 

C DETERMINING INERTIA FORCES AND INERTIA TORQUES DUE TO CeWe 
FCWH•-Xt3l*AH1CI) 
FCWV•-X(3)*AVlCil 
STl•SINCTl(I)t 
CTl•COSCTlCill 
FCWM•-FCWH*CXtll*STl+XC2l*CTll+FCWV*(X(ll*CTl-XC2l*STll 
IFCNOAleNEeOl FCWM•FCWM-XC4l*AlCil 

C CALCULATING TOTAL SHAKING FORCES AND MOMENTS 
TSFHCtl•SFHCI)+FCWH 
TSFVCJ)•SFVCil+FCWV 
TSMOCII•SMOCII+FCWM 

C PRELIMINARY CALCULATIONS IN DETERMINING OBJECTIVE FUNCTION 
C (MAXIMUM UNBALANCED SHA~ING FORCES AND MOMENT SQUARED! 

Ul•AMAXl(Ul•TSFHCil*TSFH(I)) 



U2•AMAXl(U2tTSFV<I,*TSFVCI,, 
1 U3•AMAXl<U3tTSMO(I)*TSM0(1)) 

C RETURN IF DOING AN ANALYSIS 
IF(ICWANeEOeO, RETURN 

C OBTAINING CONSTRAINED OBJECTIVE FUNCTION IN FINAL FORM 
Ul•Ul*SCLSFH 
U2•U2*SCLSFV 
U3•U3*5CLSMO 
CG•Ul+U2+U3 
RETURN 
END 
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SUBROUTINE FBBALCXtiCWANI 
C COMMENTS SIMtLA~ TO SUBROUTINE SCBAL EXCEPT CeWe IS ADDEO TO THE 
C FOLLOWER LINK AS WELL AS THE CRANK LINK 

DIMENSION XCl) 
COMMON /NUMBERS/NPP 
COMMON /STRTPT/STRTPTC10) 
COMMON /8ALIN/Wl(361tAlC36)tPARC6ltSTRTAtRNGAtNOAltCM(6)t 

lRMC31tRJC31 
COMMON /INTERN/RPSitCGtCC20)tUltU2tU3tPMtiCOUNTtPSC8l)tCXA(2llt 

lCYAC2l)tERRMAXC2lltTRitZERO 
COMMON /SCLFAC/SCLSFHtSCLSFVtSCLSMO 
COMMON /BALVAl/Tl(361tTlDC361tT2C36)tT3C36)tW2(36ltW3(361tA2t36)t 

lA3C36ltAHl(36ltAVlC36ltAH3C36ltAV3(36ltSFHC36)tSFVC36)tSM0(36lt 
2TSFHC361tTSFVC361tTSMOC36) 
Ul•O• 
U2•0• 
U3•0• 

C DEFINING FIXED CRANK CeWe MASS FOR SPECIAL 6-VARIABLE CASE 
IFCNOAleEQeO) XC71•STRTPTC7l 

C INSURING POSITIVE VALUES FOR CeWe MASSES AND Meie 
XC31•ABSCX(3)) 
XC4l•ABS(X(4)) 
XC71•ABSCX(7)) 
tFCNOAleNEeO) XC81•ABSCXCB)) 

C OBTAINING ACCELERATIONS OF CeMe OF CeWe 
CALL LINIOCXI 
00 1 I•ltNPP 

C OBTAINING INERTIA FORCES AND TORQUES OF CeWe 
FCWHl•-XC7l*AH1Cit 
FCWH3•-XC31*AH3CII 
FCWV1•-XC71*AV1(1) 
FCWV3•-XC31*AV3fll 
STl•SINCTlCIII 
CTl•COS(TlCill 
ST3•SINCT3(Ill 
CT3•COSCT3CIII 
FCWM•-FCWHl*CXCli*STl+X(2)*CTl) 

1 +FCWVl*CX(l)*CT1-X(21*ST11 
2 -FCWH3*CXC51*ST3+XC61*CT31 
3 +FCWV3*CPARC6)+X(5l*CT3-XC6l*ST31 
4 -XC41*A3CII 

C INCLUDING EFFECT OF INERTIA TORQUE OF CRANK CeWe IF AT LEAST ONE 
C Al( n IS eNEe 0 

IF<NOAleNEeO) FCWM•FCWM-X(BI*AlCI) 
C OBTAINING TOTAL SHAKING FORCES AND MOMENTS 

TSFVCI)•SFV<I>+FCWV1+FCWV3 
TSFH(I)•SFHCil+FCWHl+FCWH3 
TSMO(l)•SMOCil+FCW~ 

C OBTAINING MAXIMUM VALUE OF UNBALANCED FORCES AND MOMENTS SQUARED 



Ul•AMAXlCUltTSFH(I)*TSFHCI)) 
U2•AMAX1CU2tTSFV(I)*TSFVCI)) 

1 U3•AMAXl(U3tTSMOC!)*TSMOCI)) 
C RETURNING IF DOING ANALYSIS 

IFCtCWANeEQeO) RETURN 
C OBTAINING CONSTRAINED OBJECTIVE FUNCTION IN FINAL FORM 

Ul•Ul*SCLSFH 
U2•U2*SCLSFV 
U3•U3*SCLSMO 
CG•Ul+U2+U3 
RETURN 
END 
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SUBROUTINE SCANGCJFLAGltJFLAG2l 
C SUBROUTINE TO CALCULATE ANGULAR VELOCITIES AND ACCELERATIONS OF THE 
C COUPLER LINK OF A PLANAR SLIDER-CRANK MECHANISM 
C THIS SUBROUTINE MAV BE CALLED DIRECTLY BY THE USER SETTING METH00•8 
C INTRODUCTORY COMMENTS FOR FBANG ALSO APPLY TO SCANG 

COMMON /NUMBERSINPPtMETHOOtiCASE 
COMMON /BALINlW1C!6)eAlC36hXC6)t STRTAtRNGAtNOJltCM(6) • 

lRMC3ltRJC3) 
COMMON /BALVAl/TlC36)tT1Dt36)tT2(36)tT3(36)tW2C36ltW3l36)tA2(36lt 
lA3(~6)tAH1C36)tAV1C36)tAH3(36)tAV3C36)tSFHC36)tSFVC36)tSMOC36)t 
2TSFHf36ltTSFV(36)tTSMOC36ltVRC36ltVIC36) 

X2SO•X(2l*XC2) 
ADO•e0174533*RNGA/FLOATCNPP-l) 
Tllll•e0174533*STRTA 
DO 1 I•ltNPP 
IFCieEOel) GOTO 3 

C CALCULATING CRANK ANGLE IN RADIANS 
Tlll>•TlCI-ll+AOD 

C CALCULATING CRANK ANGLE IN DEGREES FOR OUTPUT 
3 TlOCil•Tl(I)*57e2957795 

XlS•X(l)*SINCTl(l)) 
XlC•Xlll*COSCTl(I)) 
Sl•XC3)-XlS 
S2•FLOATCICASE)*SORTCX2SQ-Sl*Sll 

C CALCULATING COUPLER ANGLE 
T2CI>=ATAN2(SltS2) 
X2S•XC2>*SINCT2CI)) 
X2C•X(2)*COSCT2f1)) 

C CALCULATING COUPLER ANGULAR VELOCITY 
W2CI)=-Wl(!)*XlC/X2C 
S3=Wl(I)*Wl(Il*XlS 
S4•W2CI>*W2Cl)*X2S 

C CALCULATING COUPLER ANGULAR ACCELERATION 
l A2< I >•W2( I )*AU I) /Wl C I )+(S3+S4) /X2C 

C TESTING TO SEE IF TABLE PRINT OUT IS DESIRED CJFLAGl•O) 
IFCJFLAGleEOeO) WRITEC6tl00) C C TlOC I) tWl C I) tAlC I) tW2 <I) •A2( I)) • 

li•ltNPP) 
C TESTING TO SEE IF PLOTS ARE DESIRED (JFLAG2•0) 

IFCJFLAG2eNEeOI RETURN 
C OBTAINING MAXIMUM AND MINIMUM VALUES OF VELOCITY ANO ACCELERATION 

WMIN•W2(1) 
WMAX•W2 <1 l 
AMI N•A2 ( 1) 
AMAX•A2(l) 
DO 2 I•2tNPP 
WMIN•AMINliWMINtW2Ctl) 
WMAX•AMAXl(WMAXtW2(1)) 
AMIN•AMINl(AMINtA2Ct)) 

2 AMAX•AMAXl(AMAXtA2(t)) 



X~AX•TlDCNPP) 
XMIN•TlO(l) 

C PRINTING TITLES FOR ANGULAR VELOCITY PLOT 
WRITEC6tl01) WMAXtWMINtXMINtXMAX 
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C REINITlALlZING PRINTING VARIABLES SINCE COMPARE DESTROYS ITS INPUT 
C ARRAYS 

DO 4 I•ltNPP 
VtCI>•TtOCI) 

4 VRC!)•W2fl) 
CALL COMPARECNPPtVRtVRtVItVItWMAXtWMINtXMAXtXMINtO) 

C PRINTING TITLES FOR ANGULAR ACCELERATION PLOT 
WRITEf6tl02l AMAXtAMINtXM!NtXMAX 
DO 5 I•ltNPP 
VIC I l•TlO( I) 

5 VRCil•A2Cil 
CALL COMPARECNPPtVRtVR•VttVltAMAXtAMIN•XMAXtXMINtO) 
RETURN 

100 FORMAT<lHltlX•*TABLE OF ANGULAR VELOCITIES AND ACCELERATIONS OF PL 
lANAR SLIDER CRANK LINKS*//3X•*CRANK ANG*t7X•*CRANK W*• 
27Xt*CRANK A*•8X•*COUPLER W*t6X•*COUPLER A*I3X•*<DEGREES>*•6Xt 
3*fRAO/SECl*t4Xt*CRAD/SEC/SEC)*t4Xt*CRAO/SEC)*t5Xt*CRAO/SEC/SECl*// 
4 ( SG 1 ~;. 6) ) 

101 FORMATClHltSXt*PLOT OF THE ANGULAR VELOCITY OF THE COUPLER LINK IN 
1 RAD/SEC*/6Xt*VS• THE CRANK ANGLE IN DEGREES FOR THE PLANAR SLIDER 
2-CRANK MECHANISM*/6Xt*MAXIMUM ANGULAR VELOCITY IS*tG14e5• 
3*RAD/SEC*/6X•*MINIMUM ANGULAR VELOCITY IS*tG14e5t*RAD/SEC*/ 
46X•*CRANK ANGLE VARIES FROM*tGl4•5•* TO*tGl4e5•* DEGREES*//) 

102 FORMAT(lHltSX•*PLOT OF THE ANGULAR ACCELERATION OF THE COUPLER LIN 
lK IN RAO/SEC*/6X•*VSe THE CRANK ANGLE IN DEGREES FOR THE PLANAR SL 
2IDER-CRANK MECHANISM*/6X•*MAXIMUM ANGULAR ACCELERATION IS*• 
3Gl4e5•*RAO/SEC/SEC*/6Xt*MINIMUM ANGULAR ACCELERATION IS*• 
4Gl4e5t*RAO/SEC/SEC*/ 
56X•*CRANK ANGLE VARIES FROM*tG14e5t* TO*tGl4e5t* DEGREES*//) 

END 
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SUBROUTINE FBANG(JFLAGltJFLAG2) 
C SUBROUTINE SUBPROGRAM TO CALCULATE ANGULAR VELOCITIES AND ACCELERATION 
C COUPLER AND FOLLOWER LINKS OF A PLANAR FOUR-BAR LINKAGE 
C AT NPP POSITIONS OF THE CRANK 
C THE FIRST POSITION IS AT STRTA DEGREESt THE FOLLOWING POSITIONS AT 
C RNGA/(NPP-1) DEGREE INTERVALS FOR RNGA DEGREES 
C THE ANGULAR VELOCITYtWl(I)t AND ACCELERATIONtAl<IJt OF THE CRANK LINK 
C MUST BE DEFINED BY THE USER AT EACH OF NPP POSITIONS 
C THE FIRST 6 LINKAGE PARAMETERSt PAR(!) CXCI) IN THIS SUBROUTINE>• MUST 
C BE USER DEFINED 
C THIS SUBROUTINE MAY BE CALLED DIRECTLY BY THE USER SETTING METH00•6 
C SET JFLAGl•O IF A TABLE PRINT-OUT OF THE ANGULAR VELOCITIES AND 
C ACCELERATIONS VSe THE CRANK ANGLE IN DEGREES ARE DESIRED 
C SET JFLAG2•0 IF PLOTS OF TABULAR VALUES ARE DESIRED 

COMMON /NUMBERS/NPPtMETHODtiCASE 
COMMON /BALIN/Wl(36)tAl(36)tX(6)t STRTAtRNGAtNOJltCMl6)t 
lR~(3)tRJ(3) 

COMMON /BALVAL/Tl(36)tTlDC36)tT2C36)tT3C36)tW2(36)tW3(36)tA2136)t 
lA3(36>tAH1(36ltAV1(36JtAH3t36JtAV3C36)tSFH(36)tSFVC36)tSMOC36Jt 
2TSFHC36)tTSFV(36)tTSM0(36) 
Sl•X(6)*X(6J+X(l)*X(l) 
S2=2e*Xf6)*X(l) 
S3•X(2)*X(2)-X(3)*X(3) 
S4•2•*X(2) 
S5•2e*XC3) 
ADD•RNGA*e0174533/FLOATCNPP-l) 
T1Cll•STRTA*e0174533 
DO 1 I=ltNPP 
IFCieEQell GOTO 2 

C DEFINING CRANK ANGLE IN RADIANS 
Tl(J)•Tl(l-l)+AOO 

C CONVERTING CRANK ANGLE TO DEGREES FOR PRINTOUTS 
2 TlD(ll•TlCIJ*57e2957795 

DSQ•Sl-S2*COSCTl(t)) 
D•SQRT(OSQ) 
RAM•ACOSCCDSQ+S3)/CS4*0)) 
A•ATAN2(XCll*SfN(TlCI))tXC6)-X(l)*COS(TlClll) 
B•ACOSCCDSQ-S3)/CS5*Dll 

C DEFINING COUPLER ANGLE 
T2(I)•FLOATC1CASE)*RAM-A 

C DEFINING FOLLOWER ANGLE 
T3CI)•6e2831853-A-FLOATCICASE)*B 
DEL•TlCII-T3CII 
EPS•T2Ct)-T3(f) 
GAM•TlCI)-T2(!) 
CEPS•COS(EPSl 
SEPS•SIN(EPS) 
TOP•X(ll*WlCI) 
DEN•X(3)*SEPS 



C DEFINING COUPLER ANGULAR VELOCITY 
W2Ct>•-TOP*SIN(OEL)/DEN 

C DEFINING FOLLOWER ANGULAR VELOCITY 
W3Ct>•TOP*SINCGAM)/DEN 
WlSO•X(l)*WlCI)*WlCI) 
W2SO•X(2)*W2Cl)*W2(1) 
W3SO•XC3)*W3Cl)*W3(!) 
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C DEFINING COUPLER ANGULAR ACCELERATION 
A2CI)•W2CI>*AlCI>IWlCI)•CWlSO*COS(OEL)+W2SQ*CEPS+W3SO)/CXC2)*SEPS) 

C DEFINING FOLLOWER ANGULAR ACCElERATION 
A3CI)•W3CI>*AlCI)/WlCI)+(WlSQ*COSCGAM)+W2SQ+W3SQ*CEPS)/0EN 

C REDEFINING T3 FOR CONVENIENCE IN BALANCING ROUTINES 
1 T3CI)•T3CI)-3el4159265 

C PRINTING TABLE OF VALUES IF DESIRED 
IFCJFLAGleEQ,O) WR1TEC6tl00) (CTlDCI)tW1Cl)tA1CI)tW2CI>tA2CI)t 

1 W3(IltA3(I))ti•ltNPP) 
C TEST TO SEE IF PLOTTING DESIRED 

I~CJFLAG2eNEe0) RETURN 
C ROUTE IF PLOTTING DESIRED 

WMIN•leOE+50 
WMAX•-leOE+50 
AMIN•le0E+50 
AMAX•-leOE+50 

C DETERMINING MAXIMUM AND MINIMUM VALUES FOR PLOTTING 
00 3 l•ltNPP 
WMIN•AMIN1CW2CiltW3Cl)tWMIN) 
WMAX•AMAX1CW2CiltW3CIItWMAX) 
AMIN•AMtNlCA2Cl)tA3CittAMIN) 

3 AMAX•AMAX1CA2CI)tA3CiltAMAXI 
XMAX•TlOCNPP) 
XMIN•TlOfl) 

C PRINTING TITLES FO~ ANGULAR VElOCITY PLOTS 
WRITEC6tl01) WMAXtWMINtXMINtXMAX 

C REINITIALIZING PRINTING VARIABLES SINCE COMPARE DESTROYS ITS INPUT 
C ARRAYS 

00 4 I•ltNPP 
~VlCl)•TlDlt) 
AV3(l)•W2Ct) 
AH3Cl)cW3(I) 

4 AHl(l)•TlDCI> 
CALL COMPARECNPPtAV3tAH3tAHltAVltWMAXtWMINtXMAX•XMINtl) 

C PRINTING TITLES FOR ANGULAR ACCELERATION PLOTS 
WRITEC6tl02) AMAXtAMINtXMINtXMAX 
DO 5 I•ltNPP 
AVlC I) •TlD( I) 
AV3CI>=A2CI) 
AH3(l)•A3Ct, 

5 AHlCU•TlDCI) 
CALL COMPA~ECNPPtAV3tAH3tAHltAVltAMAXtA~INtXMAXtXMINtl) 
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RETURN 
100 FORMATC1Hlt5Xt*TABLE OF ANGULAR VELOCITIES AND ACCELERATIONS OF PL 

lANAR FOUR-BAR LINKS*//3Xt*CRANK ANG*t7Xt*CRANK W*t 
27Xt*CRANK A*t8Xt*COUPLER W*t6Xt*COUPLER A*t5Xt*FOLLOWER W*t 
35Xt*FOLLOWER A*/3Xt*CDEGREES>*•6Xt*CRAO/SECJ*t4Xt*CRAO/SEC/SEC>*• 
44Xt*CRAD/SEC>*t4Xt*CRAO/SEC/SEC)*t4Xt*CRAO/SEC)*t4Xt 
5*CRAO/SEC/SEC)*//(7Gl5e6)) 

101 F0RMATC1Hlt5Xt*PLOT OF THE ANGULAR VELOCITIES OF THE COUPLER <*• 
llH*t*) AND FOLLOWER (0) IN RAO/SEC*/6Xt*VS• CRANK ANGLE IN DEGREES 
2 FOR THE PLANAR FOUR-BAR LINKAGE*/6Xt*MAXIMUM ANGULAR VELOCITY IS* 
3tG14e5t* RAD/SEC*/6Xt*MINIMUM ANGULAR VELOCITY IS*tGl4•5•* RAO/SEC 
4*/6Xt*CRANK ANGLE VARIES FROM*tG14e5t* TO*tGl4e5t* DEGREES*//) 

102 FORMATC1Hlt5Xt*PLOT OF ANGULAR ACCELERATIONS OF THE COUPLERC*t 
llH*t*) AND FOLLOWER IN RAD/SEC/SEC*/6Xt*VSe THE CRANK ANGLE IN OEG 
2REES FOR THE PLANAR FOUR-BAR LINKAGE*I6Xt*MAXIMUM ANGULAR ACCELERA 
3TION IS*tG14e5t* RAD/SEC/SEC*/6Xt*MINIMUM ANGULAR ACCELERATION IS 
4*tGl4e5t* RAD/SEC/SEC*/ 
56Xt*CRANK ANGLE VARIES FROM*tGl4e5t* TO*tG14e5t* DEGREES*//) 

END 
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SUBROUTINE LINCUP(JPLOTtlSKIPtCRtCTtARtAl) 
C SUBROUTINE SUBPROGRAM TO DETERMINE THE ACCELERATION OF POINTS 
C ON THE COUPLER LINK FOR THE PLANAR FOUR-BAR AND SLIDER-CRANK 
C MECHANISMS 
C THE VELOCITIES OF COUPLER POINTS ARE ALSO DETERMINED 
C THIS SUBROUTINE IS AVAILABLE FOR GENERAL USE AS WELL AS FOR 
C PART OF THE BALANCING SYSTEM 
C FOR GENERAL USE METHOO MUST BE EITHER 7 FOR A 4-BAR COUPLER-POINT 
C OR 9 FOR A SLIDER-CRANK COUPLER-POINT 
C FOR METHOD EQUAL TO 7 OR 9t A TABLE OF VELOCITIES AND ACCELERATIONS 
C OF THE COUPLER-POINT AT NPP POSITIONS OF THE CRANK LINK IS GIVEN 
C IF IPLOT eEQ,O PLOTS OF THE ACCELERATIONS AND VELOCITIES VSe 
C CRANK ANGLE IN THE RANGE OF MOTION• RNGA DEGREES• STARTING FROM 
C STRTA DEGREES• ARE GIVEN (OTHERWISE SET IPLOT eEOel) 
C UNLESS LINCUP HAS BEEN PREV!OULSY CALLED USING THE SAME LINKAGE 
C PARAMETERS SET ISKIP•l (IF LINCUP HAS BEEN PREVIOULSY CALLED SET !SKIP 
C •0 TO SAVE COMPUTER TIME - RESULTS WILL BE IDENTICAL TO THOSE WITH 
C ISKIP•l) 
C IF JFLG2 WAS SET EQUAL TO 0 IN A PREVIOUS CALL TO FBANG OR SCANG 
C ISKIP MUST BE SET•l ON THE FIRST CALL TO LINCUP 
C CR AND CT GIVE THE X ANO Y COMPONENTS OF THE COUPLER-POINT WeReTe 
C THE CENTRAL AXIS OF THE COUPLER LINK MEASURED FROM ITS CRANK END 
C ( THESE MUST BE DEFINED BY THE USER) 
C AR AND AI MERELY HAVE TO BE DIMENSIONED OF SIZE NPP IN THE CALLING 
C PROGRAM (PLEASE REMEMBER THIS) 
C FIRST 6 LINKAGE PARAMETERS MUST BE DEFINED FOR METH0•7 
C FIRST 5 LINKAGE PARAMETERS MUST BE DEFINED FOR METHOD•9 
C NOTE- AS FOR ALL BALANCING-ANALYSIS SUBROUTINESt PARC4) NEED NOT 
C BE DEFINED 

DIMENSION AR(l)tAIC1>•VMC36)tVANGC36ltAMC36ltAANGC36) 
COMMON /NU~BERS/NPPtMETHOO 
CO~MON /BALIN/WlC36l•A1(361tPARC6)tSTRTAtRNGA•NOJ1•CM<6)t 

lRM(3ltRJC3l 
COMMON /BALVAL/Tl(36)•TlDI36)tT2C36)tT3C36)tW2(36)tW3C36)tA2C36l• 

lA3(36)tAHlC36ltAV1(36ltAH3(36)tAV3(36)tSFHC36)tSFVC36)tSMOC36)t 
2TSFHC36)tTSFVC36ltTSM0(36)tVRC36)tVIC36) 

C SKIPPING CALLS IF LINCUP PREVIOUSLY CALLED 
IFCISKIP,EQ,Ol GOTO 1 

C OBTAINING ANGULAR VELOCITIES AND ACCELERATIONS FOR 4-BAR 
IF(METHOOeEOe7eOReMETHODeEQel0) CALL FBANGCltl) 

C OBTAINING ANGULAR VELOCITIES AND ACCELERATIONS FOR SLIDER-CRANK 
IF(METHOOeEQe9eOR,METHOOeEO•ll) CALL SCANGCltl) 

1 DO 2 I•ltNPP 
WlSQ•WlCI)*WlCI) 
W2SQ•W2(Il*W2CI) 
ST2•SINCT2(1)) 
CT2•COSCT2CJ)) 
XlS•PARCl)*SlNCTl(J)) 
XlC•PARCll*COStTl(J)) 



XRS•CR*ST2 
XRC•CR*CT2 
XTS•CT*ST2 
XTC•CT•CT2 

C OBTAINING HORIZONTAL COMPONENT OF VELOCITY 
VRCI>•-XlS*Wl(I)-XRS*W2(J)-XTC*W2(!) 

C OBTAINING VERTICAl COMPONENT OF VELOCITY 
VICI>•XlC*Wl(l)+XRC*W2CI)-XTS*W2CI) 

C OBTAINING HORIZONTAl COMPONENT OF ACCELERATION 
AR(J)•-XlS*Al(I)-XlC*WlSO•XRS*A2CJ)•XRC*W2SQ 

1 -XTC*A2Cl)+XTS*W2SQ 
C OBTAINING VERTICAL COMPONENT OF ACCELERATION 

2 AICI>=XlC*AlCI>-XlS*WlSO+XRC*A2CI>-XRS*W2SQ 
1 -XTS*A2CI)•XTC*W2SQ 

C RETURN IF DOING A SYNTHESIS 
IFCMETHOOeLTe6eOReMETHODeGTe9) RETURN 
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C DETERMINING MAGNITUDE AND ANGLE OF VELOCITIES AND ACCELERATIONS 
C FOR TABLES AND PLOTTING 

DO ! I•ltNPP 
VMCI>=SQRTCVRCil*VR(I)+VICI)*VICit) 
VANGCI)•CATAN2CVICI>tVRCI))+PARC5))*57e2957795 
AMCI>•SQRTCARCI>*ARCI>+AICil*AICl)t 

3 AANGCI>•CATAN2CAICiltARCitl+PARCS))*57e2957795 
C PRINTING TABLES 

WRITEC6tl00) CCTlDCI>tVMCiltVANGCI)tAMCt)tAANGCIJ)ti•ltNPP) 
C TEST TO SEE tF PlOTTING REQUIRED 

IFCIPLOTeNEeO) RETURN 
C OBTAINING ~AXIMUM AND MINIMUM VALUES FOR PlOTTING 

VMIN•VM(l) 
VMAX•VM(l) 
VAMtN•VANGCl) 
VAMAX•VANGCl) 
AMIN•AMC 1) 
A~AX•AM(l) 
AAMIN•AANG(l) 
AAMAX•AANGCl) 
DO 4 I•2tNPP 
VMIN•AMINlCVMINtV~CI)) 
VMAX•AMAXl(VMAXtV~CI)) 
VAMIN•AMINlCVAMINtVANGCI)) 
VAMAX•AMAXlCVAMAXtVANGCI)) 
AMIN•AMINlCAMINtAM(I)J 
A~AX•AMAXlCAMAXtAM(J)) 
AAMIN•AMINlCAAMINtAANG(I)) 

4 AAMAX•AMAXlCAAMAXtAANGCtJ) 
XMAX•TlDCNPP) 
XMI~•TlOCl) 

C PRINTING VELOCITY PLOTS 
WRITEC6tl01) VMAXtVMINtXMINtXMAX 
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C RE!NITIALIZING PRINTING VARIABLES SINCE COMPARE DESTROYS ITS INPUT 
C ARRAYS 

00 5 I•1tNPP 
5 AH1CI)•T10CI) 

CALL COMPARE(NPPtVMtVMtAHltAHl•VMAXtVMINtXMAXtXMINtO) 
WRITEC6tl02l VAMAXtVAMINtXMINtXMAX 
00 6 I•ltNPP 

6 AH1CI)•Tl0CI) 
CALL COMPARECNPPtVANGtVANGtAHltAHltVAMAXtVAMINtXMAXtXMINtOl 

C PRINTING ACCELERATION PLOTS 
WRITEC6t103l AMAXtAMINtXMINtXMAX 
DO 7 I•1tNPP 

7 AHlfl)•TlDCI) 
CALL COMPARECNPPtAMtAMtAHltAHltAMAXtAMlNtXMAXtXMINtO) 
WRITEC6tl04l AAMAXtAAMlNtXMINtXMAX 
00 8 I•1tNPP 

8 AHlCI)•TlOCI) 
CALL COMPARECN~PtAANGtAANGtAHltAHltAAMAXtAAMINtXMAXtXMINtO) 
RETURN 

100 FORMATClHltlXt*TABLE OF COUPLER POINT LINEAR VELOCITIES ANO ACCELE 
lRATIONS• MAGNITUDES ANO ANGLES*II3Xt*CRANK ANG*•7Xt*VEL MAG*t8Xt 
2*VEL ANG*t8X•*ACC MAG*t8Xt*ACC ANG*/3Xt*CDEGREES)*t5Xt*CUNITS/SECl 
3*t5Xt*COEGREES)*t3Xt*CUNITS/SEC/SEC)*t3Xt*COEGREfS)*/I 
4C5G15e6)) 

101 FOR~ATflH1t5Xt*PLOT OF COUPLER POINT VELOCITY MAGNITUDE IN UNITS/S 
1EC*/6Xt*VSe THE CRANK ANGLE IN DEGREES*I6Xt*THE MAXIMUM VELOCITY I 
2S*tG14e5t*t THE MINIMUM VELOCITY IS*tGl4e5/ 
36Xt*CRANK ANGLE VARIES FROM*tG14e5t* TO*tG14e5t* OEGREES*IIl 

102 FORMATC1Hlt5Xt*PLOT OF COUPLER POINT VELOCITY ANGLE IN DEGREES*/ 
16Xt*VSe THE CRANK ANGLE IN OEGREES*I6Xt*THE MAXIMUM ANGLE IS*• 
2Gl4e5t*t THE MINIMUM ANGLE IS *tG14e5/ 
36Xt*CRANK ANGLE VARIES FROM*•Gl4eSt* TO*tGl4•5•* DEGREES*IIl 

103 FORMATC1Hlt5Xt*PLOT OF THE COUPLER-POINT ACCELERATION MAGNITUDE IN 
1 UNtTS/SEC/SEC*I6Xt*VSe THE CRANK ANGLE IN OEGREES*I6Xt 
2*THE MAXIMUM ACCELERATION IS*tG14e5t*t THE MINIMUM ACCELERATION I 
3S*tG14e5/ 
46Xt*CRANK ANGLE VARIES FROM*•Gl4e5t* TO*tG14e5t* DEGREES*//) 

104 FORMATC1Hlt5Xt*PLOT OF THE COUPLER-POINT ACCELERATION ANGLE IN DEG 
1REES* /6Xt*VSe THE CRANK ANGLE IN OEGREES*/6Xt*THE MAXIMUM ANGLE I 
3S*tG14e5t*t THE MINIMUM ANGLE IS*tG14e5/ 
46Xt*CRANK ANGLE VARIES FROM*tG14e5t* TO*tG14e5t* DEGREES*//) 

END 
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SUBROUTINE LINIOCX) 
C SUBROUTINE SUBPROGRAM TO CALCULATE THE ACCELERATIONS OF POINTS ON 
C THE CRANK AND ,OLLOWER LINKS• THEIR POSITIONS GIVEN BV VECTOR X 
C THE ACCELERATIONS ARE GtV£N IN TERMS OF THEIR HORIZONTAL AND 
C VERTICAL COMPONENTS 

DIMENSION Xfl) 
COMMON /NUMBERS/NPPtMETHOD 
COMMON /BALIN/WlC36JtA1C36)tPAR(6)tSTRTAtRNGAtNOJltCMC6lt 

1RMC3JtRJC3l 
COMMON /BALVAL/TlC36)tTlDC36)tT2C361tT3C36ltW2(36ltW3l36)tA2(36) 

lA3C36)tAH1C361tAV1(361tAH3C36)tAV3C36)tSFHC36JtSFV(36JtSMOC36)t 
2TSFHC36ltTSFVC36)tTSMOf36) 

00 1 I•ltNPP 
STl•SINCTlti)J 
CTl•COSCTl(I)) 
WlSQ•Wl(I)*WlCil 
WlS•WlSO*STl 
WlC•WlSQ*CTl 
AlS•Al(l)*STl 
AlC•AlC!)*CTl 

C DEFINING HORIZONTAL COMPONENT OF ACCELERATION ON CRANK LINK 
AHlti)••X(ll*CW1C+AlS)+XC2)*CWlS•AlCl 

C DEFINING VERTICAL COMPONENT OF ACCELERATION ON CRANK LINK 
1 AVlCIJ•X(l)*CAlC•WlS)-XC2l*CW1C+A1Sl 

C RETURN IF ONLY ACCELERATION OF POINT ON CRANK LINK DESIRED 
C CMETHOD•ll) 

tFCMETHOOeEOell) RETURN 
C ROUTE FOR FOLLOWER POINT ACCELERATIONS 

00 2 I•ltNPP 
ST:3•SINCT3Ct)) 
CT3•COSCT3(I)J 
W3SQ•W3CI)*W3fl) 
W3S•W3SQ*ST3 
W3C•W3SQ*CT3 
A3S•A3(l)*ST3 
A3C•A3CIJ*CT3 

C DEFINING HORIZONTAL COMPONENT 
AH3CI)••XC~)*CW3C+A3SJ+X(6)*CW3S•A3C) 

C DEFINING VERTICAL COMPONENT 
2 AV3Cl)•XC5)*(A3C•W3S)•XC6)*(W3C+A3S) 

RETURN 
END 
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SUBROUTINE OPTSURFCNXtNYeGMAXeGMINtXMAXtXMlNtYMAXtYM!NtJSKtP) 
C SUBROUTINE SUBPROGRAM TO PLOT THE INTERSECTION OF A N DIMENSIONAL 
C HYPER-PLANE WITH THE CN+l) DIMENSIONAL OPTIMIZATtON HYPER•SURFACE 
C THE RESULT IS A CONTOUR PLOT WITH XCNX) REPRESENTING THE 
C HORIZONTAL AXIS AND XCNY) REPRESENTING THE VERTICAL AXIS 
C 9 CONTOUR LINES OF THE TOTAL UNCONSTRAINED OBJECTIVE FUNCTION 
C G ARE PLOTTED AT EQUAL INCREMENTS OF G EQUAL TO CGMAX-GMIN)/9e 
C BETWEEN THE GIVEN VALUES OF GMAX AND GMIN 
C EeGe NO, 3 CONTOUR LINE HAS FUNCTION VALUE OF GMIN+3e*CGMAX•GMIN)/9e 
C THE INTERSECTION OF THE CONSTRAINT HYPER-SURFACES WITM THE 
C INTERSECTING HYPER-PLANE ARE ALSO PLOTTED AS LETTERS - A REPRESENTING 
C THE INTERSECTtON WITH CONSTRAINT lt 8 WITH CONSTRAINT 2• ETC• 
C CUP TO 20 CONSTRAINTS) 
C + IS PRINTED WHERE THE G VALUE EXCEEDS GMAX 
C - IS PRINTED WHERE THE G VALUE IS LESS THAN GMIN 

DIMENSION LABELClO) 
COMMON XC10)tFUNCC8~ltCONSC85t20) 
COMMON /NUMSERS/NPPtMETHODtiCASEtNtNCtiEXCO 
COMMON /SAVOPT/SVC10) 
COMMON /JNTERN/RPSitCGtCC20)tUltU2tUStPMtiCOUNTtPS(8lltCXA(2l)t 

1CYAC2l)tERRMAXC21)eTRitZERO 
DATA LABEL/4HXCllt4HXC2)t4HXCI)t4HXC4)t4HXC5)t4HXC6lt4HX(7)t 

l4HXC8)t4HX(9)tSHXC10)/ 
C INITIALIZE DESIGN VARIABLES TO FINAL OPTIMUM VALUES 
C SKIPPING IF PREVIOUSLY CALLED 

IFCISKIPeEQeO, GOTO 4 
C CALLING DATA INITIALIZATION PROGRAMS 

IFCMETHODeLTe6) CALL LINKCO) 
IFIMETHOOeGTe9) CALL BALANCEC-1) 

4 00 1 I•ltN 
1 XCI)•SVCJl 

C PRINTING TITLES FOR CONTOUR PLOT 
WRITEC6t100) LABELtNX)tLABELCNY)tGMAXtGMlNtLABEL(NXltXMINtXMAX• 

lLABELCNY)tYMINtVMAX 
C OBTAINING VARIABLE INCREMENTS FOR PLOTTING 

YINC•CYMAX-VMJN)*e02 
XINC•CXMAX-XMIN)/84e 

C LOOP TO CALCULATE FUNCTION VALUES AND CONSTRAINT VALUES 
C AND CALL PLOTTING ROUTINE WHICH PRINTS ONE LINE AT A TIME 

DO 2 I•ltSl 
XCNY)•VMIN+FLOATCI-l)*VINC 
DO 3 J•le85 
XCNX)•XMIN+FLOATCJ•l)*XINC 
FUNCCJ)•G(X) 
DO 3 L•ltNC 

3 CONSCJeL)•Cfl) 
2 CALL PLOTCNCGMAXtGMINtNC) 

RETURN 
100 FORMAT(1Hlt5Xt*PARTIAL CONTOUR PLOT OF FINAL OPTIMIZATION HVPER-SU 
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1RFACE*/6XtA6t*IS THE HORIZONTAL AXIS VARIABlE• *tA6t 
2*!5 THE VERTICAL AXIS VARIABlE*/6Xt*+ lS PRINTED WHERE FUNCTION VA 
3LUES EXCEEO*tG14e5/6Xt*• IS PRINTED WHEN FUNCTION VALUES ARE lESS 
4THAH*tG14e5/6XtA6t*VARIES FROM*tG14e5t* TO*tG14eSt*t *tA6t*VARIES 
SFROM*tGl4e5t* TO*tGl4•S/t 

END 
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SUBROUTINE PLOTCNCFMAXtFMINtNC) 
C SUBROUTINE SUBPROGRAM TO PLOT ONE LINE OF A FUNCTION CONTOUR AND 
C CONSTRAINT PLOT 

DIMENSION KC85)tKBC5)tiCMP1C20)tiCMP2(20) 
COMMON FILLC10)tFC85)tCC85t20) 
DATA KB/55Bt338t46Bt45Bt01B/ 

C DETERMINING INCREMENT FOR FUNCTION CONTOURS 
A•fFMAX•FMtNt/9e 
00 1 l•ltNC 

1 !CMPlCI)•SIGNtleltCCltl)) 
DO 2 t•lt85 
LNOW•C(F(I)-FMIN)/A)+le 
ICC!)•KB(l) 
tFCieEOel) GOTO 3 

C TESTING IF A CONTOUR HAS BEEN REACHED AND PRINTING THE APPROPRIATE 
C NUMBER 

IFCLNOWeNEeLAST) KCit•MINOCLNOWtLAST)+KBC2) 
3 IFCKCiteLEeKBC2)) KCI)•KBCl) 

IFCLNOWeGTe9) K(I)•K8(4) 
!FCLNOWeLEeO) KCtl•KBC!) 

C TESTING TO SE£ IF A CONSTRAINT SURFACE HAS BEEN INTERSECTED AND 
C PRINTING THE APPROPRIATE LETTER 

DO 4 J•ltNC 
ICMP2CJ)•SIGNCleltCCitJt) 
IFCICMPl(J)+ICMP2CJ)) 4t5t4 

5 KCI)•IC8(5)+J-l 
ICMP1(J)•ICMP2(J) 
GOTO 2 

4 CONTINUE 
2 LAST•LNOW 

WRITEC6t100) K 
RETURN 

100 FORMATC5Xt85Rlt 
ENO 
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