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were run in a choice reaction time task to test the model. 
Stimulus set sizes of two, four and six were used and response 
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CHAPTER ONE 

Introduction 

While experimenters have been interested in how rapidly humans 

can respond to simple environmental changes for over one hundred years, 

little adequate theory has resulted. Two general theoretical approaches 

have dominated the field of response time. These approaches will be 

referred to as convolution theories, represented by the work of Donders 

(1868), Hick (1952) and Sternberg (1963, 1964, 1966, 1969a, b) and 

sequential processing theories, represented by the_empirical and theor­

etical developments of Edwards (1965), Fitts (1966), Laming (1968) and 

Stone (1960). Recently a third theoretical approach has been made to 

the study of response time. This class of theories is referred to as 

mixture theory and is represented by the research of Falmagne (1965), 

Falmagne and Theios (1969), Link and Tindall (1970, 1971), Ollman (1966, 

1970) and Yellott (1967, 1971). 

The convolution theories are of limited applicability because 

they have only been developed for accurate performance and do-not generate 

errors. The sequential processing theories of S.t:one (1.960) and Laming 

{1968) predict that correct and error response latencies for a given 

response must be equal. Since most experimental findings fail to 

corroborate the prediction of e~ual mean correct and error response 

latencies, the sequential processing theories proposed by Stone and 

Laming must be rejected. Recent developments in mixture theories 

circumvent the shortcomings of both convolution and sequential processing 

theories. For example the theories proposed by Ollman (1966) and 
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Yellott (1971) specify that errors are in part the result of g:U,~§..s:l.ng 

and permit the latencies of error responses to be different from those 

of correct responses. The models developed within the mixture theory 

framework offer an alternative explanation to the sequential processing 

theories for how the subject operates in tasks in which he must trade 

response speed against response accuracy. The research repa,rted here 

is designed to investigate some general mixture models. Either support 

for the mixture models or the particular nature of their failures will 

have implications for the convolution and sequential processing theories. 

Historical Background 

Convolution Theories 

Convolution theories are the oldest class of theories o.f response 

time, RT. The conceptualization of response time as a sum of a numbe-r 

of subcomponents began when experimenters became interested in measuring 

the time which humans took to perform various tasks (Wundt, 1862, 1863; 

Danders, 1868). Danders believed that response latency if appropriately 

analyzed would permit one to estimate the time required to complete the 

mental events which he believed to underlie some human thoughts. 

Danders proposed three classes of experim&nts which he bel·i~ed 

were sufficiently simple that one could intuit the number and nature of 

mental events involved. The first experiment, referred to as a. choice 

reaction time task (CRT), consisted of discrete trials in which one of 

two possible stimuli ~ras presented to a subject. Each stimulus was ~ap­

ped onto a distinct response. The stimulus for each trial was randomly 

determined and the subject had' to decide as quickly as possible which 

stimulus was presented and indicate his choice with depression of the 
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appropriate response key. Mental events believed involved in this task 

were stimulus categorization or recognition, response selection and 

response execution. During stimulus categorization, the stimulus was 

assumed to be decoded, analyzed then compared with memory representations 

of the possible stimulus events. The categorization process would term­

inate with classification of the stimulus. Response selection began 

when stimulus categorization was completed. Output of the categorization 

stage was used by the response selection stage to determine the appropri­

ate response. Finally, response execution consisted of events involved 

in performing the selected response. Response execution might include 

coordinating muscle movements, ensuring sufficient speed and accuracy 

of the motor acts, etc. The second task proposed by Danders was differ­

ent than the first because only one response was required. Two stimuli 

were again presented randomly on discrete trials. If one of the stimuli 

occurred, the subject was required to press a response key. If the 

other, he was to withhold his response. This task was believed to in­

volve only stimulus categorization and response execution events. 

Danders claimed response selection was not necessary since only one 

overt response was possible. Finally, the third task, referred to as 

a simple reaction time task, required only that the subject press a key 

when either stimulus was presented. This task was believed to involve 

only response execution. 

Two aspects of Danders' analysis of mental events involved in 

these experimental tasks are important (Sternberg, 1969a,b). The first 

is the assumption of three distinct mental events: stimulus categoriza­

tion, response selection and response execution. The second assumption 
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is that times required to complete these events are nonoverlappin~. 

Donders' interpretation of his experim,ents and these assumptions led 

htm.to propose a subtractive method for estimation of time to complete 

each of the three mental events. 

The subtractive method was subject to considerable criticism 

(Ach, 1905 and Watt, 1905 as cited in Woodworth, 1938). It was maintained 

that the hypothesized components were not invariant across experimental 

tasks. The subject was able to prepare himself to a higher pitch of 

readiness in simple reaction time tasks than in CRT tasks. Therefore, 

the response execution process was not identical across tasks. 'Though 

in the stimulus categorization task the subject had only one overt 

response to make, he had to decide whether to respond. This decision 

process was effectively response selec,t:\,QQ.. Fq.~tl.l.e.tlllQt:e.,. :lt .. v;~. cl.aime.d 

that response selection overlapped in time with stimulus categorization 

and could not be estimated by subtraction. While stimulus categorization 

was occurring, partially completed classification could be used by the 

response selection process to begin selecting the response which at 

that stage of processing would be appropriate. Although criticisms 

were directed largely at the interpretation of the experiments used to 

test the theory, the effect was a subsequent rejection of the experimental 

method as well as the theoretical assumptions. For a time, response 

latency was considered to offer littla indication of underlying processes 

of choice behavior. 

The introduction of information theory concepts into psychology 

(Shannon and Weaver, 1949) led to a revival of interest in response 

latency as well as the use of concepts similar to Donders' subtractive 
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method. Hick (1952) was interested in the relationship beaweea stimulus 

uncertainty and response latency. Experiments in which highly discrimin­

able stimuli were mapped onto a set of distinct responses revealed that 

response latency increased monotonically with number of possible stimuli. 

In addition to the analysis of his own results, Hick (1952) reanalyzed 

e&l'lier data (Merkel, 1885; Blank, 1934). He found the relationship 

between average stimulus uncertainty, which was manipulated by varying 

the number of stimuli, and response latency was approximately linear. 

The relationship between average uncertainty and response latency has 

been referred to as Hick's Law and is expressed as: 

Mean CRT = K log n+l 

where n refers to the number of equiprobable stimuli and K is a constant. 

~s models were developed which attempted to account for th±s 

relationship between average uncertainty and response latency (e.g. Hick, 

1952). 

Hick (1952) proposed two general classes of models: template 

matching (TM) and feature testing (FT) models. These models were 

designed to represent the recognition process in CRT. The recognition 

process was assumed to consist of two subprocesses, a preprocessing 

component and a categorization component. Preprocessing referred to a 

substage of stimulus recognition in which the stimulus repres.entation 

was prepared for comparison in the categorization stage. For the TM 

models, Hick (1952) assumed that the subject maintained in memory 

representations of the alternative stimuli and that when a stimulus 

was presented one or more replicates of its template were generated 

in the preprocessing stage. These templates were matched against 
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alternatives in memory during the categorization stage. With regard 

to FT models, Hick (1952) assumed that each stimulus alternative was 

represented in memory by a list of features and that when a stimulus 

was presented one or more replicates of its feature list were generated 

in the preprocessing stage. These replicates were compared against 

.feature lists of the alternatives during categorization. For both TM 

and FT models, Hick proposed special cases in which comparisons made 

in the categorization stage were either simultaneous (the stimulus 

was compared with all possible alternatives concurrently) or serial. 

Also, generation of replicates of the stimulus (templates or feature 

lists) in the preprocessing stage could be either simultaneous, serial 

or self-replication (first replicate splits into two identical copies 

each of which again splits in two, etc.). O'tl'ier authors liav,e e!at>ora;t:ed 

upon versions of these models (e.g. Christie and Luce, 1956; Rapoport, 

1959; Sternberg, 1963, 1964, 1966). 

Generally, these models have focussed upon stimulus categoriza­

tion and ignored response selection and execution. However, since 

number of stimuli and responses were identical, in these early experi­

ments, it would seem that models which take account of stimulus categor­

ization only are inappropriate. Falmagne (1965) and Kornblum (1969) 

demonstrated that to some extent increase in RT as a function of stimulus 

set size is due to fewer occurences of repetitions of stimuli or to 

longer sequences of trials before a stimulus is repeated with large 

stimulus sets. Furthermore, Bertelson (1965) and Bertelson and Renkin 

(1966) in serial choice reaction time tasks showed that most of the 

repetition effects observed in CRTs are due to repetition of response 
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not stimulus. All repetition effects, however, cannot be accounted for 

by the response. Laberge and Tweedy (1964) mapped two of three stimuli 

onto one response in a binary response task and found mean response time 

varied as a function of stimulus probability and stimulus value when the 

response factor was controlled. 

Two recent reviews of the literature on response latency, Welford 

(1960) and Smith (1968), indicate that modern psychologists have retained 

some of Donders' ideas about response latency. Psychologists have 

adopted the assumption that response latency is composed of durations 

of certain mental events which are involved in choice behavior. In 

modern terminology, these mental events are referred to as processing 

stages or simply stages. These stages are again assumed to occur during 

the time interval between presentation of a stimulus and occurence of a 

response to that stimulus. The stages of which choice behavior is now 

assumed to consist are often referred to as transducer, stimulus 

categorization, response selection and response execution. The last 

three stages are identical to those proposed by Danders (1868). The­

transducer stage refers to events and time required to convert physical 

energy of the stimulus to physiological events utilized in the unknown 

processes of stimulus categorization. While modern experimental psychol­

ogists have adopted Danders' assumptions regarding underlying mental 

processes of response behavior, most have not accepted without question 

the assumption that these events do not overlap in ti~e. 

Researchers (e.g. Morin and Forrin, 1963; Nickerson and Feehrer, 

1964) have attempted to study·either stimulus categorization or response 

selection. They have substituted many stimuli to few responses or few 
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stimuli to many responses for usual one to one stimulus-response mappings. 

In experiments involving few stimuli mapped to many responses, each 

stimulus was mapped to one or more responses. Subjects were instructed 

to indicate a particular stimulus by randomly choosing among the set 

of appropriate responses for that stimulus. It was suggested (Smith, 

1968) that longer response times which are associated with larger response 

sets per stimulus might have resulted from subjects' attempts at random 

selection from the response set. As set increased in size, memory load 

would be greater if subjects consciously tried to respond randomly. 

It was hoped manipulations of size of stimulus or response set would 

introduce expanded processing in either the stimulus categorization 

or reeponse selection stage and that quantitative changes in re'Sponse 

latency would indicate the nature of the processes of a particular stage. 

More recently, Sternberg (1969a) has suggested that processes 

underlying response latency might be investigated if procedures were 

developed to selectively affect components of a single stage but leave 

other possible overlapping stages unaffected. These selective procedures 

might reveal properties and limitations of a particular processing stage. 

An understanding of properties and limitations of one stage would be 

valuable for future considerations of how that processing stage is linked 

with others. 

Sternberg (1969a) has presented experiments designed to investigate 

the recognition stage. To remove confounding of recognition and response 

selection processes inherent !n Hick's experiments, in Sternberg's 

experiments, the response was always one of two possible choices while 
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number of stimuli was varied. For each condition of the experiments, 

N stimuli were defined as belonging to a positive set, for example, 

a subset of the digits 1, 2, ••• , 8. During an experiment, subjects 

were presented single digits and asked to make one response if the 

digit belonged in the positive set and another if it did not. Sternberg 

examined response latency as a function of the number of elements in 

the positive set. The relationship between latency and set size was 

linear. 

His experiments led Sternberg (1969a) to propose a serial search 

process in which the search is an exhaustive scan of all items in the 

positive set, assumed to be stored in active memory. The exhaustive 

serial search process led to the prediction that increases in set size 

would produce linear increases in RT. Sternberg (1969a) also argued 

that his experiments provided a situation in which components of a 

single stage of processing were affected without insertion of additional 

stages. In terms of his serial search model. Sternberg assumed that 

each increase in number of items in the positive set required an 

additional comparison in the recognition stage. 

In summary, according to all convolution theories, RT is composed 

of a sum of durations of components of choice behavior. For Donders 

(1868), the components of interest were the stages of stimulus recognition, 

response selection and response execution. Hick (1952), in variations 

of the TM and FT models, proposed that the additive components represented 

time required to produce replicates in the preprocessing stage of 

recognition and/or time required to compare replicates with stored 

representations in the categorization stage of recognition. Sternberg 
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(1969a) has focussed upon the comparison process in tn~ recog'Q.i,.t~Qn 

stage. He has assumed that the additive components consist of the 

durations for each of the comparisons between the stimulus and memory 

representations of the possible alternatives. 

In all of the above models, accurate performance is required 

and no provision is made for errors. In order to force. subjects to 

comply with these models, the occurence of errors is reduced by encouraging 

subjects to be accurate or penalizing them for errors. To ensure a 

high level of confidence, subjects may make a series of passes through 

the recognition process rather than a single pass before they execute 

a response. Each pass through the recognition process could result in 

a covert choice. Perhaps, the relationship between response time and 

s.timulus set size reflects, in part, the number of ad.dit:tonal C:f.il>Vert 

choices an accuracy-oriented subject must make before he is confident 

enough to make a response. This possibility has not been entertained 

in the models proposed by Hick (1952), Rapoport (1959) or Sternberg 

(1963, 1964, 1966, 1969a,b). If any multiple choice behavior does 

occur and is a function of stimulus set size, response latency will not 

be a reliable indicator of the events involved in a single pass through 

the recognition process. 

Results obtained by Pachella and Fisher (1972) are consistent 

with a multiple pass type of process when subjects operate under an 

accuracy-oriented set. Pachella and Fisher (1972) used time deadlines 

and varied stimulus set size to test Hick's Law. A plot of information 

transmitted against median RTs for different stimulus set sizes revealed 

that rate of transmission was constant across time deadlines: 300, 400 



(11) 

and 700 milliseconds but lower under accuracy instructions. Pach'ella 

and Fisher (1972) were critical of the convolution theories because 

they do not m.ake explicit statements about the form of the speed­

accuracy relation. Also, Pachella and Fisher (1972) were critical of the 

sequential processing theories and mixture theories, discussed below, 

because although they predict speed-accuracy relations, they have only 

been developed for binary choice tasks. It was suggested that either 

the convolution .theories must be modified to account for speed-accuracy 

relations or the sequential processing and mixture theories must be 

extended beyond the limitations of the two-choice task. 

Sequential Processing Theories 

The sequential processing theories (e.g. Edwards, 1965; 

Laming, 1968; Stone, 1960) were developed from W!rld..r·s theoreti'cal· 

presentation of sequential analysis {Wald, 1947). Sequential processing 

theories of CRT have been limited to binary choice tasks with the 

exception of a special case developed recently by Laming (1968). In 

the first sequential processing model of CRT, Stone (1960) as.sumed tha.t 

when a stimulus was presented, it gave rise to an information stream, 

continuous in time. The subject was assumed to sample from this information 

stream and to calculate the likelihood that the sample originated from 

either one stimulus alternative or the other. Further, the subjec.t 

was assumed to take the logarithm of the ratio of the likelihoods. 

Each time the subject sampled from the information stream a log likeli­

hood ratio was calculated. The log likelihood ratios of success.ive 

samples were assumed to be added together until the accumulated total 

either exceeded some predetermined value, the decision criterion 
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for one response, or fell below some other predetermined value, the decision 

criterion for the other response. When a decision criterion was crossed 

the appropriate response occurred. This model was represented as a 

random walk over time along the decision axis of log likelihood ratio. 

In the sequential processing models (Edwards, 1965; Laming, 1968; 

Stone, 1960) a tradeoff between the speed and accuracy of responses is 

obtained by adjustments in the position of the decision criteria. If 

the decision criteria are moved in towards the starting point, fewer 

samples are necessary before one of the decision criteria is crossed. 

Therefore, RT decreases while error rate increases. If the decision 

criteria are moved out away from the starting point, more samples are 

necessary before a decision criterion is crossed. Hence, RT increases 

while error rate decreases. 

The sequential processing models also predict a telatioq.ship 

between stimulus discriminability and RT. When two stimulus alternatives 

are made more similar, the likelihood that any sample from the stimulus 

information stream could have arisen from either of the alternatives 

approaches .5. Therefore, as alternatives are made more similar, the 

log likelihood ratio for samples from the information stream approaches 

zero and more samples are needed before a decision criterion is reached. 

Hence, as the stimulus alternatives are made more similar, RT increases. 

One difficulty with the models of Stone (1960) and Edwards (1965) 

is that the mean RTs for correct and error responses are identical. 

Fitts (1966) has suggested that this difficulty can be overcome if one 

assumes that the decision criteria are variable and shift in and out. 

Noisy decision criteria would ~reduce error RTs which were shorter than 

correct RTs. Laming (1968) has proposed a modification which also permits 



error RTs to be faster than correct RTs. He assumes that subje~ts 

may begin sampling information before a stimulus has actually been 

presented and therefore sample only from a noise distribution. 

(13) 

Another difficulty with the random walk model is that the 

statistical theory necessary for a general multiple choice model has 

not been developed. Laming (1968) has developed a multiple choice 

random walk model. The mathematical complexity of this model limits 

its usefulness as a basis for more comprehensive formulations. 

Mixture Theories 

The mixture theories (Falmagne, 1965; Falmagne and Theios, 1969; 

Link and Tindall, 1970, 1971; Ollman, 1966, 1970; Yellott, 1967, 1971) 

were first developed by Falmagne (1965) to account for repetition effects 

in serial choice reaction time. Falmagne (1965) proposed that. subjects 

in a serial CRT task could be represented as being in one of two states 

on any trial. Subjects could on a given trial either be in a ready state, 

in which they were prepared for the particular stimulus which was present­

ed on that trial, or in a nonready state, in which they had to reactivate 

the processes necessary for the particular stimulus • Response time from 

the ready state was assumed to be less than from the nonready state. 

Falmagne (1965) assumed that occurence of a stimulus resulted in 

subsequent readiness for that stimulus. On an ensuing trial, if the 

stimulus were repeated RT would be short. If the stimulus were not 

repeated, with some probability the subject would change to a nonready 

state for that stimulus. Falmagne (1965) represented RT in the serial 

CRT task as consisting of a blnary mixture of short times from the 

ready state and longer times from the nonready state. Falmagne and 



(14) 

Theios (1969) extended the mixture theory, again for serial CRT tasks, 

to represent RTs as mixtures from three states: selective attention, 

immediate memory and long term memory states. 

Ollman (1966) proposed a two state (Fast Guess) model for 

discrete trial CRT tasks. He suggested that responses could be represent­

ed as coming from either a recognition process in which the stimulus 

was analyzed or a fast guessing process in which no stimulus information 

was utilized. Yellott (1967, 1971) elaborated upon the Ollman (1966) 

Fast Guess Model and showed that it was possible to obtain estimates 

of the mean ·latency of the recognition process (Yellott, referred to 

it as an SCR, stimulus-controlled response). In all of the above choice 

experiments (Ollman, 1966; Yellott, 1967, 1971), estimates of the mean 

.tatencies of the SCR state were invariant under changes Rt:o<:iu.ced by 

variations in motivation for response speed and variations in stimulus 

probability. 

Current Research 

Recently, Link and Tindall (1970, 1971) have presented a series 

of experiments designed to investigate the properties of response 

latency in choice reaction time tasks in which subjects are encouraged 

to vary response speed. They used the method of time deadlines, 

employed previously by Fitts (1966), to manipulate subjects' response 

times. 

In a series of experiments, Link and Tindall (1970, 1971) 

demonstrated that subjects are able to vary their response times to 

comply with restrictions of time deadlines. Mean response times 

remained relatively stable across experimental sessions for particular 
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time deadlines and mean response time did not change as a function of 

recognition difficulty within a time deadline although accuracy was 

affected. This latter result cannot be easily explained by the sequent-

ial processing models. The likelihood ratios for highly recognizable 

alternatives would be larger than for less recognizable ones. The 

decision criteria would, therefore, be reached much sooner for recog-

nizable stimuli. The sequential processing models would, hence, predict 

shorter mean RTs for more easily recognizable stimuli. 

In some discrimination tasks, pairs of stimuli were presented 

on discrete trials with the members of each pair presented successively. 

The subject was required to indicate whether the first stimulus in the 

pair was the same as the second. When the time interval between the 

first and second stimulus of a pair was varied, a. m.emgry; .. <iec.ay. .~. the 

first stimulus, similar to that demonstrated by Kinchla and Smyzer (1967), 

was found. However, the mean response time of the discrimination did 

not change as a function of interstimulus interval, although the 

response probability varied in a systematic fashion (unpublished). 

The sequential processing theories cannot easily account for these 

results. Again as above, if it is assumed that memory decay of the 

first stimulus produces less discriminable alternatives, then in terms 

of the sequential processing theories the absolute value of the log 

likelihood ratios for information samples woulcl be inversely related to 

interstimulus interval. Therefore, mean RT should increase with 

interstimulus interval. Also, Link and Tindall demonstrated that 
. 

subjects are capable of varying the speed of their responses from trial 

to trial with no apparent residual effects of the deadline of the previous 

trial (unpublished). 
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In the model proposed by Link and Tindall (1970), response 

latency was assumed to be a mixture of response latencies fro~what 

was referred to earlier as a stimulus~controlled response, SCR, state 

and latencies from a guessing state. This model was an elaboration 

of the Fast Guess Model presented by Oilman (1966) and Yellott (1967, 

1971). Derivations from this model permitted one to estimate parameters 

of the latency distributions from the SCR and guessing states (see Link 

and Tindall, 1970). 

In the experiments referred to above (Link and Tindall, 1970, 

1971; Ollman, 1966, 1970; Yellott, 1967, 1971) subjects' response 

times were altered by the use of time deadlines. It was assumed that 

subjects could control their response times by manipulating the proportion 

of trials in which they responded from the SCR or the guessing states. 

The la~ency distribution of the SCR state was assumed to remain 

invariant across time deadlines. Link and Tindall wished to determine 

whether subjects did indeed merely alter the proportion of guessing 

trials across time deadlines or whether the latency distribution of 

the SCR state was altered. 

In all of their experiments, Link and Tindall rejected the 

hypothesis of invariance of the SCR latency distribution. They found 

that the latency distribution tended to shift toward smaller values 

as the time deadlines decreased. This result is in contradiction to 

the results of Ollman (1966) a~d Yellott (1967, 1971). It was also 

interesting that the latency distributions within time deadlines did 

not shift across changes in s_timulus discriminability produced by changes 

in stimulus similarity and interstimulus interval. This observation 
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would suggest that any proposals to modify the mixture theories to 

include a sequential processing mechanism in the SCR state would also 

have to provide decision criteria which can be adjusted to trade 

the size of the log likelihood ratio off against distance between the 

initial point of the random walk and the decision criteria. 

The above results are important with regard to the TM and FT 

models mentioned earlier (Hick, 1952; Rapoport, 1959; Sternberg, 1963, 

1964, 1966). As was noted, these models do not allow for errors. In 

particular, they do not have a mechanism which might allow for the 

speed-accuracy tradeoffs which have been observed (Smith, 1968). It 

might be argued that if these models were modified so that TM or FT 

processes occurred in what was called the SCR state then speed-accuracy 

relationships could be accommodated. Errors would be produced from the 

guessing state, while the SCR state would produce error-free responses 

from the TM or FT processes. The results of Link and Tindall (1970, 

1971) do not support this proposed interpretation. The latency distri­

bution of the SCR state varies with time deadlines. To incorpo.r.ate the 

changes in the latency distributions of the SCR state, the processes 

of TM or FT would have to be altered. For shorter time deadlines, some 

abbreviated or accelerated forms of stimulus processing would have to 

occur. 

TM models which postulate a serial search might account for the 

changes in the SCR distribution, if the serial search could be assumed 

to abort on short time deadline trials. This explanation of an abbreviated 

process would be tenable for stimulus set sizes larger than 2. The 

experiments by Link and Tindall (1970, 1971), however, always utilized 
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a stimulus set size of 2. For stimulus set size of 2, if the TM process 

is activated an alternative will be selected, either directly or by 

default. If the TM process is not activated, the result would be 

equivalent to entering the guessing state. Therefore, for set size 2, 

an accelerated form of processing seems to be required. However, in 

terms of the TM process, a partial analysis of an alternative is contrary 

to the notion of template matching. Smith (1968) has proposed that 

faster less accurate choices could be made by the TM process if the 

templates were assumed to be only rough approximations to the actual 

stimuli. He suggests that perhaps these simpler templates might be 

compared faster than more detailed ones. Smith (1968), however, 

argues that templates which are only rough approximations to the 

stimulus are contrary to the logic of TM and might better be considered 

as FT processes in which the feature lists are incomplete or the lis,ts 

are only partially analysed. Furthermore, it is difficult to see how 

any empirical tests could differentiate between simplified templates 

and incomplete feature lists. 

The results of experiments in which the latency distribution of 

SCRs remained invariant within a time deadline across changes in stimulus 

discriminability add further evidence for the above arguments regarding 

models. They indicate that within the SCR state, accuracy may be traded 

off with processing time since for decreased discriminability, probability 

correct decreases but processing time remains constant. 

It would be of interest to investigate the relationship between 

mean latency of the SCR state· and stimulus set size when time deadlines 

are imposed. The early experiments by Hick (1952), Hyman (1953) and 
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Crossman {1953) in which the number of stimuli was varied on one-to-

one stimulus-response mappings, demonstrated a logarithmic relationship 

between CRT and set size. Sternberg (1969a), as noted above, demon­

strated a linear relationship between set size and CRT when the response 

set was fixed at size 2. Since none of these experiments manipulated 

subjects' response times, the criticisms of the interpretations of 

these experiments which were expressed earlier, apply. The TM and FT 

models were proposed to account for the form of the relationship between 

CRT and stimulus set size. The manner in which the form of this 

relationship can be altered through the use of time deadlines will have 

implications for these models. For example, exhaustive serial searches 

which seem appropriate for accuracy-oriented tasks may have to be 

replaced by self-terminating searches for speeded tasks. 

Also, it would be of interest to see whether variation in 

stimulus set size operated in the same way as variations in stimulus 

discriminability. Crossman (1955) proposed that the relationship between 

reaction time and stimulus set size was due to a decrease in discrimin­

ability produced·by larger set sizes. Smith (1968) reviews the work 

of Sternberg (1964) and Chase and Posner (1965) who manipulated 

discriminability as well as set size. Sternberg (1964) decreased 

discriminability by adding a noise pattern to the stimulus. Chase and 

Posner (1965) increased stimulus similarity. Sternberg plotted RT 

against set size and found that the intercept of the line relating RT 

to set size increased when discriminability decreased. Similar plots 

by Chase and Posner revealed that for changes in stimulus similarity 

the slope of the function relating reaction time to stimulus set size 

increased as stimulus similarity increased. These results indicate 
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that stimulus discriminability is not a unitary process and can be· 

varied in at least two different ways each of which has its own effects 

upon the processing which underlies CRT. Since variations in stimulus 

similarity do affect the slope of the function relating CRT to set 

size then for very dissimilar stimuli, in theory, the slope should 

reach a zero limit. The argument that stimulus similarity is the 

variable which is responsible for the CRT-set size relationship seems 

to be supported. Furthermore, if stimulus similarity were the variable 

responsible for changes in CRT as a function of set size then according 

to the mixture theory the latency distribution from the SCR state should 

be invariant within a time deadline across changes in set size as was 

observed when stimulus similarity was varied directly (Link and Tindall, 

1970). 

It is not possible to conclude from the experiments by Link and 

Tindall (1970) that the recognition stage of processing is the only one 

affected by the manipulation of response time through time deadlines. 

In all of the experiments reported by Link and Tindall (1970, 1971) 

subjects were required to make a discrimination involving pairs of 

line segments of varying lengths. It might be assumed that many of 

these discriminations were relatively difficult and that the discrimin­

ation process would require a considerable proportion of the total 

response time. It may be the case, however, that the hypothesis of 

invariance of the SCR latency distribution with changes in time dead­

lines failed to hold up because the decision to use or to bypass the 

recognition as well as response selection stages was affected by 

variations in the time deadlines. If for example, imposition of 
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moderately long time deadlines resulted in the subject's omission of 

the response selection process while imposition of even more stringent 

time deadlines resulted in further omission of the stimulus recognition 

process, the response latency distribution could not be represented 

by a binary mixture of invariant response latency distributions from 

one stimulus-controlled and one guessing state. The fact that the 

invariance hypothesis was apparently supported in some earlier experiments 

(Ollman, 1966; Yellott, 1967, 1971) in which highly discriminable 

stimuli were used is consistent with the above suggestion. In these 

earlier experiments, the recognition process may have required a very 

small proportion of the total RT and therefore not been susceptible 

to the effects of time deadlines. This argument will be pursued when 

the model and experiments below are sullllllariz·ed :i!n the discossion. 

In order to obtain more information about the response selection 

stage, the following model and experiment are proposed. In the 

conceptualization of this model and the design of the experiment we 

wish to assume that time to recognize the stimulus is minimal and 

that it will not be a significant factor in the total response time. 

Response Selection Model (RSM) 

Conceptually, the model is similar to the fast guess model 

proposed by Ollman (1966) and Yellott (1967, 1971) and extended by 

Link and Tindall (1970, 1971). Essentially, there are two classes of 

states in the model, a processor-controlled class and a guessing class. 

It is conceptualized that on every trial the subject enters the processor­

controlled class with some probability, P, or enters the guessing class 

with some probability, 1 - P. The difference between this formulation 
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and the earlier ones is that the earlier models allowed for only a 

binary response. This model will be developed generally for n responses, 

each associated with a distinct stimulus. 

As was mentioned above, it will be assumed that recognition time 

is relatively short and unaffected by variations in time deadlines. 

That is, the subject is always assumed to complete the recognition 

process. The difficulty for the subject is assumed to occur when he 

attempts to enter the response selection process. It is assumed that 

response selection requires a relatively large amount of time, and that 

the subject can control his response time by avoiding the response 

' selection stage and entering the guessing state. From the guessing 

state a response is output with a guessing bias. No assumption is 

made regarding overlap in real time of the recognition and response 

selection processes. 

A general form of the model is presented in Figure 1 in the form 

of a probability tree diagram. 

presented is represented by ni. 

The probability that stimulus i, S., is 
~ 

Pik represents the probability of 

entering the response selection state given Si when deadline k is in 

force, while 1 - Pik represents the probability of entering the guessing 

state. aijk represents the probability that response j, Rj, is selected 

when Si is presented while xijk is a random v~riable characterizing 

response time which represents the latency of response j from the 

response selection state when stimulus i is presented. The random 

variable xijk has a distribution Lijk whose mean is Mijk" bijk represents 

the probability that Rj is guessed when Si is presented and yijk is a 

random variable which represents the latency of response j from the 
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g~essing state when stimulus i is presented. The random variable yijk 

has a distribution Gijk whose mean is Vijk. 

Insert Figure 1 

Several relationships can be derived for the general model. 

All of the following derivations will be for a fixed time deadline k. 

The probability of a correct response, given s1 , is equal to the sum 

of one component which represents the operations of the response 

selection state and one component which represents the operations of 

the guessing state. The response selection state component consists 

of the probability, Pik' that the subject enters the response selection 

state times the probability, a .. k that he correctly selects R. from 
~~ l... 

the response buffer. The guessing state component consists of the 

probability, 1- Pik' that the subject enters the guessing state times 

the bias probability, biik' that he guesses Ri given Si. This relation­

ship can be represented formally by: 

The probability of a particular incorrect response, R., givenS., 
]. J 

is also equal to the sum of components from the response selection and 

guessing states. The response selection component consists of the 

probability, Pjk' of entering the response selection state times the 

probability, a .. k' that due to confusion in the response buffer, he 
J~ 

wrongly selects Ri. The guessing state component consists of the probabil-



(24) 

Lilk 

Li2k 

Li3k 

• 
• 
• 

pik 
Link 

ni 

Gilk 

Gi2k 

Gi3k 

• 
• 
• 

Gink 

Figure 1. A probability tree representing the response selection 

model. 
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ity, 1 - Pjk' of entering the guessing state times the bias ~robability, 

bjik' that he guesses Ri given Sj. Formally, this relationship can be 

represented by: 

Corresponding relationships for the observed conditional mean 

latencies can also be derived in a similar manner. Observed correct 

latency, given Si, is equal to the sum of components from the response 

selection and guessing states. The response selection component 

consists of the probability, Pik' of entering the response selection 

state times the probability, aiik' that the correct R
1 

is selected 

from the response buffer times the latency, xiik' of selecting Ri. 

The guessing state component consists of the probability, 1 - Pik' 

that the subject enters the guessing state times the bias probability, 

biik' that he guesses Ri' given Si' times the latency, yiik' of guessing 

Ri given Si. To normalize, the sum of these two components is divided 

by probability correct for Ri. Observed correct latency is therefore 

a random variable ziik which is a mixture of the random variables xiik 

and yiik. The distribution of ziik' Fiik' can be represented by: 

F .. k(z): (Pk a.ik L .. k (x) + (1- Pk) b .. k G .. k (y))/Pc. 
l.l. 1. 1.1 l.l. l.l. l. 

The mean, Mci, of the observed correct latency distribution can be 

obtained by replacing the distributions in the above equation by the 

corresponding means. 
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where piik was defined as the mean of Liik and Viik the mean of Giik" 

Mean error latency for Ri, given Sj, can be obtained similarly: 

where pjik was defined as the mean of Ljik and Vjik the mean of Gjik" 

These equations are descriptions of the data in terms of the 

general formulation of the RSM but except for the conceptualization of 

a mixture of the SCR and guessing processes, the model lacks psychological-

ly significant assumptions. Before the model can yield psychologically 

meaningful statements, a number of assumptions must be incorporated from 

hypotheses derived from existing theories and research in CRT tasks. 

Assumptions for RSM: 

Ass~ption 1: The probability of entering the response selection state 

is independent of the stimulus. It is assumed that entry to the response 

selection state is determined prior to or at the initiation of a trial 

and is therefore stimulus independent. Perhaps, entry to the response 

selection state may be determined by the events of the previous trial 

(e.g. an error occurred or the subject responded too slow). Formally 

then, Pik = Pk, for all Si. 

Assumption 2: The bias probabilities of the guessing state are indepen-

dent of the stimulus. It is intended by a guessing process that no 
. 

stimulus information is utilized in the selection of a response. There-

fore, the guessing probability is taken to be independent of the stimulus. 

Formally, this is represented by: bjik = bik' for all Sj. 
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Assumption 3: The latency distributions of the guessing state are 

independent of the stimulus. The rationale used in Assumption 2 is 

applied to Assumption 3. Formally, Gjik = Gik and therefore Vjik = Vik' 

for all sj. 

Assumption 4: The latency distributions of the SCR state are independent 

of the stimulus. It was argued earlier that the research of Falmagne 

(1965), Kornblum (1969), Bertelson (1965) and Bertelson and Renkin (1966) 

indicates that response mechanisms are largely responsible for the 

variations in CRT as a function of set size. To determine whether these 

results can be generalized to the present experiments, it is assumed 

that the latency distributions of the SCR state are independent of the 

stimulus but are dependent upon the response. Formally, Ljik = Lik 

and therefore ~ .. k = ~.k' for all Sj. 
J~ ~ . 

Assumption 5: The latency distributions of the SCR state are independ-

ent of the time deadline. This is equivalent to the invariance assumption 

of Link and Tindall (1970, 1971), Ollman (1966) and Yellott (1967, 

1971). The research of Ollman (1966) and Yellott (1967, 1971) in 

standard CRT tasks supported this assumption but the research of Link 

and Tindall (1970, 1971) in modified CRT and discrimination tasks 

rejected the invariance assumption. In an attempt to generalize the 

results of Ollman (1966) and Yellott (1967, 1971), the invariance 

hypothesis will be assumed for then-choice RSM. Formally, this is: 

~ik = ~i' for all time deadlines k. 

Assumption 6: The latency distributions of the SCR state are independent 

of the stimulus set size. In.order to test the hypothesis, proposed 

by Crossman (1955), that the relationship between CRT and stimulus set 
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size is due to a decrease in discriminability, the assumption Qf 

independence of the SCR latency distributions fro. stimulus set size 

is adopted. The experiments by Link and Tindall (1970, 1971) revealed 

that within time deadlines, the latency distributions were invariant 

across changes in stimulus similarity. It was inferred therefore, 

that if stimulus similarity were the variable which produced the set 

size - CRT relationship then the latency distributions of the SCR state 

should also remain invariant across changes in set size. 

If assumptions 1 - 5 are imposed on the general RSM, then the 

following simplifications in the equations for Pci, Peji' Mci and Meji 

result: 

(1) 

(2) 

(3) 

If equation (2) is subtracted from equation (1) then we obtain: 

Pc.- Pe .. = Pk (a. 'k- a .. k) > 0, for all i ~ j (5) 
1 J1 11 J1 

md 
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If we divide equation (6) by equation (5), we obtain an es-timate of the 

mean latency of response i from the response selection state. 

(7) 

Therefore, Assumptions 1 - 6, when imposed upon the general RSM, 

result in the predictions that the mean, ~i' of the latency distributions 

of the SCR state calculated according to equation (7) are invariant 

across changes in the stimulus for a given response, across time dead­

lines and across stimulus set size. 

Simplified Response Selection Model (SRSM) 

If we make an additional assumption, then the RSM is greatly 

simplified to the SRSM. 

Assumption 7: The probability of the selection of a correct response 

from the response selection state is unity. The argument for this 

assumption is one of parsimony. Initially, it does not seem economical 

to a assume that the subject will make confusions in the selection of 

a response. Therefore, aiik = 1, for all Si and deadlines k. 

Equations (1) - (7) become: 

(1') 

(2') 

(3') 
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(4 ') 

Pc1 - Peji = Pk > 0, for all i :/: j (5') 

(6') 

Therefore, for stimulus set size n, the data from each time 

deadline condition will permit us to test the predictions of invariance 

for n(n - 1) estimates of Pk derived from equation (5') and (n - 1) 

estimates of bik' ~i and Vik derived from equations (2') and (5'), 

(7') and (4') ,respectively. The extent to which these estimat·es are 

invariant is a measure of the adequacy of the model. 

The following assumptions lead to simplications of the SRSM. 

Although they are not essential for any of the above relationships, 

each assumption leads to a testable prediction. 

Assumption 8: The bias probabilities of the guessing state are indepen-

dent of the time deadlines. Initially, we wish toassume that the 

guessing process is a unitary process which will not be influenced by 

the time deadline. Formally, b.k =b., for all time deadlines k. 
~ ~ 

Assumption 9: The latency distributions of the guessing state are 

independent of the time deadline. The same argument as was used in 

Assumption 8 will be used. Formally, Gik = Gi and therefore Vik =Vi' 

for all time deadlines k. 
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Assumptions 8 and 9 lead to the adg,:f,.tiQn,~l. predictions th,at 

estimates of bi and Vi derived from equations (2') and (5') and (4'), 

respe~tively, will be invariant across time deadlines. 

In order to investigate some additional features of the model, 

n the number of stimuli and responses will be varied. Of interest will 

be the relationship between size of the response set and the parameters 

of the processor-controlled and guessing states. The results of this 

investigation should provide implications for the types of mechanisms 

which underlie the response selection process. If the probability 

parameters vary in such a manner to reflect a·conditionalization based 

upon the set size while the latency distributions of the processor­

controlled states remain invariant, a parallel selection processor is 

implied. However, if response latency increases with set siz-e, it 

might be concluded that either the discriminability of the alternatives 

in the response system is reduced or that a sequential process underlies 

response selection. 

The following experiment was designed to test the response 

selection model presented above and to obtain some information on the 

nature of the mechanisms underlying the response selection process. 

Since, the following experiment represents the traditional choice 

reaction time task and cannot be interpreted as a discrimination task, 

the tests of the invariance hypothesis wil} have a direct bearing on 

the discrepancies between the research of Ollman (1966) and Y~llort 

(1967, 1971) and those of Link and Tindall (1970, 1971). It is hoped 

that this investigation will point the way to a rapprochement of these 

results. 
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In addition, the experiment and analysis, according to the above 

models, will have implications for the convolution and se~uential 

processing theories. The results will. have a direct bearing on the 

generality of Sternberg's serial search model. The theoretical extension 

of mixture theories to multiple choice tasks serves to provide a needed 

(Pachella and Fisher, 1972) framework in which convolution theories 

can be applied to speeded tasks. Furthermore, if invariance of the SCR 

latency distributions obtains across stimulus set sizes as it has for 

stimulus similarity and interstimulus interval, as would be expected 

by Crossman (1955), the development of sequential processing theories 

for multiple choice tasks would also have to include mechanisms which 

could "normalize" the magnitude of stimulus information obtained from 

different stimulus set sizes. If invariance across stimulus set size 

does not obtain then sequential processing theories extended to multiple 

choice tasks will have to produce qualitatively different results from 

those which must be deduced to account for invariance of SCR latency 

across stimulus similarity and interstimulus interval. 
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Method 

Six subjects, paid $2.00/session, were used. Nineteen experi­

mental sessions, excluding practise, were run. Each session was 

approximately one hour in duration and consisted of three blocks of 

either 280 or 310 trials/block. The first ten trials of each block 

were considered to be practice trials and discarded from the analysis. 

Six stimuli were used. These stimuli were chosen to be easily 

recognizable with a minimum of confusions. The six stimuli are shown 

in Figure 2. 

Insert Figure 2 

Each stimulus was associated with one of six response buttons. 

The assignment of stimuli to buttons was arranged in a latin square and 

each of the six subjects received one assignment. The six response 

keys were spaced in an arc equidistant from a home key (HK). The 

buttons were designed to provide an 80 gram resistance to depression. 

A sketch of the response panel with the buttons numbered for later 

reference is presented in Figure 3. 

Insert Figure 3 

Three time deadlines were used: 300, 440 ms and accuracy. 

The time deadlines were randomized across trials within each experimental 

session. 

(33) 
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Figure 3 •. The response panel. 
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The nUmber of stimuli and responses available to. the a1,d:\}.e-ct 

was varied across three levels: 2, 4 and 6 alternatives. For both the 

2 and 4 alternative conditions, three sets of responses were chosen and 

presented to each subject. The purpose of this procedure was to equate 

the amount of practise a subject got on each response. The sets of 

response alternatives for the 2 and 4 response conditions are presented 

in Table 1. The numbers refer to the corresponding buttons on the 

response panel as shown in Figure 3. For the 2 and 4 response conditions, 

the response panel was altered by removing the buttons which were not 

represented in the stimulus set. 

Insert Table 1 

The number of response alternatives was fixed within an experi­

mental session. For the 2 and 4 response conditions, the three response 

sets were used within a single session but in separate blocks of 310 

trials each. Within each response set, each stimulus was presented 

equally often. The order of the response sets within a session was 

randomized across sessions. In an attempt to counterbalance for 

practise effects across sessions, the following order of sessions was 

used: 6 4 6 2 6 4 6 4 6 2 6 4 6 4 6 2 6 4 6. The number of sessions 

for each of the 2, 4 and 6 alternative conditions is explained below. 

The total number of stimulus conditions given by nu=ber 

of stimuli per set X number of response sets X time deadlines is 18, 36 

and 18 for the 2, 4 and 6 alternative conditions, respectively. It was 

assumed that 450 replications of each stimulus under each time deadline 
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Table 1 

The sets of response alternatives for the 2 and 4 response conditions. 

lumber of Alternatives 

2 4 

1, 6 l, 2, 5, 6 

Response 
2, 5 l, 3, 4, 6 

Configuration 3, 4 2, 3, 4, 5 
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would provide quite stable estimates of the response probability and mean 

latenci-es. The data from the three response sets within the 2 and 4 

response conditions were combined. After the first 10 warmup trials 

were excluded from each block, the number of trials which were run in 

the 2, 4 and 6 response conditions was 2700, 5400 and 8100, respectively. 

These data were collected in 3, 6 and 10 experimental sessions for the 

2, 4 and 6 response conditions, respectively. The 2 and 4 response 

sessions consisted of 3 blocks of 310 trials each. 

On each trial, the subject depressed the home key (HK) to initiate 

the events shown in Figure 4. While HK was depressed a ready signal 

(the character R) accompanied by information indicating the time dead­

line in effect on that trial was presented visually on a computer 

controlled oscillo'scope (Tektronix 602 - P4 phosphor) for 700 ms. 

Insert Figure 4 

The ready signal was followed by one of the stimuli. When the subject 

recognized the stimulus and selected a response, he released HK and 

depressed one of the response keys with the finger which was used to 

depress HK. After the response, the subject was informed via the 

oscilloscope, when appropriate, whether the response was correct (YES 

or NO) and whether the time criterion was exceeded (SPEED OK or TOO 

SLOY). Each feedback display was presented for 500 ms. If the subject 

released HK before the stimulus was presented, the trial was aborted 

and restarted with the next depression of HK. Re.sponse time was 

measured from onset of the stimulus until depression of a choice key. 
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Two components of response time were collected on each trial. The 

time from the onset of the stimulus until the release of HK and the 

time from release of HK until depression of a choice button (movement 

time). Most analyses of response time were performed on the total 

response time. 

The instructions and feedback differ somewhat for the 300, 

440 ms and accuracy conditions. In the accuracy condition, subjects 

received no feedback regarding the speed of their responses and were 

told to take as long as they required to respond accurately. In the 

300 ms condition, subjects received no feedback regarding the accuracy 

of their responses and were told to respond fast enough to beat the 

time deadline. In the 440 ms condition, subjects received feedback 

regarding both accuracy and speed. Subjects were told to respond 

just fast enough to beat the time deadline and while doing so to be 

as accurate as possible. In the accuracy and 300 ms conditions, when 

feedback was omitted, the appropriate feedback display was replaced 

with a blank display of 500 ms duration in order that the total duration 

of experimenter-controlled within trial events did not differ across 

conditions. 

All experimental events, measurements of time, recording of 

responses and presentation of visual displays were controlled by a PDP 

8/I computer. 

Link (1969). 

The computer laboratory system has been described by 

Basically, the system consists of a KW8/1F programmable 

crystal clock, response panel interfacing and a special system for the 

calligraphic display of visua~ information. 



CHAPTER THREE 

Results 

The data from 6 subjects who performed in tasks involving three 

different stimulus set sizes and three different instructional sets for 

response speed were analyzed. Estimates of response probabilities and 

response latencies were obtained for the grouped data of the 6 subjects. 

Corresponding estimates for individual subjects are presented in the 

appendices. Estimates of probability correct, mean correct and mean 

error latency averaged over stimuli for each stimulus set size - time 

deadline condition for all 6 subjects combined were obtained. 

Estimates of Response Probabilities 

Estimates of response probabilities were obtained for the 6, 4 

and 2 stimulus conditions. 

For the 6 stimulus condition, excluding warmup trials, each of 

the 6 stimuli at each of the 3 time deadlines was presented 15 times 

within a single block of an experimental session (15 trials/stimulus/ 

block X 6 stimuli X 3 time deadlines= 270 analyzed trials/block). 

Three blocks were run per session for a total of 10 sessions. For 

each subject, a total of 450 trials were analyzed on each stimulus 

within a time deadline (15 trials/stimulus/block X 3 blocks/session X 

10 sessions= 450 trials/stimulus). The estimates of response probabil­

ities were averaged over the 6 subjects for a total of 2700 trials/ 

stimulus and for the 6-choice condition are presented i~ Table 2. 

------------------------------------
Insert Table 2 
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Table 2 

Estimates of the probability of response i given stimulus j for the time 

deadline conditions: accuracy, 440 and 300 ms combined for all 6 subjects. 

The estimated probabilities are based on 2700 presentations of each 

stimulus. The stimulus set size within sessions vas 6. 

Accuracy 

Response 

1 2 3 4 5 6 

1 .933 .021 .029 .oo8 .007 .003 
2 .016 .926 .016 .014 .024 .oo4 
3 .012 .016 .922 .033 .013 .oo4 

Stimulus 4 .oo4 .oo4 .043 .902 .040 .007 
5 .oo4 .020 .oo4 .029 .913 .029 
6 .005 .003 .007 .oo6 .o4o .939 

440 Ms 

Response 

1 2 3 4 5 6 

1 .595 .089 .101 .097 .081 .038 
2 .082 .533 .0.87 .106 .153 .oho 
3 .059 .082 .576 .160 .090 .032 

Stimulus 4 .032 .o6o .115 .613 .136 .043 
5 .035 .067 .066 .152 .604 .076 
6 .o46 .o6o .063 .095 .153 .582 

300 Ms 

Response 

1 2 3 4 5 6 

1 .281 .090 .164 .172 .187 .107 
2 .110 .253 .164 .182 .184- .107 
3 .110 .090 .331 .194 .176 .099 

Stimulus 4 .116 .088 .183 .311 .205 .099 
5 .110 .097 .160 .186 .341 .106 
6 .130 .091 .156 .167 .186 .270 . 
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For the 4 stimulus condition, excluding ~arm'l!P t,t':l,als, ~CJ.CP oJ . . . . 

t-he 3 -four-stimulus sets in Table 1 was used for one af the three blocks 

within the 6 four-stimulus sessions. Within a block, each of the 4 

stimuli was presented for 25 trials at the 3 time deadlines (25 trials/ 

stimulus/block X 4 stimuli X 3 time deadlines = 300 trials/block.) 

Each stimulus was presented in 2 of the 3 blocks of a session for a 

total of 6 sessions. For each subject, a total of 300 trials were 

run on each stimulus within a time deadline (25 trials/stimulus/block X 

2 blocks/session X 6 sessions = 300 trials/stimulus). The estimates 

of response probabilities were averaged over the 6.subjects for a total 

of 1800 trials/stimulus. Estimates of response probabilities for the 

4-choice condition are presented in Table 3. 

Insert Table 3 

For the 2 stimulus condition, excluding warmup trials, each of 

the 3 two-stimulus sets in Table 1 was used during one of the three 

blocks within the 3 two-stimulus sessions. Within a block, each of the 

2 stimuli was presented for 50 trials at the 3 time deadlines (50 trials/ 

stimulus/block X 2 stimuli X 3 time deadlines= 300 trials/block). 

Each stimulus was presented in one of the three blocks of a session for 

a total of 3 sessions. For each subject, a total of 150 trials were 

run on each stimulus within a time deadline (50 trials/stimulus/block X 

1 block/session.X 3 sessions= 150 trials/stimulus). The estimates 

of response probabilities were averaged over the 6 subjects for a total 

of 900 trials/stimulus. Estimates of response probabilities for the 
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Table 3 

Probability of response i given stimulus j for the time deadline conditions: 

accuracy, 440 and 300 ms , combined for all 6 subjects. The probabilities 

are based on 1800 presentations of each stimulus. The stimulus set size 

within sessions was 4. 

Accuracy 

Response 

1 2 3 .4 5 6 

1 .956 .007 .016 .005 .007 .010 
2 .018 .912 .022 .010 .035 .oo4 

Stimulus 
3• .003 .010 .938 .040 .oo4 .005 
4 .003 .oo6 .023 .939 .022 .oo8 
5 .005 .017 .oo8 .035 .917 .020 
6 .007 .005 .003 .016 .024 .946 

440 Ms 

Response 

1 2 3 4 5 6 

1 .687 .056 .o66 .o66 .069 .057 
2 .052 .578 .082 .087 .172 .030 

Stimulus 3 .035 .045 .666 .185 .045 .025 
4 .023 .026 .138 • 708 .o64 .041 
5 .035 .107 .o6o .102 .645 .053 
6 .078 .o46 .041 .083 .076 .676 

300 Ms 

Response 

1 2 3 4 5 6 

1 .413 .081 .092 .111 .108 .195 
2 .108 .338 .098 .126 .243 .088 

Stimulus 3 .092 .076 .365 .260 .112 .096 
4 .090 .088 .198 .411 .122 .091 
5 .103 .171 .111 .128 .396 .092 
6 .203 :105 .100 .112 .104 .377 
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2-choice condition are presented in Table 4. Estimates of me,a~ response 

latencies and other theoretical values for the two-choice condition to 

be discussed later are also presented in Table 4. 

Insert Table 4 

Similar tables forindividualsare presented in the appendices. 

Estimates of Mean Response Latencies 

Estimates of mean response latencies for individual subjects 

were obtained in the same manner as was described earlier for the 

estimates of the corresponding response probabilities. Mean response 

latencies combined for the 6 subjects for the 6, 4 and 2 stimulus set 

conditions are presented in Table 5, 6 and 4, respectively. Individual 

subject tables are presented in the appendices. The response frequency 

upon which these means are based can be determined from the corresponding 

response probabilities of Tables 2, 3 and 4, respectively. 

To simplify these data, estimates of mean response latency for 

a given stimulus and also for a given response are also presented in 

Tables 5 and 6. Finally, estimates of mean error response latency for 

a given response (Av.Vi) are also presented in Tables 5 and 6. 

Insert Tables 5 and 6 

To further summarize these data, estimates of probability correct, 
. 

mean correct and mean error response latencies were obtained for each 

stimulus set size-time deadline condition. Probability correct and mean 
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Table 4 

Estimates of probability correct, Pci, probability of error response i 

give~ stimulus j, Pej., mean correct latency, Me., mean error latency 
1 1 

tor response i given stimulus j , Me ji , probability of entering the 

response selection state, Pk' mean latency for response i, ~i' from the 

selection state and bias probability, b., of response i from the 
1 

guessing state. These estimates are for average data for all 6 subjects 

in the 2 stimulus set condition. 

Accuracy 

i .1 Pc1 Peji Mc1 Meji pk ~i bi 

1 6 .975 .020 491 294 .955 496 .444 
2 5 .958 .o4o 471 308 .918 478 .488 
3 4 .912 .062 476 295 .850 489 .413 
4 3 .938 .088 431 309 .850 444 .587 
5 2 .960 .042 451 320 .918 457 .512 
6 1 .980 .026 464 265 .955 469 .578 

440 Ms 

i .1 ;;pci Peji Mc1 Meji pk ~i bi 

1 6 .8o6 .135 433 249 .671 469 .410 
2 5 .819 .120 418 276 .699 443 .399 
3 4 .740 .157 380 258 .583 412 .376 
4 3 .843 .260 356 260 .583 398 .624 
5 2 .88o .181 368 265 .699 395 .601 
6 1 .866 .195 388 264 .671 424 .593 

300 Ms 

i .1 Pci Peji Me . Meji pk lli bi 1 

1 6 • 593 .345 3~0 206 .249 526 .. 459 
2 5 .637 .348 330 207 .289 478 .489 
3 4 .575 .353 322 217 .221 489 .453 
4 3 .647 .426 311 213 .221 500 .547 
5 2 .652 .363 302 204 .289 425 .5ll 
6 1 .656 .407 315 202 .249 501 .542 
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Table _s 

Mean response latency (ms) combined for all 6 subjects in the 6-choice 

condition. 

Accuracy 

Response 

l 2 3 4 5 6 Av. 

l 612 441 492 381 245 267 600 
2 509 646 446 332 414 296 629 

Stil!Nlus 3 330 598 636 525 287 318 623 
4 295 397 489 625 420 359 6o6 
s 261 488 319 395 617 495 601 
6 424 333 276 356 420 644 629 

Av. 603 b3b 619 607 590 b34 
Av. vi 401 553 461 430 395 427 

440 Ms 

Response 

1 2 3 4 5 6 Av. 

1 512 332 316 258 264 269 422 
2 373 528 299 272 333 270 428 

Stimulus 3 319 325 521 327 282 270 432 
4 253 298 3!.2 475 330 282 410 
5 271 296 277 313 479 341 410 
6 294 297 246 256 339 510 420 

Av. m m '4'24 384 398 449 
Av. vi 317 312 295 292 317 296 

300 Ms 

Response 

1 2 3 4 5 6 Av. 

1 504 234 197 199 198 203 288 
2 231 539 213 199 200 204 292 

Stimulus 3 218 242 422 213 199 202 282 
4 207 248 245 447 215 204 293 
5 216 216 196 198 423 233 282 
6 210 220 198 192 217 569 304 

Av. 3iO m 271 2b4 2b4 m 
Av. v1 216 232 211 201 206 209 
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Table _6. 

Mean response latencies (ms) combined for all 6 subjects in the 4-choice 

stimulus condition. 

Accuracy 

Response 

1 2 3 4 5 6 Av. 

1 593 378 424 343 346 384 584 
2 498 637 495 364 394 333 619 

Stimulus 3 466 530 605 427 253 333 594 
4 360 343 440 576 454 359 567 
5 316 417 357 489 610 460 597 
6 356 323 227 356 470 583 573 

Av. 587 627 593 5bl 593 574 
Av. v

1 
433 418 436 428 418 402 

440 t>18 

Response 

1 2 3 4 5 6 Av. 

1 509 326 304 267 259 262 438 
2 347 512 312 279 300 270 423 

Stimulus 3 348 299 482 290 242 263 418 
4 278 265 298 443 317 281 4oo 
5 289 274 261 316 467 328 405 
6 270 281 244 285 291 499 427 

Av. 459 439 412 378 396 '4'49 
Av. vi 304 289 291 289 288 284 

300 Ms 

Response 

1 2 3 .4 5 6 Av. 

1 443 200 213 206 203 189 300 
2 219 443 242 199 210 188 289 

Stimulus 3 218 219 411 215 192 204 283 
4 204 229 220 388 220 208 287 
5 212 221 207 209 407 207 290 
6 217 211. 202 200 215 461 305 

308 306 - - 281 3'53 Av. 290 272 
Av. v1 215 217 217 208 245 198 
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correct response latencies were obtained from Tables 2 - 6 for each 

time deadline by averaging across stimuli. Mean error response 

latencies were obtained from Tables 2 - 6 by averaging across stimuli 

and responses for all stimulus i I response j. These averaged response 

probabilities and latencies are presented in Table 7. The first entry 

in each cell represents probability correct, the second mean correct 

latency and the third mean error latency. Probability correct for the 

6, 4 and 2 stimulus set conditions is based upon 16,200, 10,800 and 

5,400 observations, respectively. 

Insert Table 7 

.-
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Table 7 

Mean estimates of probability correct, mean correct response latency 

and mean error response latency combined for all 6 subjects and all 

stimuli within a stimulus set size - time deadline condition. 

Time Deadline 

Stimulus Set Size Accuracy 440 ms 300 ms 

6 Pc .923 .584 .298 
Me 630 503 478 
Me 434 304 210 

4 Pc .935 .660 .383 
Me 600 485 425 
Me 428 290 210 

2 Pc .954 .826 .627 
Me 464 390 319 
Me 304 263 209 

) 



CHAPTEl FOUR 

Tests of the Mixture Theories 

The Simple Response Selection Model (SRSM) because it requires the 

additional strong assumption that discriminability in the response 

selection state is perfect (no confusion in the response buffer, i.e. 

aiik = 1), leads to a number of predictions in addition to the invariance 

prediction of the RSM. The SRSM predicts that (1) error probability Peji 

will remain invariant, within time deadlines, for a given R. across S. 
1 J 

(equation 2'), (2) the probability of entering the response selection 

state, Pk, for time deadline k will be invariant across stimulus and 

response alternatives (equation 5'), (3) the probability of R. from the 
1 

guessing state, b., will be independent of S. {equations 2' and 5') 
1 J 

and the time deadline k (Assumption 8), {4) mean error latency for R. 
1 

is independent of S. {equation 4') and the time deadline k (Assumption 9). 
J 

Both the SRSM and the RSM predict that mean latency of R. from the 
1 

response selection state, ~i' will be invariant across stimuli and time 

deadlines {equation 7) and stimulus set size (Assumption 6). 

While it is possible, as will soon be apparent, to reject the 

SRSM with a number of these predictions, it was decided to examine each 

prediction in detail so that the particular way in which the SRSM failed 

would suggest more satisfactory alternative models. r-

Tests of the SRSM 

Invariance of Error Probability 

From equation {2'), response probability i is equal to the 

probability of entering the guessing state times the probability of 

guessing response i. Response probability is independent of the stimulus j, 

.(51) 
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for all j ; i. The statement that response probabili~y is s~~y a 

product of two factors can be tested for the 6 and 4 choice stimulus 

conditions. Estimates of response probability for the 6 and 4 stimulus 

conditions were presented in Tables 2 and 3, respectively. 

Within each column of the matrices in Tables 2 and 3, the off-

diagonal probabilities should be invariant. Rather then simply test 

for invariance of the off-diagonal probabilities, a more complete 

analysis of the error probabilities will be performed. This analysis 

will determine whether error probabilities can be expressed as a 

multiplication of two factors. For the SRSM, the factors are the 

response factor, bi' and the entry state probability, 1- Pk. 

Falmagne (1972) has presented the necessary conditions for 

testing a model similar to the SRSM by analysis of the error matrices. 

The SRSM satisfies the conditions of what Falmagne refers to as 

biscalability. 

Briefly, these conditions are: 

(1) let u and v be real valued functions defined on the response set, R, 

and the stimulus set, S, respectively. 

(2) let KCR X S be the set of all (a,x) such that response a is an 

incorrect response to stimulus x. 

(3) then error probability is assumed to a real valued function, F, 

defined for all pairs of numbers of the form (u(a),v(x)) with 

(a,x)EK and is assumed to be strictly monotonic in both arguments. 

Pe(a,x) = F(u(a),v(x)) 

In addition, error probability for the SRSM (equation (2')) 

satisfies the condition that: 



(53) 

Pe(a,x) = u(a) • v(x) 

which Falmagne denotes as multiplicative. For the SRSM, v(x) is a 

constant, 1 - Pk' for a given time deadline and u(a) is equal to b1 

where i refers to response a and is constant across Sj. Falmagne 

states that the multiplicative condition can be regarded as a general-

ization of the quasi-independence condition of Goodman (1968) and that 

therefore Goodman's procedure for determining independence of row and 

column factors in data matrices with missing or deleted cells can be 

applied to test equation (2'). 

According to Goodman (1968), a confusion matrix with missing or 

deleted cells is defined as quasi-independent if 

Pi. = Pi • P . , for all i and j over the nondeleted cells 
J • . •J 

of the matrix. Where Pi and P . are the marginal proportions in row i 
• ·J 

and column j defined on the nondeleted cells of the confusion matrix and 

Pij is the proportion in cell (i,j). 

To test the multiplicative condition and thereby test equation (2') 

of the SRSM with regard to the error matrix, Goodman's test for quasi-

independence was performed on the error matrices of Tables 2 and 3 for 

each time deadline. Goodman's iterative procedure produces estimates 

of bi and (1 - Pk) and these are used to estimate the proportion of 

errors which should occur in each cell of the error matrices of Tables 

2 and 3. The predicted values of bi and 1 - Pk along with the estimated 

and actual error frequencies are presented in the appendices. 

The usual chi-square goodness of fit tests were run to compare 

observed and expected frequencies. The values of chi-square for each 

of the matrices of Tables 2 and 3 are presented in Table 8. 
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'l'he computed chi-square (d.£. = 19) values for all but the 6 stimulus 

condition at 300 ms are significant at well beyond the .005 level. 

Insert Table 8 

Thus the assumption of multiplicativity for error probability 

(equation (2 1
)) of the SRSM must be rejected. While this general test 

rejects equation (2') as a suitable representation of error probability, 

Goodman (1968) does not suggest a method which could be used to deter-

mine whether the failure was due to changes in bi across stimuli, 1 - Pk 

across responses, or whether some additional process must be included 

in the error probabilities. Invariance of Pk and bi are investigated 

below. 

It should also be noted in Tables 2 and 3, that there is a 

slight tendency for the estimates of Pe .. to increase near the diagonal 
Jl. 

cells within a column. These trends are consistent with equation (2) 

of the RSM under assumptions which will be presented below when invariance 

of b is tested. 
i 

Probability of Entering the Response Selection State 

From equation (5'), it is predicted that for a stimulus set size 

of n, the estimates of the probability, Pk, of entering the response 

selection state which can be obtained for each time deadline will be 

invariant. Although not predicted by the model, the estimates of Pk 

will also be tested for independence of stimulus set size. Estimates 

of Pk were obtained from the matrice~ of Tables 2 and 3, by subtracting 

off-diagonal entries of a column from the diagonal entry, for a given 
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Table 8 

Computed values of chi-square with 19"degrees of freedom for the 

goodness of fit tests of observed to predicted frequencies calculated 

for Tables 2 and 3, according to the assumption of quasi-independence. 

Stimulus 
Set Size 

6 

4 

Accuracy 

506 

219 

Time Deadline 

440 l-is 300 Ms 

27 

871 



response. These estimates of Pk are presented for the 6 stimulus 

condition in Table 9 and for the 4 stimulus condition in Table 10. 

(56) 

The 30 estimates of Pk within each matrix of Tables 9 and 10 should 

be invariant. Estimates of Pk for stimulus set size 2 can be obtained 

from Table 4. 

Insert Tables 9 and 10 

These estimates were obtained according to equation (5') from estimates 

of probability correct and error probabilities also presented in Table 4. · 

The response probabilities in Table 4 are rather less stable than those 

of Tables 2 and 3 since each stimulus in the 2-stimulus set condition 

was only presented 150 times/subject. The estimated probabilities are 

therefore based upon 900 presentations of each stimulus. 

Six estimates of Pk for each time deadline are presented in 

Table 4. Individual subject tables corresponding to Tables 9, 10 and 

4 are presented in the appendices. 

In order to test for the invariance of Pk in Tables 9,10 andl4, 

it was necessary to obtain estimates of the variance of Pk. From 

equation (5') 

(5'} 

the variance of Pk was assumed to be given by 

A A A 

Var (Pk) = Var (Pc.) + Var (Pe .. ) ]. J]. 
(8) 
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Table 9 

Estimates of Pk obtained by subtracting the off-diagonal column entries 

from the diagonal column entry in Table 2. The stimulus set size was 6. 

Accuracy 

Response 

1 2 3 lJ 5 6 

1 .905 .as·~ .894 .906 .936 
2 .917 .906 .888 .889 .935 

Stimulus 3 .922 .910 .868 .899 .936 
4 .929 .921 .879 .873 .933 
5 .929 .905 .918 .873 .910 
6 .928 .922 .916 .896 .873 - .913 7902 :1m4 :-smr .930 Av. .925 

440 Ms 

Response 

1 2 3 4 5 6 

1 .444 .475 .516 .523 .545 
2 .513 .489 .507 .452 .542 

Stimulus 3 .536 .452 .453 .514 .550 
4 .563 .473 .462 .468 .540 
5 .560 .466 .510 .462 .506 
6 .549 .473 .513 .518 .451 

Av. :54'4 :4bl .490 .491 :482 :53b 

300 Ms 

Response 

1 2 3 4 5' 6 

1 .163 .167 .139 .154 .163 
2 .171 .167 .129 .157 .163 

Stimulus 3 .171 .162 .117 .165 .171 
4 .165 .165 .148 .137 .172 
5 .171 .156 .171 .125 .164 
6 ·a51 .• 162 .175 .144 .155 

Av. :Ibb .162 .165 .131 :154" .167 
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•• 

Table 10 

Estimates or Pk obtained by subtracting the off-diagonal column entries 

from the diagonal column entry in Table 3. The stimul.us set size was 4. 

Accuracy 

Response 

1 2 3 4 5 6 

1 .905 .922 .935 .910 .937 
2 .938 .916 .930 .882 .942 

Stimulus 3 .953 .902 .899 .913 .941 
4 .953 .906 .915 .895 .938 
5 .952 .895 .930 .904 .927 
6 .949 .907 .935 .923 .893 

.949 .927 .918 :898 -Av. .903 .937 

440 Ms 

Response 

1 2 3 4 5 6 

1 .522 .600 .643 .576 .619 
2 .635 .584 .622 .473 .647 

Stimulus 3 .652 .533 .524 .6oo .651 
4 .664 .552 .528 .581 .635 
5 .652 .471 .607 .607 .623 
6 .609 .532 .625 .625 .569 

Av. :b42 .522 .589 :bo4 :5bo :b3'5 

300 Ms 

Response 

1 2 3 4 5 6 

1 .258 .273 .300 .288 .182 
2 .306 .267 .286 .153 .289 

Stimulus 3 .322 .263 .151 .285 .281 
4 .323 .251 .167 .275 .286 
5 .311 .168 .255 .283 .285 
6 .211 .233 .266 .299 .292 

Av. .294 .235 :24b :2b4 :259 ~ . 
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A A 

where 

A A A 

and Var (Peji) = Peji (1 - Peji)/n 

where n represents the number of times a stimulus was presented. 

For equation (8) to be correct, one must assume that Pci and Peji are 

independent or that the correlation between them is zero. In the event 

that Pci and Peji are correlated, the estimate of Var (Pk) from equation 

(8) will be too large and will result in a overly-conservative test 

of the invariance of Pk. Inspite of this reservation regarding the 

estimates of Var (Pk)' it was considered informative to present estimates 

of Pk as calculated from equation (5'). However, failure to reject 

invariance of Pk must be interpreted with caution. 

In order to obtain stable estimates of Var (Pk), estimates of 

Var (Pk) were obtained for each response within a time deadline, for 

each subject. These estimates of Var (Pk), within time deadlines, 

were averaged over responses and subjects. To avoid the obvious violation 

of independence which would occur if equation (8) were summed over 

stimuli and responses, an average estimate of the probability of an 

error involving response i, Pe.
1

, was obtained for each response i. 

n 
Pe.l = 1/(n-1) E Pe .. , for j ~ i 

j=l ]1 

This average estimate,. Pe.i , was used in equation (8) to obtain 

an estimate of Var (Pk) for each _response i within a time deadline. 
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A 

= Var (Pci) + Var (Pe.i) 

where Var (Pe.i) = Pe.i (1- Pe.i)/n. 

The estimates of Var (Pk) were averaged across responses within a time 

deadline and stimulus set size. Average estimates for the standard 

deviation of Pk, SD (Pk), for each time deadline and stimulus set size 

were obtained by taking the square root of the average of estimates of 

Var (Pk). These average estimates of SD (Pk) are presented in Table 11 

along with average estimates of Pk obtained from Tables 9, 10 and 4 by 

averaging the values of Pk across stimulus j for all j ~ i and across 

response i. 

Of the estimatesof Pk within Tables 9, 10 and 4, 68/90, 77/90 

and 16/18, respectively deviate from the means of Pk presented in Table 11, 

for a fixed time deadline-stimulus set size condition by more than two 

standard deviations. Thus the hypothesis of invariance of Pk across 

stimulus-response pairs can be rejected. 

Insert Table 11 

While SRSM did not predict invariance of Pk across changes in 

stimulus set size, it was considered informative to determine the nature 

of any trends which might exist in Pk across set size. The average 

estimates of Pk are presented in Table 11. 

Average estimates of sp (Pk) were obtained for each time dead­

line by averaging the variances across stimulus set sizes and taking 
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Table 11 

Average estimates of Pk obtained from Tables 9 and 10 by averaging the 

values of Pk across stimulus j for all j # i and across response i. 

Estimates of the standard deviation of Pk were calculated as described 

in the text. Average estimates and standard deviations of Pk were obtain­

ed for stimulus set sizes: 6, 4 and 2 and across the time deadline 

conditions: accuracy, 440 and 300 ms. Pk is the upper number in each 

cell of the table. 

Stimulus 
Set Size Accuracy 440 Ms. 300 Ms 

6 pk .907 .501 .158 

SD(Pk) .0023 .0043 .0043 

4 p· 
k .922 .592 .260 

SD(Pk) .0026 .0050 .0054 

2 pk .908 .651 .253 

SD(Pk) .0040 .0070 .0091 

Av. pk .912 .581 .224 

Av. SD(Pk) .0030 .0054 .0063 

S.E. (Pk) for 
.0005 .0010 .0012 

Set Sizes: 4 & 6 

S .E. (P k) for 
.0012 .0022 .0026 

Set Size: 2 
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the square root of these average variances. Average SD (Pk)s are pre­

aented in Table 11. In order to test whether the average P·k wibMn 

time deadlines changes as a function of set size, it was necessary to 

obtain an estimate of the standard error of the mean of Pk. For 

stimulus set sizes 4 and 6, the average Var (Pk) was divided by 30, 

since 30 estimates of Pk went into the calculation of the mean of Pk. 

For stimulus set size 2, Var (Pk) was divided by 6. 

Estimates of the standard error of Pk, S.E., are presented in 

Table 11. All three of the mean estimates of Pk across stimulus set 

size deviate from the overall mean of Pk for each time deadline by much 

more than two standard deviations. That is, all nine of the estimates 

of mean Pk for a given set size deviate from their respective mean 

values of Pk for each time deadline. Therefore, Pk seems to be dependent 

upon the stimulus set size. 

Invariance of Pk was rejected. It should be noted in Tables 9 

and 10 that there is a tendency for Pk within columns to decrease 

near the diagonal cells. These trends in Pk are consistent with 

equation (5) of the RSM under the conditions that aiik :/: 1 and that 

specific trends in ajik to be described in the next section exist. 

Guessing Probabilities 

The SRSM predicts that estimates of the probability of response 

i from the guessing state, bi' should be independent of the stimulus j 

and the time deadline k. If the estimate of Pk obtained from equation 

(5 1
) is used in equation (2') estimates of b. may be obtained. The 

~ 

corresponding estimates of Pk.from Tables 9, 10 and 4 were used according 

to equation (2') to obtain estimates of b. from Tables 2, 3 and 4, respect­
~ 



ively, Estimates of bi for the 6, 4 and 2 stimulus conditions are 

.pa;esented in Tables 12, 13 and 4, respectively. 

Insert Tables 12 and 13 

(63) 

Because no ready estimate of the variance of bi was available, 

it was not possible to statistically test the invariance of bi. However, 

examination of Table~ 12, 13 and 4 indicate that the bi within columns 

vary considerably. This variability is particularly pronounced in the 

accuracy condition and somewhat less so in the 440 ms condition. Since 

the estimates of b. vary by as much as .319 in the accuracy condition 
l. 

and .213 in the 440 ms condition, it is unlikely that invariance of bi 

can be accepted. It should be pointed out, however, that these examples 

of large variability in bi occur in time deadline conditions in which 

the estimates of Pe .. are rather small and unstable. Also, since 
Jl. 

the estimate of 1 - Pk tends to be small for these time deadlines, 

the apparent variation in Pe .. would be magnified. 
Jl. 

However, an additional observation also suggests rejection of 

the invariance of b.. In the accuracy and 440 ms conditions, there 
l. 

is a tendency for estimates of bi to decrease away from the diagonal 

cells. That is, as the stimulus to which response i was made becomes 

more remote from stimulus i, the estimate of b. decreases. In Figures 
l. 

5 and 6, estimates of b. are plotted as a function of the distance from 
~ 

the diagonal cells in Tables 12 and 13, respectively. The diagonal 

position in Figures 5 and 6 is indicated by the D on the abscissa. 

To clarify the meaning of the plots in Figures 5 and 6, consider 

in Figure 5, the points joined by lin~ A. From left to right, the 
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Table 12 

Estimates o~ probability of response i from the guessing state, bi' 

calculated from Tables 2 and 9 according to equations ( 2' ) and ( 5 ' ) • 

Accuracy 

Response 

1 2 3 4 5 6 

1 .221 .274 .076 .075 .047 
2 .193 .170 .125 .216 .062 

Stimulus 3 .154 .178 .250 .129 .063 
4 .056 .051 .355 .315 .105 
5 .056. .211 .049 .228 .322 
6 .070 .039 .083 .058 .315 

440 Ms 

Response 

1 2 3 4 5 6 

1 .160 .192 .200 .170 .084 
2 .168 .170 .215 .279 .087 

Stimulus 3 .127 .150 .293 .185 .071 
4 .073 .114 .214 .256 .094 
5 .080 .126 .135 .283 .154 
6 .102 .114 .129 .197 .279 

300 Ms 

Response 

1 2 3 4 5 6 

1 .108 .197 .200 .221 .128 
2 .133 .197 .209 .218 .128 

Stimulus 3 .133 .107 .220 .210 .119 
4 .139 .105 .215 .238 ,120 
5 .133 .115 .193 .213 .108 
6 .153 .109 .189 .195 .220 
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Table 13 

Est~tes or probability or response i from the guessing state, b., 
1 

calculated from Tables 3 and 10 according to equations {2') and (5'). 

Accuracy 

Response 

1 2 3 4 5 6 

1 .074 .205 .077 .078 .159 
2 .290 .262 .143 .297 .069 

Stimulus 3 .o64 .102 .396 .o46 .085 
4 .o64 .o64 .271 .210 .129 
5 .104 .162 .114 .365 .274 
6 .137 .054 .o46 .208 .224 

440 Ms 

Response 

1 2 3 4 5 6 

1 .117 .165 .185 .163 .150 
2 .143 .197 .230 .326 .085 

Stimulus 3 .101 .096 .389 .113 .072 
4 .069 .058 .292 .153 .112 
5 .101 .202 .153 .260 .141 
6 .200 .098 .109 .221 .176 

300 Ms 

Response 

1 2 3 4 5 6 

1 .109 .127 .159 .152 .238 
2 .156 .134 .177 .287 .124 

Stimulus 3 .136 .103 .306 .157 .134 
4 .133 .118 .238 .168 .128 
5 .150 .206 .149 .179 .129 
6 .257 .137 .136 .160 .141 
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points refer to estimates of bi for response 1 when stimuli 6, 5, ••• , 

2, respectively, were presented. According to the invariance hypothesis, 

the points joined by line A should lie along a line parallel to the abscissa. 

However, as can be seen by tracing line A, as the stimulus approaches 

the diagonal, estimates of bi increase. 

Consider, also, the points joined by line A'. These points 

from left to right refer to estimates of bi for response 6 when stimuli 

5, 4, 3, 2 and 1, respectively, were presented. Symmetric responses 

such as responses 1 and 6 are coded with the same form of line (solid 

line for response 1 and 6). 

Insert Figure 5 

For an additional example, consider the points joined by line B. 

These points from left to right refer to estimates of b. for response 2 
~ 

when stimuli 6, 5, 4, 3 and 1, respectively, were presented. The point 

for stimulus 1 is indicated by the open circle to the right of the 

diagonal. A similar line {dashed line) symmetric to line B occurs to 

the right of the diagonal for response 5 with a corresponding open 

square for stimulus 6, to the left of the diagonal. Line C corresponds 

to response 3 and the three points to the left of the diagonal refer 

to the presentation of stimuli 6, 5 and 4 while the two points (open 

circles with dotted line) to the right of the diagonal refer to stimuli 

2 and 1, respectively. A symmetric line for response 4 occurs to the 

right of the diagonal and has two points (open squares with dotted 

line) to the left of the diagonal. 
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The trends in bi would not be accounted for by increased variation 

in the estimates of Peji and 1 - Pk' but suggest perhaps, some additional 

process which is not represented in the SRSM. 

Insert Figure 6 

These observations suggest that there might have been some confusion 

in the response buffer (i.e. aiik ~ 1). Welford (1968) has presented a 

review of the research and some information theory models (e.g. Fitts, 1954; 

Crossman, 1957) which attempt to account for relationships between the 

speed and accuracy of motor movements. While no theoretical development 

of the scatter of motor movements will be attempted here, it is noted 

that the tradeoff relationships between spatial scattering of motor move­

ments and movement time is well-established (Welford, 1968). A simple 

hypothesis for the present situation might be that confusion between 

responses increases as a function of proximity on the response panel. 

From the RSM, which permits confusion in the response buffer, equations 

{2) and (5) can be substituted for equations (2') and (5') of the SRSM 

which were used to estimate bi then 

Peji/(1 - (Pci - Peji)) = Pkaji + (1 - Pk) bi 

1 - pk (aii - aji) 

(9) 

Furthermore, for fixed Pk and bi, according to assumptions 1 and 2 of RSM, 

if aji were to inerease as j approached i then the observed trends in h
1

, 

estimated according to the SRSM, would be predicted. 

If we accept the indication above that the trends in bi' estimated 

according to the SRSM, across changes in stimulus j are due to changes in 
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aji' then according to equation (9), if Pk were reduced by mere stringent 

time deadlines any effects due to changes in aji would be decreased and 

the trends in bi estimated from equations (2') and (5') would be reduced. 

In fact, as Pk approaches zero, the calculation in equation (9) will 

approach an estimate of b for the RSM. It can be seen in Figures 5 and 
i 

6 that the curves for the estimates of bi' calculated according to the SRSM 

did begin to flatten out in the 300 ms condition, in which Pk was low 

(Table 11). 

It is not possible to make too strong an argument regarding the 

trends in the estimates of bi in Tables 12 and 13 and Figures 5 and 6 

because the trends are not sufficiently consistent. One possible explan-

ation for the inconsistency in the trends of bi might be the result of 

an unforeseen relationship between buttons on the response panel. It 

is possible that buttons symmetrical with regard to the subjects' left 

and right sides might have had a tendency to be confused. If this were 

the case, the particular pairing in the 2 stimulus and, perhaps the 4 

stimulus condition might have enhanced this confusion. This enhanced 

confusion might occur because, in the 2 stimulus condition, the only 

error which can occur must be to the symmetrical button on the opposite 

side of the panel (see Table 1 for stimulus sets). A similar but less 

exaggerated reduction in possible error alternatives occurs in the 4 

stimulus condition. Examination of Figures 5 and 6 indicates that the 

violations in the monotonic trends away from the diagonals, involve 

pairs of stimuli with symmetric responses. Those violations which might 

be due to symmetry are indicated in Figures 5 and 6 by small arrows 

above them. 
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Equation (4') predicts that mean error latency for response,i 

will be independent of the stimulus j, for all j :/: i and assumption 9 

states that it will be independent of the time deadline k for the SRSM. 

Estimates of mean response latencies for individual subjects were obtained 

in the same manner as was described earlier for the estimates of the 

corresponding response probabilities. Mean response latencies combined 

for the 6 subjects for the 6, 4 and 2 stimulus set conditions are presented 

in Tables 5, 6 and 4, respectively. 

Within each column of the matrices in Tables 5 and 6, the off-

diagonal mean latencies should be invariant. The variation within a 

column for the accuracy condition is of the order of 200 ms between the 

longest and shortest mean error latency for a given response i. Varia-

tion within columns for the 440 ms condition is somewhat less and is of 

the order of 80- 100 ms. The mean error latencies for the 300 ms cond-

ition are relatively invariant. Consequently, the assumption of invar-

iance in mean error latencies within a column must be rejected. 

Also, it should be observed that there is a tendency for the 

mean error latencies to be longer near the diagonal and to become short-

er when the stimulus is further from the diagonal. 

In Figure 7, estimates of V. are plotted as a function of the 
1 

distance from the diagonal cells in Table 5. The meaning of the points 

associated with each curve are identical to those of Figures 5 and 6 

except that error latency, Vi, is substituted for guessing probability, 

A similar figure could have been obtained for the values of V. 
. 1 

from Table 6 for the 4 stimulus condition. These trends in the estimates 
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of Vi cannot be accounted for~y the SRSM. 

Insert Figure 7 

If we adopt the RSM and make the intuitively reasonable assumption 

that the average response latency associated with the response selection 

state is longer than that associated with the guessing states and that aji 

increases as j approaches i (confusion in the response buffer) then 

equation (4) would predict the systematic increases in error latencies as 

j approaches i: 

(4) 

It is also encouraging to note that the violations in monotonicity 

of error latencies moving away from the diagonal, occur on the symmetric 

stimuli as was observed in the case of the estimates of b. in Figure 5. 
~ 

In fact, except for scale factors the general shapes of the curves in 

Figures 5 and 7 are very similar. This similarity in the shapes of the 

curves would also be predicted from equations (2) and (4) of the RSM. 

It was also predicted that mean error latency for response i 

would be independent of the time deadline. To facilitate this comparison, 

the overall mean error latencies for each response were obtained by averag-

ing across stimuli in Tables 5 and 6. The average v
1

s are plotted in 

Figure 8 across tiree deadline conditions. The average decrease in v
1 

in soing from the accuracy condition to the 440 ms condition is 140 ms 

and the average decrease in v: from the 440 ms to the 300 ms condition is 
~ 

92 ms. The average change in Vi from the Accuracy condition to the 300 ms 
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in Table 5. For the 6 stimulus set condition. 
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condition is therefore 232 ms, which suggests rejection of the invariance 

of mean error latency across time deadlines. 

Insert Figure 8 

In summary, the SRSM must be rejected. The four predictions which 

were examined were found not to hold. 

The test for quasi-independence on the error probabilities indicates 

that error probability cannot be accounted for by any simple multiplicative 

function of 1- Pk and bi such as the one represented in equation (2'). 

The test for invariance of response bias from the guessing state 

indicated that response bias varied as a function of the stimulus. There 

was an indication that bi decreased away from the diagonal cells. It 

was suggested that this observation might indicate that there was some 

confusion in the response buffer (i.e. aii ~ 1). A simple hypothesis 

that confusion between responses increased as a function of proximity 

on the response panel was proposed and examined. The trends in bi and 

the flattening out of the trends at shorter time deadlines are consistent 

with the RSM. 

The test for invariance of mean error response latency indicated 

that error latencies decreased as a function of time deadlines and also, 

as with the estimates of b., the error latencies tended to decrease 
1 

away from the diagonal cells. Both trends in mean error latencies can 

be accounted for by equation (4) of the RSM. If the mean latency of 

the response selection state is longer than the mean latency of the 

guessing state, then as Pk approaches 0~ mean error latency will approach 
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for the three time 

deadline conditions. The numbers to the left of each line 

refer to the response associated with each v1• 



the mean of the guessing state. Also, as j approaches i, aji will in­

tti:'ease and ·error latencies will include a larger proportion of longer 

selection state latencies. 

The quasi-independence test on the error probabilities could 
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have failed because bi was not constant across stimuli. However, the 

trends in Pk' bi and Vi suggest a more specific interpretation. A model 

such as the RSM which permits confusion in the response buffer would 

account for these trends. Also, equation (2) of the RSM for error prob-

ability indicates that the quasi-independence test failed because errors 

consist of an additional component which represents the SCR process. 

Tests of the RSM 

On the basis of these results, it would seem that the RSM is a 

viable alternative to the SRSM. It accounts for the above results, at 

least at a qualitative level. The RSM, however, does lead to one read-

ily testable quantitative prediction. From equation (7), estimates of 

~i' the mean latency of response i from the response selection state, 

should be invariant across stimuli, time deadlines and stimulus set 

size.· 

Estimates of ~i were calculated from the mean response latencies 

of Tables 5, 6 and 4 and the response probabilities of Tables 2, 3 and 

4 for the stimulus set sizes 6, 4 and 2, respectively. The estimates 

of ~i calculated according to equation (7) are presented in Tables 14, 

15 and 4 for stimulus set sizes 6, 4 and 2, respectively. Individual 

subject tables are presented in the appendices. 

Invariance of ~i Across Stimuli: 

To test for the invariance of ~. across stimuli, within time dead­
l 

lines and stimulus set sizes, average estimates of ~i were calculated by 



averaging the estimates of ~i obtained for each Sj across stimuli. 

Average ~i are presented in Tables 14 and 15. 

It is not possible to test for invariance of ~i across stimuli 

in the 2 stimulus condition as only 1 estimate of ~i is obtainable. 

Insert Tables 14 and 15 
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Average deviations for ~i were obtained for the 6 and 4 stimulus 

conditions for each time deadline. Average deviations for each ~i were 

obtained from Tables 14 and 15 by averaging the absolute differences 

between the 5 estimates of ~. and the average of these 5 estimates. An 
~ 

overall average deviation for each time deadline-stimulus set size condition 

was obtained by averaging the deviations across stimuli. The average 

deviations for the 6 stimulus set are 1.5, 4.5 and 18.5 ms for the accuracy, 

440 and 300 ms conditions, respectively and for the 4 stimulus set are 

1.0, 9.0 and 62.2 ms for the accuracy, 440 and 300 ms conditions, respectively. 

The average deviations are relatively small in all conditions but the 4 

stimulus condition at the 300 ms time deadline. It might be argued that 

the estimates of Pci' which are used to calculate ~i' at the shorter 

deadlines are less stable than at the longer deadlines. This would 

produce the increases in average deviation. 

Except, perhaps, for the 4 stimulus- 300·ms condition, invariance 

of ~i is confirmed across stimuli, within time deadlines and stimulus 

set sizes. 

Invariance of ~i Across Stimulus Set Size: 

To test for the invariance of ~i across set sizes, within time 
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Table 14 

Estimates of lli calculated from the m~an response latencies of Table 5. 

and the response probabilities of Table 2 according to equation (7). 

The stimulus set size was 6. 

Accuracy 

Response 

1 2 3 4 5 6 

1 651 641 627 620 646 
2 614 640 630 622 646 
3 616 647 629 622 646 

Stimulus 4 613 647 644 626 647 
5 614 650 638 632 649 
6 613 647 639 627 626 -

Av. m b4S' b40 629 623 b47 

440 Ms 

Response 

1 2 3 4 5 6 

1 567 565 515 512 526 
2 534 561 517 528 527 

Stimulus 3 533 565 527 514 524 
4 526 558 573 522 527 
5 526 562 553 527 535 
6 530 557 555 514 527 --

Av. 530 562 561 520 521 52'S' 

300 Ms 

Response 

1 2 3 4 5 6 

1 706 643 751 697 809 
2 679 627 797 683 810 

Stimulus 3 687 704 833 662 783 
4 711 694 642 734 119 
5 688 739 634 819 787 
6 757 717 623 742 669 --

705 
...._._.... 

'634 789 bB9 794 Av. 712 
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Table 15 

Estimates of ui calculated from the mean response latencies of Table 6. 

and the response probabilities of Table 3 according to equation (7). 

The stimulus set size was 4. 

Accuracy 

Response 

1 2 3 4 5 6 

1 639 608 577 612 585 
2 595 608 578 619 584 

Stimulus 3 593 638 583 612 584 
4 594 639 609 614 585 
5 594 641 607 579 585 
6 595 639 606 580 614 

Av. 594 639 bo"S" 579 m W5 
440 Ms 

Response 

1 2 3 4 5 6 

1 531 502 461 492 521 
2 522 506 466 528 510 

Stimulus 3 517 530 498 484 508 
4 517 523 530 484 514 
5 520 565 504 465 - 514 
6 539 532 498 465 491 

Av. 523 536' 508 471 4% m 
300 Ms 

Response 

1 2 3 4 5 6 

1 518 477 455 484 751 
2 521 472 470 720 543 

St:imulus 3 506 507 684 492 548 
4 509 400 637 490 541 
5 519 668 499 468 542 
6 660 5~7 489 458 476 

Av. 543 52rr 515 507 532 58s 
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deadlines, the average estimates of ~i from Tables 14 and 15, and the 

single estimates of ~- from Table 4 were compared. These average esti~ 
~ 

ates of ~i are presented in Table 16. Within each time deadline and 

for each response, the estimates of ~i were compared across set sizes 

6, 4 and 2. The assumption of invariance was tested against the alter-

native that ~i would decrease with smaller set sizes. Three pairwise 

comparisons of rank order were made for each response within a deadline, 

to yield 18 tests/deadline or 54 tests in all. In all 54 tests of 

rank order the estimates of ~i decreased with smaller set size. Therefore, 

the assumption of invariance of ~i across stimulus set size was rejected. 

Insert Table 16 

To illustrate the changes in~- across stimulus set size, the average 
~ 

estimates of ~i in Table 16 were averaged across response i for each 

stimulus set size and time deadline. These average ps are plotted as 

a function of stimulus set size for each time deadline in Figure 9. 

Insert Figure 9 

Invariance of ~. Across Time Deadlines: 
~ 

Since stimulus set size was a major determinant of the magnitude 

of ~i' it was decided to test for the invariance of pi across time 

deadlines for each of the set sizes. The average estimates of ~i from 

Table 16 were used to test for invariance of~-· 
~ 
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Table 16 

Average estimates of lJi obtained f'rom Tables 14, andl.S: by averaging the 

values of lJ. 
1 

across stimulus j f'or all j # i. Average estimates of lJi 

vere obtained f'or stimulus set sizes: 6, 4 and 2 and across the time 

deadline conditions: accuracy, 440 and 300 ms. 

Accuracy 

Response 
Stimulus 

Set Size 1 2 3 4 5 6 Average 

6 614 648 640 629 623 647 634 

4 594 639 608 579 614 585 603 

2 496 478 489 444 457 469 472 

440 Ms 

Response 
Stimulus 

Set Size 1 2 3 4 5 6 Average 

6 530 562 561 520 521 528 '537 

4 523 536 508 471 496 513 508 

2 469 443 412 398 395 424 424 

300 Ms 

Response 
Stimulus 

Set Size 1 2 3 4 5 6 Average 

6 705 712 634 789 689 794 721 

4 543 528 515 507 532 585 535 

2 526 478 489 500 425 501 487 
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The tests for invariance across time deadlines were done in 

three parts (1) accuracy was compared with 440 ms. (2) 440 ms was compared 

with 300 ms and (3) accuracy was compared with 300 ms. In all 3 cases 

a rank order test was used. 

(1) Accuracy compared with 440 ms 

For each of the 6 responses at each of the set sizes, the estimate 

of ~i for the accuracy condition was compared with that of the 440 ms 

condition. Of the 18 comparisons, in all 18 cases the estimates of 

~i for accuracy were longer than were those for 440 ms. 

(2) 440 ms compared with 300 ms 

For the 18 comparisons between ~i for the 440 ms and ~i for the 

300 ms condition, in 17 cases estimates of ~i for the 300 ms condition 

were longer than were those for 440 ms. 

(3) Accuracy compared with 300 ms 

For the 18 comparisons between ~- for accuracy and ~. for 300 ms, 
~ ~ 

in 7 cases accuracy was longer than 300 ms, 8 cases 300 ms was longer 

than accuracy and in 3 cases the ~i were approximately equal. 

The above comparisons can be seen in Figure 9. The accuracy 

and 300 ms conditions are well above the 440 ms for each set size cond-

ition. There appears to be no consistent difference between the accuracy 

and 300 ms condition when examined across stimulus set size because the 

300 ms condition is well above the accura~y condition for set size 6 

but well below it for set size 4. There is no obvious explanation for 

this reversal across stimulus set sizes. 

The invariance of ~i across time deadlines must be rejected since 

~i for the 440 ms condition was found to be shorter than ~i for the 
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accuracy and 300 ms conditions. However, estimates of ]Ji foJ; ~.he, ~ccv.racy 

and 300 ms conditions did not differ. 

One aspect of the failure of invariance of ]Ji is very disturb­

ing in the present experiments. The failure to obtain invariance of 

]Ji across time deadlines is consistent with many of the previous experiments 

(Link and Tindall, 1970, 1971; Oilman, 1970) and is not consistent with 

some others (Oilman, 1966; Yellott, 1967, 1971). However, in all of the 

previous experiments of Link and Tindall (1970, 1971) the estimates of 

]Ji tended to order themselves according to the time deadline in force. 

The estimates of ]Ji obtained when the time deadlines were long were 

larger than estimates of IJ. obtained when the time deadlines were short. 
~ 

The relationship between estimates of JJi for the accuracy and 

440 ms conditions are consistent with the earlier experiments of Link 

and Tindall (1970, 1971). But the very large estimates of ]Ji for the 

300 ms condition are puzzling. As was noted above in Figure 9, the estimates 

of ]Ji for the 300 ms condition were larger than those of the 440 ms 

condition and, in fact, within the 6 stimulus set condition they were' 

larger than those for the accuracy condition. 

Investigation of Large Estimates of JJ in 300 ms Condition 

The Missed Button Hypothesis 

One possible explanation for this result might be that with 

the greater number of responses and transitory stimulus sets in this 

experiment, the resulting increased response confusion could have 

caused subjects to completely miss all response buttons on some trials. 

If the subject on a 300 ms trial were attempting to respond quickly, 

he might not take sufficient time to co-ordinate the execution of 
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his response. On such trials, he may then make motor errors and over or 

undershoot the button to which he was responding. If the subject were 

to completely miss all the buttons, he might since he would have already 

exceeded the time deadline reselect the correct response (if the intended 

response is recognized as an error). 

Rabbitt (1966) and Rabbitt and Phillips (1967) have studied the 

problem of correction of errors in serial CRT tasks. Most errors were 

found to be responses adjacent to the correct response button {Rabbitt, 

1966) with which the results of the present research are consistent. 

Burns (1965) also found that errors were not entirely random but were 

generally made to response buttons neighbouring the correct response 

button. The errors were on the average, detected and corrected in less 

time than a corresponding accurate response even though no feedback had 

been presented {Rabbitt, 1966; Rabbitt and Phillips, 1967). However, 

in some studies, correction of errors take considerably longer than a 

corresponding accurate response (e.g. Adams and Chambers, 1962). 

Welford (1968) discusses both results in relation to the concept of a 

single-channel operation in tracking tasks. He regards the results of 

Rabbitt (1966) and Rabbitt and Phillips (1967) as indicating that an 

error has been made by the central effector mechanism rather than the 

decision mechanism. In terms of the present model (RSM), the correct 

response may have been selected but the wrong execution occurred. 

Welford (1968) suggests that visual feedback is not necessary since the 

feedback from the central effector to the decision mechanism will result 

in detection of the error and·subsequent correction. The results which 

demonstrate long correction responses (Adams and Chambers, 1962), are 
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interpreted by Welford (1968) as indicating complete reprocessing of the 

stimulus and perhaps a review of performance strategy. In terms of the 

RSM, the subject could be assumed to return to the response selection 

state to reselect the correct response. 

This response strategy of reselection of a response would cause 

some correct responses at the 300 ms time deadline to have very long 

response times. The long correct response times would lead to dispro­

portionately large estimates of ~i· If one assumes that the chance of 

responding in such a way as to completely miss all buttons would increase 

with the number of buttons then the estimates of ~i for the 6 stimulus 

condition at 300 ms would be very large. This argument receives some 

support from the curves in Figure 9. This result obtains for all 6 

subjects, individually, and is not a result of averaging across subjects. 

To further investigate the missed button interpretation of the 

large estimates of ~i at 300 ms, two types of analyses were undertaken. 

One analysis was made upon the bivariate distributions of button release 

time (Tl) and movement time (T2) and the other analysis was made upon 

the Tl response times according to RSM. The analysis of the bivariate 

distributions offers information regarding the missed button hypothesis 

since only the movement time could include the missed button component. 

An analysis of the Tl response times would indicate whether the estimates 

of ~ obtained without a movement time component are different in general 

form across conditions from the estimates of ~ obtained for Tl + T2. 

To examine the bivariate response times, bivariate frequency 

distributions were obtained for all subjects combined. The response 

time of each trial was decomposed into its two components and these 

components were used to generate bivariate frequency distributions. 



The time to release HK (Tl) was analyzed in 50 ms intervals from 0 to 

700 ms while the time from release of HK to depression of a choice 

button (T2) was analyzed in 25 ms intervals from 0 to 700 ms. Bivari­

ate distributions were obtained for correct and error responses for 

each time deadline ·and stimulus set size. 
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The distributions for movement time (T2) were similar for the 

three time deadlines and stimulus set sizes. The modes for all condi­

tions were between 75-100 ms. It would be expected that if missed 

buttons had occurred on a significant proportion of the correct response 

trials that a second mode would be present in the movement time distri­

butions. There was no evidence of bimodality in the T2 distributions. 

The similarity of the movement time distributions across conditions 

also argues against the missed button hypothesis. Finally, subjects' 

reports indicated that though buttons were missed a few times, they did 

not occur on a substantial proportion of the trials. It is unlikely 

that missed buttons occurred often but a modification in the experiment 

would reduce the chances that missed buttons could contribute noise to 

the data. The response panel could be altered so that the subject could 

keep his fingers on the alternate response buttons. 

Although it is unlikely that missed buttons contributed to the 

peculiar estimates of lli' it is possible that something unaccounted for 

in the model occurred in the T2 times. To exam~ne this possiDility, 

estimates of Tl and T2 were obtained. Summary estimates of Tl and T2 

were obtained by averaging across stimuli, responses and subjects as was 

done for Tl + T2 in Table 7. Estimates of mean correct and error response 

latencies for Tl and T2 are presented in Table 17. 



The estimates of mean Tl times decrease with time deadlit:J..e an,d 

stimulus set size for both correct and error responses as was observed 

for Tl + T2 times in Table 7. Only the estimates of mean error times 
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for the 300 ms deadline violate the trend of decreased times with smaller 

set sizes. 

Insert Table 17 

There are no consistent trends in the estimates of mean correct T2 

times across time deadlines. Mean correct T2 times are smaller for set 

size 2 than they are for sizes 4 and 6. Mean error T2 times decrease 

with shorter time deadlines and smaller set sizes. The uniformity of 

the correct T2 times across time deadlines suggests that some minimum 

time is required for correct responding and that speed and accuracy cannot 

be traded off in T2 times. 

Constant correct T2 times would tend to inflate the estimates of 

p for Tl + T2 times at shorter time deadlines. This can be seen if we 

modify equation (3) of RSM to include a constant component for T2. Then 

mean correct latency consists of a component which is a mixture of fast 

guesses and SCR responses and a fixed component for movement time: 

Mci = (Pk aiik ~i + (1 - Pk) bi Vi)/Pci + T2* 

Then equation (7) becomes: 

Pci T2* 

pi+-----

Pci - Peji 
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Table 17 

Mean estimates of probability correct, mean correct and mean error 

response latency for button release times (T1) and movement times (T2) 

for all 6 subjects combined and all stimuli within a stimulus s~t size -

time deadline condition. 

Accuracy 440 Ms 300 Ms 

Stimulus 
Set Size 

Pc .923 .584 .298 
T1 Me 372 302 224 

Me 277 185 109 
6 

T2 Me 258 201 254 
Me 157 119 101 

Pc .935 .660 .383 
T1 Me ~65 288 207 

Me 276 172 110 
4 

T2 Me 235 297 218 
Me 152 118 100 

Pc .954 .826 .627 
T1 Me .300 246 175 

Me 181 150 115 
2 

T2 Me 164 144 144 
Me 123 113 94 



(89) 

For Pci equal to l, the·equation yields an estimate of J.li + T2* 

while for Pci equal to 1/3 an~ Peji equal to l/6 as they were approximately 

in the 300 ms condition~ the equation yields an es~imate of J.li + 2T2*. 

The large estimates of JJ in the 300 ms condition could reflect the. constant 

minimum movement time. 

In order to learn whether the general conclusions of the analysis 

of ]J for the total response timeswere due to movement time, estimates of 

J.1 were obtained from T1 alone in the manner described Tl + T2 in Tables 14 

and 15. Estimates of J.li based upon T1 times are presented in Tables 18 

and 19. 

Again, it was not possible to test for invariance of J.li across 

stimuli for the 2 stimulus condition. 

Insert Tables 18 and 19 

Average deviations for ]Ji were.obtained for the 6 and 4 stimulus 

conditions for each time deadline as was described earlier for T1 + T2. 

The average deviations for the 6 stimulus set are .57, 1.43 and 8.76 ms 

for the accuracy, 440 and 300 ms conditions, respectively and for the 

4 stimulus set are .53, 5.71 and 26.66 ms for the accuracy, 440 and 300 ms 

conditions, respectively. The estimates of average deviations are approx-

imately half the magnitude of those obtained for Tl + T2 and lead to the 

same conclusions. The hypothesis of invariance of ]J. is again confirmed 
~ 

across stimuli, within time deadlines and stimulus set sizes. 

Most conclusions concerning estimates of J.li obtained from Tl are 

similar to those reached for estimates of J.li obtained from T1 + T2. Average 
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Table 18 

Estima·tes of J..li calculated from the mean response latencies for T1 and 

the response probabilities of Table 2 according to equation (7). The 

stimulus set size was 6. 

Accuracy 
Response 

1 2 3 4 5 6 

1 373 377 371 379 376 
2 368 376 372 380 376 

Stimulus 
3 369 371 372 380 376 
4 368 372 377 381 376 
5 368 373 375 372 376 
6 368 372 376 370 381 

Av. 369 372 376 371 380 376 

440 Msec 
Response 

1 2 3 4 5 6 

1 333 331 315 315 319 
2 314 330 314 320 320 

Stimulus 
3 317 334 318 315 317 
4 313 333 336 316 320 
5 313 334 326 317 324 
6 316 332 329 314 316 

Av. 315 333 330 316 316 320 

300 Msec 
Response 

1 2 3 4 5 6 
I: 314 293 341 333 346 
2 319 290 365 327 349 

Stimulus 
3 323 313 378 317 335 
4 336 305 304 346 336 
5 323 332 290 364 333 
6 358 318 283 338 311 

Av. 332 316 292 357 327 340 
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Table 19 

Estimates of ui calculated from the mean response latencies for Tl and 

the response probabilities of Table 3 according to equation (7). 

The stimulus set size was 4. 

Accuracy 
Response 

1 2 3 4 s 6 
1 371 366 355 374 368 
2 364 366 356 378 367 
3 363 371 358 373 367 

Stimulus 4 364 372 368 374 367 
5 364 372 366 357 367 
6 365 372 366 357 375 

Av. 364 372 367 357 375 367 

440 Msec 
Response 

1 2 3 4 5 6 
1 301 300 287 293 316 
2 299 302 290 313 309 
3 297 301 309 288 308 

Stimulus 4 297 298 318 286 311 
5 300 322 302 286 310 
6. 312 302 299 287 291 

Av. 301 305 304 292 294 311 

300 Msec 
Response 

1 2 3 4 5 6 
1 238 225 214 239 370 
2 253 221 224 352 274 
3 248 230 315 246 275 

Stimulus 4 248 234 292 241 272 
5 252 300 235 221 272. 
6 319 249 230 219 234 

Av. 264 250 241 239 262 292 
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estimates of pi for Tl obtained from Tables 18 and 19 by averaging over 

stimuli are presented in Table 20. Estimates of pi vary across set size, 

within time deadlines, as before. The trends are less pronounced, part­

icularly for the 300 ms condition. Across time deadlines, the estimates 

of p for the accuracy condition are larger than the estimates of p for 

the 440 ms condition as before. However, by comparison with estimates 

of p obtained from Tl + T2, estimates obtained from Tl for the 300 ms 

condition were considerably reduced. The general form of the curves for 

p based upon Tl + T2 in Figure 9 is maintained for p based upon Tl as 

can be seen in Figure 10. The curve for p in the 300 ms condition has 

shifted down to lie across the curve for the 440 ms condition. 

Insert Table 20 

Most of the results in this experiment are qualitatively unchanged 

when estimates of p are obtained for the Tl times. Therefore, arguments 

that movement times due to missed buttons were responsible for the failure 

of invariance of p across stimulus set sizes or the observed difference in 

p from the accuracy condition to the 440 ms deadline condition can be 

rejected. The observation that the 440 and 300 ms curves overlap in 

Figure 10 is consistent with those of Oilman (1966) and Yellott (1967, 

1971) in which estimates of u do not change across time deadlines. The 

relatively large drop in the 300 ms curve for ~ occurs because the 

estimates of correct response T2 times in Table 17 are large and equal to 

the corresponding T2 times for. the accuracy and 440 ms conditions. One 

cannot argue that subjects did not make decisions after release of HK and 
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Table 20 

Average estimates of lli calculated for Tl times by aver.agin.g t,l\.e values of 

lli across stimulus j for all j ~ i. Average estimates of lli were obtained 

for stimulus set sizes: 6, 4 and 2 and across the time deadline conditions: 

accuracy, 440 and 300 ms. 

Accuracy 
Response 

Stimulus 
Set Size 1 2 3 4 5 6 Average 

6 369 372 376 371 380 376 374 

4 364 372 367 357 375 367 367 

2 312 308 295 279 308 303 301 

440 ms 
Response 

1 2 3 4 5 6 Average 

6 315 333 330 316 316 320 322 

4 301 305 304 292 294 311 301 

2 286 279 256 260 269 277 271 

300 ms 
Response 

1 2 3 4 5 6 Average 

6 332 316 292 357 327 340 327 

4 264 250 241 239 262 292 258 

2 273 256 260 262 249 277 263 
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and the shift in the 300 ms curve may result, in part, from such decisions. 

However, the similarity of form of the curves for p in Figures 9 and 10 

and the maintenance of most conclusions from analysis of T1 + T2 to analysis 

of Tl times argues against an interpretation of the conclusions of this 

experiment based upon the large T2 times. 

Insert Figure 10 

Since the missed button hypothesis appears untenable for this 

experiment, the observation of most error responses to buttons adjacent 

to the correct button can be viewed as a corroboration of the results 

of Rabbitt (1966). 

In order to obtain a clearer understanding of the reason for the 

large estimates of ~ in the 300 ms condition, the following analyses were 

performed. These analyses indicate that the large estimates of ~ in 

the 300 ms condition were not due to peculiarities in the T2 times but to 

some more general mechanisms which influenced how the subject operated 

on the 300 ms trials when he was correct. The first analysis that was 

performed was a comparison of the general form of the frequency distributions 

of T1 + T2. The results of this analysis suggested examination of sequential 

dependencies to determine whether the time deadline and response correct­

ness on trial n-1 influenced performance on trial n. 

The Fast Guess Strategy_on 300 ms Trials 

For the analysis of the total response times, response latency 

frequency distributions were generated in 25 ms intervals for each stimulus 

within each time deadline and stimulus set size. Error response frequency 
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AVERAGE ESTIMATE OF jJ (ms) 
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_Average estimates of ~i (based upon Tl), obtained fr:om Table 20 by 

averaging ~i across response i for each stimulus set size and time 

deadline, 
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distributions for a given stimulus were combined across responses. 

The frequency distributions are presented in the appendices. From the 

distributions for individual stimuli, average distributions were obtained 

for each time deadline by combining the correct response distributions 

across stimuli and the error response distributions across stimuli 

for each time deadline and stimulus set size. To further increase stability, 

the time interval of the frequency distributions was increased to 50 ms 

by combining adjacent intervals in the average distributions. The 

average frequency distributions for the 6, 4 and 2 stimulus set conditions 

are presented in Tables 21, 22 and 23, respectively. 

Insert Table 21 

In Table 21 in the 300 ms condition, the distribution indicates 

that the response times are bimodally distributed. One mode occurs at 

about 175 ms and another at about 625 ms. The tail of the distribution 

beyond 650 ms is large and is still quite substantial at 1000 ms. The 

distributions for the accuracy and 440 ms conditions are unimodal. 

The frequency distributions for the 4 stimulus set condition are 

similar to those of the 6 stimulus set except that the second mode occurs 

at about 575 ms. For the 2 stimulus set condition, the distrihu.tion 

within the 300 ms condition is unimodal with the mode at 200 ms. There 

is a large upper tail past 550 ms. In contrast, the 440 ms condition for 

the 2 stimulus set has a mode at 375 with a smaller upper tail. 

Insert Tables 22 and 23 
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Table 21 

Average correct and error response latency frequency distributions for 

the 6 stimulus set conditions at the time deadlines: 300 ms, ~~0 ms 

and accuracy. The distributions are in 50 ms intervals. 

6 Stimulus Set 

300 ms 4~0 ms Accuracy 

Correct Error Correct Error Correct Error 

0 0 2 2 0 0 
100 180 92~ 19 122 2 2 

~88 2770 9~ ~43 5 26 
200 552 2798 167 770 18 68 

392 2058 259 1139 19 82 
300 282 1310 298 1052 28 117 

191 669 ~88 895 98 122 
~00 189 317 1650 914 664 172 

180 185 2251 697 2066 231 
500 216 98 918 32~ 1548 113 

270 59 616 126 1759 65 
6oo 287 39 468 65 1749 56 

302 31 456 42 1562 63 
700 211 23 350 27 1207 36 

191 26 261 19 991 24 
Boo 158 15 223 16 703 13 

135 12 222 9 589 12 
900 113 11 168 5 434 24 

109 3 152 6 336 7 
1000 376 28 448 16 1159 22. -

4822 ll376 9510 6689 14942 1258 
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Table ·z2 

Average correct an~ error response latency frequency distributions for 

the 4 stimulus set conditions at the time deadlines: 300 ms, 440 ms 

and Accuracy. The distributions are in 50 ms intervals. 

4 Stimulus Set 

300 ms 440 ms Accuracy 

Correct Error Correct Error Correct Error 

0 3 0 1 0 1 
100 143 463 21 79 0 1 

484 1505 88 248 6 15 
200 523 1647 154 486 9 36 

408 1363 213 653 15 43 
300 285 839 259 623 35 54 

203 367 471 523 112 82 
400 181 186 1320 492 653 111 

182 83 1524 344 1481 122 
500 207 61 742 96 1329 80 

235 40 463 48 1337 40 
600 267 21 384 26 1267 29 

241 14 355 21 1004 25 
700 150 18 254 12 669 22 

133 12 199 6 488 11 
Boo 87 7 127 4 325 11 

90 6 120 4 289 3 
900 68 6 101 1 217 4 

49 4 60 1 170 5 
1000 205 14 272 5 687 12 

mr 'bb59 7127 3673 10093 707 
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Table 23 

Average correct and error response latency trequenc.y distributions for 

the 2 stimulus set conditions at the time deadlines: 300 ms, 440 ms 

and Accuracy. The distributions are in 50 ms intervals. 

2 Stimulus Set 

300 ms 440 ms Accuracy 

Correct Error Correct Error Correct Error 

0 0 0 0 0 0 
100 88 94 13 6 1 0 

350 386 41 46 6 2 
200 530 529 128 129 14 16 

531 486 239 233 57 46 
300 401 316 479 270 134 71 

349 124 944 181 658 65 
4oo 287 38 1153 42 1153 28 

209 13 559 12 962 11 
500 157 7 270 8 666 1 

150 11 156 6 518 6 
6oo 74 3 lll 2 316 1 

63 1 97 3 208 0 
700 50 4 73 0 126 0 

26 0 57 1 65 2 
Boo 21 1 29 2 49 0 

14 0 33 0 51 0 
900 18 2 14 l 36 0 

12 2 11 0 25 1 
1000 53 0 51 0 105 0 

3383 2017 Ti4'513" 942 5150 250 
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None of the frequency distributions for the error responses are 

biomodal. In most cases, the mode of tpe error response distributions 

occurs at the same point as does the first mode of the correct response 

distributions. 

The presence of bimodality in the latency distributions for 

correct responses under the 300 ms time deadline suggests that perhaps 

two kinds of events are represented in the distribution. One kind of 

trial is very fast with an average latency which is the same as corres­

ponding error responses. The other kind of trial is much slower with 

an average latency which is approximately the same as the average lat­

ency in the accuracy condition. 

It is possible that the subjects found the 300 ms time deadline 

too stringent for this task. In order to comply with the 300 ms deadline, 

the subjects may have had to preselect a response and execute a guess. 

On some proportion of the 300 ms trials, however, the subjects might 

ignore the deadline and respond as if under an accuracy set. Subjects 

could ignore the time deadline because they wished to increase their 

accuracy or because they neglected to note a change in time deadline 

from trial to trial within some sequences. This strategy is exactly 

the strategy described by the Fast Guess Model which was assumed above 

for the SRSM and RSM. According to the assumptions of the SRSM, the 

time deadline was ignored on about 16% of the 300 ms deadline trials 

(see Table 9). 

The above results suggest that the concept of two classes of states, 

SCR-like states and guessing states, is tenable for this experiment. 

However, the changes in ~ across time deadlines suggest that the SCR 
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state is not a unitary process and may include a mechanism that provides 

for a tradeoff between speed and accuracy. The large estimates of ~ 

which occur in the 300 ms deadline con4ition, however, would seem to 

contradict the argument for a tradeoff within the SCR state. However, 

if subjects were never able to emit responses from the SCR state sufficiently 

fast to beat the time deadline, a binary strategy (Fast Guess) between an 

accurate SCR process and a guessing process could develop. That is, if 

300 ms is less than the minimum time required to enter the SCR state, 

b.egin processing the stimulus and output a response, then subjects could 

not learn to reduce the duration of stimulus processing sufficiently to 

increase accuracy above chance and to still respond within the deadline. 

Subjects would always respond from the guessing state unless they ignored 

the time deadline and remained in the SCR state from the previous trial. 

This Fast Guess strategy is reminiscent of the results of Swensson (1968) 

and Swensson and Edwards (1968) which found that under certain conditions 

of strict time constraints subjects could not tradeoff speed against 

accuracy. Responses were either fast and at chance levels or slow and 

accurate. 

It would be possible to test the hypothesis of a Fast Guess strategy 

if there existed an independent way of manipulating the proportion of 

guesses within the 300 ms condition. One post hoc procedure might be to 

investigate the effects of the time deadline and response correctness of 

trial n-1 on the performance of trial n. There is no ~ priori reason 

to suppose that sequential dependencies will occur from one deadline to 

another. In fact, unpublished results of Link and Tindall in a binary 

choice task suggested that subjects can readily change from one deadline 

to another without indication of sequential dependencies. However, since 
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it was considered that the increased complexity in this task together 

with consideration of the response accuracy might produce some sequential 

effects, the following sequential analyses were performed. 

Before analyses of the effects of time deadline - response accuracy 

are considered, an analysis of the effects of time deadline alone was 

made to determine whether this experiment would corroborate the earlier 

binary choice task. Sequential analyses were performed for each set size 

on all 6 subjects combined. One trial transitions were examined for each 

time deadline and correct and error latencies were combined. Estimates 

of probability correct and mean latency for each time deadline on trial n 

were obtained, conditional on the time deadline of trial n-1. The estimates 

are presented in Table 24 for the three set sizes. Both probability 

correct and mean latency are invariant within the deadline on trial n 

across the deadline conditions of trial n-1. These results therefore 

corroborate the earlier unpublished ones of Link and Tindall in which 

subjects could readily change from deadline to deadline with no apparent 

effects of the previous trial. 

Insert Table 24 

In addition to the above analyses, the following sequential analyses 

were performed on individual subjects and since the results were similar 

for all subjects, they were pooled. For each of the set sizes, one trial 

transitions were examined and for each time deadline, correct and error 

responses were examined separately. Therefore six classes of trials were 

determined (3 deadlines X 2 levels of accuracy). Probability correct, 
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Table 24 

Estimates of probability correct and mean latency for each of the three 

time deadlines on trial n for a given time deadline on trial n-1. 

Time Deadline on Trial n 

Stimulus s-et Size 6 
Time Deadline 
on Trial n-1 A 440 300 

Pc .930 .582 .305 
A M 629 425 290 

Pc .923 .590 .296 
440 M 617 429 293 

Pc .914 .589 .291 
300 M 620 421 285 

Stimulus Set Size 4 

Pc .945 .649 .384 
A M 598 425 297 

Pc .931 .679 .396 
440 M 590 430 298 

Pc .928 .652 .371 
300 M 594 413 287 

Stimulus Set Size 2 

A Pc .957 .826 .611 
M 461 371 275 

Pc .954 .833 .645 
440 M 458 372 283 

Pc .950 .818 .624 
300 M 462 369 283 



mean correct and mean error response latencies for each time deadline on 

trial n were obtained conditional on each of the six types of trials for 

trial n-1. The resUlts are presented in Tables 25, 26 and 27 for the 

set sizes 6, 4 and 2, respectively. The bracketted numbers in each cell 

represent the frequency upon which response probability was based. 

Insert Table 25 

Of most importance for the binary strategy hypothesis are the results 

in the 300 ms condition on trial n. As can be seen in Table 25~ for 

example~ probability varies from .264 to .373 and mean correct latency 

from 429 to 542 ms. Mean error latency is relatively constant across all 

300 ms conditions. These observations indicate that a considerable change 

occurs in the proportion of trials from the SCR state. Similar results 

obtain for the 4 stimulus set size condition in Table 26 but there do 

not appear to be substantial dependencies in the 2 stimulus condition. 

The latter result agrees with the earlier one of Link and Tindall. 

Insert Tables 26 and 27 

For each of the conditions in Tables 25~ 26 and 27, estimates of 

average ~ were obtained. Since some of the conditions were represented 

by relatively few observations the estimates of ~ were more variable than 

they were for the earlier tests of ~ across stimuli. Estimates of average 

~ are presented in T~le 28. ·Except for one estimate in the 4 stimulus 

set condition, the estimates of ~ are relatively constant within set size. 
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Table 25 

Estimates of probability correct, mean correct and mean error response 

latencies for trial n, given a time deadline - response correctness 

condition for trial n-1. The numbers in brackets represent the frequency 

upon which response probability is based. For the 6 stimulus condition. 

Time Deadline For Trial n 

Trial n-1 
Condition A 440 300 

Pc .931 (4964) .574 (4921) .300 
Ac Me 643 514 476 

Me 443 293 204 

440c Pc .923 (3244) .620 (3075) .291 
Me 602 499 470 
Me 423 321 203 

Pc .913 (1583) .583 (1703) .359 
300c Me 668 525 542 

Me 406 286 219 

Pc .912 (434) .677 (409) .373 
Ae Me 649 554 538 

Me 420 343 221 

Pc .923 (2246) .549 (2230) .303 
440e Me 671 530 514 

Me 505 298 221 

Pc .916 (3729) .592 (3860) .264 
300e Me 627 --488 429 

Me 410 320 206 
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Table 26 

Estimates of probability correct, mean correct and mean error response 

latencies for trial n, given a time de~dline - response correGtness 

condition for trial n-1. The numbers in brackets represent the 

frequency upon which response probability is based. For the 4 stimulus 

condition. 

·Time Deadline For Trial n 

Trial n-1 
Condi~ion A 440 300 

Pc .948 (3469) .645 (3268) .385 (3355) 
Ac Me 603 496 446 

Me 452 286 199 

Pc .926 (2390) .698 (2327) .396 (2404) 
440c Me 580 490 410 

Me 431 299 213 

Pc .925 (1338) .633 (1442) .414 (1356) 
300c Me 628 499 457 

Me 354 275 222 

Pc .900 (239) • 699 (236) .365 (233) 
Ae Me 638 537 535 

Me 465 333 230 

Pc .939 (1255) .640 (1173) .395 (1251) 
440e •. Me 639 500 449 

Me 453 291 222 

Pc .929 (2111) .664 (2352) .343 (2201) 
300e Me 598 464. 371 

Me 417 303 212 
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Table 27 

Estimates of probability correct, mean correct and mean error response 

latencies for trial. n, given a time deadline-response correctness condition 

for trial n-1. The numbers in brackets represent the frequency upon 

which response probability is based. For the 2 stimulus condition. 

Time Deadline For Trial n 

Trial n-1 
Condition A 440 300 

Pc .959 (1721) .829 (1746) .609 (1681) 
Ac Me 466 394 318 

Me 301 255 203 

Pc .960 (1568) .845 (1471) .638 (1418) 
440c Me 460 390 316 

Me 319 268 207 

Pc .945 (1082) .806 (1121) .645 (1183) 
300c Me 470 392 336 

Me 294 260 219 

Pc .913 (80) .770 (87) .651 (86) 
Ae Me 503 398 356 

Me 343 292 233 

Pc .923 (339) • 771 (293) .677 (310) 
440e Me 489 409 364 

Me 303 268 209 

Pc .958 (614) .837 (681) .590 (719) 
300e Me 471 393 298 

Me 296 275 217 

\ 
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The one deviant estimate of ~ is based upon only 233 observations. The 

estimates of ~ averaged across the conditions of trial n-1 and estimates 

of average deviation across conditions·of trial n-1 are also presented in 

Table 28. 

Insert Table 28 

The results of this sequential analysis support the hypothesis that 

subjects operated according to a Fast Guess strategy within the 300 ms 

deadline condition and the estimate of ~ remained relatively constant 

across changes in the proportion of SCR trials. Also, these results 

indicate that there is a limit upon the ability of subjects to tradeoff 

speed against accuracy in the SCR state. For intermediate time deadlines 

subjects can adjust the parameters of the SCR state to stay within the 

constraints of a time deadline most of the time and optimize accuracy. 

For very short time deadlines adjustment does not appear to be possible 

and a very different strategy occurs. 
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Table 28 

Estimates of average ~ for trial n, conditional on the time deadline-

response correctness condition of trial n-1, for each time deadline 

and set size. Estimates of average ~ and average deviation of ~ 

.across the conditions of trial n-1 are also presented. 

Estimates of ~ for Trial n 

Stimulus Set Size 

Trial n-1 6 4 2 

Condition Time Deadline Time Deadline Time Deadline 

A 440 300 A 440 300 A 440 300 
Ac 646 553 714 606 543 672 473 430 524 

440c 605 524 724 584 522 546 466 417 459 

300c 673 565 721 636 553 667 481 434 479 

Ae 654 576 699 645 571 956 520 443 498 

440e 674 • 564 764 643 548 686 506 469 505 

300e 631 515 710 603 497 652 479 422 483 

Average ~ 647 550 722 620 539 697 488 436 491 

Average 
Deviation 22 20 15 22 20 86 17 13 18 



CHAPTER FIVE 

Discussion 

The above tests indicate that the RSM is more capable of describing 

the results of this experiment than is the SRSM. The SRSM failed to 

satisfy the test of quasi-independence in the error probability matrices 

while the RSM did not predict quasi-independence. Also, the error 

probabilities in Tables 2 and 3 appeared to decrease away from the 

diagonal cells as is consistent with the RSM. These trends in error 

probabilities could also be predicted by the models proposed by Fitts 

(1954) and Crossman (1957) for scatter of responses and would be predict-

ed by many theories of discrimination and recognition if proximity on 

the response panel is assumed to be related to similarity (e.g. Coombs, 

1964; Luce, 1963; Luce and Galanter, 1963; Torgerson, 1958). The trends 

in the estimates of b. calculated from equations (2') and (5') of the 
1 

SRSM and the trends in the estimate of Vi from equation (4') are consist-

ent with the RSM under assumptions 1-6. The hypothesis of invariance 

of Pk across stimulus-response pairs and stimulus set sizes was rejected. 

Also there were trends in Pk estimated according to equation (5'). 

Pk tended to decrease toward the diagonals. These trends in Pci - Peji 

are consistent with equation (5) of the RSM under the assumptions that Pk 

is a constant and that ajik approaches aiik as j approaches i, that is, 

near the diagonal. The estimates of the mean of response i from the 

selection state, ~.,were found to be invariant across changes in the 
1 

stimulus, as predicted by the RSM. Also, estimates of average ~ within 

a time deadline were found to be invariant when the proportion of SCR 

responses on trial n fluctuated due to the time deadline - response 
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correctness condition of trial n-1. However, the invariance of ~i 

was rejected across changes in stimulus set size and time deadline. 

Failure of Invariance of ~i Across Time Deadlines: 

The changes in ~i which occurred across time deadlines were 

a little less straightforward than they were across stimulus set size. 
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The estimates of pi for the accuracy condition were all larger than the 

estimates of pi for the 440 ms condition at each stimulus set size .• 

However, the estimates of pi for the 300 ms time deadline were also 

larger than those for the ·440 ms time deadline. There was no consist-

ent difference between ~i for the accuracy and ~i for the 300 ms cond­

ition. As was noted earlier, this result was initially puzzling since 

in all of the experiments of Link and Tindall (1970, 1971) the estimates 

of ~' ordered themselves with respect to the time deadlines. 

The changes in ~. across time deadlines could be interpreted 
~ 

to indicate that the subject can control his response time in the 

response selection state as well as the proportion of trials in which 

the response selection state is entered. Perhaps, the processing in· 

the response selection state can be described by an information processing 

model in the tradition of the random walk models of Stone (1960), 

Edwards (1965) and Laming (1968). The subject could control his response 

time in the response selection state by adjusting the boundaries of 

the random walk such that the walk would terminate on the average before 

the time deadline was exceeded. There is some question as to the value 

of retaining the notion of guessing and SCR processes if the SCR process 

represents a wide variety of'levels of information processing. The 

guessing state could be represented in sequential processing models by 



decision criteria which are moved into or very near the initial point 

of the random walk. 

(lli) 

The large estimates of ~ in the 300 ms deadline condition appear 

to result from the subjects' inability to restrict the duration of 

processing in the SCR state sufficiently to increase his accuracy 

beyond a chance level and still respond before the 300 ms time dead­

line. The large estimates of ~ occur because on a small percentage of 

300 ms trials, subjects do not obey the deadline instructions and 

operate as if under an accuracy set. The analysis of sequential effects 

illustrates that the conditions of the previous trial influence the 

tendency to ignore the 300 ms deadline instruction. 

Swensson (1968) and Swensson and Edwards (1968) encountered 

similar difficulties in obtaining a speed-accuracy tradeoff in tasks 

in which the payoff function for time and accuracy was rather complex. 

Subjects required an initial'minimum "free" time before they were able 

to tradeoff speed for accuracy. Without this initial "free" time on 

every trial, subjects either operated at chance level or were very 

accurate. No intermediate levels of speed or accuracy occurred. 

Perhaps for the present task, too, 300 ms falls below some minimum 

time necessary for any information processing to occur. 

As outlined in the introduction, the changes in ~i across 

time deadlines also have implications for the template matching and 

feature testing models. Since the time spent in the processing state, 

whether we wish to consider it stimulus processing as Hick (1952) and 

Sternberg (1963, 1964, 1966).do or response selection as was done here, 

was dependent upon the time deadline, the types of processes considered 



to occur in the processing state must be capable of partial analysis. 

Therefore, template matching processes which assume complete analysis 
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of the stimulus (Smith, 1968) are inappropriate. As discussed earlier, 

if the template matching process is considered to be a sequential com­

parison process through the possible alternatives and the subject capable 

.of eliminating alternatives such that when the time deadline is reached 

he can respond (guess) from among a smaller set of alternatives, then 

the template matching process might be tenable. This process would 

require some internal timing mechanism to keep track of the time dead­

line. This proposal would have difficulty explaining the changes in ~i 

for a stimulus set size of 2. If the set of alternatives were reduced 

at all the subject could respond correctly. Also, a serial search pro­

cess which can eliminate alternatives and operate in terms of a reduced 

set of possibilities does not appear to be consistent with the nature 

of the mechanism proposed by Sternberg (1969a). Perhaps, a form of par­

tial serial search can be developed which in the limits of an accuracy­

oriented set will approach the mechanism Sternberg proposed. 

Although feature testing models have not been constructed to 

account for speed-accuracy relationships, it is conceivable that speed­

accuracy relationships could be described by incomplete feature testing 

processes. The subject could be assumed to have an internal timing 

device to keep track of the time deadline. He could be assumed to 

select a response on the basis of the number of alternatives which have 

not been eliminated by the number of features tested when the time 

deadline has expired. The feature testing search could be serial, 

alternative by alternative or it could be simultaneous if the test 



of each feature eliminated alternatives. The simultaneous search 

would require a form of hierarchical tests in which each test deter­

mines a subsequent branching',in the hierarchy. This possibility 

was discussed by Smith (1968) as one type of feature testing model. 

In order to attempt to account for the large estimates of ~ 
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in the 300 ms condition, the hypothesis of missed buttons was entertained. 

Analysis of the bivariate distributions of Tl and T2 provided no 

evidence for missed buttons. The similarity of the form of curves 

for estimates of ~ in Figures 9 and 10 and the small average deviations 

in ~ across stimuli further suggested that movement times did not 

play a significant role in the conclusions cf this experiment. The 

analysis of the distribution of T1 + T2 revealed a bimodal distribution 

for the 300 ms condition. It was suggested that bimodality resulted 

from a mixture of many Fast Guess type responses and relatively few 

slow SCR type responses. The analysis of the sequential effects of 

the time deadline-response correctness condition of trial n-1 on the 

performance of trial n, provided evidence for experimenter controlled 

effects upon use of the SCR state. The estimates of ~ across conditions 

of trial n-1 were relatively invariant and suggested more support for 

the mixture theory within time deadlines. The similarity of the results 

in the 300 ms condition to those of Swensson (1968) and Swensson and 

Edwards (1968) under strict time constraints further argues against 

a missed button interpretation for the present experiment. The above 

arguments against the missed buttons hypothesis, however, do not prove 

that missed buttons did not oc·cur and that some different experimental 

procedure might yield results not consistent with those presented here. 
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Failure of Invariance of ~i Across Stimulus Set Size: 

Across changes in stimulus set size the estimate of ~i decreased 

as the set size decreased. This result could be interpreted as indicat­

ing that the response selection process consists of a serial search 

through a set of response alternatives. As the set is decreased 

in size the number of alternatives which must be searched is also 

reduced. A serial search would predict that estimates of ~i should 

decrease linearly with stimulus set size. Although the curves through 

the points for each time deadline in Figure 9 are not linear, the 

linear fit would be quite good. Some caution must be taken in the 

interpretation of these curves. If we assume, as suggested above, 

that a tradeoff of speed for accuracy can occur in the SCR state, 

then the estimates of Pk (aiik - ajik) as well as ~ would have to be 

taken into consideration in models for the response selection process. 

Another possible interpretation of the changes in ~i across 

stimulus set size might be that the search consists of a simultaneous 

search of features of the response alternatives in the manner of the 

feature testing models of stimulus categorization. If the number of 

response alternatives is decreased then, perhaps the subject can dis­

tinguish between the response alternatives with shorter feature lists. 

That is, fewer features are necessary to distinguish between th~ alt~r­

natives. If the features are chosen to be maximally discriminable 

then each feature should eliminate half of the response alternatives. 

This proposal would predict that the·estimates of ~i should be a 

logarithmic function of the stimulus set size. The points for the 

accuracy and 440 ms conditions in Figure 9 are approximately logaritmic 
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functions of set size but the 300 ms deadline condition does not support 

'the logarithmic prediction. Several other alternate explanations could 

be proposed, here, for the relationships between stimulus set size and 

~ (e.g. Falmagne, 1965; Rummelhart, 1970). 

The review of models of CRT which was presented in the intro­

duction and in the recent papers by Smith (1968) and Welford (1960), 

all indicate the importance of the notion of processing stages in 

current conceptions of the events involved in CRT tasks. However, it 

was also noted that the models have been concerned with a single pro­

cessing stage, usually the recognition or categorization stage. The 

SRSM and RSM were designed to investigate a single processing stage, 

the response selection stage. It was suggested above when the recent 

research of Link and Tindall (1970, 1971), Ollman (1966) and Yellott (1967, 

1971) was introduced, that in some classes of experiments the implicit 

assumption that only a single processing stage is involved may be 

invalid. In the binary choice CRT tasks with highly discriminable 

stimuli (e.g. Ollman, 1966; Yellott, 1967, 1971), perhaps, only the 

response selection stage takes a substantial proportion of the RT. 

In the discrimination tasks of Link and Tindall (1970, 1971), it was 

argued that the stimulus categorization and response selection stages 

might be involved. If the two stages did not completely overlap in 

time and if the stages were not identically affected by the motivation 

imposed by time deadlines then perhaps a more complex two-stage 

model might account for the changes in the estimates of the parameters 

of the SCR state which were found in the experiments by Link and Tindall 

(1970, 1971). Also, if ~tis assumed that increasing the stimulus set 



size would also magnify the operations of the stimulus categorization 

stage so that each of the categorization and response selection stages 

are responsible for.large proportions of the CRT then perhaps a two 

stage model would also account for the changes in parameters of the 

SCR state which were obtained in the present CRT tasks. 
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To investigate the above hypothesis, the following theoretical 

development is presented. The class of models which will be considered 

are two-stage recognition-response selection models. This class of 

models is similar in spirit to the Fast Guess Model, the SRSM and RSM, 

because it incorporates the notion of mixing of classes of states. 

This theoretical development is important because it seems to be the 

simplest way that the two state model can be extended to account for 

changes in the SCR state. For these two-stage models, there is assumed 

to be a recognition stage and a response selection stage. The operations 

of these stages do not completely overlap in real time. It is proposed 

that motivation for speed or accuracy may result in either deletion of 

the response selection stage or the recognition and response selection 

stage. That is, under high motivation for accuracy the subject will 

enter the recognition stage and subsequently enter the response select­

ion stage. As motivation for speed is increased, the subject may enter 

the recognition stage but on some proportion of the trials he will not 

enter the response selection stage but will enter a guessing state (Gl). 

If motivation for speed is further increased, the subject may also 

delete the recognition stage and enter immediately into a guessing 

state (G2). The parameters of the two types of guessing states will, 

for the purposes of generality, be assumed to differ. It was considered 
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that these two types of guessing states might reflect different 

processes. Possibly, the guessing state (Gl) which follows recognition 

might reflect the expected probability structure of the trial events 

while the guessing state (G2) which occurs at initiation of the trial 

might reflect the events of the immediately preceeding trial (e.g. 

sequential effects of repetitions or feedback of previous trial, etc.) 

While this possibility is used as a justification for considering two 

types of guessing states, it is first necessary to see whether the two 

stage model can adequately account for the present experimental results. 

The Two-Stage Recognition-Response Selection Model. 

A stimulus i is presented with probability ~1 • With prob-

ability Pk the stimulus is processed in the stimulus recognition state 

and with probability 1 - Pk, the stimulus is not processed and a response 

j is guessed with probability b.. If the stimulus is processed in the 
J 

recognition state, stimulus i is categorized as stimulus j with prob-

ability aij" After the stimulus is categorized, the categorized infor­

mation enters a response selection state with probability, Qk' and 

response m is selected with probability, c. , or response selection 
Jm 

is omitted and the subject may guess response m with probability d • m 

The means of the latency distributions associated with: the combined 

stimulus recognition-response selection stages are Lijm' for stimulus 

i, categorization j and response m; the stimulus recognition stage 

followed by guessing are D .. ' for stimulus i, categorization j a~ 
~Jm 

response m; the guessing state alone Gj. The subscripts i, j and m go 

from 1 to n, where n is the rotal number of stimulus-response alter-

natives. The probability tree diagram which illustrates the model 
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is presented in Figure 11. The tree is resticted to only 2 stimulus-

response alternatives for simplicity. 

Insert Figure 11 

A number of derivations can be obtained from this model: 

The probability that the subject will make response i, given that 

stimulus i is presented, is equal to the sum of two components, one 

from the stimulus categorization process and one from the guessing process. 

The component from the stimulus categorization process consists of the 

sum of n subprocesses, where n is the number of stimulus alternatives. 

Each of the n subprocesses represents a two stage process: stimulus 

categorization - response selection. Each subprocess represents the 

probability, Pk, that the subject enters the stimulus categorization 

stage times the probability, a. , that stimulus i will be categorized 
~m 

as stimulus m. From the categorization stage with probability, Qk, the 

subject enters the response selection stage and selects response i 

with probability, cmi, and with probability, 1 - Qk' the subject enters 

a second level of guessing and guesses response i with probability,d .• 
~ 

The n subprocesses occur when m can take on all values from 1 to n. 

The guessing component of probability correct is represented by the 

probability, 1 - Pk, of entering the guessing states times the bias 

probability, b1 , of making response i. Probability correct can be 

represented formally as: 

(10) 





(120) 

Similarly, the probability that the subject will make response i, 

given that stimulus j is presented, is equal to the sum of two components, 

one from the stimulus categorization process and one from the guessing 

process. The stimulus categorization component consists of the sum of 

n subprocesses. Each subprocess is represented by the probability, Pk, 

of entering the categorization process times the probability, ajm' that 

stimulus j is categorized as stimulus m. From the categorization stage 

with probability, Qk' the subject enters the response selection stage 

and selects response i with probability, cmi' and with probability, 

1 - Qk' the subject enters the second level of guessing and guesses 

response i with probability, d .• Again, then subprocesses occur when 
~ 

m takes on all values from 1 to n. The guessing component of probability 

correct is represented by the probability, 1 - Pk, of entering the guess­

ing state times the bias probability, bi, of making response i. The 

probability of making response i given stimulus j can be represented 

formally as: 

Similarly, derivations can be obtained for the probability of 

response i, given stimulus i, times the mean latency for response i, 

given stimulus i, which can be written formally as: 

p' .M. i = pk 
11. l. 

n 
E 

m=l 
a. 

l.m 

(11) 

(12) 

And the derivation for probability of response i, given stimulus j, times 

the mean latency for response i given stimulus j can be written formally 



as: 

where 

If equation (11) is subtracted from equation (10) then: 

n 
~ (ai - a. ) cmi > 0, for all i ~ j 

m=l m Jm 

If equation (13) is subtracted from equation (12) then: 

If equation (15) is divided by equation (14) then: 

... 

n 

~ (aim Limi - ajm Ljmi) cmi 
m=l 

n 

~ (aim - ajm) cmi 
m=l 

which is independent of time deadline, and where 

n 
Z: ( a

1 
D. . - a. D. . ) 

m=l m 1m1 Jm Jm1 

n 

E (aim - aJ.m) cmi 
m=l 

(121) 

(13) 

(14) 

(15) 

(16) 
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which will be influenced by time deadlines. Since only Tkij can be 

influenced by time deadlines, the calculation in equation (16) can only 

be altered through Tkij when time deadlines are varied and i and j 

fixed. 

Two simplifying assumptions are made in order to make the 

model more mathematically manageable. 

Assumption 1': If stimulus i is presented and the recognition state 

categorizes it as stimulus j, fori~ j, then on the average the 

amount of additional time required is a units more than if 

stimulus i is categorized as stimulus i, for all values of i. 

(it is possible that a~ 0). 

Assumption 2': The latency distributions for responses when the res-

ponse selection stage is omitted after stimulus recognition are 

identical for a given response i except for constant a as 

specified in Assumption 1'. Therefore, 

Dimi = Djmi' for all i ~ m and j ~ m 

Dimi = Dmmi + a, i ~ m. 

No obvious simple relationship between Tkij and changes in time 

deadlines has been proven for the general case of stimulus set size n. 

However, for n = 2, consider Tkij for i = 1 and j = 2: 

= 
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and for i = 2 and j = 1: 

= 
a(1 - 9k)(1 - d1)(a11 - a22)/(a11 + a22- l)(c11 + c22- I) 

Qk 

Since only the factor di(ajj- aii) changes, then Tkij will be 

positive for one of the above cases and negative for the other (unless 

aii = ajj). Therefore, the calculation in equation (16) which is ident­

ical to that of equation (7) would predict that for stimulus set size 2, 

the estimates of ~i and ~j in Table 4 would change in opposite directions 

as the time deadlines are altered. However, since all the estimates of 

pi decrease from the accuracy condition to the 440 ms condition and 

increase from the 440 to the 300 ms condition, there is no evidence of 

an opposition in the estimates of ~i across time deadlines. At least 

for the 2 stimulus set, the two stage model does not account for changes 

in pi across time deadlines. 

While the two stage model seemed to offer an intuitively reason-

able alternative to the RSM, the quantitative predictions which were 

presented above indicate that this type of two stage process is inade­

quate for the experiments discussed in this paper. 

Conclusion 

While it was the initial anticipation that this research would 

suggest an explanation for the difference in results between the re-

search of Link and Tindall (1970, 1971) and Oilman (1970) and those of 

Ollman (1966) and Yellott (1967, 1971), this rapprochement has not been 

forthcoming. The binary choice Fast Guess Model of Oilman (1966) and 

Yellott (1967, 1971) was extended to a multiple choice task. In three 



choice-reaction time tasks, the invariance of estimates of the mean of 

the processor-controlled states was rejected. It was also shown that 
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an extension of the theory to a particular two stage stimulus recognition -

response selection process would not account for the results. 

It would appear that the failure of invariance of processor­

controlled latency distributions is a relatively general phenomenon and 

is not restricted to the discrimination tasks of Link and Tindall (1970, 

1971) or to judgment of line lengths. Further theoretical developments 

should likely be pursued in the direction of incorporating information 

processing models into the processor-controlled states. 
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Appendix Tables of Estimates of Response 

Probability for Individual Subjects. Table I 

is for set size 6 and Table II is for set 

size 4. 
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Table I 

Individual Subjects' Data 

Probability of response j given stimulus i for the time 

deadline conditions: Accuracy, 440 and 300 ms. The 

probabilities are based on 450 presentations of each stimulus. 

The stimulus set size within sessions was 6. 

Subject 1 

Accuracy 
·Response 

1 2 3 4 5 6 

1 .911 .073 .011 .000 .002 .002 
2 .011 .940 .020 .002 .027 .000 

Stimulus 3 .016 .013 .925 .045 .002 .000 
4 .005 .000 .096 .829 .058 .013 
5 .007 .020 .005 .036 .882 .051 
6 .005 .002 .000 .000 .082 .911 

440 Ms 
Response 

1 2 3 4 5 6 

1 .751 .171 .036 .020 .018 .005 
2 .033 .816 .058 .036 .053 .005 

Stimulus 3 .009 .020 .860 .107 .005 .000 
4 .002 .016 .093 .825 .056 .009 
5 .007 .031 .027 .078 .827 .031 
6 .018 .016 .018 .031 .196 .722 
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Table I (Cont'd) 

300 Ms 
Response 

1 2 3 4 5 6 

1 .158 .065 .309 .207 .118 .145 
2 .151 .098 .338 .187 .098 .129 

stimulus 3 .127 .047 .409 .196 .096 .127 
4 .138 .029 .327 .267 .122 :.118 
s .151 .033 .338 .225 .140 .113 
6 .178 .049 .302 .187 .131 .153 

Subject 2 

Accuracy 
Response 

1 2 3 4 s 6 

1 .953 .005 .007 .007 .016 .013 
2 .009 .942 .002 .011 .020 .016 

Stimulus 3 .016 .013 .911 .018 .036 .007 
4 .009 .007 .018 .907 .053 .007 
5 .·007 .011 .007 .007 .942 .027 
6 .018 .000 .005 .002 .031 .945 

440 Ms 
Response 

1 2 3 4 s 6 

1 .533 .087 .093 .049 .176 .062 
2 .098 .569 .058 .071 .158 .047 

Stimulus 3 .091 .107 .500 .098 .171 .033 
4 .087 .082 .098 .462 .222 .049 
5 .076 .116 .065 .078 .576 .091 
6 .118 .096 .067 .071 .178 .471 
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Table I (Cont'd) 

300 Ms 
Response 

1 2 3 4 s 6 

1 .493 .091 .085 .069 .209 .053 
2 .076 .451 .089 .116 .185 .085 

Stimulus 3 .100 .107 .440 .098 .200 .056 
4 .131 .078 .107 .371 .262 .051 
5 .113 .067 .089 .091 .580 .060 
6 .120 .085 .069 .062 .200 .465 

Subject 3 

Accuracy 
Response 

1 2 3 4 5 6 

1 .920 .018 .029 .018 .013 .002 
2 .002 .905 .025 .040 .027 .002 

Stimulus 3 .011 .009 .909 .053 .018 .000 
4 .007 .011 .069 .873 .040 .000 
5 .009 .013 .009 .016 .936 .018 
6 .007 .011 .029 .020 .038 .896 

440 Ms 
Response 

1 2 3 4 5 6 

1 .465 .073 .129 .116 .142 .076 
2 .078 .393 .151 .129 .160 .089 

Stimulus 3 .089 .136 .407 .176 .122 .011 
4 .051 .178 .198 .367 .129 .078 
5 .071 .102 .078 .107 .511 .131 
6 .062 .113 .136 .118 .147 .425 
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~able I (Cont'd) 

300 Ms 
Response 

1 2 3 4 s 6 

1 .449 .093 .111 .111 .171 .065 
2 .082 .416 .160 .140 .133 .069 

.Stimulus 3 .096 .107 .416 .187 .111 .085 
4 .082 .133 .176. .347 .193 .069 
s .087 .133 .113 .116 .438 .113 
6 .107 .091 .140 .105 .149 .409 

Subject 4 

Accuracy 
Response 

1 2 3 4 s 6 

1 .873 .005 .116 .000 .005 .002 
2 .007 .931 .000 .007 .056 .000 

Stimulus 3 .011 .002 .978 .009 .000 .000 
4 .000 .002 .016 .969 .009 .005 
5 .000 .071 .000 .007 .907 .016 
6 .000 .002 .000 .005 .016 .978 

440 Ms 
Response 

1 2 3 4 5 6 

1 .451 .053 .245 .109 .085 .058 
2 .053 .302 .047 .091 .449 .058 

Stimulus 3 .096 .058 .547 .136 .129 .036 
4 .013 .020 .058 .609 .198 .1022 
5 .009 .080 .033 .073 .742 .062 
6 .018 .020 .031 .067 .102 .762 
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Table I (Cont'd) 

300 Ms 
Response 

1 2 3 4 s 6 

1 .131 .120 .200 .156 .251 .142 
2 .102 .156 .138 .176 .293 .136 

Stimulus 3 .085 .147 .205 .187 .265 .113 
4 .102 .142 .158 .218 .262 .118 
5 .091 .162 .120 .189 .309 .129 
6 .091 .149 .162 .147 .293 .158 

Subject 5 

Accuracy 
Response 

1 2 3 4 5 6 

1 .965 .011 .005 .020 '1000 .000 
2 .007 .973 .007 .on .002 .000 

Stimulus 3 .000 .040 .918 .040 .002 .000 
4 .000 .002 .042 .949 .002 .005 
5 .002 .005 .002 .033 .942 .013 
6 .000 .ooo .007 .009 .009 .976 

440 Ms 
Response 

1 2 3 4 5 6 

1 .469 .109 .093 .276 .045 .009 
2 .038 .560 .117 .209 .060 .016 

Stimulus 3 .018 .096 .520 .291 .062 .013 
4 .031 .053 .187 .680 .045 .005 
5 .027 .069 .158 .313 .405 .029 
6 .031 .116 .120 .240 .087 .407 
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Table I (Cont'd) 

300 Ms 
,Response 

1 2 3 4 s 6 

1 .176 .109 .247 .365 .091 .013 
2 .040 .273 .220 .371 .078 .018 

Stimulus 3 .029 .096 .400 .358 .091 .027 
4 .029 .102 .289 .487 .078 .016 
s .027 .131 .265 .362 .207 .009 
6 .047 .129 .247 .365 .080 .133 

Subject 6 

Accuracy 
Response 

1 2 3 4 s 6 

1 • 976 .013 .005 .002 . .005 .ooo 
2 .060 .862 .045 .011 .013 .009 

Stimulus 3 .016 .018 .893 .036 .022 .016 
4 .002 .005 • 020 .882 . .078 .011 
5 .002 .002 .005 .073 .867 .051 
6 .000 .005 .000 .000 .065 .931 

440 Ms 
Response 

1 2 3 4 s 6 

1 .900 .040 .011 .on .020 .018 
2 .189 .558 .091 .098 .036 .029 

Stimulus 3 .053 .073 .625 .156 .053 .040 
4 .009 .013 .056 .736 .167 .013 
5 .018 .007 .036 .260 .565 .113 
6 .031 .000 .007 ~042 .211 0 707 
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Table I (Cont'd) 

300 Ms 
Response 

1 2 3 4 s 6 

1 .278 .060 .031 .122 .285 .222 
2 .209 .122 .040 .105 .. 316 .209 

Stimulus 3 .225 .040 .116 .138 .293 .189 
4 .211 .042 .042 .176 .309 .220 
5 .189 .053 .036 .136 .373 .211 
6 .238 .042 .018 .138 .262 .302 
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Table II 

Individual Subjects' Data 

Probability of response j given stimulus i for the time 

deadline conditions: Accuracy, 440 and 300 ms • The probabilities 

are based on 300 presentations of each stimulus. The stimulus 

set size within sessions was 4. 

Subject 1 

Accuracy 
Response 

1 2 3 4 s 6 

1 .940 .020 .017 .ooo .010 .013 
2 .053 .870 .047 .003 .027 .000 

Stimulus 3 .007 .010 .943 .037 .000 .003 
4 .007 .003 .030 .907 .033 .020 
5 ~013 .017 .013 .033 .870 .053 
6 .007 .003 .000 .010 .037 .943 

440 Ms 
Response 

1 2 3 4 5 6 

1 • 867 .050 . .040 .007 .007 .030 
2 .060 .743 .093 .017 .080 .007 

Stimulus 3 .023 .007 .853 .113 .ooo .003 
4 .007 .003 .120 .807 .037 .027 
5 .007 .037 .010 .080 .813 .053 
6 .033 .007 .007 .063 .033 .857 
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Table II {Cont'd) 

300 Ms 
Response· 

1 2 3 4 s 6 

1 .377 .053 .083 .107 .107 .273 
2 .190 .257 .107 .087 .247 .113 

Stimulus 3 .163 .137 .290 .140 .137 .133 
4 .170 .163 .230 .190 .130 .117 
5 .153 .230 .100 .100 .293 .123 
6 .367 .110 .110 .040 .090 .283 

Subject 2 

Accuracy 
Response 

1 2 3 4 s 6 

1 .957 .003 .007 .000 .010 .023 
2 .010 .933 .007 .007 .040 .003 

Stimulus 3 ~003 .007 .967 .007 .013 .003 
4 .007 .000 .017 . 953 .017 .007 
5 .000 .003 .000 .017 .977 .003 
6 .017 .000 .003 .000 .017 .963 

440 Ms 
Response 

1 2 3 4 5 6 

1 .713 .037 .020 .067 .090 .073 
2 .043 .590 .067 .083 .193 .023 

Stimulus 3 .030 ' .047 .660 .133 .097 .033 
4 .037 .030 .143 .653 .093 .043 
5 .070 .147 .067 .067 .617 .033 
6 .130 .040 .047 .030 .100 .653 
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Table II (Cont'd) 

300 Ms 
Response 

1 2 3 4 5 6 

1 .603 .050 .077 .053 .087 .130 
2 .063 .533 .097 .067 .213 .027 

Stimulus 3 .077 .063 .593 .093 .123 .050 
4 .053 .033 .120 .610 .. 130 .053 
5 .057 .113 .070 .087 .633 .040 
6 .133 .077 .077 .043 .080 .590 

Subject 3 

Accuracy 
Response 

1 2 3 4 s 6 

1 .950 .010 .017 .010 .01!0 .003 
2 .003 .887 .033 .020 .053 .003 

Stimulus 3 .000 .003 .910 .067 .007 .013 
4 .000 .023 .043 .930 .003 .000 
5 .003 .013 .017 .033 .933 .ooo 
6 .003 .013 .007 .027 .037 .913 

440 Ms 
Response 

1 2 3 4 5 6 

1 .513 .080 .077 .117 .107 .107 
2 .040 .433 .127 .130 .ln7 .063 

Stimulus 3 .057 .047 .500 .300 .040 .063 
4 .023 .063 .220 .570 .,063 .060 
5 .030 .187 .070 .070 .57;7 .067 
6 .113 .070 .070 .113 .U7 .517 
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Table II (Cont'd) 

300 Ms 
Response 

1 2 3 4 s 6 

1 .553 .057 .080 .103 .107 .100 
2 .043 .460 .103 .107 .240 .047 

Stimulus 3 .037 .053 .487 .327 .050 .047 
4 .023 .090 .207 .517 .090 .073 
5 .070 .113 .107 .100 .533 .077 
6 .107 .077 .087 .113 .133 .483 

Subject 4 

Accuracy 
Response 

1 2 3 4 5 6 

1 .940 .000 .047 .007 .003 .003 
2 .007 .897 .010 .013 .067 .007 

Stimulus 3 .007 .023 .933 .037 .000 .000 
4 ·.ooo .000 .003 .980 .013 .003 
5 .003 .057 .000 .030 .910 .000 
6 .003 .003 .003 .020 .007 .963 

440 Ms 
Response 

1 2 3 4 5 6 

1 .577 .053 .147 .090 .093 .040 
2 .063 .407 .040 .117 .350 .023 

Stimulus 3 .043 .043 .713 .153 .040 .007 
4 .020 .007 .097 .753 .063 .060 
5 .020 .113 .050 .143 .637 .037 
6 .060 .030 .030 .087 .050 .743 
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Table II (Cont'd} 

300 Ms 
Response 

1 2 3· 4 5 6 

1 .237 .137 .123 .120 .143 .240 
2 .107 .227 .117 .163 .250 .137 

Stimulus 3 .087 .060 .247 .357 .113 .137 
4 .090 .083 .257 .307 .133 .130 
5 .083 .233 .147 .167 .280 .090 
6 .190 .127 .127 .157 .143 .257 

Subject 5 

Accuracy 
Response 

1 2 3 4 5 6 

1 .973 .007 .003 .007 .010 .000 
2 .007 .970 .013 .000 .007 .003 

Stimulus 3 .000 .007 .953 .040 .000 .000 
4 .003 .000 .027 .963 .007 .000 
5 .• 003 .000 .007 .027 .947 .017 
6 .003 .007 .000 .013 .027 .950 

440 Ms 
Response 

1 2 3 4 5 6 

1 .520 .107 .100 .107 .107 .060 
2 .033 .600 .090 .107 .127 .043 

Stimulus 3 .033 .053 .553 .273 .063 .023 
4 .050 .033 .160 .693 .043 .020 
5 .047 .130 .133 .133 .520 .037 
6 .100 .117 .083 .133 .113 .453 
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Table II (Cont'd) 

300 Ms 
Response 

1 2 3 4 s .6 

1 .303 .157 .• 137 .170 .163 .070 
2 .037 .413 .100 .210 .207 .033 

r Stimulus 3 .073 .043 .413 .390 .043 .037 
4 .080 .053 .283 .503 .053 .027 

l s .070 .203 .173 .170 .357 .027 
6 .107 .210 .177 .157 .127 .223 

Subject 6 

Accuracy . 
Response 

1 2 3 4 5 6 

1 .977 .003 .003 .003 .ooo .013 
2 .030 .913 .020 .. 013 .017 .007 

Stimulus 3 .003 .010 .920 .053 .003 .010 
4 .• 003 .007 .017 .900 .057 .017 
5 .003 .010 .010 .070 .863 .043 
6 .010 .000 .003 .023 .020 .943 

440 Ms 
Response 

1 2 3 4 5 6 ... 

1 .930 • 007 .013 .007 .010 .033 
2 .073 .693 .077 .067 .073 .017 

Stimulus 3 .020 .073 .720 .137 .030 .020 
4 .000 .020 .087 .773 .083 .037 
5 .033 .027 .027 .117 .703 .093 
6 .030 .013 .010 .073 .040 .833 
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Table II (Cont 'd) 

300 Ms 
Response 

1 2 3 4 s 6 

1 .407 .030 .050 .113 .043 .357 
2 .207 .140 .063 .120 .300 .170 

Stimulus 3 .113 .097 .160 .253 .203 .173 
4 .123 .103 .093 .340 .193 .147 
5 .183 .130 .067 .147 .280 .193 
6 .313. .030 .020 .163 .050 .423 



Appendix Tables for Tests of Quasi-independence 

in Error Probability Matrices. 
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Table III 

Estimates of bi and 1-Pk were obtained by using Goodman's 

iterative procedure for tests of quasi-independence in the error 

probability matrices of Tables 2 and 3. The upper entry in each cell 

of the table represents the product of b1 and (1-P~. The second 

entry represents the expected frequency for the cell and the third 

entry represents the observed frequency. 

6 Stimulus Condition 
Accuracy 

Responses 

Stimuli 1 2 3 4 5 6 

1-Pk I bi .0816 .1345 .2115 .2005 .2773 .0947 

.1569 .0211 .0332 .0315 .0435 .0149 
1 27 42 40 55 19 

56 77 21 18 9 

.1849 .0151 .0391 .0371 .0513 .0175 
2 19 49 47 64 22 

43 44 37 65 12 

.2121 .0173 .0285 .0425 .0588 .0201 
3 22 36 53 74 25 

31 43 90 36 10 

.2639 .0215 .0355 .0558 .0732 .0250 
4 27 45 70 92 31 

10 12 117 108 18 

.2589 .0211 .0348 .0548 .0519 .0245 
5 27 44 69 65 31 

' 12 55 12 77 79 

.1442 .0118 .0194 .0305 .0289 .0400 
6 15 24 38 36 50 

13 9 18 16 108 
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Table III (Cont'd) 

6 Stimulus Condition 
440 Ms 

Responses 

Stimuli 1 2 3 4 5 6 

1-Pk I bi .0993 .1458 .1733 .2442 .2473 .0901 

.1803 .0263 .0313 .0440 .0446 .0163 
1 177 211 297 300 109 

240 273 261 218 102 

.2192 .0218 .0380 .0535 .0542 .0197 
2 147 256 360 365 133 

220 235 285 412 109 

.2055 .0204 .0300 .0502 .0508 .0185 
3 137 202 338 342 125 

160 220 433 244 87 

.2047 .0203 .0298 .0355 .0506 .0184 
4 137 201 239 341 124 

87 163 310 367 115 

.2107 .0209 .0307 .0365 .0515 .0190 
5 141 207 246 347 128 

93 182 178 409 206 

.1839 .0183 .0268 .0319 .0449 .0455 
6 123 181 215 302 306 

125 162 170 256 414 
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Table III (Cont'd) 

6 Stimulus Conditi-on 
300 Ms . 

Responses 

Stimuli 1 2 3 4 5 6 

1-Fk I bi .1361 .1078 .1957 .2155 .2225 .1225 

.1975 .0213 .0386 .0426 .0440 .0242 
l 242 440 484 500 275 

242 442 463 506 288 

.1988 .0271 .0389 .0428 .0443 .0244 
2 308 443 487 503 277 

297 443 492 496 290 

.1975 .0269 .0213 .0426 .0440 .0242 
3 306 242 484 500 275 

297 244 523 475 268 

.2085 .0284 .0225 .0408 ~0464 .0255 
4 -323 256 464 528 291 

312 237 494 552 266 

.2010 .0274 .0217 .0393 .0433 .0246 
5 311 247 447 493 280 

296 261 432 503 286 

.1975 .0269 .0213 .0386 .0425 .0439 
6 306 242 439 484 500 

351 245 422 451 502 
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Table III (Cont'd) 

4 Stimulus Condition 
Accuracy 

Responses 

Stimuli l 2 3 4 5 6 

1-Pk I bi .0853 .1161 .1753 .2645 .2498 .1091 

.1222 .0142 .0214 .0323 .0305 .0133 
1 10 15 23 22 9 

13 28 8 13 17 

.2544 .0217 .0446 .0673 .0636 .0278 
2 15 32 48 45. 20 

33 39 17 63 7 

.1921 .0164 .0223 .0508 .0480 .0210 
3 12 16 36 34 15 

6 18 72 7 9 

.2115 ·.0180 .0246 .0371 .0529 .0231 
4 13 17 26 37 16 

6 10 41 39 14 

.2828 .0241 .0328 .0496 .0748 .0309 
5 17 23 35 53 22 

8 30 14 63 35 

.1540 .0131 .0179 .0270 .0407 .0385 
6 9 13 19 29 27 

13 8 5 28 43 

r 
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Table III (Cont'd) 

4 Stimulus Condition 
440 Ms . 

Responses 

Stimuli 1 2 3 4 5 6 

1-P k bi .1053 .1424 .1892 .2527 .2121 .0984 

.1716 .0244 .0325 .0434 .0364 .0169 
1 90 119 159 134 62 

100 119 118 124 103 

.2413 .0254 .0457 .0610 .0512 .0237 
2 93 168 224 188 87 

94 148 156 309 53 

.2018 .0213 .0287 .0510 .0428 .0199 
3 78 106 187 157• 73 

62 81 332 81 45 

.1913 .0202 .0272 .0362 .0406 .0188 
4 74 100 133 149 69 

41 47 248 115 74 

.2212 .0233 .0315 .0419 .OS 59 .0218 
5 86 116 154 205 80 

62 192 107 183 96 

.1760 .0185 .0251 .0333 .0445 .0373 
6 68 92 122 163 137 

140 83 74 150 136 
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Table III (Cont'd) 

4 Stimulus Condition 
300 Ms . 

Responses 

Stimuli 1 2 3 4 5 6 

1-Pk I bi .1591 .1416 .1624 .1991 .1862 .1517 

.1886 .0267 .0306 .0375 .0351 .0286 
1 178 204 250 234 190 

145 165 200 195 351 

.2084 .0331 .0339 .0415 .0388 .0316 
2 221 225 276 258 210 

194 176 226 437 158 

.2049 .0326 .0290 .0408 .0382 .0311 
3 217 193 272 254 207 

165 136 468 201 173 

.1988 .0316 .0282 .0323 .0370 .0301 
4 210 187 215 246 201 

162 158 357 219 164 

.2006 .0319 .0284 .0326 .0399 .0304 
5 212 189 217 266 203 

185 307 199 231 165 

.1986 .0316 .0281 .0323 .0395 .0370 
6 210 187 215 263 246 

365 189 179 202 187 
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Table IV 

Individual Subjects' Data 

Estimates of Pk obtained by subtracting the off-diagonal 

column entries from the diagonal column entry in Table I. The 

stimulus set size was 6. 

Subject 1 

Accuracy 
Response 

1 2 3 4 5 6 

1 .867 .913 .829 .880 .909 
2 .900 .905 .827 .856 .911 

Stimulus 3 .896 .927 .785 .880 .911 
4 .907 .940 .829 .825 .898 
5 .905 .920 .920 .793 .860 
6 .907 .938 .925 .829 .800 

440 Ms 
Response 

1 2 3 4 5 6 

1 .645 .825 .805 .809 .718 
2 .718 .802 .789 .773 .718 

Stimulus 3 .742 .796 .718 .822 .722 
4 .749 .800 .767 .771 .713 
5 .745 .785 .833 .747 .691 
6 .733 .800 .842 .793 .631 
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Table IV (Cont'd) 

300 Ms 
Response 

1 2 3 4 5 6 

1 .033 .100 .060 .022 .009 
2 .007 .071 .080 .042 .025 

Stimulus 3 .031 .051 .071 .045 .027 
4 .020 .069 .082 .018 .036 
5 .007 .065 .071 .042 .040 
6 -.020 .049 .107 .080 .009 

·Subject 2 

Accuracy 
Response 

1 2 3 4 5 6 

1 .938 .905 .900 .927 .931 
2 .945 .909 .896 .922 .929 

Stimulus 3 .938 .929 .889 .907 .938 
4 .945 .936 .893 .889 .938 
5 .947 .931 .905 .900 .918 
6 .936 .942 .907 .905 .911 

440 Ms 
Response 

1 2 3 4 5 6 

1 .482 .407 .413 .400 .409 
2 .436 .442 .391 .418 .425 

Stimulus 3 .442 .462 .365 .405 .438 
4 .447 .487 .402 .353 .422 
5 .458 .453 .436 .385 .380 
6 .416 .• 473 .433 .391 .398 
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Table IV (Cont'd) 

300 Ms 
Response 

1 2 3 4 5 6 

1 .360 .356 .302 .371 .411 
2 .418 .351 .256 .396 .380 

Stimulus 3 .393 .345 .273 .380 .409 
4 .362 .373 .333 .318 .413 
5 .380 .385 .351 .280 .405 
6 .373 .367 .371 .309 .380 

Subject 3 

Accuracy 
Response 

1 2 3 4 5 6 

1 .887 .880 .856 .922 .893 
2 .918 .885 .833 .909 .893 

Stimulus 3 .909 .896 .820 .918 .896 
4 .913 .893 .840 .896 .896 
5 .911 .891 .900 .858 .878 
6 .913 .893 .880 .853 .898 

440 Ms 
Response 

1 2 3 4 5 6 

1 .320 .278 .251 .369 .349 
2 .387 .256 .238 .351 .336 

Stimulus 3 .376 .258 .191 .389 .353 
4 .413 .216 .209 .382 .347 
5 .393 .291 .329 .260 .293 
6 .402 .280 .271 .249 .365 
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Table IV (Cont'd) 

300 Ms 
Response 

1 2 3 4 5 6 

1 .322 .305 .236 .267 .345 
2 .367 .256 .207 .305 .340 

Stimulus 3 .353 .309 ---- .160 .327 .325 
4 .367 .282 .240 .245 .340 
5 .362 .282 .302 .231 .296 
6 .342 .325 .276 .242 .289 

Subject 4 

Accuracy 
Response 

1 2 3 4 5 6 

1 .927 .862 .969 .902 .976 
2 .867 .978 .962 .851 .978 

Stimulus 3 .862 .929 .960 .907 .978 
4 .873 .929 .962 .898 .973 
5 .873 .860 .978 .962 .962 
6 .873 .929 .978 .965 .891 

440 Ms 
Response 

1 2 3 4 5 6 

1 .249 .302 . ·500 .658 .705 
2 .398 .500 .518 .293 • 705 

Stimulus 3 .356 .245 .473 .613 .727 
4 .438 .282 .489 .545 .660 
5 .442 .222 .513 .536 .700 
6 .433 .282 .516 .542 .640 

..... ;. 
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Table IV (Cont'd) 

300 Ms 
Response 

1 2 3 4 5 6 

1 .036 .005 .062 .058 .016 
2 .029 .067 .042 .016 .022 

Stimulus 3 .• 047 .009 .031 .045 .045 
4 .029 .013 .047 .047 .040 
5 .040 -.007 .085 .029 .029 
6 .040 .007 .042 .071 .016 

Subject 5 

Accuracy 
Response 

1 2 3 4 5 6 

1 .962 .913 .929 .942 .976 
2 .958 .911 .938 .940 .976 

Stimulus 3 .965 .933 .909 .940 .976 
4 .965 .971 .876 .940 .971 
5 .962 .969 .916 .916 .962 
6 .965 .973 .911 .940 .933 

440 Ms 
Response 

1 2 3 4 5 6 

1 .451 .427 .405 .360 .398 
2 .431 .402 .471 .345 .391 

Stimulus 3 .451 .465 .389 .342 .393 
4 .438 .507 .333 .360 .402 
5 .442 .491 .362 .367 .378 
6 .438 .445 .400 .440 .318 



(160) 

Table IV (Cont'd) 

300 Ms 
Response 

1 2 3 4 5· 6 

1 .165 .153 .122 .116 .120 
2 .136 .180 .116 .129 .116 

Stimulus 3 .147 .178 .129 .116 .107 
4 .147 .171 .111 .129 .118 
5 .149 .142 .136 .125 .125 
6 .129 .145 .153 .122 .127 

Subject 6 

Accuracy 
Response 

1 2 3 4 5 6 

1 .849 .889 .880 .862 .931 
2 .916 .849 .871 .853 .922 

Stimulus 3 .960 .845 .847 .845 .916 
4 .973 .858 .873 .789 .920 
5 .973 .860 .889 .809 .880 
6 .976 .858 .893 .882 .802 

440 Ms 
Response 

1 2 3 4 5 6 

1 .518 .613 .725 .545 .689 
2 • 711 .533 .638 .529 .678 

Stimulus 3 .847 .485 .580 .511 .667 
4 .891 .545 .569 .398 .693 
5 .882 .551 .589 .476 .593 
6 .869 .558 .618 .693 .353 



(161) 

Table IV (Cont'd) 

300 Ms 
Respon.se 

1 2 3 4 5 . 6 

1 .062 • 085 .053 .089 .080 
2 .069 .076 .071 .058 .093 

Stimulus 3 .053 .082 .038 .080 .113 
4 .067 .080 .073 .065 .082 
5 .089 .069 .080 .040 .091 
6 .040 .080 .098 .038 .111 



(162) 

Table V 

Individual Subjects' Data 

Estimates of Pk obtained by subtracting the 

off-diagonal column entries from the diagonal column entry 

in Table II the stimulus set size was 4. 

Subject 1 

Accuracy 
Response 

1 2 3 4 5 6 

1 .850 .927 .907 .860 .930 
2 .887 .897 .903 .843 .943 

Stimulus 3 .933 .860 .870 .870 .940 
4 .933 .867 .913 .837 .923 
5 .927 .853 .930 .873 .890 
6 .933 .867 .943 .897 .833 

440 Ms 
Response 

1 2 3 4 5 6 

1 .693 .813 .800 .807 .827 
2 .807 .760 .790 .733 .850 

Stimulus 3 .843 .737 .693 .813 .853 
4 .860 .740 .733 .777 .830 
5 .860 .707 .843 .727 .803 
6 .833 .737 .847 .743 .780 



(163) 

Table V (Cont'd) 

300 Ms 
Response 

1 2 3 4 s 6 

1 .203 .207 .083 .187 .010 
2 .187 .183 .103 .047 .170 

Stimulus 3 .213 .120 .050 .157 .150 
4 .207 .093 .060 .163 .167 
s .223 .027 .190 .090 .160 
6 .010 .147 .180 .150 .203 

Subject 2 

Accuracy 
Response 

1 2 3 4 s 6 

1 .930 .960 .953 .967 .940 
2 .947 .960 .947 .937 .960 

Stimulus 3 .953 .927 .947 .963 .960 
4 .950 .933 .950 .960 .957 
5 .957 .930 .967 .937 .960 
6 .940 .933 .963 .953 .960 

440 Ms 
Response 

1 2 3 4 s 6 

1 .553 .640 .587 .527 .580 
2 .670 .593 .570 .423 .630 

Stimulus 3 .683 .543 .520 .520 .620 
4 .677 .560 .517 .523 .610 
s .643 .443 .593 .587 .620 
6 .583 .550 .613 .623 .517 



(164) 

Table V (Cont'd) 

300 Ms 
Response 

1 2 3 4 5 6 

1 .483 .517 .551 .547 .460 
2 .540 .497 .543 .420 .563 

Stimulus 3 .527 .470 .517 .510 .540 
4 .550 .500 .473 .503 .537 
5 .547 .420 .523 .523 .550 
6 .470 .457 .517 .567 .553 

Subject 3 

Accuracy 
Response 

1 2 3 4 5 6 

1 .877 .893 .920 .923 .910 
2 .947 .877 .910 .880 .910 

Stimulus 3 .950 .883 .863 .927 .900 
4 .950 .863 .867 .930 .913 
5 .947 .873 .893 .897 .913 
6 .947 .873 .903 .903 .897 

440 Ms 
Response 

1 2 3 4 5 6 

1 . • 353 .420 .453 .470 .410 
2 .473 .370 .440 .370 .453 

stimulus 3 .457 .387 .273 .537 .453 
4 .490 .370 .277 .513 .457 
5 .483 .247 .427 .500 .450 
6 .400 .363 .427 .457 .460 



(165) 

Table V (Cont'd) 

300 Ms 
Response 

1 2 3 4 5 6 

1 .403 .407 .413 .4'1.7 .383 
2 .510 .383 .410 .293 .437 

Stimulus 3 .517 .407 .190 .483 .437 
4 .530 .370 .280 .443 .410 
5 .483 .347 .380 .417 .407 
6 .447 .383 .400 .403 .400 

Subject 4 

Accuracy 
Response 

1 2 3 4 5 6 

1 .897 .887 .973 .907 .960 
2 .933 .923 .967 .843 .957 

Stimulus 3 .933 .873 .943 .910 .963 
4 .940 .897 .930 .897 .960 
5 .937 .840 .933 .950 .963 
6 .937 .893 .930 .960 .903 

440 Ms 
Response 

1 2 3 4 5 6 

1 .353 .567 .663 .543 .703 
2 .513 .673 .637 .287 .720 

Stimulus 3 .533 .363 .600 .597 .737 
4 .557 .400 .617 .573 .683 
5 .557 .293 .663 .610 .707 
6 .517 .377 .683 .667 .587 



(166) 

Table V (Cont 'd) 

300 Ms 
Response 

1 2 3 4 5 6 

1 .090 .123 .187 .137 .017 
2 .130 .130 .143 .030 .120 

Stimulus 3 .150 .167 -.050 .167 .120 
4 .147 .143 -.010. .147 .127 
5 .153 -.007 .100 .140 .167 
6 .047 .100 .120 .150 .137 

Subject 5 

Accuracy 
Response 

1 2 3 4 s 6 

1 .963 .950 .957 .937 .950 
2 .967 .940 .963 .940 .947 

Stimulus 3 .973 .963 .923 .947 .950 
4 .970 .970 .927 .940 .950 
5 .970 .970 .947 .937 .933 
6 .970 .963 .953 .950 .920 

440 Ms 
Response 

1 2 3 4 5 6 

1 .493 .453 .587 .413 .393 
2 .487 .463 .587 .393 .410 

Stimulus 3 .487 .547 .420 .457 .430 
4 .470 .567 .393 .477 .433 
5 .473 .470 .420 .560 .417 
6 .420 .483 .470 .560 .407 



(167) 

Table V (Cont'd) 

300 Ms 
Respon~e 

1 2 3 4 5 6 

1 .257 .277 .333 .193 .153 
2 .267 .313 .293 .150 .190 

Stimulus 3 .230 .370 .113 .313 .187 
4 .223 .360 .130 .303 .197 
5 .233 .210 .240 .333 .197 
6 .197 .203 .237 .347 .230 

Subject 6 

Accuracy 
Response 

1 2 3 4 5 6 

1 .910 .917 .897 .863 .930 
2 .947 .900 .887 .847 .937 

Stimulus 3 .973 .903 .847 .860 .933 
4 .973 .907 .903 .807 .927 
5 .973 .903 .910 .830 .900 
6 .967 .913 .917 .871 .843 

440 Ms 
Response 

1 2 3 4 5 6 

1 .687 .707 .767 .693 .800 
2 .851 .643 .707 .630 .817 

Stimulus 3 .910 .620 .637 .673 .813 
4 .930 .673 .633 .620 .797 
5 .897 .667 .693 .657 .740 
6 .900 .680 .710 .700 .663 



(168) 

Table V (Cont'd) 

300 Ms 
Response 

1 2 3 4 5 6 

1 .110 .110 .227 .237 .067 
2 .200 .097 .220 -.020 .253 

Stimulus 3 .293 .043 .087 .077 .250 
4 .283 .037 .067 .087 .277 
5 .223 .010 .093 .193 .230 
6 .093 .110 .140 .177 .230 



Appendix Tables of Estimates of Mean Response Latencies 

for Individual Subjects. Table VI is for set size 6 and 

Table VII is for set size 4. 

(169) 



(170) ,. 

Table VI 

· Individual Subjects' Data 

Mean response latencies (ms) for the 6-choice 

condition. 

Subject 1 

Accuracy 
Response 

1 2 3 4 5 6 Aver. 

1 457 433 352 359 185 453 
2 410 452 469 581 454 452 

Stimulus 3 354 439 435 407 425 432 
4 289 426 463 458 400 457 
5 309 419 384 369 443 458 440 
6 457 436 416 451 448 

Aver. 453 449 433 456 442 450 

440 Ms 
Response 

1 2 3 4 5 .6 Aver. 

1 425 418 401 393 460 388 423 
2 365 443 410 376 432 391 435 

Stimulus 3 393 334 421 412 316 418 
4 265 363 380 432 395 340 423 
5 495 424 381 411 427 394 424 
6 452 384 297 363 408 440 428 

Aver. 423 434 414 424 423 436 

300 Ms 
Response 

1 2 3 4 5 6 Aver. 

1 280 293 200 209 232 195 224 
2 221 434 207 194 277 191 234 

Stimulus 3 231 258 229 210 210 183 219 
4 190 225 206 250 223 175 214 
5 219 278 196 203 282 184 214 
6 219 "264 199 191 255 290 225 

Aver. 227 319 207 212 248 206 



(171) 

Table VI (Cont'd) 

.-

Subject 2 

Accuracy 
Response 

1 2 3 4 5 6 Aver. 

1 708 675 334 273 219 286 689 
2 307 702 486 264 263 276 678 

Stimulus 3 299 760 710 626 300 410 686 
4 274 276 433 749 424 223 715 
5 212 330 217 638 667 463 652 
6 469 261 455 343 719 700 

Aver. 687 696 696 736 620 694 

440 Ms 
Response 

1 2 3 4 5 6 Aver. 

1 602 256 256 269 240 281 440 
2 297 620 242 251 223 251 461 

Stimulus 3 255 267 567 334 247 204 417 
4 242 244 322 597 297 256 427 
5 261 267 231 258 499 288 399 
6 278 286 239 259 265 640 443 

Aver. 446 456 436 456 351 499 

300 Ms 
Response 

1 2 3 4 5 6 Aver. 

1 614 243 248 251 226 212 422 
2 290 619 248 238 227 238 413 

Stimulus 3 258 306 568 248 230 236 392 
4 264 244 278 649 236 235 398 
5 238 235 225 276 514 293 404 
6 251 244 230 224 245 671 441 

Aver. 428 444 408 433 333 502 



(172) 

Table VI (Cont'd) 

Subject 3 

Accuracy 
Response 

1 2 3 4 5 6 Aver. 

1 723 390 291 261 269 166 689 
2 346 794 404 367 403 359 755 

Stimulus 3 311 406 677 636 237 661 
4 372 531 541 766 368 729 
5 243 466 344 297 649 430 631 
6 285 309 253 355 490 729 691 

Aver. 708 770 637 719 616 721 

440 Ms 
Response 

1 2 3 4 5 6 Aver. 

1 551 316 275 237 270 234 398 
2 259 615 278 270 266 276 406 

Stimulus 3 269 297 639 325 279 275 435 
4 282 337 299 662 283 279 434 
5 276 282 268 260 552 307 419 
6 274 265 256 251 315 597 411 

Aver. 430 426 412 415 396 434 

300 Ms 
Response 

1 2 3 4 5 6 Aver. 

1 597 260 266 254 259 271 412 
2 274 635 284 296 290 265 430 

Stimulus 3 256 293 579 306 266 274 406 
4 275 319 318 659 282 262 422 
5 285 299 256 252 587 306 414 
6 265 256 259 247 306 653 426 

· Aver. 433 436 391 408 393 468 



(173) 

Table VI (Cont'd) 

Subject 4 

Accuracy 
Response 

1 2 3 4 5 6 Aver. 

1 681 559 575 180 332 666 
2 543 636 270 504 625 

Stimulus 3 331 456 612 586 608 
4 332 533 551 443 284 548 
5 564 421 570 451 567 
6 302 196 360 487 483 

Aver. 676 629 607 547 560 485 

440 Ms 
Response 

1 2 l 4 5 6 Aver. 

1 661 363 400 356 318 280 497 
2 337 585 323 352 406 262 439 

Stimulus 3 429 380 603 396 327 258 497 
4 242 329 341 456 353 286 406 
5 265 380 264 309 419 318 395 
6 266 258 248 311 304 426 394 

Aver. 574 488 499 411 389 384 

300 Ms 
Response 

1 2 3 4 5 6 Aver. 

1 359 175 159 156 169 187 193 
2 159 248 135 173 171 175 178 

Stimulus 3 178 156 202 174 173 170 177 
4 164 238 147 319 180 195 213 
5 193 161 145 157 214 200 183 
6 194 185 150 147 161 281 183 

Aver. 217 194 159 194 179 205 



(174) 

Table VI (Cont'd) 

Subject 5 

Accuracy 
Response 

1 2 3 4 5 6 Aver. 

1 627 525 461 540 623 
2 576 623 393 238 117 615 

Stimulus 3 714 718 485 126 707 
4 104 576 625 525 575 621 
5 306 213 345 372 747 649 728 
6 387 414 443 794 785 

Aver. 626 622 705 605 741 791 

440 Ms 
Response 

1 2 3 4 5 6 Aver. 

1 553 224 179 215 150 215 368 
2 388 487 185 180 170 224 360 

Stimulus 3 186 304 495 220 205 249 370 
4 234 194 240 395 159 303 339 
5 183 207 259 242 618 476 400 
6 295 332 220 209 281 710 437 

Aver. 486 388 341 277 443 654 

300 Ms 
Response 

1 2 3 4 5 6 Aver. 

1 636 230 177 177 138 205 260 
2 271 489 167 166 142 158 257 

Stimulus 3 202 225 412 176 147 162 273 
4 153 168 189 354 147 228 263 
5 154 168 185 165 544 304 250 
6 155 192 185 184 184 1265 328 

Aver. 416 291 236 212 281 857 



(175) 

Table VI (Cont'd) 

, Subject 6 

Accuracy 
Response 

1 2 3 4 5 6 Aver. 

1 481 366 261 232 275 477 
2 553 680 463 357 262 315 650 

Stimulus 3 350 448 672 484 309 278 642 
4 157 421 448 591 409 334 568 
5 288 140 346 415 611 543 591 
6 354 433 686 668 

Aver. 482 667 655 571 573 666 

440 Ms · 
Response 

1 2 3 4 5 6 Aver. 

1 414 415 328 287 294 338 408 
2 468 508 433 369 328 307 468 

Stimulus 3 346 441 496 409 378 331 458 
4 273 398 439 440 405 325 428 
5 343 367 392 410 448 387 426 
6 322 429 370 397 417 407 

Aver,. 415 492 478 421 420 403 

300 Ms 
Response 

1 ' 2 3 4 5 6 Aver. 

1 268 245 172 226 173 196 214 
2 228 478 437 200 165 202 239 

Stimulus 3 195 277 407 214 186 198 .223 
4 184 271 907 311 199 198 248 
5 189 233 178 233 249 219 225 
6 174 249 217 208 200 285 223 

Aver. 209 330 419 237 197 221 



(176) 

Table VII 

~vidual Subjects' Data 

Mean response latencies (ms ec) for the 4-choice stimulus 

condition. 

Subject 1 

Accuracy 
Response 

1 2 3 4 5 6 Aver. 

1 440 400 443 365 366 437 
2 463 476 422 317 435 471 

Stimulus 3 511 381 426 427 339 426 
4 479 486 452 450 452 379 449 
5 288 367 389 400 454 425 446 
6 309 444 434 411- 446 443 

Aver. 439 471 427 447 450 442 

440 Ms 
Response 

1 2 3 4 5 6 Aver. 

1 424 406 434 294 536 421 423 
2 418 449 386 368 411 358 436 

Stimulus 3 478 428 412 380 306 409 
4 366 302 398 424 359 348 416 
5 321 414 371 374 431 391 423 
6 400 356 272 429 365 437 431 

Aver. 423 443 408 415 425 431 

300 Ms 
Response 

1 2 3 4 5 6 Aver. 

1 245 228 228 205 238 211 229 
2 248 235 237 213 206 196 224 

Stimulus 3 242 187 238 236 178 211 220 
4 204 223 232 285 194 211 229 
5 249 243 201 225 241 194 231 
6 m . 222 ZQQ llQ 218 250 230 

Aver. 235 226 227 242 216 218 



(177) 

Table VII (Cont'd) 

Subject 2 

Accuracy 
Response 

1 2 3 4 5 6 Aver. 

1 705 184 281 303 405 690 
2 773 676 567 316 247 345 656 

Stimulus 3 555 742 635 479 230 438 628 
4 413 537 693 674 318 685 
5 2l,S 566 635 315 631 
6 490 225 544 669 662 

Aver. 700 673 629 686 611 657 

440 Ms 
Response 

1 2 3 4 5 6 Aver. 

1 618 635 236 295 197 227 523 
2 237 597 264 252 209 239 447 

Stimulus 3 252 227 577 278 208 253 464 
4 263 203 259 571 347 296 471 
5 284 245 229 261 485 225 395 
6 256 300 239 244 253 597 479 

Aver. 509 495 465 460 365 513 

300 Ms 
Response 

1 2 3 4 5 6 Aver. 

1 643 246 262 258 264 203 483 
2 266 570 314 245 220 203 420 

Stimulus 3 228 241 544 279 231 260 423 
4 254 297 273 544 251 260 435 
5 240 235 232 266 470 220 386 
6 254 211 226 249 261 606 457 

Aver. 490 442 425 442 355 478 



{178) 

Table VII (Cont'd) 

Subject 3 

Accuracy 
Response 

1 2 3 4 5 6 Aver. 

1 718 345 408 293 337 370 700 
2 319 737 561 387 335 386 700 

Stimulus 3 309 737 386 268 326 704 
4 378 420 704 191 682 
5 395 317 275 499 689 670 
6 208 278 246 304 553 704 678 

Aver. 714 710 702 658 658 696 

440 Ms 
Response 

1 2 3 4 5 6 Aver. 

1 612 294 261 265 291 236 444 
2 274 549 274 282 291 281 398 

Stimulus 3 297 253 551 283 218 266 412 
4 323 286 307 473 250 239 393 
5 251 267 248 232 504 248 398 
6 269 270 245 246 347 601 445 

Aver. 499 409 406 359 402 457 

300 Ms 
Response 

1" 2 3 4 5 6 Aver. 

1 563 273 271 271 284 231 430 
2 275 571 316 278 290 266 419 

Stimulus 3 292 264 530 310 269 272 410 
4 248 287 316 530 316 251 418 
5 271 298 254 281 550 306 425 
6 279 280 264 292 276 616 442 

Aver. 466 439 400 390 409 469 



(179) 

Table VII (Cont 'd) 

· Subject 4 

Accuracy 
Response 

1 2 3 4 5 6 Aver. 

1 604 448 253 310 663 594 
2 41Q 623 613 403 .562 376 613 

Stimulus 3 428 604 616 537 612 
4 379 510 405 221 507 
5 339 480 612 580 575 
6 131 300 178 352 355 476 470 

Aver. 599 613 606 508 574 475 

440 Ms 
Response 

2 3 4 5 6 Aver. 

1 537 300 375 309 329 254 450 
2 364 537 353 316 358 229 423 

Stimulus 3 428 406 494 314 279 257 449 
4 275 145 281 410 297 303 380 
5 335 329 306 348 436 373 400 
6 295 280 280 261 286 411 377 

Aver. 487 457 439 368 388 389 

300 Ms 
Response 

1 2 3 4 5 6 Aver. 

1 259 162 194 222 158 160 195 
2 157 289 185 170 180 154 198 

Stimulus 3 231 167 268 165 183 170 199 
4 156 209 153 258 173 174 196 
5 147 163 151 163 237 152 179 
6 166 157 163 151 156 262 185 

Aver. 196 200 191 192 188 188 



(180) 

Table VII (Cont'd) 

Subject 5 

Accuracy 
Response 

1 2 3 4 5 6 Aver. 

1 617 471 502 540 393 613 
2 794 651 472 196 363 646 

Stimulus 3 655 668 430 659 
4 163 409 577 656 571 
5 353 447 553 731 611 721 
6 422 365 332 484 719 704 

Aver. 615 648 657 567 717 716 

440 Ms 
Response 

1 2 3 4 5 6 Aver. 

1 513 218 189 210 192 213 364 
2 283 481 216 198 198 267 376 

Stimulus 3 335 183 431 211 243 200 337 
4 257 204 213 391 226 201 339 
5 247 210 243 247 537 217 391 
6 223 273 219 220 222 631 413 

. Aver. 426 373 323 300 386 514 

300 Ms 
Response 

1 2 3 4 5 6 Aver. 

1 458 185 168 156 144 139 251 
2 221 398 199 166 156 230 267 

Stimulus 3 158 269 312 164 138 241 231 
4 207 161 186 260 196 162 224 
5 223 199 223 184 448 256 292 
6 184 215 188 150 195 614 283 

Aver. 314 277 231 195 270 419 



(181} 

Table VII (Cont'd) 

Subject 6 

Accuracy 
Response 

1 2 3 4 5 6 Aver. 

1 475 356 266 275 301 471 
2 441 654 490 327 280 243 631 

Stimulus 3 360 358 551 394 317 304 537 
4 213 152 437 519 393 378 504 
5 288 337 393 431 555 455 538 
6 264 240 398 382 487 480 

Aver. 470 643 544 501 537 478 

440 Ms 
Response 

1 2 3 4 5 6 Aver. 

1 427 355 355 316 348 376 422 
2 410 495 416 353 338 304 458 

Stimulus 3 336 384 460 371 334 344 433 
4 429 377 413 376 288 402 
5 359 369 340 396 440 413 425 
6 301 317 347 383 365 431 419 

Aver. 419 475 442 401 419 419 

300 Ms 
Response 

1 2 3 4 5 6 Aver. 

1 260 183 196 183 170 186 215 
2 197 295 187 192 202 177 208 

Stimulus 3 183 237 340 207 174 183 218 
4 206 218 200 252 212 205 223 
5 175 243 199 198 285 191 223 
6 214 192 214 202 188 260 230 

Aver. 217 245 248 215 218 209 
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(183) 

Table VIII 

Individual Subjects' Data. 

Estimates of l'ti calculated from the mean response latencies 

of Table V and the response probabilities of Table 1 according 

to equation (7). The stimulus set size was 6. 

Subject 1 

Accuracy 
Response 

1 2 3 4 5 6 

1 453 436. 463 443 451 
2 457 434 462 442 451 

Stimulus 3 459 452 466 443 451 
4 458 452 436 442 451 
5 458 452 435 467 450 
6 457 452 435 463 446 

440 Ms 
Response 

1 2 3 4 5 6 

1 450 422 433 427 440 
2 428 422 435 427 440 

Stimulus 3 425 446 435 428 440 
4 426 445 426 430 441 
5 424 444 423 434 442 
6 424 444 424 435 433 

300 Ms 
Response 

1 2 3 4 5 6 

1 706 319 389 546 1834 
2 1609 337 379 293 809 

Stimulus 3 481 595 359 437 797 
4 899 522 323 690 668 
5 1656 514 386 500 590 
6 -265 604 317 385 676 



(184) 

Table VIII (Cont'd) 

Subject 2 

Accuracy 
Response 

1 2 3 4 5 6 

1 702 713 753 675 725 
2 712 710 755 676 726 

Stimulus 3 715 701 752 681 721 
4 712 705 715 682 722 
5 711 706 714 750 726 
6 712 702 712 750 678 

440 Ms 
Response 

1 2 3 4 5 6 

1 685 638 636 613 694 
2 670 609 660 603 683 

Stimulus 3 674 701 668 605 673 
4 672 684 626 626 684 
5 658 710 617 666 724 
6 694 687 617 659 603 

300 Ms 
Response 

1 2 3 4 5 6 

1 715 644 740 676 731 
2 673 649 835 648 768 

Stimulus 3 704 716 793 663 730 
4 741 698 661 743 725 
5 726 686 655 770 727 
6 731 706 631 735 655 



(185) 

Table VIII (Cont'd) 

Subject 3 

Accuracy 
Response 

1 2 3 4 5 6 

1 802 690 776 655 730 
2 724 685 785 657 730 

Stimulus 3 728 798 774 657 729 
4 726 797 688 662 729 
5 728 799 680 774 735 
6 727 800 691 775 656 

440 Ms 
Response 

1 2 3 4 5 6 

1 684 808 857 661 675 
·2 .609 852 874 682 682 

Stimulus 3 617 783 971 638 661 
4 584 845 961 643 668 
5 600 733 726 827 726 
6 593 757 830 856 647 

300 Ms 
Response 

1 2 3 4 5 6 

1 743 693 851 797 724 
2 670 764 906 717 731 

Stimulus 3 690 753 1072 696 751 
4 670 784 771 828 732 
5 672 793 700 863 785 
6 701 741 742 837 731 



(186) 

Table VIII (Cont'd) 

Subject 4 

Accuracy 
Response 

1 2 3 4 5 6 

1 636 617 551 572 487 
2 683 612 552 574 487 

Stimulus 3 686 636 550 570 487 
4 681 636 613 571 488 
5 681 642 612 551 488 
6 681 636 612 552 573 

440 Ms 
Response 

1 2 3 4 5 6 

1 633 767 478 432 438 
2 704 629 475 439 439 

Stimulus 3 724 634 474 438 434 
4 674 603 634 443 447 
5 669 659 625 476 435 
6 677 608 624 474 437 

300 Ms 
Response 

1 2 3 4 5 6 

1 494 2146 728 408 1143 
2 1069 341 929 1024 927 

Stimulus 3 687 1772 1189 452 566 
4 1051 357 390 403 535 
5 738 -1883 283 1378 642 
6 735 1666 404 674 1196 



(187) 

Table VIII (Cont'd} 

Subject 5 

Accuracy 
Response 

1 2 3 4 s 6 

1 624 719 627 747 794 
2 627 720 630 749 794 

Stimulus 3 627 619 631 749 794 
4 627 624 725 748 795 
s 628 625 719 634 796 
6 627 623 720 627 750 

440 Ms 
Response 

1 2 3 4 5 6 

1 550 565 518 676 721 
2 567 586 490 696 729 

Stimulus 3 567 524 526 694 725 
4 575 517 639 675 714 
s 575 526 598 526 728 
6 571 527 578 496 710 

300 Ms 
Response 

1 2 3 4 5 6 

1 661 789 882 864 1383 
2 744 711 959 786 1435 

Stimulus 3 722 631 849 856 1541 
4 731 681 992 783 1402 
s 723 785 854 904 1334 
6 811 754 777 862 771 



(188) 

Table VIII (Cont 'd) 

Subject 6 

Accuracy 
Response 

1 2 3 4 s 6 

1 685 674 592 613 686 
2 477 683 594 617 690 

Stimulus 3 483 685 595 619 693 
4 482 681 677 631 690 
s 482 681 674 607 694 
6 481 682 672 591 626 

440 Ms 
' Response 

1 2 3 4 5 6 

1 515 499 443 453 419 
2 400 507 451 456 421 

Stimulus 3 418 518 449 455 422 
4 415 511 502 466 419 
5 415 510 503 457 422 
6 417 508 497 444 478 

300 Ms 
Response 

1 2 3 4 5 6 

1 703 493 506 492 534 
2 389 391 474 708 473 

Stimulus 3 574 576 664 478 431 
4 531 588 119 487 520 
5 436 668 508 577 440 
6 824 599 441 688 364 



(189) 

Table IX 

Individual Subjects' Data 

Estimates of \.l i calculated from the mean response latencies 

of Table VI and the response probabilities of Table II. The 

stimulus set size was 4. 

Subject 1 

Accuracy 
Response 

1 2 3 4 5 6 

' 1 477 426 450 455 447 
2 438 426 451 454 446 

Stimulus 3 439 477 451 454 446 
4 439 476 425 454 447 
5 442 478 427 452 447 
6 440 476 426 450 455 

440 Ms 
Response 

.1 2 3 4 5 6 

1 452 411 426 430 438 
2 424 415 426 434 438 

Stimulus 3 423 449 432 431 438 
4 424 450 414 435 440 
5 425 451 412 430 440 
6 425 450 413 424 434 

300 Ms 
Response 

1 2 3 4 5 6 

1 237 242 387 243 1312 
2 243 238 345 426 286 

Stimulus 3 248 289 422 296 285 
4 280 255 257 279 278 
5 243 -167 257 352 294 
6 1012 243 261 289 251 
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Table IX (Cont'd) 

Subject 2 

Accuracy 
Response 

1 2 3 4 5 6 

1 678 637 693 638 675 
2 705 635 695 651 670 

Stimulus 3 706 675 694 640 670 
4 707 676 636 634 671 
5 705 677 635 695 670 
6 709 676 636 693 636 

440 Ms . 
Response 

-
1 2 3 4 5 6 

1 595 588 603 534 644 
2 642 612 618 611 610 

Stimulus '3 634 629 647 536 616 
4 637 618 665 509 618 
5 654 713 616 607 617 
6 698 619 603 587 530 

300 Ms 
Response 

1 2 3 4 5 6 

1 603 586 572 503 720 
2 687 588 581 597 625 

Stimulus 3 703 614 592 528 638 
4 681. 588 613 527 640 
5 685 660 585 590 634 
6 753 630 591 567 501 
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Table IX (Cont'd) 

Subject 3 

Accuracy 
Response 

1 2 3 4 5 6 

1 741 743 708 693 705 
2 719 744 711 710 705 

Stimulus 3 718 738 728 692 710 
4 718 746 753 691 704 
5 719 743 746 711 704 
6 720 744 741 715 694 

440 Ms •. 

Response 

1 2 3 4 5 6 

1 607 604 526 552 695 
2 640 646 529 623 645 

Stimulus 3 651 584 678 525 647 
4 625 594 745 535 648 
5 634 762 601 506 653 
6 709 602 601 529 544 

300 Ms 
Response 

1 2 3 4 5 6 

1 613 581 595 617 717 
2 587 588 596 763 654 

Stimulus 3 582 612 909 580 653 
4 577 640 689 598 682 
5 605 661 608 590 675 
6 631 630 588 597 642 
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Table IX (Cont'd) 

Subject 4 

Accuracy 
Response 

1 2 3 4 5 6 

1 623 625 511 581 475 
2 605 616 511 582 476 

Stimulus 3 605 623 509 580 476 
4 604 623 617 583 477 
5 605 632 616 506 476 
6 606 624 618 513 582 

440 Ms . 
Response 

-
1 2 3 4 5 6 

1 572 525 424 454 420 
2 559 502 428 531 417 

Stimulus 3 546 552 435 447 412 
4 547 543 527 451 420 
5 545 617 508 425 413 
6 565 557 503 430 449 

300 Ms 
Response 

1 2 3 4 5 6 

1 481 342 281 319 1724 
2 342 342 359 705 385 

Stimulus 3 275 332 -407 273 366 
4 322 335 -2672 295 351 
5 320 -4104 440 372 321 
6 638 455 378 370 321 
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Table IX (Cont'd) 

Subject 5 

Accuracy 
Response 

1 2 3 4 5 6 

1 652 669 577 734 719 
2 615 671 577 735 720 

Stimulus 3 617 651 583 731 719 
4 618 651 676 731 719 
5 618 651 670 577 721 
6 617 653 668 580 738 

440 Ms ~ 

Response 
-

1 2 3 4 5 6 

1 538 485 424 626 695 
2 529 473 426 646 669 

Stimulus 3 525 510 508 578 654 
4 540 498 520 565 651 
5 539 557 491 425 667 
6 582 532 469 432 625 

300 Ms 
Response 

1 2 3 4 5 6 

1 528 383 314 704 831 
2 491 348 328 850 682 

Stimulus 3 554 413 590 491 687 
4 548 433 586 492 675 
5 529 592 376 299 663 
6 607 588 404 310 587 
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Table IX (Cont'd} 

Subject 6 

Accuracy 
Response 

1 2 3 4 5 6 

1 655 552 520 555 490 
2 476 552 522 561 489 

Stimulus 3 475 657 526 556 489 
4 476 658 553 567 489 
5 475 657 553 526 489 
6 477 654 552 522 559 

440 Ms . 
Response 

-
1 2 3 4 5 6 

1 496 462 414 441 434 
2 428 465 419 452 434 

Stimulus 3 429 508 422 445 434 
4 427 496 471 448 438 
5 429 500 464 416 434 
6 431 498 461 416 444 

300 Ms 
Response 

1 2 3 4 5 6 

1 326 406 287 306 657 
2 324 441 285 -961 316 

Stimulus 3 289 426 386 578 314 
4 283 513 537 448 289 
5 329 972 441 293 318 
6 412 323 358 299 306 



Appendix Tables for 

The 2 Stimulus Set 
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Table X 

Individual Subjects' Data 

Estimate of probability correct, probability of error response 

i given stimulus j, mean correct latency, mean error latency for 

response i given stimulus j, probability of entering the response 

selection state and mean latency for response i from the selection 

state. These estimates are for the 2 stimulus set condition. 

Subject 1 

Accuracy, 

i j Pc1 Peji Mc1 Me - pk 1Ji 
ji 

1 6 .973 .013 385 359 .960 385 
2 5 .947 .007 381 345 .940 381 
3 4 .947 .073 345 321 .873 347 
4 3 .927 .053 348 288 .873 352 
5 2 .993 .053 374 446 .940 370 
6 1 .987 .027 388 289 .960 391 

440 Ms 

i j Pci Pe .. Mci Me pk lli 
J~ ji 

1 6 .980 .000 404 .980 404 
2 5 .967 .027 394 360 .940 395 
3 4 .960 .047 354 310 .913 356 
4 3 .953 .040 358 301 .913 361 
5 2 .973 .033 371 368 .940 371 
6 1 1.000 .020 389 400 .98 389 

300 Ms 

i j Pc. Pe .. Me. Me .. pk 1Ji 
~ J~ ~ J~ 

1 6 .t~73 .400 246 247 .073 241 
2 5 .680 .533 226 223 ' .147 237 
3 4 .560 .467 236 208 .093 374 

•4 3 .533 .440. 241 210 .093 384 
5 2 .467 .320 233 228 .147 245 
6 1 .600 .527 273 243 .073 489 



(197) 

Table X (Cont 'd) 

Subject 2 

Accuracy 

i j Pc1 Peji Mc1 Me pk ~~ ji 
1 6 .987 .033 552 267 .953 562 
2 5 .980 .033 573 327 .947 582 
3 4 .953 .033 555 309 .920 564 
4 3 .967 .047 531 321 .920 541 
5 2 .967 .020 517 248 .947 522 
6 1 .967 .013 533 243 .953 537 

440 Ms 

i j Pc1 Peji Mci Meji pk tt-.. 

1 6 • 787 .267 496 262 .520 616 
2 5 .873 .133 493 243 .740 538 
3 4 .747 .180 410 243 .567 464 
4 3 .820 .253 421 255 .567 495 
5 2 .867 .127 400 241 .740 428 
6 1 .733 .213 460 254 .520 544 

300 Ms 

i j Pci Peji Mci Meji pk ~i 

1 6 .780 .293 444 228 .487 575 
2 5 .800 .260 439 214 .540 548 
3 4 .760 .333 381 212 .427 513 
4 3 .667 .240 396 222 .427 495 
5 2 .740 .200 386 224 .540 446 
6 1 .707 .220 393 236 .487 464 
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Table X (Cont 'd) 

Subject 3 

Accuracy 

1 j Pc1 Peji Me. Meji 1 pk t-'1 

1 6 .940 .053 547 287 .887 563 
2 5 .893 .113 479 283 .780 507 
3 4 .880 .147 472 282 .733 511 
4 3 .853 .120 460 265 .133 492 
5 2 .887 .107 451 296 .780 472 
6 1 .947 .060 514 250 .887 531 

400 Ms 

1 j Pc1 Pe Mc1 Me pk pt 
ji ji 

1 6 .660 .260 437 247 ~400 560 
2 5 .653 .220 408 297 .433 465 
3 4 .493 .313 385 265 .180 595 
4 3 .687 .507 324 266 .180 486 
5 2 .780 .347 366 268 .433 445 
6 1 .740 .340 359 249 .400 452 

300 Ms 

1 j Pci Peji Mc1 Meji pk ~i 

1 6 .620 .260 396 259 .360 494 
2 5 .720 .233 427 282 .487 497 
3 4 .553 .313 332 261 .240 424 
4 3 .687 .447 380 271 .240 582 
5 2 .767 .280 367 269 .487 424 
6 1 .740 .380 361 227 .360 503 
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Table X (Cont 'd) 

Subject 4 

Accuracy 

1 j Pc1 Peji Mc1 Meji pk ~i 

1 6 .987 .007 458 316 .980 459 
2 s .960 .053 488 359 .907 496 
3 4 .940 .047 428 308 .893 434 
4 3 .953 .060 383 307 .893 388 
5 2 .947 .040 459 308 .907 466 
6 1 .993 .013 391 308 .980 392 

440 Ms 

i j Pc1 Peji Mc1 Meji pk \41 
-

1 6 • 787 .093 387 237 .693 407 
2 5 .747 .213 396 271 .533 446 
3 4 .767 .167 336 250 .600 360 
4 3 .833 .233 338 281 .600 360 
5 2 • 787 .253 369 305 .533 399 
6 1 .907 .213 358 284 .693 381 

300 Ms 

i j Pc
1 

Pe Mc1 Me pk ~i 
ji ji 

1 6 .500 .407 225 157 .093 520 
2 5 .480 .413 220 164 .067 566 
3 4 .493 .413 276 196 .080 693 
4 3 .587 .507 245 187 .080 611 
5 2 .587 .520 202 183 .067 353 
6 1 .593 .500 200 151 .093 462 
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Table X (Cont'd) 

Subject 5 

Accuracy 

i j Pc1 Peji Mc1 Meji pk l"i 

1 6 .980 .000 561 .980 561 
2 5 .993 .007 474 295 .987 475 
3 4 .933 .007 626 240 .927 629 
4 3 .993 .067 460 422 .927 462 
5 2 .993 .007 497 286 .987 499 
6 1 1.000 .020 544 279 .980 549 

440 Ms 

i· j Pc1 Peji Mc1 '. Meji pk t\i 

1 6 .767 .160 435 226 .607 490 
2 5 .813 .087 396 254 .727 412 
3 4 .780 .167 439 261 .613 488 
4 3 .833 .220 341 219 .613 385 
5 2 .913 .187 363 189 .727 408 
6 1 .840 .233 391 247 .607 446 

300 Ms 

i j Pc1 Pe .. Mc1 Me .. pk }li 
J~ J1 

1 6 .713 .327 384 197 .387 542 
2 5 .693 .300 314 205 .393 397 
3 4 .680 .347 332 212 .333 457 
4 3 .653 .320 304 199 .333 404 
s 2 .700 .307 326 176 .393 444 
6 1 .673 .287 418 193 .387 585 
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Table X (Cont 'd) 

Subject 6 

Accuracy 

1 j Pc1 Peji Mc1 Meji pk t4i 

1 6 .980 .013 447 314 .967 449 
2 5 .973 .027 427 286 .947 431 
3 4 .820 .067 421 283 .753 433 
4 3 .933 .180 402 299 .753 426 
5 2 .973 .027 408 239 .947 412 
6 1 .987 .020 417 253 .967 420 

440 Ms 

1 j Pc1 Pe .. Mc1 'Me pk t(i 
J~ ji 

1 6 .853 .027 445 327 .827 449 
2 5 .860 .040 419 291 .820 42.5 
3 4 .693 .067 361 249 .627 372 
4 3 .933 .307 347 261 .627 390 
5 2 .960 .140 343 281 .820 353 
6 1 .973 .147 379 290 .827 394 

300 Ms 

i j Pc1 Pe .. Mc1 Meji pk f-'i 
J~ 

1 6 .473 .380 248 171 .093 561 
2 5 .447 .347 281 180 .100 630 
3 4 .400 .247 354 231 .153 552 
4 3 .753 .600 283 200 .153 606 
5 2 .653 .553 242 186 .100 552 
6 1 .620 .527 212 181 .093 386 



Appendix Tables for 

Reaction Time Frequency 

Distributions 

(202) 



Table XI 

Reaction time frequency distributions for the 6 stimulus set 

condition were obtained for correct (C) and error (E) responses 

for each stimulus. The distributions were grouped in 25 ms intervals 

from 0 to 1000 ms. All response times over 1000 ms were included in the 

975-1000 ms interval. 

\ 
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Table XI 

Accuracy 
Stimulus 

1 2 3 4 5 6 
c E c E c E c E c E c E 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 0 0 0 

100 0 0 0 1 1 0 0 0 0 0 1 0 
0 0 0 3 0 1 1 1 0 1 0 1 
2 3 1 1 0 6 0 4 1 1 0 4 
0 4 0 8 1 3 2 5 1 5 1 3 

200 0 8 1 4 6 3 3 7 2 13 1 5 
1 9 0 4 2 9 3 8 4 7 1 6 
0 9 1 8 1 5 5 5 1 6 0 6 
3 8 1 10 2 13 3 11 5 13 2 4 

300 4 10 1 11 2 12 1 6 4 9 0 10 
5 9 3 14 8 5 9 13 9 7 3 12 
12 5 2 9 8 16 15 7 15 13 9 12 
33 10 27 12 28 8 31 14 25 10 32 16 

400 132 19 62 14 82 14 64 26 80 19 68 10 
155 12 135 21 149 16 173 33 150 19 225 20 
159 13 143 13 151 13 159 31 198 20 269 20 
128 6 89 10 88 7 137 24 131 14 248 11 

500 101 4 97 10 107 7 142 7 113 9 167 4 
133 1 131 10 111 8 158 8 136 8 154 1 
162 3 176 2 148 4 176 10 145 9 129 1 
155 7 182 6 154 6 134 4 139 10 134 2 

600 159 5 154 5 170 2 132 5 147 3 89 1 
163 9 169 3 149 5 128 3 140 5 107 3 
156 6 143 3 133 12 102 6 84 6 88 2 
115 4 120 3 110 4 109 1 111 4 80 1 

700 116 4 90 3 117 2 75 5 79 4 85 1 
119 2 104 1 100 2 84 3 93 6 63 0 

69 0 74 1 85 3 58 2 72 2 70 2 
·63 0 85 1 65 1 42 0 78 3 44 0 

800 50 3 62 1 55 4 54 0 58 0 47 0 
39 1 50 0 48 0 52 0 56 0 51 1 
40 1 67 1 53 3 44 3 52 1 37 1 
29 0 36 1 47 2 40 2 46 3 30 1 

900 28 1 41 3 41 5 32 4 40 0 24 2 
22 2 31 2 34 0 31 0 28 0 37 0 
28 1 40 0 17 2 21 0 20 0 32 0 
21 0 22 1 17 0 14 1 21 0 31 0 

1000 117 _3 159 1 200 7 200 _6 180 _5 177 1 
Total 2519 182 2499 201 2490 211 2434 265 2464 235 2536 164 



(205) 

Table XI (Cont'd) 

440 Ms 
Stimulus 

1 2 3 4 5 6 
c E c E c E c E c E c E 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 1 0 1 2 0 0 0 
0 8 0 5 0 3 2 3. 1 3 1 4 

100 2 15 0 18 0 14 7 12 5 18 1 19 
0 41 4 34 6 34 13 21 8 17 2 37 
6 51 6 51 10 35 23 29 9 52 7 41 
7 72 10 60 14 64 21 45 18 57 3 57 

200 8 69 17 85 14 51 23 53 20 67 12 84 
17 107 10 95 20 90 26 94 39 96 13 86 
21 92 20 93 23 107 27 88 24 80 19 111 
13 91 16 86 27 90 33 86 27 76 19 109 

300 16 81 23 85 23 75 33 100 43 88 25 85 
22 68 13 84 22 76 52 78 50 71 20 79 
52 70 30 79 38 79 63 75 66 60 60 76 

133 58 55 86 72 79 105 75 120 85 122 78 
400 205 72 124 90 142 74 184 71 175 88 213 58 

224 68 177 91 191 79 257 68 244 66 243 53 
145 45 128 67 156 47 172 45 144 32 170 36 

76 27 90 50 108 43 97 28 88 27 97 25 
500 45 12 91 42 79 32 48 18 62 16 37 4 

62 7 69 13 53 11 51 16 46 12 51 8 
45 8 62 9 55 20 44 7 43 6 35 9 
35 3 51 7 34 7 34 5 29 4 28 3 

600 43 4 59 .4 34 2 44 7 39 8 38 11 
56 3 42 4 42 6 32 4 37 4 41 1 
47 3 37 4 37 2 21 4 32 2 32 5 
40 4 37 1 32 1 28 4 33 3 32 3 

700 18 3 21 1 37 2 20 2 25 1 27 2 
35 2 17 2 26 3 19 1 15 1 26 1 
23 1 31 3 23 2 12 2 13 0 21 1 
21 3 20 1 31 1 8 0 25 0 18 0 

800 16 3 20 2 17 0 9 1 18 3 20 2 
26 1 19 1 25 1 10 0 24 1 9 0 
20 0 18 0 27 2 15 1 10 1 19 1 
16 1 13 1 15 0 19 0 12 0 12 0 

900 15 0 18 3 .20 0 8 0 12 0 8 0 
14 0 13 1 16 2 15 0 13 1 15 0 

9 0 4 1 15 0 8 0 11 1 19 0 
12 0 14 0 7 1 8 0 8 1 4 0 

1000 _ll __ 1 ___QQ_ __ 3 2i 2 64 __ o _2]_ __ 3 _J3.§_ __ 5 

Total 1606 1094 1439 1262 1556 1144 1655 1044 1647 1051 1607 1094 
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Table XI (Cont'd) 

300 Ms 
Stimulus 

1 2 3 4 5 6 
c E c E c E c E c E c E 
0 0 0 0 .o 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
2 32 2 33 5 20 7 35 14 27 5 37 

100 16 144 10 142 25 117 36 106 41 108 17 123 
35 225 23 227 42 208 42 204 53 213 22 235 
26 252 32 256 53 232 56 242 72 210 32 266 
43 270 26 246 60 226 68 207 S3 227 34 260 

200 37 244 27 234 77 227 47 227 53 202 27 228 
27 163 20 222 62 176 41 201 50 204 20 185 
21 166 19 151 40 146 34 147 39 135 19 162 
12 121 10 131 35 110 32 119 29 138 31 124 

300 22 90 15 97 26 99 28 103 28 84 14 94 
10 69 14 61 26 69 14 61 24 55 11 78 
15 43 17 59 15 42 16 46 21 42 8 44 
14 28 9 31 24 24 16 36 9 28 16 30 

400 13 22 15 29 15 24 16 21 22 24 20 20 
17 13 13 32 13 16 15 22 ·22 15 16 8 
19 13 11 14 13 11 9 16 18 10 14 15 
19 5 18 8 19 10 19 15 13 10 22 10 

500 19 5 20 7 18 7 13 6 18 5 18 10 
22 4 26 5 23 2 18 5 21 8 13 6 
30 6 24 1 24 4 20 5 27 4 22 9 
29 1 30 5 26 3 20 6 22 4 24 4 

600 28 4 17 4 23 2 16 3 26 2 26 1 
32 1 32 2 19 4 20 4 30 4 36 1 
32 1 24 1 24 2 16 7 18 2 19 2 
23 0 20 2 11 1 20 2 13 3 24 3 

700 28 2 13 1 8 1 15 4 13 3 23 1 
28 1 16 4 18 2 23 1 11 3 13 . 3 
15 3 17 4 12 0 8 1 10 1 20 3 
15 2 12 1 15 2 10 1 15 1 15 1 

800 14 1 12 0 9 3 9 2 16 1 16 0 
3 1 14 0 10 3 8 1 14 1 12 0 

11 3 14 0 15 3 18 0 14 0 2 0 
10 2 10 1 8 2 13 0 13 2 7 0 

900 5 0 10 1 13 1 3 0 9 1 12 1 
8 0 11 0 7 0 10 0 10 0 12 0 
6 0 11 0 6 1 9 0 8 0 11 2 
6 3 14 0 10 0 7 0 11 1 4 1 

1000 46 __ 1 54 __ 6 44 __ 7 ~7_ __ s 41 0 ...11:.. __ 4 
Total 758 1941 682 2018 893 1807 839 1861 921 1778 729 1971 



Table XII 

Reaction time frequency distributions for the 4 stimulus set 

condition were obtained for correct (C) and error (E) responses for 

each stimulus. The distributions were grouped in 25 ms intervals from 

0 to 1000 ms. All response times over 1000 ms were included in the 

975-1000 ms interval. 

(207) 



(208) 

Table XII (Cont'd) 

Accuracy 
Stimulus 

1 2 3 4 5 6 
c E c E "c E c E c E c E 
0 0 0 0 0 0 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 

100 0 0 0 0 0 0 0 1 0 0 0 0 
0 1 0 1 0 2 0 2 1 0 1 2 
2 0 0 2 1 0 0 1 1 1 0 3 
1 3 2 2 1 2 1 3 0 1 0 2 

200 0 3 0 5 0 4 3 4 1 2 0 5 
1 0 0 5 1 5 4 7 1 3 1 4 
0 4 2 2 2 3 3. 2 0 3 0 5 
2 6 2 8 1 6 1 1 3 4 3 2 

300 5 5 3 6 4 3 4 2 5 6 2 5 
4 5 1 10 5 8 7 7 8 7 10 5 

18 6 12 8 12 4 13 6 11 9 11 7 
48 10 19 11 48 8 40 4 23 11 28 6 

400 98 5 49 13 82 14 82 8 ~7 13 79 8 
133 8 75 18 88 5 144 10 110 15 169 11 
115 2 76 11 99 5 139 8 140 21 193 8 

94 4 93 11 99 6 146 6 121 13 146 4 
500 89 1 93 8 80 5 136 9 126 8 106 5 

113 3 92 5 103 6 121 5 85 1 106 0 
120 2 121 4 144 5 126 4 122 4 84 1 
105 2 116 4 124 2 102 1 113 4 89 2 

600 111 2 101 6 118 2 92 2 118 2 78 0 
107 0 101 5 102 2 77 6 82 4 87 3 

74 0 107 0 73 1 65 2 54 2 75 0 
73 1 75 0 83 5 41 1 51 4 67 1 

700 53 0 55 4 55 2 38 1 43 2 35 1 
55 3 53 1 55 1 40 1 41 1 34 . 0 

37 0 35 0 36 1 34 1 33 1 35 1 
19 0 48 1 18 3 28 0 35 0 31 0 

800 16 1 42 0 29 2 18 4 23 0 18 0 
24 0 28 1 28 0 19 1 23 0 20 0 
24 0 27 0 13 0 32 0 35 1 16 0 
22 1 28 0 18 0 12 0 21 1 19 0 

900 18 0 15 1 17 0 12 0 15 0 20 1 
18 0 10 0 21 0 12 0 9 0 19 4 
11 0 11 0 15 0 14 0 20 1 10 0 
12 0 19 2 13 0 10 0 15 0 17 0 

1000 ~ _Q 130 4 100 0 74 _Q_ 104 _2 94 1 
Total 1721 79 1641 159 1688 112 1690 110 1650 150 1703 97 
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Table XII (Cont'd) 

440 Ms 
Stimulus 

1 2 3 4 5 6 
c E c E c E c E c E c E 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 0 0 0 
0 1 0 3 1 3 1 2 1 2 0 4 

100 2 12 3 13 3 10 1 8 7 8 2 13 
1 24 7 14 6 23 14 15 15 19 2 25 
3 22 7 29 3 23 16 13 8 17 6 24 
7 38 8 36 10 35 17 35 18 29 5 38 

200 10 47 12 55 13 36 27 46 20 58 7 33 
7 48 12 55 19 61 30 38 17 53 11 53 

14 53 18 68 16 57 27 47 24 55 18 65 
13 59 17 52 16 52 29 58 16 57 19 57 

300 23 51 19 55 32 43 40 40 18 44 17 55 
21 38 18 60 27 41 43 29 28 38 35 50 
41 35 36 57 51 43 65 36 51 54 55 42 
83 37 51 62 84 33 106 31 .76 55 82 28 

400 174 26 87 56 134 46 157 38 126 49 160 31 
126 27 108 56 148 40 182 35 166 44 150 27 

97 14 89 28 108 17 107 18 116 27 127 11 
82 8 78 21 88 10 56 10 67 7 58 5 

500 48 6 59 11 60 5 45 5 56 6 45 2 
40 5 34 6 51 8 33 2 35 2 37 3 
54 1 44 4 42 3 30 7 33 5 30 2 
47 0 36 5 34 1 33 4 27 3 33 4 

600 39 0 28 5 .19 0 30 0 24 1 34 3 
51 1 32 3 27 2 23 2 31 0 32 1 
27 7 24 2 22 2 22 0 21 1 43 0 
23 2 24 1 19 0 18 2 18 2 18 0 

700 26 0 16 0 17 1 16 1 20 1 39 2 
23 1 18 0 19 2 12 0 17 1 21 0 
23 0 18 1 12 1 13 0 9 0 14 0 
18 0 10 0 19 0 6 0 7 2 4 1 

800 11 0 11 0 14 0 7 0 13 0 7 1 
13 0 16 0 10 1 7 1 12 0 10 0 

7 0 12 1 9 0 7 1 6 0 11 0 
7 0 9 0 7 0 6 0 6 0 9 0 

900 11 0 13 0 11 1 4 0 7 0 11 0 
5 0 8 0 4 0 2 0 2 0 4 0 
9 0 9 1 6 0 3 0 2 0 6 0 
7 0 5 0 5 0 5 0 5 0 5 2 

1000 43 _ __!_ 44 _..Q _33 _Q_ _ll _1 _ll _Q _2Q_ 1 
Total 1236 564 1040 760 1199 601 1275 525 1160 640 1217 583 
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Table XII {Cont'd) 

300 Ms 
Stimulus 

1 2 3 4 s 6 
c E c E c E c E c E c E 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 2 0 0 0 0 0 1 
3 14 1 17 3 21 8 8 s s 6 10 

100 17 69 17 67 17 67 25 63 23 64 18 58 
47 122 21 114 35 124 47 115 44 110 33 118 
42 132 41 142 30 147 49 108 48 127 47 146 
53 135 40 172 40 143 51 133 54 129 26 138 

200 39 128 40 141 56 134 55 129 35 129 34 136 
30 120 30 123 35 114 41 123 46 154 35 119 
29 93 34 113 32 105 28 106 40 96 28 97 
25 71 23 89 31 88 41 95 32 81 20 100 

300 21 50 12 54 23 44 22 45 16 55 19 61 
23 42 12 38 20 45 19 27 23 32 14 42 
13 22 14 30 20 17 19 19 7 30 19 23 
16 19 12 21 12 16 18 12 .13 17 15 15 

400 20 11 10 10 8 16 23 17 17 16 17 16 
15 4 12 6 15 13 18 7 14 7 19 11 
15 3 14 5 17 9 17 10 14 4 12 4 
16 1 16 10 14 2 25 6 21 3 14 3 

500 18 6 19 8 21 10 13 8 12 2 18 2 
14 0 19 6 20 1 14 2 23 4 17 6 
20 1 19 5 22 5 23 5 28 3 16 2 
27 2 23 4 25 2 23 3 22 3 20 0 

600 32 0 16 1 16 1 20 4 13 1 30 0 
28 0 19 1 17 2 14 2 25 1 22 2 
23 0 17 4 21 0 16 0 16 2 23 0 
21 1 12 1 19 3 9 2 16 1 13 1 

700 18 1 17 1 12 1 8 2 9 2 6 2 
20 1 8 0 10 1 4 2 13 2 17 1 
6 0 10 2 12. 0 12 2 9 0 12 1 

10 0 8 0 6 1 7 0 5 0 13 1 
800 5 1 4 0 8 1 7 1 8 2 6 0 

12 0 5 1 7 0 5 0 8 0 11 1 
7 0 6 2 5 2 11 0 7 0 6 0 
3 0 3 1 5 0 5 0 6 0 9 0 

900 8 0 4 0 2 1 5 1 5 1 13 2 
6 0 8 0 1 1 3 1 1 0 4 0 
6 0 6 1 1 0 5 0 3 0 5 1 
2 0 5 0 1 0 5 0 3 0 3 0 

1000 34 1 _;g __ l __£§. 4 _ll __ 2 29 4 38 2 
Total 744 1056 609 1191 657 1143 740 1060 713 1087 678 1122 
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Table XIII 

Reaction time frequency distributions for the 2 stimulus set condition 

were obtained for correct (C) and error (E) responses for each stimulus. 

The distributions were grouped in 25 ms intervals from 0 to 1000 ms. 

All response times over 1000 ms were included in the 975-1000 ms interval. 
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Table XIII (Cont'd) 

Accuracy 
Stimulus 

1 2 3 4 5 6 
c E c E c E c E c E c E 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 

100 0 0 0 0 0 0 1 0 0 0 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 
2 0 0 1 0 0 2 1 1 0 0 0 
2 2 0 1 2 0 2 0 0 0 0 1 

200 1 2 0 3 2 2 3 2 1 2 1 1 
3 3 4 0 7 7 7 5 2 2 .4 1 
4 3 5 5 8 9 8 7 2 2 3 2 
4 2 5 3 16 14 16 5 9 7 6 2 

300 3 2 10 6 14 11 22 11 12 6 17 2 
14 5 32 3 57 11 57 8 36 4 32 3 
49 1 42 3 84 12 111 9 65 3 79 2 
72 2 88 4 88 2 97 5 95 3 106 1 

400 96 1 97 4 73 2 98 0 i19 1 124 1 
92 0 95 3 55 4 79 1 108 0 95 1 
95 0 73 0 59 0 52 0 86 0 73 1 
81 0 60 0 49 1 48 0 61 0 61 0 

500 53 0 58 0 46 0 43 0 63 0 43 0 
43 0 45 0 43 1 39 0 43 2 46 0 
40 0 63 1 48 1 38 1 28 0 42 0 
43 0 39 0 27 0 20 1 22 0 22 0 

600 28 0 32 0 26 0 23 0 19 0 15 0 
27 0 26 0 21 0 13 0 15 0 22 0 
21 0 16 0 9 0 9 0 11 0 18 0 
13 0 17 0 11 0 9 0 11 0 9 0 

700 13 0 4 0 7 0 13 0 11 0 8 . 0 
8 0 6 0 6 0 6 0 3 0 5 0 
8 0 3 0 6 2 6 0 5 0 3 0 
1 0 4 0 3 0 2 0 3 0 5 0 

800 8 0 5 0 5 0 4 0 4 0 5 0 
5 0 8 0 3 0 0 0 10 0 2 0 
2 0 6 0 5 0 2 0 4 0 4 0 

11 0 3 0 5 0 1 0 1 0 1 0 
900 7 0 3 0 1 0 2 0 0 0 1 0 

4 0 2 1 3 0 0 0 0 0 4 0 
3 0 2 0 2 0 1 0 2 0 .2 0 
4 0 1 0 3 0 1 0 2 0 3 0 

1000 _ll 0 8 0 27 0 9 _Q 9 0 21 _Q 
Total 877 23 862 38 821 79 844 56 864 36 882 18 



(213) 

Table XIII (Cont'd) 

440 Ms 
Stimulus 

1 2 3 4 s 6 
c E c E c E c E c E c E 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 0 0 0 

100 4 1 0 2 1 1 1 0 2 0 4 2 
2 4 1 s 0 s 4 0 2 2 s 4 
2 9 3 4 2 s 8 2 s 3 7 3 

11 14 2 8 8 18 12 6 8 3 11 10 
200 16 10 6 12 9 19 18 13 11 7 16 9 

19 18 10 19 18 21 25 22 17 10 "18 20 
23 24 16 17 22 26 26 26 24 15 21 15 
18 23 18 20 28 35 46 20 39 17 39 20 

300 29 28 40 29 49 34 72 14 57 13 44 17 
33 19 44 22 77 41 99 15 87 11 57 4 
53 9 60 12 101 15 127 13 111 10 95 10 

100 5 73 2 93 2 107 7 119 9 128 3 
400 89 0 136 3 78 7 54 0 83 4 93 0 

82 1 85 3 30 2 42 2 77 1 56 0 
48 2 44 0 24 0 9 1 35 0 27 0 
30 2 38 0 18 1 24 0 21 0 23 1 

500 23 1 30 2 19 0 11 0 21 1 12 0 
18 0 19 1 12 1 12 0 13 0 14 1 
11 2 21 0 8 0 5 0 9 0 14 1 

8 0 15 0 9 0 4 0 7 1 13 0 
600 11 0 15 1 8 0 7 0 5 0 9 0 

12 1 8 0 6 0 10 0 9 1 12 0 
9 0 3 0 6 1 8 0 4 0 10 0 
9 0 6 0 7 0 8 0 3 0 8 0 

700 5 0 4 0 9 0 1 0 4 0 9 0 
8 0 5 0 4 0 3 0 7 0 7 0 
6 1 4 0 5 0 2 0 3 0 3 0 
3 0 4 1 3 ·o 0 0 0 0 2 0 

800 3 0 6 0 2 0 1 0 1 0 4 1 
6 0 3 0 3 0 1 0 2 0 5 0 
2 0 3 0 0 0 2 0 2 0 4 0 
2 0 0 0 0 0 1 0 2 0 1 0 

900 2 1 3 0 1 0 1 0 0 0 1 0 
1 0 1 0 2 0 2 0 0 0 0 0 
2 0 2 0 1 0 0 0 0 0 0 0 
3 0 0 0 0 0 2 0 1 0 0 0 

1000 22 0 8 _Q_ _3 0 4 _Q_ 1 0 7 _Q_ 
Total 725 175 737 163 666 234 759 141 792 108 779 121 



(214) 

Table XIII (Cont'd) 

300 Ms 
Stimulus 

1 2 3 4 5 6 
c E c E c E c E c E c E 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 3 2 8 0 1 1 4 6 3 2 2 

100 12 20 15 16 6 8 12 7 16 11 16 11 
26 42 23 33 18 30 22 12 30 27 31 27 
31 46 34 . 32 24 36 30 29 36 37 45 35 
46 40 38 45 34 52 40 36 39 31 43 40 

200 43 49 50 39 43 55 58 53 51 45 45 . 44 
. 40 38 44 39 53 51 53 44 43 42 50 42 

41 42 36 37 47 43 41 38 38 37 45 33 
31 30 31 28 39 28 43 31 36 30 33 35 

300 30 25 30 13 24 36 45 23 28 16 31 15 
25 8 26 14 37 12 35 16 34 17 27 8 
17 9 24 5 32 14 37 11 26 6 29 4 
17 4 31 7 26 6 27 3 .29 2 30 3 

400 21 0 18 3 17 5 13 2 40 1 18 2 
14 1 21 0 14 2 19 1 30 1 17 3 
13 0 19 0 14 2 21 0 16 2 11 1 
17 1 19 1 6 0 7 0 13 1 16 0 

500 14 .1 23 1 4 0 11 0 15 1 12 1 
9 1 14 3 13 1 9 0 17 0 18 1 

17 1 15 0 11 1 11 0 8 2 8 1 
10 1 10 1 7 0 6 0 6 1 4 0 

600 4 0 7 0 4 0 3 0 3 0 10 0 
8 0 4 0 9 0 4 0 6 0 3 0 
5: 1 8 0 5 0 6 0 0 0 5 0 
5 2 4 0 6 0 3 0 3 0 3 1 

700 3 0 3 1 5 0 5 0 4 0 6 0 
3 0 2 0 2 0 1 0 2 0 4 0 
1 0 2 0 2 0 2 0 2 0 3 0 
1 1 2 0 1 0 1 0 0 0 5 0 

800 3 0 2 0 0 0 0 0 2 0 4 0 
0 0 3 0 0 0 3 0 1 0 1 0 
2 0 0 0 2 0 1 0 0 0 1 0 
1 0 0 0 2 0 0 0 2 0 3 0 

900 7 0 0 1 0 0 2 0 1 0 0 1 
3 0 0 0 0 0 1 1 1 0 2 0 
3 0 1 0 1 0 0 1 0 0 0 0 
1 0 2 0 1 0 0 0 1 0 1 0 

1000 ..1Q __Q_ 10 0 8 0 9 _Q_ 2 _Q_ 8 0 
Total 534 366 573 327 517 383 582 318 587 313 590 310 




