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GENERAL INTRODUCTION

Modern neurophysiology regards the electrical activity of the brain as a most important indicator of cerebral functioning. Even the technique of recording the brain's electrical activity through the intact skull and scalp, as in the electroencephalogram or eeg, has proven to be a valuable clinical and experimental tool. Yet the phenomenon which led to the discovery of the human eeg, the alpha rhythm, remains an elusive, eclectic's panacea. Hans Berger (1929), the discoverer of the human eeg, believed that the alpha rhythm was the physiological substratum of the "waxing and waning of attention," a concept borrowed from James (1890). This hypothesis and others, concerning the relationship of the alpha rhythm to attentional processes, have been reviewed in a number of papers (Ellingson, 1956; Harter, 1967; Lindsley, 1952; McReynolds, 1953; Obrist, 1965; Walter, 1950, 1953; and White, 1963).

Although the basic concept appears relatively simple and straightforward, proof that the alpha rhythm is related to attentiveness has been beset with technical and theoretical difficulties. The technical difficulties are at least twofold. On the one hand, characteristics of the alpha rhythm such as frequency, have usually been determined by descriptive, non-quantitative techniques of questionable reliability and validity. On the other hand, the methodologies used for measuring rapid changes in attention are often not the best which present technology offers. The latter difficulty arises, in
part, from theoretical ambiguity concerning exactly what type of process is to be measured. Is attention continuous or discrete? Does attention involve a scanning device or a gating mechanism? In short, the ambiguity concerns exactly what is meant by "attention," or what aspect of "attention" is to be measured. A clear position must be taken before precise behavioral or neurophysiological measurement can be made.

Another characteristic of research on the relationship of the alpha rhythm and "attention" is a tendency to compare averaged, group data, and to use correlational rather than experimental designs. Intrasubject designs, in which one of the relevant variables (alpha frequency) is manipulated, and concomitant variations are measured in the other variable (some well defined aspect of attention), would be a very strong test of the basic hypothesis. Such a study would require:

1). a precise theoretical statement concerning the aspects of attention to be measured;

2). a precise and reliable technique for measuring these aspects of attention;

3). a reliable and accurate method of measuring intrasubject differences in alpha frequency;

and 4). a reliable technique for manipulating the alpha frequency.

The first two requirements appear to be satisfied in the work of Kristofferson (1965, 1966, 1967). The requirements concerning the measurement and manipulation of the alpha frequency are the objectives of the present study.
THEORETICAL INTRODUCTION

Historical Background.

The historical background of the present research contains two, somewhat independent issues. There is the notion of "attention" as a discrete, central process, as discussed by psychologists from James (1890) to the present. These is also the notion of a "cortical excitability cycle," associated with the alpha rhythm, as described by Bishop (1933), and other neurophysiologists (Bartley, 1940; Bartley and Bishop, 1939). Both terms, "attention" and "cortical excitability cycle," have each been used in different ways by different investigators. Furthermore, another set of investigators has dealt with phenomena which may be relevant to the meaning of these terms, as they are to be developed here. Yet these investigators have not used the terms "attention" or "cortical excitability cycle" (e.g., Boynton, 1961; Stroud, 1949). Even more confusion has been introduced into the issue by a number of studies concerned with the relationship between the alpha rhythm and some aspects of attention which have not been related to the aspect of periodicity as described here (e.g., Williams, et al., 1962).

Several reviews (Bertelson, 1966; Ellingson, 1956; Harter, 1967; Lindsley, 1952; McReynolds, 1953; Obrist, 1965; Walter, 1950, 1953; White, 1963) have discussed one or more of these issues, and no attempt will be made to produce a comprehensive review of them here.
Rather, it is the purpose of this introduction to clearly describe and compare: 1) some behavioral aspects of attention which follow from the view that attention is periodic and discrete; and 2) a particular type of cortical excitability cycle, which is thought to be related to the periodic nature of attention.

A Discrete Model of Attention.

The notion that attention is basically a discrete, rather than a continuous process, is an old one. James (1890), Wundt (1893), and Freud (1911), for example, each suggested that discrete, psychological intervals were the basic units of attention. Arguments supporting this view are both theoretical and empirical, as well as behavioral and physiological. These arguments have recently been reviewed by Bertelson (1966) and Harter (1967).

To describe attention as discrete hardly begins to eliminate theoretical ambiguity. Several theories which incorporate this notion are different from each other in other important ways. Ellingson's (1956) review gives examples of a). different kinds of scanning models (Pitts and McCulloch, 1947; Stroud, 1949; Walter, 1950, 1953; and Wiener, 1948) which are based on an analogy with the television scanning principle; b). a "neuronic shutter" model (Meister, 1951), based on the shutter principle of a movie camera; and c). a sensory timing model (Bartley and Bishop, 1939). More recently, Harter (1967) has described two types of hypotheses which have been used to explain the discrete nature of temporal perception. One type
of hypothesis assumes a "gating or timing device," the other
assumes a "cortical scanning mechanism." Harter (1967)
describes several different models of central intermittency
for each of these hypotheses. The notion of attention to be
discussed here has properties contained in several of these
theories.

Kristofferson (1965, 1966, 1967) has developed a theory
of the microstructure of attention which focuses on the temporal
aspects of human information processing. Attention is regarded
as a centrally controlled, single channel process. The single
attention channel has the function of gating sensory channels
at a maximum rate of one channel per quantum, or discrete unit
of duration. The quantum is a characteristic of the attention
channel, not the sensory channels. It is considered to be of
constant duration, at least under environmental condition which
vary within the normal range.

The manner in which the sensory channels are scanned has
several important features. It is part of the discrete nature
of attention that once it is locked onto a particular sensory
channel, it must remain on that channel for the entire duration
of a quantum. It may remain on the same channel for an integral
number of quanta. However, if the central attention channel
receives a message from another sensory channel, and a decision
is made to switch to that channel, the switch can occur only at
the end of a quantum. This viewpoint specifically assumes that
the attention channel may be influenced by a sensory channel
other than the one it is gating at the moment.

Kristofferson's model of attention includes discrete intervals which serve to order events in time. The model contains a central processor which operates on a constant periodicity, and which may be influenced by elements (sensory channels) other than the one to which it is locked at any specific time. It also contains a delay when switching from one element to another, if the signal to switch is initiated at any point during a period of the central processor.

The evidence being accumulated (Schmidt and Kristofferson, 1963; Kristofferson, 1965, 1966, 1967) not only gives strong qualitative support to the theory, but also provides a precise measure of the duration of the quantum for an individual subject. The fact that three qualitatively different methods of measuring the duration of the quantum have been developed, lends even further support to the theory.

One method involves the distribution of reaction times (Kristofferson, 1965, 1966). A three-stage quantal model is presented to explain the characteristic, three equal segments of a reaction time distribution. The quantity Q is a measure of the periodicity of the central processor. A second method attempts to measure the time required to switch from one sensory channel to another, by measuring the effect upon discrimination reaction time of uncertainty regarding the channel over which the next signal will arrive. This method yields the coefficient K (Kristofferson, 1965, 1966).
The most precise technique developed to date involves the discrimination of successive stimuli from simultaneous stimuli (Kristofferson, 1965; Schmidt and Kristofferson, 1963). The precision is such that the duration of an individual's quantum may be measured a second time to within a 5 millisecond accuracy of the first measurement. The procedure leads to a value of the quantum called $M$, which is correlated with $K$ and $Q$ across individuals and is equal to them in magnitude.

The experimental procedures used to obtain values of $M$ take into account the time required for a signal to reach the postulated cortical display areas. In fact, the model which is used contains the difference in afferent latency, or conduction time, between the visual and auditory channels as a parameter. This issue of afferent latency has frequently been ignored by investigators, and consequently has detracted from their measurement of a purely central periodicity.

Aside from the quantitative estimates of the relevant parameters, the technique for measuring $M$ has other methodological advantages. The parameters are estimated for individual subjects, not groups of subjects. Each subject is highly practiced, and only the stabilized data enter into the final computation of $M$. Furthermore, the stimuli are fully specified for the subject. The latter two points are important if optimal performance is required from the subject. The kinds of tasks needed to measure the periodicity of the central processor are unusual in the demands they make upon the subject.
This seemingly obvious point has also been ignored by many investigators.

More recently, Kristofferson (1966, 1967) has shown a very close relationship between $M$ and the alpha half-cycle, for 21 subjects. The alpha half-cycle is the interval between zero-crossings of the subject's alpha rhythm.

Kristofferson's model of attention has a precise theoretical framework and accurate and reliable techniques for measuring certain temporal aspects of a mechanism which may control attention. Furthermore, the model appears compatible with the notion of a cortical excitability cycle to be outlined in the next section.

Two comments should be made concerning the general approach. The first concerns the level of analysis. The model is concerned with what has been called the "microstructure" of attention (Kristofferson, 1965). The discrete psychological interval, or quantum, is considered to be the basic temporal dimension of central activity involved in processing sensory information. The second comment is implied in the first. The unit of analysis is a temporal unit. The basic properties of the quantum are temporal, and the functions of the quantum are manifested in the time flow of certain events.
The Cortical Excitability Cycle.

The notion of a cortical excitability cycle was first used by Bishop (1933) to describe spontaneous fluctuations in cortical sensitivity, associated with the alpha rhythm, to sensory stimuli. The term has since been used by a variety of investigators (Chang, 1950, 1951; Ciganek, 1964; Gastaut, 1953; and Schwartz and Shagass, 1964) to describe certain characteristics of evoked cortical responses which are not directly related to Bishop's original usage.

The notion of a cortical excitability cycle to be discussed here has properties to be found in Bishop's use of the term, and in similar usages. Bishop described the term as follows.

"There is a spontaneously rhythmic variation in excitability...the time in this cycle at which the stimulus falls determines whether or not a response shall take place in the cortex...if the first of the two stimuli falls in a refractory part of the cycle, it does not alter the cycle in phase, and a second stimulus, falling necessarily later in this cycle must be effective if the first is ineffective, because by this time these particular elements will have become excitable again." (Bishop, 1933, p. 216).

Bishop (1933) based this notion on the following observations. If a rabbit's optic nerve is electrically stimulated with repetitive submaximal stimuli, the magnitude of the cortical responses is variable unless the stimuli are timed at a certain critical frequency. The critical frequency which produced maximal cortical responses of constant amplitude
was equal to the spontaneous frequency of the rabbit's cortex. Bishop (1933) and Bartley (1940) present evidence that the amplitude of the cortical response can be made to vary, or be inhibited, by altering the relationship between the frequency of the repetitive stimulation and the frequency of the spontaneous cortical activity.

Ellingson (1956) calls the cortical excitability cycle a "sensory timing mechanism" and describes its properties in the following manner:

"The proposed mechanism is relatively simple. The probability that incoming impulses will cause a neuron to fire will vary with the phase of the excitability (alpha) cycle. Impulses arriving at synapses when the trans-synaptic neuron is in the phase of increased excitability will be more likely to fire the trans-synaptic neuron... And when the excitability cycles of a group of neurons are synchronized, then the flow of impulses through that group will be timed by the frequency and phase of the cycle." (p. 9).

These notions of a cortical excitability cycle signify that the alpha rhythm describes the state of cortical receptivity. Cortical sensitivity to sensory stimuli is seen as changing spontaneously, and in a periodic manner. Implied in the descriptions of these notions is a variety of functions which have been attributed to the alpha rhythm by other investigators.

Walsh (1952) made the suggestion that the alpha rhythm may be at least partly responsible for the fluctuations in detection thresholds. If a stimulus, whose intensity is just adequate to initiate a cortical response when the excitability cycle is in its most sensitive phase, is introduced
into an insensitive phase of the cycle, no response should occur, although the stimulus intensity has remained constant.

If a supraliminal stimulus is introduced into an insensitive or "off" phase of the excitability cycle, and its sensory signal persists until the sensitive or "on" phase recurs, there will be a delay in the cortical response to the stimulus. This line of reasoning has led several investigators to use reaction time measures as an indicator of cortical sensitivity (Birren, 1965; Callaway, 1961; Obrist, 1965; Surwillo, 1961; and Walsh, 1952). If the on-off cycle is very rapid, the mean reaction times should be lower than if the on-off cycle is very slow. It is argued that in the latter case, the delays which are introduced when the sensory signal interacts with the "off" phase will be longer than when the cycle is rapid.

This on-off periodicity attributed to the sensory cortex is similar to the gating or switching mechanism found in digital computing devices. With such an internal periodicity, the input-output and internal processing activities of the computer may be simplified. Walter (1950, 1953) has argued that the brain must have an internal periodicity in order to organize its activity. It is argued that such an internally generated time base is necessary to provide information concerning the sequential aspects of sensory and central messages. In short, Walter has proposed that the brain has the properties of a discrete state machine (Turing, 1956). The same viewpoint has been advanced from a purely neurophysiological
consideration of the properties of cortical neurons (Robertson, 1966).

There are two important properties in such a notion of brain function which should be distinguished - the notions of discreteness and periodicity. The brain may function with the aid of a discrete time base, but it is not necessary to make this assumption. Analogue devices exist which can deal with continuous or discrete signals. The primary property attributed to the excitability cycle is its periodicity. Furthermore, the periodicity is designated to be equivalent to the alpha frequency. The description of the periodicity as containing an on-off sequence is unnecessary. At best, these terms describe a functional relationship between the phase of excitability and some measure of that excitability. At worst, these terms are confused with the term periodicity.

As it will be used here, the notion of a cortical excitability cycle has the following properties. The fluctuations in excitability are considered to be spontaneous and central in origin. The excitability cycle describes the periodicity of cortical receptivity to sensory stimuli. Its primary psychological function is to order events in time, and it is associated with the alpha rhythm.

It is necessary to explicate the points of similarities and differences between the notions of a cortical excitability cycle and Kristofferson's model of attention. First, the similarities: The most important properties both notions have in common is a periodicity which sets limits on the time
flow of events in the central nervous system. Neither the quantum nor the cortical excitability cycle is regarded as controlling attention in the sense of deciding which sensory channel is to be gated. An attention mechanism, unspecified in both notions, exerts this type of control. The quantum and the excitability cycle control some aspects of the temporal organization of this attention mechanism, restricting when the attention mechanism may switch channels, and how long it must remain on that channel after switching.

The differences between the two notions arise from the fact that the cortical excitability cycle does not account for all of the functions performed by the quantum model. Kristofferson's model asserts that the attention channel has access to several sensory channels. Although the alpha rhythm is recordable over large areas of the cortex (parietal and temporal, as well as occipital lobes) (Perez-Borja, et. al., 1962; and Walter, 1960), it is impossible to attribute this property to it. Not enough is known about the mechanisms which generate the alpha rhythm. Similarly, it is not possible to attribute the single channel property which is assigned to the attention channel in the quantum model, to the cortical excitability cycle. In view of these restrictions, it is also impossible to know whether the excitability cycle can be influenced by sensory channels other than the one it is gating at any particular moment. A final important difference between the two notions is that the quantum is described as a discrete interval. This issue is left open in the notion of a cortical excitability
cycle, at least for the present.

It might be pointed out that the notion of an excitability cycle, cast in one form or another, is a notion widely held by physiologists and psychologists alike. The need for such a concept is hardly disputed. Attributing the role of an excitability cycle to the alpha rhythm, however, is somewhat more controversial. The evidence, pro and con, is presented below.

It should be noted that no causal role is attributed to the alpha rhythm in this notion of a cortical excitability cycle. The alpha rhythm is thought to be associated with certain temporal aspects of information processing. These rhythms are considered to be a manifestation of more basic neurophysiological mechanisms. The exact mechanisms responsible for the generation of alpha rhythms are not well understood. The alpha rhythm may serve as a tool to understand these mechanisms, but it should not be confused with the mechanisms themselves.

It should also be noted that the physiological evidence for a cortical excitability cycle is not conclusive. The notion has been developed here as a precise working hypothesis concerning the relationship between the alpha rhythm and certain temporal aspects of human information processing. The evidence that has been accumulated is largely behavioral and correlational.
The Alpha Rhythm and Attention

This section will not review all those studies which have investigated a relationship between the alpha rhythm and some aspect of attention. Only those studies which have been concerned with the aspects of attention and a cortical excitability cycle as previously described, will be discussed.

In a relaxed, waking state, the human eeg often shows a predominance of 8-12 Hz waves of approximately 50 μV, called the alpha rhythm. For the full range of frequency and amplitude variations in the normal adult, see Walter (1959), and Cobb (1963).

Four sets of relationships have been investigated in this type of research. The phase of the alpha cycle has been correlated with 1) visual detection thresholds and 2) reaction times. The alpha frequency has been correlated with 3) reaction times, and 4) central switching times. All of the studies to be cited used a visual method of determining the eeg frequency.

Walsh (1952) attempted to measure both reaction time and visual threshold as a function of alpha phase. He reports a lack of correlation between alpha phase and visual thresholds, and a positive correlation between alpha phase and reaction times. However, the results of both experiments are questionable, in that no account was taken of the time required for the signal from the receptor organ to reach the relevant cortical projection area. Walsh merely estimated the phase of the alpha rhythm "at the moment of stimulation." Such a technique has
dubious reliability, considering the variability in latency of visual evoked responses across and even within individual subjects (Kooi and Bagchi, 1964; and Werre and Smith, 1964).

Lansing (1957) attempted to account for the effects of afferent latency by taking Monnier's (1952) estimate of 35 ms. However, individual differences in both alpha frequency and the latency of visual evoked responses (Kooi and Bagchi, 1964; and Werre and Smith, 1964) make this procedure questionable for accurately determining the phase of the alpha cycle which is stimulated. Lansing reported that there are points on the alpha cycle which are associated with reliably long or short reaction times.

Another series of experiments was performed by Callaway (1960, 1961, 1962, and 1965). Callaway also neglected the issue of afferent latency. He did use a particular phase of the alpha cycle, plus some variable delay, to electronically trigger a stimulus into a particular phase of the next alpha cycle (assuming the variability of individual alpha cycles and afferent latency to be small enough to be ignored). Such a procedure may allow for consistent results, but it does not permit a description of the "true excitability period," defining the exact phase of the alpha cycle associated with the longest or shortest duration times. In Callaway's experiments, the maximum absolute difference in reaction time obtained from different phases of the alpha rhythm was only 6 msec.

The most recently reported study is that of Dustman and Beck (1965). This study is the first and only one to measure
afferent latency directly. The authors did so by measuring the visual evoked response (VER) elicited by the same light source that signaled reaction time. They found that the latencies of certain waves of the VER were positively correlated with reaction time. They chose the earliest wave which showed a highly positive correlation as an estimate of afferent latency. They then chose six points on the alpha cycle and attempted to deliver stimuli to each of these points. After correcting their data for afferent latency, the correlation of reaction time with points on the alpha cycle indicated a point of maximal excitability near the positive peak of the cycle. The point approaching the peak on the positive slope gave the shortest reaction time. The point equidistant from the peak, but on the negative slope, gave a slower reaction time. This suggests that cortical excitability is influenced by the direction of potential change.

Although the study of Dustman and Beck (1965) seems to be the best to date using this design, there are two important criticisms to be made. The authors give no indication that their subjects reached an asymptote in reaction time. Secondly, grouped data were used to determine the points on the alpha cycle of maximal and minimal excitability, and the absolute time difference between these points. If the data for individual subjects are considered separately, the results are more consonant with other experimental findings. For example, Dustman and Beck (1965) report the absolute difference
between points on the alpha cycle of maximal and minimal excitability to be about 34 ms. As calculated from their data by the present author, however, the differences for individual subjects vary from 17-63 msec, and have a mean value of approximately 50 msec, which is identical to the value of $M$ obtained by Kristofferson (1965, 1966).

The above studies seem to indicate that reliable differences in reaction time may be obtained from different phases of the alpha cycle. Other issues, such as the exact location of the points of maximal and minimal excitability, and the magnitude of the interval between these points, have not received sufficient experimental clarification.

Those investigators who have correlated reaction times with alpha frequency, have usually done so by using groups of subjects who have different alpha frequencies. The dominant EEG frequency is known to vary with age (Gibbs and Knott, 1949; Knott and Gibbs, 1936; Lindsley, 1936; Obrist, 1954, 1963, 1965; and Pond, 1963). In general, young children and aged adults have lower dominant frequencies than individuals in the middle age bracket (approx. 15-60 years). Similarly, simple reaction time varies in the same non-monotonic fashion with age changes. It is higher in young children (Bellis, 1932-33; Goodenough, 1935), and aged adults (Obrist, 1963, 1965; Surwillo, 1961, 1963, 1964).

Obrist (1963) has shown that in aged adults, little or no correlation between dominant frequencies and reaction time is obtained if the measures are recorded at different times.
Simultaneous recordings, however, do indicate a positive correlation. Similarly, Surwillo (1961, 1963) has shown that "age" changes in reaction time are best accounted for in terms of changes in the dominant frequencies, rather than age alone. Some healthy elderly subjects do not show a shift to lower frequencies until very late in life.

Experimental studies which have attempted to alter the dominant EEG frequency, have also shown a strict relationship between the EEG frequency and reaction time. Williams, et al. (1962) induced a slowing of the EEG frequency by depriving their subjects of sleep for 64 hours. Cortical waves as slow as 4 - 6 Hz may be induced in this way. These authors reported that reaction time could be predicted (correlation significant at the .01 level) by the EEG frequency just prior to the presentation of a signal. The slower the EEG frequency, the greater the reaction time.

Other authors (Birren, 1965; Griesel, 1966; and Rahn, et al., 1946) have used the technique of hyperventilation to induce a slowing of the EEG frequency. These authors report that an increase in reaction time is associated with a slowing of the dominant EEG frequency. Okuma, et al., (1966), who conducted a psychophysiological study on the depth of sleep, also report an association between slowing of the EEG and increased reaction time. Similar evidence is available from studies of sensory deprivation. Zubeck (1963, 1964) has shown that the EEG indicates a shift to lower frequencies after
prolonged periods of sensory deprivation. Others (Vernon, et. al., 1961) have shown a general decrement in psychomotor functions after sensory deprivation.

Morrell (1966) used a prolonged vigilance task in her study of eeg frequency and reaction time. Three categories of spontaneous activity were used: alpha (8 - 12 Hz activity), mixed (low voltage activity of random frequencies), and slow (delta and theta activity). Reaction times were fastest when alpha activity was present, and slowest during "slow" activity. There was also a high percentage (29%) of response failures during this "slow" activity.

It should be noted that the experimental studies of Birren (1965), Griesel (1966), Morrell (1966), Okuma, et. al., (1966), Rahn, et. al., (1946), and Williams, et. al., (1962), all produced slow wave frequencies outside of the alpha bandwidth. Theta (4 - 8 Hz) and delta (0.5 - 4 Hz) activity was obtained by their experimental procedures. Such slow wave activity is attributed to subcortical structures not thought to be responsible for the generation of the alpha rhythm (Lindsley, 1960; and Oswald, 1962).

The "Bartley" or "brightness enhancement" effect also suggested the importance of the alpha rhythm to some investigators (Bartley, 1939; Boynton, 1961; and Walter, 1950). If the perceived brightness of a flashing light is measured as a function of flash frequency, it is reported that subjective brightness is greatest when the light flashes at the rate of the alpha rhythm, and the light's "on" period coincides with the positive alpha peaks. Synesthesia is also
reported by some subjects, and epileptic discharges may be induced by such "driving" if the subject is prone to this type of seizure. Although findings of this sort are open to many interpretations, they do demonstrate the significance of the alpha rhythm for basic and intermodal cerebral functions.

The only studies in which a measure of the alpha frequency has been correlated with central switching time have been performed by Kristofferson (1965,1966,1967). Kristofferson uses a measure of the alpha half-cycle because the values obtained for the central switching time, M, are closer to the values obtained from this measure than to the usual frequency measure. Although a visual technique has been used to determine the alpha half-cycle, a recent comparison (cf. Result section, Experiment 1) of this method with a power spectral estimate of the alpha frequency (converted into half-cycle values) shows the two methods to be highly reliable. Kristofferson is also the only investigator to provide quantitative data for individual subjects. For the 21 subjects used to date, there is a very close relationship between the alpha half-cycle and M. The rank-order coefficient is 0.74.

Critics of such attempts to relate the alpha rhythm to attention often use indirect arguments and point to inconsistencies in the results of various experiments. Detailed criticisms of methodology or theory are the exception. The general criticisms go somewhat as follows. During sleep deprivation or sensory deprivation, the human eeg may indicate patterns ordinarily found in natural sleep although
the subjects remain awake. Patients with brain stem lesions may remain unconscious, but are capable of showing an alpha pattern. Patients in a profound coma have an exceptionally flat eeg, which is capable of showing an arousal pattern of low frequency waves without any evident change in their level of consciousness. Drugs (Bradley and Elkes, 1957) may also produce slow wave activity normally found in the sleeping cat, although the animal is still awake. Selected lesions (Feldman and Waller, 1962) also show a dissociation of electrocortical activity and behavioral arousal.

Such criticisms are not very forceful arguments against designating the alpha rhythm as an excitability cycle. They do, however, point to the dissociation of scalp electrocortical arousal and behavioral arousal, and the danger of associating all eeg patterns with levels of consciousness in any strict, infallible manner. Furthermore, the conditions cited which show this dissociation are abnormal. The few studies directly concerned with the frequency of the eeg and any precise measure of change in attention (Kristofferson, 1967; Morrell, 1966; Obrist, 1965; Surwillo, 1963) show that the relationship between alpha frequency and attention is a direct one.

Another type of criticism points out that some individuals do not show any slow waves in the alpha band, yet are obviously capable of attentive acts; and function normally. It is true that researchers in this area have tended to select subjects with a dominant alpha rhythm. This is largely for the sake of expediency. In answer to this
it might first be noted that nothing is known about the actual attentive abilities of individuals who show no alpha rhythm. The kinds of attentive acts that the excitability cycle is capable of influencing to any noticeable degree, are very demanding ones, not ordinarily encountered.

More to the point is the argument that a distinction must be made between alpha rhythm and alpha activity, as Bartley (1940) and Walter (1950) have suggested. The alpha rhythm is what ordinarily appears in the EEG record. Alpha activity is "the activity which, if not masked by other activity of opposite sign, would appear in the record as the familiar undulations" (Bartley, 1940, p. 635). Such a suggestion is not the tour de force it might first appear to be. The EEG recorded at the surface of the intact skull is not an exact replica of activity at the cortical surface (DeLucchi, et al., 1962; Perez-Borja, et al., 1962). Furthermore, more sophisticated methods of measuring EEG frequencies, such as the frequency spectrum analysis of Grass and Gibbs (1938), suggest that certain frequencies may be masked in the paper writeout by an increase in energy at other frequencies (Gibbs, et al., 1940).

A third type of criticism cites the well known "alpha blocking" reaction as an indication that the alpha rhythm is not present when the person is most attentive. When a stimulus is presented to a subject, or he is instructed to perform some mental task, it is generally held that the alpha rhythm is "blocked" by low voltage fast waves (beta waves).
Attention seems to require beta waves to operate efficiently, the argument goes. Actually, this blocking reaction is not the universal response indicated by many authors. The effects of a stimulus or mental activity upon the scalp eeg is simply not that clear cut. Several authors have reported an increase in the amount of alpha rhythm present after a stimulus is presented or mental activity has begun (Darrow, 1947; Kreitman and Shaw, 1965; Morrell, 1966; and Williams, 1940). These authors indicate a facilitation of the alpha rhythm in expectation of a signal, when trains of stimuli are used, or when a "Ready" signal is given. Similar findings have been reported in cats by Yoshi, et al. (1957), who showed a dominant eeg frequency in the occipital cortex and reticular formation identical to the frequency of the stimulating light source, during the inter-trial interval.

There are several studies concerned with the relative effects of alpha present or absent, and spontaneous or evoked blocking, on reaction time (Dustman and Beck, 1966; Fedio, et al., 1961; Lansing, et al., 1959; Morrell, 1966; and Stamm, 1952). Their results are not in agreement with each other and no conclusion can be drawn from them concerning whether reaction time is faster under blocking conditions or the presence of alpha waves. It should also be noted that alpha blocking, when it does occur, becomes habituated (Wells, 1963) after repeated stimulus presentation. Reaction time, on the other hand, decreases with practice. The complexity of
this problem is further emphasized by the finding (Bechtereva and Zontov, 1962) that the effect of a stimulus in producing synchronized or desynchronized activity depends upon which phase of the alpha cycle is stimulated. Several of the studies cited in connection with this issue report some facilitation of the alpha rhythm upon stimulation. The tendency has been to neglect such findings. Those investigators more directly concerned with the facilitating effects of a stimulus upon the alpha rhythm also report a wide range of individual differences. The Bechtereva and Zontov (1962) data may be a way of explaining these discrepancies.

Another way of answering the criticism that beta, and not alpha waves, are most important to attentive acts, is to cite the distinction between alpha rhythm and alpha activity already mentioned. If blocking does result from stimulus presentations, and if it elicits shorter reaction times, spectrum analysis of the EEG record may indicate that an alpha rhythm component is still present and is slightly accelerated under the blocking conditions.

The attempts to correlate alpha frequency and changes in attention seem to be fairly reliable and capable of sustaining the criticisms against them.
Electrogenesis of Spontaneous Cortical Rhythms

The reason for the present interest in the electrogenesis of spontaneous cortical rhythms is to determine whether what is known about the basic functions of such rhythms is compatible with the notion of an excitability cycle. Bremer (1958) and Pupura (1959) have presented reviews on the theories of the origin of cortical rhythms.

At least two general issues can be distinguished concerning the origin of cortical rhythms. One issue involves the mechanism responsible for the synchronous activity itself, and the other involves the nature of the "frequency generators" which regulate the characteristic periodicities of the synchronous activity.

A great number of cellular units are involved in producing the rhythmic waves which are recordable from the surface of the cortex or scalp. Two types of explanation have been proposed to account for this synchrony. Both types involve the notion that one cell can influence other cells, and that it does so in such a way that the excitability cycle of the other cells become synchronized with its bursts and refractory periods. The two types of explanation differ in that one uses the concept of field effects, or ephaptic transmission, whereas the other explanation involves synaptic transmission between systems of interconnected neurons.

Indirect evidence that field effects are important in synchronous activity is available from the work of Gerard and
Libet (1940). They showed that the spread of large electrical potentials induced by application of caffeine was not blocked by a cut through the brain. Spreading depression, however, can be blocked by placing insulating mica strips in such cuts (Sloan and Jasper, 1950). Somewhat more direct evidence is available from the microelectrode studies of Mountcastle, et al., (1957). These investigators demonstrated that the diameter of the current which develops about an active cortical cell is at least 100μ and probably greater. Using the quantitative data of Sholl (1953, 1955), these authors estimate that a field of 100μ diameters would transect a few hundred perikarya of neighboring cells.

The second type of mechanism offered to explain the synchronous nature of brain waves involves synaptic transmission between the many interconnections of cells in the CNS. Burns (1950, 1951) has used the technique of isolating cortical slabs to provide a demonstration of this mechanism. Stimulating such a slab with a weak, brief, stimulus, similar to natural physiological stimuli, produces a burst response with a number of properties which suggests that synaptic, rather than ephaptic, transmission is involved. The firing of a small number of cells leads to the firing of many more cells, in several directions. These other cells, not under sensory control, are thought to act together by depressing the activity of neurons whose fluctuations of excitability are out of phase, and facilitating the activity of those units that are in phase.

Another possible explanation which has been offered,
is that the synchronization is caused by metabolic processes (cf. the review by Dawson, et. al., 1963). Cortical electrical activity is highly dependent upon an adequate blood supply for normal functioning. Special regulatory mechanisms exist to ensure the necessary cortical circulation, often at the expense of some peripheral system. The mechanisms, still unknown, by which the blood transfers vital substances to cortical structures, act with great rapidity (Kuffler and Nicholls, 1965). Localized increases in blood flow are associated with the local functioning of certain brain regions (Serota and Gerard, 1938). Cortical areas subjected to electrical stimulation also show increased blood flow (Jasper and Erikson, 1941). Hoagland (1936a, 1936b) has reported that changes in the human eeg frequency can be obtained by raising the subject's basal temperature.

The second major issue involved in the electrogenesis of spontaneous waves centers on the nature of the mechanisms producing the particular frequency patterns found in the normal human eeg. Three conceptually distinct mechanisms have been offered to account for frequency characteristics of the eeg. Some authors (Dawson, et. al., 1963; Hoagland, 1936a, 1936b) have suggested that the rate of metabolism of cortical neurons controls cortical frequency. Others (Burns, 1950, 1951; Pinsky, 1966; and Sherrington, 1947), have presented evidence that certain physical properties of cortical organization are responsible. Still others (cf. Bremer, 1958; Dempsey and Morison, 1942; Jasper, 1949; and Hanbery and Jasper, 1953)
have suggested that subcortical nuclei serve as cortical pacemakers.

The metabolic viewpoint assumes that the frequency of the recorded brain potentials is a manifestation of the rate of some underlying chemical process. Oxygen and glucose produce some typical effects. Anoxia is reported to produce a shift in the EEG energy distribution from the 8-12 Hz alpha band to slower delta and theta waves (Gibbs, et al., 1940). Similar effects are reported by inducing hypoglycaemia; and an intravenous injection of glucose rapidly brings the activity back to its original pattern (Gibbs, et al., 1940; Engel, et al., 1944). Hoagland (1936a, 1936b, and 1938) found a simple linear relation between the logarithm of the dominant EEG frequency and the absolute temperature in patients undergoing diathermy treatment. The results conformed to the Arrhenius equation, and the calculated values of the critical thermal increment were found to be 8, 11, and 16 Calories, common values for steps in the intermediate carbohydrate metabolism studied in vitro.

Those investigators interested in the physical or organizational properties of cortical neurons have suggested several different types of mechanisms to account for cortical frequency. Variations in excitability are characteristic of all nervous tissue. One way of looking at these changes in excitability is in terms of the differential rates of repolarization of different parts of the neurons. The uniform layer of apical dendrites toward the surface of the cortex is
thought to repolarize after an initial firing, at a faster rate than the cell bodies. Current would then flow from the dendrite to the cell bodies. Once this current reached a critical threshold level, the cell would fire again and the process would be repeated.

Evidence for this sort of mechanism is available from the work of Burns (1950, 1951). Repeated stimulation of an isolated cortical slab will produce a series of afterbursts. These afterbursts are usually an all-or-none phenomenon, and are independent of stimulus parameters. Any procedure which blocks a single burst is effective in blocking the entire train, suggesting that each burst is responsible for setting up the next discharge. Such results would be expected from a mechanism based on differential repolarization.

Sherrington's (1947) demonstration that electrical activity may persist for a considerable length of time after the stimulus has terminated, suggests the existence of self-re-excit ing chains of interneurons. The period of reverberation would be determined by the number of elements and the excitability characteristics of the units in the chain.

Pinsky (1966) has constructed a physical model of what he believes to be one type of cortical neuron. His emphasis is on the geometric characteristics of the dendritic branches. If the soma of Pinsky's model is stimulated randomly in time, an "alpha rhythm" is recordable from the surface of the dendritic branch. The implication is that the indigenous cable characteristics of some cortical dendrites are responsible for
the frequency of the eeg.

The third mechanism of frequency control involves the relationship between cortical and subcortical structures. Dempsey and Morison's (1942) demonstration of a thalamo-cortical "recruiting response" led to much research and speculation. They showed that repetitive stimulation of the medial thalamic nuclei initiates wide-spread activity in the cortex after the third to fifth shock is delivered. The cortical frequency was found to equilibrate within the alpha band. If the frequency of thalamic stimulation is greater or less than the alpha frequency, the recruiting response is either a submultiple or multiple of the stimulating frequency, thereby maintaining average 10 Hz slow waves in the cortex. At stimulating frequencies above 25-30 Hz, this relationship breaks down and the recruiting response is suppressed. With strong stimuli, this response is widespread (Starzl and Whitlock, 1952), but is found to be well localized if just adequate stimulus intensities are used (Jasper, 1949; and Hanbery and Jasper, 1953). The dominant role of the diffuse or nonspecific thalamic recruiting response has been demonstrated by several investigators (Jasper, 1949; Hanbery and Jasper, 1953; and Ralston, et. al., 1956).

Although once popular, the viewpoint that thalamic pacemakers drive the cortical rhythms must be qualified. At a very low frequency of stimulation, the cortical rhythms remain unaffected (Dempsey and Morison, 1942). Verzeano, et. al., (1953) have demonstrated that the "recruiting" responses in the cortex occur simultaneously with the thalamic recruiting
responses. And Clare and Bishop (1956) demonstrated that direct stimulation of the cortex results in a recruiting response which has the same characteristics as the thalamic recruiting response. These results led Bremer to conclude that the mechanism of frequency control could be thought of as the "periodic resetting of an autorhythmical activity having a tendency to run down and die away" (1958, p. 370).

Reviewers (Bremer, 1958; Pupura, 1959) usually conclude that the mechanisms which control cortical frequencies are complex. By this, they mean that several of the above-mentioned mechanisms are likely to be acting simultaneously, and interacting to various degrees. The relative importance of each of the proposed mechanisms is still to be determined. Furthermore, recent studies (cf. Ady, 1966; and Smith and Langsam, 1967) have emphasized the relationship of previously unconsidered aspects of single cell activity, to the cortical eeg.

Before going on to a consideration of the human alpha rhythm as an indicator of attention, it is necessary to compare the characteristics of the eeg recorded through the skull and scalp, with those of direct, cortical recordings. De-Lucchi, et al., (1962) have described the scalp as an eeg averager. If several interconnected electrodes are placed close together on the cortical surface, the degree of synchrony with the scalp recording obtained at the appropriate site is very high. Synchrony here refers to the similarities in amplitude and phase relations between the two records. The greater the number of interconnected cortical electrodes, the
greater the degree of synchrony with the rhythms recorded through the scalp. The authors conclude that the scalp acts as an averager of electrical activity which is common to, and synchronous over, relatively large cortical areas.

Reports are available of EEG recordings directly from the cortex of psychiatric and neurological patients. Perez-Borja, et. al., (1962) suggest there are two distinct, yet functionally related systems, based on direct recordings from such patients. The alpha rhythm was found throughout the entire depth of the occipital lobe, as well as in the parietal and temporal lobes. They report slight differences in the frequencies of the alpha rhythm recorded from different leads in both the ipsi- and contra-lateral occipital lobes. However, occasional widespread phase synchrony was also observed. The amplitude of the alpha rhythm was maximal at the cortical surface, suggesting the importance of the apical dendrites. Occasionally, prominent alpha rhythms appeared in the direct leads, when only poorly organized alpha was present in the scalp recording.

In response to single light flashes, evoked responses were confined to small medially located foci surrounding the calcarine fissure. Alpha and fast rhythms were recorded in the resting state, from areas which exhibited responses to single flashes of light.

The second functional system is comprised of rhythms which are mostly restricted to small areas of the occipital lobes. These areas respond to light flashes, and patterned visual stimulation.
1.) A discrete model of attention was presented. This model views attention as a temporally discrete, single channeled, central process.

2.) A particular notion of a cortical excitability cycle associated with the alpha rhythm was developed.

3.) The similarities and differences between the model of attention and the cortical excitability cycle were described. The differences arise from the fact that the model of attention is a stronger concept than the cortical excitability cycle, and not from any apparent incompatibilities. The most important property both notions have in common is a periodicity which sets limits on the time flow of events in the central nervous system.

4.) Experimental evidence was presented which describes a relationship between alpha frequency and some temporal aspects of attention. The nature of these studies has been correlational rather than experimental.

5.) Several theories concerning the electrogenesis of spontaneous cortical waves have been presented. In view of these theories, all that can be said is that the alpha rhythm does not seem incapable of performing the functions attributed to it by the notion of a cortical excitability cycle.
STATEMENT OF PURPOSE

The primary purpose of the present study is to develop a technique which will permit an experimental investigation of the hypothesis that the alpha rhythm is related to the periodic nature of attention. The present study seeks to accomplish this by finding agents capable of manipulating the frequency of an individual's alpha rhythm. The selection of a particular chemical agent was influenced by a desire to avoid making the subject drowsy or disorganized, or activating any cerebral mechanisms not ordinarily involved in the production of alpha rhythms.

A 2 Hz shift, in both directions from the dominant resting frequency, is the goal. The long-term research plan calls for measuring an individual's time quantum, M (Kristofferson, 1965, 1966), before and after his alpha frequency has been temporarily altered. A 2 Hz shift in dominant frequency is equivalent to an 8 - 12 ms. interval. Since the reliability of measures of M are approximately 5 ms, the experimental procedure should produce changes which cannot be attributed to measurement errors.

A secondary purpose of the present study is to apply a relatively new technique of measuring EEG frequency spectrums to human subjects. There are many reports in the literature concerning chemical agents which alter EEG frequency. Most of these reports used a visual analysis of the EEG. Some of the same chemical agents will be used in the present study, and it
will be interesting to compare the results obtained with both methods of EEG analysis. The technique to be used here first performs an autocorrelation of the EEG data. The resulting autocovariance function then undergoes a Fourier analysis. The result is called a power spectral density function.
METHODOLOGY

Apparatus.

All of the following experiments were conducted with the subjects in a darkened, sound-attenuated, electrically shielded chamber. Grass silver chloride electrodes were placed on the right occipital lobe, approximately 1½ cm to the right, and 1 cm above the inion. A disc electrode held under the tongue served to ground the subjects. The eeg was recorded between the vertex and occiput.

The resistance of the electrodes was less than 5 K ohms in all cases. A Grass Model V polygraph was used. From the polygraph, the eeg signal was fed into an Ampex SP-300, 4-channel tape recorder, and stored on magnetic tape for later processing. A paper writeout was also obtained from the polygraph, and the signal as it appeared from the tape recorder output was monitored on an oscilloscope. The polygraph filter controls were set as follows: 60 cycle filter, IN; ½ amplitude low frequency filter at 0.6 Hz; and ½ amplitude high frequency filter at 38 Hz.

All eeg recordings were obtained with the subjects in a sitting position. In those experiments requiring an anesthesiology machine, the equipment was kept outside the chamber. The gas was fed to the subject via corrugated rubber tubing through a hole in the chamber wall.

Data Analysis.

All data analysis was performed on the IBM 7040 computer
at the McMaster University Computer Center. Data analysis consisted of three main parts: the analog to digital conversion; the autocovariance functions; and the Fourier analysis. The magnetic tape containing the EEG signal was fed into the analog to digital converter (ADC), to reduce the continuous EEG signal to a binary form compatible with the IBM 7040 computer. Such a process involves defining the moment at which the voltage is to be "observed" by the ADC (sampling), and conversion of the observed voltage to a number (quantization). The sampling rate used was 100 samples per second, which is sufficient to prevent aliasing the frequency range of interest (Blackman and Tukey, 1958, sect. 12 and 22). Detrending was also performed to eliminate any biasing of low frequency responses. The ADC was performed by the method of successive approximations.

The autocovariance function yields information which extracts the regular activity in an EEG record, at the expense of the irregular. If any regular periodicities occur in the EEG record, they will also be contained in the autocovariance. The autocovariance is obtained by multiplying the EEG record by a displaced version of itself. The displacement begins at zero lag, at which point the record is maximally correlated with itself. The displacements occur in an orderly, discrete fashion, the interval of the lag being determined by the particular needs of the user. The lag used in the present computations was .01 seconds.

If a pure sine wave is the data of an autocorrelation, the autocorrelogram will be a sinusoid with the frequency of
the sine wave. The autocorrelogram is the normalized version of the autocovariance function. Each time the sinusoidal signal is displaced a number of lags equivalent to one full cycle, the autocorrelogram will show a peak. A half cycle displacement will create a trough in the autocorrelogram, for the original and displaced signals will be $180^\circ$ out of phase. The autocorrelogram of a pure sine wave will show peaks of the same amplitude out to an infinite lag, even though fewer samples are being used in the computation of later lags.

If the signal is a sine wave plus some irregular activity (noise), the autocorrelogram will be a sinusoidal trace with the same frequency. But the amplitude of the successive peaks will decrease in amplitude, since the sine waves will tend to be distorted by the irregular activity and thus appear slightly out of phase.

If a signal contains more than one sine-like process, the autocorrelogram will contain a corresponding number of periodicities. Determining the exact periodicities contained in a complex autocorrelogram is not possible on the basis of the autocorrelogram alone (Blackman and Tukey, 1958, p. x). A further transformation of the data is required to extract this information.

Autocovariance functions are used as the raw data of the power spectral density functions. Through the Fourier analysis, the periodicity information in the autocovariance is translated into frequency information. For each periodicity, there is, of course, a corresponding frequency. For each
periodicity contained in the autocovariance, there occurs in the power spectral density function a peak at the corresponding frequency. For a pure sinusoidal signal, there occurs a peak in the power spectrum at the corresponding frequency. For two or more sinusoidal traces contained in the same record, the power spectrum will contain peaks at each of the corresponding frequencies. There are two, and only two, ways in which power may be attributed to a particular low frequency which is not present in the original signal. The use of detrending and the selection of the sampling rate have eliminated these possibilities.

The Fourier analysis makes use of cosine functions to establish a set of mathematical filters, or weights. The autocovariance is multiplied by these weighted values, and the amount of "power" in each of the filters is plotted in arbitrary units in the power spectrum. The "power" coordinate of the autocovariance is described in terms of volts squared per second, the standard \( P = \frac{V^2}{R} \) electrical usage. The "power" coordinate of the power spectral density function is volts squared per cycle per second. Power values were computed for every .5 Hz from 0 - 50 Hz. This .5 Hz resolution is determined by the number of data points, the amount of time between data points, and the maximum number of lags used in the computation of the autocorrelogram. Since resolution and stability of a spectral curve are directly related, statistically, these same parameters are responsible for the stability of the power spectral estimate. The stability of a power spectral
estimate may be measured by analogy with the number of degrees of freedom associated with a multiple of a chi-square variate (Blackman and Tukey, 1958, p. 24). Measured by this criterion, the present technique is adequate. However, since certain assumptions concerning the nature of the signal most certainly cannot be met in practice, the safest measure of lack of stability in power spectral estimates are the observed changes from trial to trial (Blackman and Tukey, 1958, p. 21). By this criterion also, the present technique is adequate (cf. Result section, Experiment 1).

There are several advantages in obtaining a power spectral density function, over visual methods of determining eeg frequency. Visual analysis is invariably tedious and consequently samples are usually small. In contrast, each of the power spectra obtained in the present study, were computed on all the activity in a 45-60 sec epoch. The stability of repeated power spectra is a function of sample length (Hord, et. al., 1965). A long sample length also avoids non-stationarity if there are slow waves of the order of 1-0.1 Hz in the record.

In a method of visual analysis, there is always a problem of selecting certain waves to measure or not to measure. When the process is automated, all data are treated in an identical fashion, with no room for personal selection once the necessary parameters have been established. This criticism may not apply to all visual methods of analysis, but the possibility certainly exists for many.
Furthermore, visual analyses may give information regarding the dominant frequency and little else. The power spectra give information about the relative power contained over a wide frequency range. Power spectra may also show more than one peak frequency which are usually missed in visual analyses. The resolution of each peak may be honed down to .10 Hz before stability becomes a problem (Hord, et. al., 1965).

A Note on Data Presentation

In most instances the power spectra presented in the following Result section extend from 4-13Hz, although the spectra obtained extended from 0 to 50 Hz. Most of the changes which occurred in the spectra were within this range. For those rare cases when changes occurred outside this range, the spectra are extended.

In the text and tables, a single dominant frequency is often used to describe each of the spectra. This dominant peak is the frequency with the largest power value for that spectrum. If two adjacent frequencies have power values within 10% of each other, the dominant peak is described as being midway between them.

For the sake of economy, the figures often do not contain all the spectra obtained from a subject under a particular experimental treatment. Instead, the spectra which show the maximal amount of change, compared to the resting spectra, are presented.
EXPERIMENT 1. COMPARISON OF THE POWER SPECTRAL AND A VISUAL METHOD OF EEG ANALYSIS

INTRODUCTION

The power spectral technique used here has been used in a number of other studies. Its validity has been established by passing several different sine waves through appropriate amplifiers, and then performing the autocorrelation and Fourier analysis on these artificial signals (Hord, et al., 1965). It was decided to test the validity of the present power spectral program by performing a totally different type of analysis on the same biological signals. If both methods of analysis gave the same results, the validity of both would be established. Furthermore, such a comparison might provide a sense of security concerning the adequacy of the equipment used in the power spectral data acquisition and computation procedures.

The visual technique for determining the alpha half-cycle as developed by Kristofferson (1966, 1967), yields reliable measures of both inter- and intraindividual differences. The reliability of measurements obtained for two EEG recording sessions spaced one week apart, was 0.79. Within each session the reliability of measurement was at least 0.89. These reliability coefficients were obtained under conditions of maximum variability; only 40 samples (individual alpha cycles) for each of the twenty subjects were used in the computation of the average frequency. If one compares the peak alpha half-cycle obtained by this method, before
and after an experimental session, the rank-order correlation is 0.86 (Kristofferson, 1967).

**METHOD**

**Subjects.** A total of 14 normal subjects, both male and female, were used. Their ages varied from 19 to 33 years.

**Apparatus.** The EEG recording and computation facilities for the power spectral program are described on page 37. The polygraph paper writeout provided the raw data for the visual analysis.

**Procedure.** At least two records were obtained for each subject in a resting state. For many subjects, repeated measures were made on different days. The power spectral and visual analyses were performed on the same epoch of EEG record. The two analyses were performed independently by different individuals.

The mean frequency for each subject was computed by averaging the mean frequencies of the alpha half-cycle obtained for each recording session. The visual technique utilized 20 samples for each recording. The power spectral technique utilized all the activity in a 45-60 second epoch of EEG record. A rank-order correlation was computed for the mean alpha half-cycle values obtained for each subject by both techniques.

**RESULTS**

The mean alpha half-cycle values obtained by both the visual and power spectral techniques for each subject, are presented in Table 1. For all subjects the two techniques yield remarkably similar values. For only one subject, HVD, are
### TABLE 1
COMPARISON OF THE POWER SPECTRAL AND A VISUAL METHOD OF EEG ANALYSIS (ALPHA HALF-CYCLE IN MSEC)

<table>
<thead>
<tr>
<th>Subjects</th>
<th>Visual Analysis</th>
<th>Power Spectral Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>R.M.</td>
<td>55.6</td>
<td>55.6</td>
</tr>
<tr>
<td>W.A.</td>
<td>52.6</td>
<td>52.5</td>
</tr>
<tr>
<td>M.A.</td>
<td>51.1</td>
<td>52.1</td>
</tr>
<tr>
<td>D.S.</td>
<td>49.4</td>
<td>50.9</td>
</tr>
<tr>
<td>P.M.</td>
<td>50.5</td>
<td>50.0</td>
</tr>
<tr>
<td>B.B.</td>
<td>50.3</td>
<td>48.6</td>
</tr>
<tr>
<td>K.U.</td>
<td>49.6</td>
<td>48.8</td>
</tr>
<tr>
<td>D.V.</td>
<td>48.3</td>
<td>48.2</td>
</tr>
<tr>
<td>R.Z.</td>
<td>47.8</td>
<td>46.0</td>
</tr>
<tr>
<td>H.V.D.</td>
<td>47.4</td>
<td>50.1</td>
</tr>
<tr>
<td>M.N.</td>
<td>47.3</td>
<td>46.0</td>
</tr>
<tr>
<td>R.H.</td>
<td>44.8</td>
<td>45.0</td>
</tr>
<tr>
<td>H.B.</td>
<td>45.2</td>
<td>44.0</td>
</tr>
<tr>
<td>T.M.</td>
<td>43.8</td>
<td>43.8</td>
</tr>
<tr>
<td><strong>X</strong></td>
<td><strong>48.8</strong></td>
<td><strong>48.7</strong></td>
</tr>
</tbody>
</table>
the values different by more than 2 msec. Only two EEG epochs were used in the calculation of his mean alpha half-cycle. Within this frequency range, a 2.5 msec interval is equivalent to a .5 Hz frequency shift. The rank-order correlation for these values is 0.88. For the group the mean alpha half-cycle computed by the visual method was 48.8 msec. For the power spectral analysis, it was 48.7 msec. The visual method yielded individual alpha half-cycle values ranging from 55.6 to 43.8 msec. The range of the power spectral values is identical (cf. Table 1).

Table 2 contains information concerning power spectral estimates of the between-day variability for the nine subjects who participated in the present series of experiments. The range, modal value, and the proportion of EEG epochs which did not yield the modal value, $P(MV)$, are presented. The average range value is .5 Hz. The two subjects (NW and TG ) who showed the largest range values, each gave only one power spectral estimate at the limit of their range. Their values of $P(MV)$ were not high.

Little information is available concerning within-day variability of the dominant occipital frequency. Indirectly the between-day variability, and the few occasions on which more than one Pre-resting record was obtained, suggest it is also less than .5 Hz.

Figure 1 contains the autocorrelation and power spectral estimates for subject RH in two different conditions. These figures indicate several features of the power spectral program. In the Pre-resting condition, there is a very dominant, narrow-band peak in the spectra. The drug-peak is defined as being at 11.25
<table>
<thead>
<tr>
<th>Subject</th>
<th>Range (Hz)</th>
<th>Mode (Hz)</th>
<th>( P(\bar{M}V) )</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>R.M.</td>
<td>.25</td>
<td>9.0</td>
<td>.20</td>
<td>10</td>
</tr>
<tr>
<td>N.W.</td>
<td>1.0</td>
<td>9.5</td>
<td>.38</td>
<td>8</td>
</tr>
<tr>
<td>B.B.</td>
<td>.50</td>
<td>10.0</td>
<td>.50</td>
<td>10</td>
</tr>
<tr>
<td>P.M.</td>
<td>.50</td>
<td>10.0</td>
<td>.40</td>
<td>10</td>
</tr>
<tr>
<td>M^e N.</td>
<td>0.00</td>
<td>11.0</td>
<td>0.00</td>
<td>4</td>
</tr>
<tr>
<td>H.V.D.</td>
<td>.50</td>
<td>10.5</td>
<td>.50</td>
<td>4</td>
</tr>
<tr>
<td>T.G.</td>
<td>.75</td>
<td>9.75</td>
<td>.25</td>
<td>4</td>
</tr>
<tr>
<td>R.Z.</td>
<td>.50</td>
<td>11.0</td>
<td>.36</td>
<td>11</td>
</tr>
<tr>
<td>R.H.</td>
<td>.50</td>
<td>11.0</td>
<td>.36</td>
<td>11</td>
</tr>
<tr>
<td>( \overline{x} )</td>
<td>.50</td>
<td>.33</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( a \) Proportion of power spectral estimates other than the modal value.
Fig. 1. Autocovariance and power spectral functions from subject RH in the normal and drug (Dexedrine) conditions. The terms EC and EO refer to eyes closed, and eyes opened, respectively, in this and all subsequent figures.
Hz, since the 11.0 Hz and 11.5 Hz power spectral estimates are within 10% of each other. The autocorrelation from which these values were obtained is extremely regular and shows only a slight decrease in power at the maximum lag. In contrast, the autocorrelation for the drug condition contains several periodicities which cannot easily be converted into frequency values by eye. The power spectrum for this condition shows several distinct peaks at frequencies which are roughly harmonic values.

DISCUSSION

The results of the comparison between the visual and power spectral techniques lend strong support to the validity and reliability of both techniques. Both techniques are capable of detecting small (.5 Hz) frequency changes between repeated measures on the same subject, or between subjects. Larger changes between subjects are also detected reliably by both techniques. The reliability of both techniques eliminates the possibility that these changes are due to measurement error. The finding that spontaneous frequency shifts of .5 Hz occur in the records of all subjects, presents a problem for establishing control values for detecting very small changes in frequency. This problem will be discussed in detail in a subsequent section.

The proportion of EEG epochsin which a power spectral estimate was obtained, other than the modal value, or $P(MV)$, is an indication of the between-day stability of the dominant peak. The lower the value of $P(MV)$ the less likely it is that the dominant peak will change from day to day. The present data indicate that the dominant peak is likely to differ from
its modal value, on the average for the group, in one third of the epochs measured.

The figures presented give an indication of the range of information provided by the power spectral program.

Since the primary interest in the present study concerns the relative power at different frequencies, the total power changes in the spectrum as a whole have not been considered.
EXPERIMENT 2. ALCOHOL

INTRODUCTION

Engel and Rosenbaum (1945), Engel, et al., (1945), Hedenström and Schmidt (1951), Holmberg and Martens (1955), Loomis, et al., (1936), Müller and Rutenfranz (1960), and Newman (1959), each reports a slowing of the cortical frequency across all leads used (frontal, precentral, parietal, and occipital) after administering alcohol to their subjects. Their subjects included both normals and alcoholics who varied widely in age (20-59 years). The dosages used by these investigators also varied from 0.3 to 2.0 cc/kg of body weight.

The one point of methodology these investigators had in common was their use of some visual method of determining the EEG frequency. Some investigators used a particular method of determining the EEG frequency developed by Engel, et al., (1944) (Engel, et al., 1945; Engel and Rosenbaum, 1945; Holmberg and Martens 1955). The others simply report a "slowing" and give no indication of what criteria they used to determine this change.

Two studies used automatic electronic analysis to determine alcohol-induced EEG changes (Davis, et al., 1940; and Lolli, et al., 1964). Davis, et al., (1940) used the Grass and Gibbs (1938) method of spectrum analysis, but only on two of their six subjects who ingested alcohol. Lolli, et al., (1964) used some form of "electronic computer analysis," but they do
not specify the details.

The results of Davis, et al. (1940) indicate a decrease in energy on the fast side of the frequency spectrum (above 10-12 Hz), and an increase on the slow side (below 10 Hz). They gave their subjects 2 cc/kg of body weight of 100 % absolute alcohol. The increased amount of energy on the slow side is attributed to episodes of 4-8 Hz waves. These episodes on the slow side occurred prior to the maximum blood alcohol levels (120-140 mg. per 100 cc), and were seen even at low, declining values.

Lolli, et al. (1964) report only an "increased alpha rhythm." They neglect to mention if they are referring to amplitude, frequency, % time, or some other measure. The concentration of alcohol they gave to their subjects was less than 0.15 cc/kg body weight.

The results of the above studies may be abstracted and summarized in the following way:

1). Absolute alcohol, in sufficient doses, produces a slowing of the occipital eeg frequency in normal subjects.

2). The development and final degree of slowing is related, but not directly correlated, to the rise and subsequent decline of blood alcohol level. The eeg changes can occur prior to peak blood alcohol levels, and they may persist during the declining phase of intoxication.

3). The eeg changes can occur at blood alcohol levels which are lower than those levels required to produce an alcoholic stupor ( i.e., loss of consciousness ).
MECHANISMS OF ACTION

It is not known how alcohol mediates its effects on the EEG. Several observations do lend suggestions, however. Although alcohol is at first absorbed into the blood stream very rapidly, the absorption rate declines sharply in a matter of minutes. Moreover, the rate of oxidation of absorbed alcohol is very slow and is only moderately increased by an increased concentration of alcohol in the blood. Because of the large cerebral blood supply, the alcoholic concentration of the brain quickly approaches that of the blood (Kalant, 1962; Mardones, 1963; and Ritchie, 1965).

Most of the absorbed alcohol (over 90 per cent) is oxidized and destroyed in the body (Ritchie, 1965). In spite of the prolonged oxidation, doses of alcohol sufficient to produce moderate intoxication have no effect on either the cerebral blood flow, or oxygen consumption of the brain (Kety and Schmidt, 1948).

The primary metabolic effect of alcohol on the neuron involves a blockage of the metabolism of glucose via pyruvate. This blockage is thought to be the origin of a reversible depolarization, which in low concentrations increases cellular excitability, and in high concentrations decreases or even abolishes excitability (Mardones, 1963).

Alcohol is known to affect several properties of central neurons. Ethanol acts as a depolarizing agent (Gallego, 1948). The membrane potential decreases as a function of alcoholic concentration. This depolarization blocks the conduction of
impulses; but the conductivity can be recovered after reestab-
lishing the membrane potential, by the application of an external
anodic current. In the presence of low ethanol concentrations,
the neuron repolarizes spontaneously (Mardones, 1963).

Although the cortex shows a higher tissue-to-blood ratio
after alcohol ingestion (Meyer, 1959), electrophysiological
studies indicate that alcohol exerts its primary depressant
action upon the more primitive brain stem reticular formation
(Caspers, 1958; Horsey and Akert, 1953; and Ritchie, 1965).
The cortex does not seem to be the part of the brain most sen-
sitive to alcohol. Caspers (1958) studied the effects of alcohol
in the conscious, unanesthetized cat with microelectrodes. He
found that alcohol depressed the reticular formation and that
this depression led to synchronous cortical activity. He also
found that the depression of the reticular formation is related
to the blood alcohol level. The extent of the inhibition was
dependent on both the blood alcohol level and its rate of
ascent. Only when this level was high enough to produce coma
did the activity of the cortex decline to a subnormal level.

Horsey and Akert (1953) investigated the effects of a
wide range of blood alcohol levels on the spontaneous and evoked
electrical activity of both cortical and subcortical struc-
tures. They found a simultaneous slowing in both cortical and
thalamic leads (intralaminar and medial and ventral nuclei).
The slowing which occurred in the striatal lead (cuneate nucleus)
appeared to be independent of cortical activity.

The reticular formation is a series of polysynaptic
connections (Brodal, 1957), and alcohol is known to have a greater effect on polysynaptic pathways than on monosynaptic ones (Kalant, 1962). High doses of alcohol produce a decrease in the cholinesterase (ChE) concentration at rats' synapses (Barnes, 1948; and Kinard and Hay, 1960). One would expect a decrease in ChE activity to lead to an accumulation of acetylcholine (ACh) and subsequent hyperexcitability. Eventually the synaptic activity would become depressed. This biphasic action of cellular excitability is in fact observed with alcohol (Mardones, 1963). Similarly, the observation that at the peak of intoxication, the gamma-aminobutyric acid (GABA) concentration increases (Häkkinen and Kulonen, 1959), may be related to the greater effect of alcohol on polysynaptic pathways. GABA is thought to be an inhibitory substance which tends to depress the transmission of nerve impulses across the synapses.

The proposed mechanisms by which alcohol is thought to influence the EEG may be summarized as follows:

1.) Alcohol is known to interfere with some neurochemical transmitters at synaptic junctions.

2.) Alcohol does alter several properties of central neurons (depolarizes membranes, decreases excitability to direct stimulation, and blocks the conduction of impulses).

3.) The primary depressant effect of alcohol does not seem to be upon the cortex, but upon the lower brain stem reticular formation.

METHOD

Subjects. Five healthy male students were used. They ranged
in age from 21 to 33 years, and all were moderate drinkers. 

**Apparatus.** Pure absolute ethyl alcohol \((C_2H_5OH)\) was used.

Blood alcohol levels were determined by the Breathalyzer, Model 900 (Stephenson Corp., Red Bank, N.J.). This device operates by first trapping a sample of alcoholic alveolar air. This sample is passed through a potassium dichromate-sulfuric acid solution of known quantity, where the alcoholic content of the sample is oxidized. The amount of potassium dichromate solution required to complete this oxidation causes a photocell to displace a pointer a specific distance on a meter. This displacement may then be read off directly in per cent blood alcohol.

The apparatus used to record and calculate the EEG frequency was the same as described in an earlier section.

**Procedure.** Resting EEGs were obtained, prior to ingestion of alcohol. All of the doses of alcohol were mixed with fruit juice, and were completely ingested in 5 to 15 minutes.

All subjects received a single dose of approximately 0.5 cc/kg of body weight of absolute alcohol, which is roughly equivalent to the alcoholic content of 2-3 ounces of commercial (80 proof) whiskey. A similar dose was repeated on another day for all subjects. Four of the five subjects also received a single dose of approximately 1.0 cc/kg of body weight at a later date. Two subjects were asked to hyperventilate while their blood alcohol levels were still high.

Blood alcohol levels and EEGs were obtained approximately every 20 minutes after ingestion was complete, until the blood
alcohol levels showed a decline. Blood alcohol levels were obtained immediately before and after each EEG recording.

Subjects were not allowed to smoke, eat, drink or sleep during the experiment. All subjects had fasted at least four hours. Subjects were also asked to rinse out their mouths with water before providing a breath sample for the Breathalyzer.

Subjective reports concerning the subjects' state of intoxication were elicited, if not offered voluntarily.

RESULTS

A total of 92 power spectra were computed in this experiment. Table 3 contains information regarding the various doses of alcohol each subject received, the blood alcohol levels recorded after each dose, and the dominant occipital frequency recorded at those blood alcohol levels. The column designated Blood Alcohol Level, .00, contains the dominant resting occipital frequency of each subject prior to ingestion of alcohol. It will be noted that in this experiment, for any particular subject, there is a high level of stability in the occipital frequency, at least when measured over several consecutive days.

Figure 2 shows the power spectral estimates for subject PM, taken prior to ingesting the alcohol. Not only is the peak frequency stable over days, but the amplitude and variability of the peaks are also remarkably similar from day to day. Power spectral estimates of other subjects' resting occipital frequencies are very similar to those shown in Figure 2. The only
# TABLE 3

**DOMINANT OCCIPITAL FREQUENCY (Hz) OBTAINED AT VARIOUS BLOOD ALCOHOL LEVELS**

<table>
<thead>
<tr>
<th>SUBJECTS</th>
<th>% BLOOD ALCOHOL LEVEL</th>
<th>( .00 )</th>
<th>( .02 )</th>
<th>( .03 )</th>
<th>( .04 )</th>
<th>( .05 )</th>
<th>( .06 )</th>
<th>( .07 )</th>
<th>( .08 )</th>
<th>( .09 )</th>
<th>( .10 )</th>
<th>( .11 )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>B.B.</strong></td>
<td>38.5cc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10.25</td>
<td>9.5</td>
<td>9.5-10.0</td>
<td>10.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>48.0cc</td>
<td>10.00</td>
<td>9.5</td>
<td>9.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>N.W.</strong></td>
<td>36.0cc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>48.0cc</td>
<td>8.5-100</td>
<td>9.5</td>
<td>9.5</td>
<td>9.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>70.0cc</td>
<td>9.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9.0</td>
<td>9.0</td>
<td>9.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P.M.</strong></td>
<td>37.5cc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>45.0cc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9.5</td>
<td>9.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>73.0cc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9.5</td>
<td>9.5</td>
<td>9.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>R.Z.</strong></td>
<td>39.5cc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>39.0cc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10.5</td>
<td>10.5</td>
<td>10.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>64.0cc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10.5</td>
<td>10.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>R.H.</strong></td>
<td>43.5cc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>47.5cc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10.5</td>
<td>10.5</td>
<td>11.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>78.0cc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10.5</td>
<td></td>
<td></td>
<td>10.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note.- In this and all subsequent Tables, the value of the dominant peak is presented alone if there is only one peak in the spectrum. If a peak is unusually broad, its limits are defined thus, e.g., 9.5-10.0.
FIG. 2. Power spectra from subject PM showing between-day variability, effects of raised blood alcohol level, and hyperventilation. BAL refers to blood alcohol level, HV refers to hyperventilation and PHV refers to post hyperventilation, in this and all subsequent figures.
exceptions are the power spectral estimates for subject NW. These are shown in Figure 3. Such day to day variations in peak frequencies, and such variability as occurred on 5/16, are both very unusual. In fact, subject NW is the only one who displayed such variability. The subject did not report any unusual sensations when such changes were noted. This subject reported that he had unusual sleep patterns, often remaining awake 40-50 hours at a time. He appeared alert, and functioned normally.

Table 3 indicates a very loose relationship between dose of alcohol and blood alcohol level. But in general, the higher the dose, the higher the blood alcohol level. The relationship between blood alcohol level and EEG frequency appears to be even less strict. Although fluctuations in the dominant occipital peak do occur, the same occipital frequencies may be maintained over a wide range of blood alcohol levels (e.g., Table 3, subjects PM and RH).

Concerning the magnitude of EEG fluctuation, the dominant peak after alcohol ingestion was .5 Hz slower than the peak recorded in the pre-alcohol state, for four of the five subjects (cf. Table 3). These .5 Hz fluctuations in frequency occurred at varying doses and blood alcohol levels. There is only one case (subject PM, 73 cc absolute alcohol, BAL = .085; Table 3), in which the occipital frequency slowed by a full cycle per second. One subject (RZ) showed only a slight difference between the spectra obtained at his highest blood alcohol level (BAL = .085), and his pre-alcohol state. All of the fluctuations
FIG. 3. Power spectra from subject NW showing between-day variability.
in dominant peak (except for subject NW) were decreases.

Figure 2 contains the power spectral estimates for subject PM at various intervals after ingesting the alcohol, for three different days and doses. These figures are presented as being representative of the other subjects' power spectra. They are representative in terms of both stability across varying experimental conditions, and amplitude. They are not representative of the dominant peak values, which vary from subject to subject.

Subject PM was asked to hyperventilate for three minutes after having ingested 73cc of absolute alcohol. His blood alcohol level was .080 before he started to hyperventilate. The power spectra of his occipital frequency while hyperventilating are presented in Fig. 2. Within the first minute of hyperventilation the dominant peak slowed by 1.5 Hz compared to the alcohol induced changes prior to the start of hyperventilation, and a full 2 Hz compared to the normal resting peak. There was also an increase in power in the 4 Hz range. He reported feeling "exhilarated" while hyperventilating. Subject RH also hyperventilated while his blood alcohol level was high (.065). A flattening of the peak occurred, with a broad peak appearing from 9.5 - 10.5 Hz. He reported feeling very disorganized and apprehensive about becoming ill.

Observation showed that both motor coordination and verbal fluency were affected, and both subjects reported feeling "drunk" in several instances. But at no time during the testing were any of the subjects stuporous.
EXPERIMENT 3. CARBON DIOXIDE METABOLISM

INTRODUCTION

There is a vast literature on the effects of carbon dioxide on the electrical activity of the brain (cf. reviews by Dawson and Greville, 1963; Roman and Davis, 1952; and Woodbury and Karler, 1960). Hyperventilation produces a decrease in the blood carbon dioxide tension (Wollman and Dripps, 1965). This decrease in carbon dioxide tension leads to a slowing of the occipital eeg frequency (Brazier, et. al., 1944; Davis and Wallace, 1942; Engel, et. al., 1944; and Gibbs, et. al., 1940).

Each of the above investigators made some attempt to objectify and quantify the reported eeg changes. Gibbs, et. al., (1940) used a Fourier analysis of the eeg to extract the various frequency components. Davis and Wallace (1942) used three broadly tuned filters at 2.8, 5 and 7 cycles per second, while the others (Brazier, et. al., 1944; and Engel, et. al., 1944) used specific visual techniques for determining the number of waves occurring at each of several frequencies.

Increasing the blood carbon dioxide tension may be accomplished either by inhalation of a carbon dioxide gas mixture or by the ingestion of the carbonic anhydrase inhibitor diamox (acetazolamide) (Wollman and Dripps, 1965; Woodbury and Esplin, 1957; and Woodbury and Karler, 1960). The qualitative effects of increasing the blood carbon dioxide tension on the eeg depend on the percentage of carbon dioxide inhaled.
At very low concentrations of carbon dioxide (5-10%) there is a reported increase in the frequency of cortical potential changes. At higher concentrations (30%) the eeg shows an activation pattern, with intermittent bursts of slow, high voltage activity (Morrice, 1956). At even higher levels (50%), the amplitude of the eeg is greatly depressed (Woodbury and Karler, 1960).

The study of Gibbs, et. al., (1940) is unique in two respects. They obtained estimates of cerebral carbon dioxide tension from samples of blood taken from the internal jugular vein, which is normally in equilibrium with the brain fluids. They also determined changes in eeg frequency by use of an automatic Fourier analysis developed by Grass and Gibbs (1938). For each of the four normal subjects used, they report an increase in the frequency of the resting eeg as the % of carbon dioxide in the internal jugular rises.

There are no reports in the literature regarding the effects of diamox on the eeg. However, this drug has several properties which suggest it might be a useful agent for manipulating the eeg frequency. These properties will be discussed in the next section.

MECHANISMS OF ACTION

The various effects of carbon dioxide on cortical electrical activity seem to be mediated by several different mechanisms. Carbon dioxide is produced in the mitochondria as a byproduct of cellular metabolism (Woodbury and Karler, 1960).
Normally, this metabolic carbon dioxide is transported by the blood to the lungs, where it is exhaled at the same rate at which it is produced (Wollman and Dripps, 1965). Hyperventilation creates a condition in which the amount of carbon dioxide exhaled is greater than that produced. However, if carbon dioxide is inhaled, the arterial carbon dioxide tension rises and the rate of diffusion from the cell to the extracellular fluid decreases (Wollman and Dripps, 1965). Thus, the initial increase in cortical frequencies caused by mixtures of air and low carbon dioxide concentrations, is due to the direct action of carbon dioxide on the cortical cells (Woodbury and Esplin, 1957; and Woodbury, et. al., 1958). In either case, the internal environment of the cell is altered.

The activation of the eeg at intermediate concentrations of carbon dioxide is caused by the chemical stimulation of centers in the hypothalamus, brain stem reticular formation and medulla. These sites can be locally excited or aroused via carotid and aortic chemoreceptors that are sensitive to changes in blood carbon dioxide (Wollman and Dripps, 1965). This stimulation leads to the release of epinephrine and adrenal-cortico hormones of the cortisol type (Gelhorn and Heymans, 1948; Woodbury, et. al., 1958; and Woodbury and Karler, 1960). The results of sympathetic nervous system activity are in general opposite to the local cortical effects of carbon dioxide. The net effect of carbon dioxide is therefore determined by the balance between local and sympathetic activities.

The anesthetic phase of carbon dioxide inhalation at
high concentrations is attributed to marked cortical and subcortical depression (Gelhorn, 1953; Woodbury, et al., 1958; and Woodbury and Karler, 1960). At high levels of carbon dioxide the pH falls, producing respiratory acidosis, thereby radically changing the cellular environment (Wollman and Dripps, 1965). Woodbury and Karler (1960) hold that the depression of subcortical centers is due to inhibition of the reticular activating system in a manner similar to the blockage produced by the barbiturates and other anesthetic agents.

Conditions which are capable of changing the carbon dioxide tension in the brain are capable of affecting brain function. Carbonic anhydrase is important in regulating the carbon dioxide tension, by the dissociation or formation of carbonic acid (Mudge, 1965). One of the most potent carbonic anhydrase inhibitors is diamox (acetazolamide). The sole pharmacological action of diamox is the inhibition of carbonic anhydrase wherever it is found (Mudge, 1965).

Carbonic anhydrase is found in the mitochondria (Woodbury and Karler, 1960), and throughout the nervous system of several species, increasing rostrally in a pattern peculiar to the species (Merlis, 1954). More carbonic anhydrase is found per unit volume of tissue in the cerebrum than in the cord of man, and more in the subcortical white matter than in the cortex. Fibers which make extrinsic corticocortical connections are found in the areas with high carbonic anhydrase contents (Merlis, 1954).

The effects of diamox parallel those of carbon dioxide
Both agents have the same spectrum of activity on experimental seizures; both agents produce the same effects on brain electrolyte concentrations; and both affect brain amino acid concentrations in a similar manner. Furthermore, changes in brain excitability induced by various concentrations of carbon dioxide are enhanced by diamox (Gray, et. al., 1957; Koch and Woodbury, 1958; and Merlis, 1954). These authors conclude that diamox exerts its effect on brain electrical activity by inhibiting carbonic anhydrase, thereby decreasing the rate of elimination of carbon dioxide from the cells.

Diamox has a direct effect on the carbonic acid concentrations of nerve cells. When diamox inhibits carbonic anhydrase, there is a decrease in the rate at which intracellular carbonic acid is dehydrated. Since carbonic acid is much less diffusible than carbon dioxide, and since it is presumed that the carbon dioxide produced metabolically is in the form of carbonic acid, the result of carbonic anhydrase inhibition is an increase in the steady state concentration of carbonic acid in the brain nerve cells. This increase reduces the permeability of the brain cell membrane to sodium (Na). Inasmuch as the Na-pump is unchanged, the result is a lower steady state concentration of Na in the brain cells, and a higher gradient of Na across the cell membrane. The decrease in cell membrane permeability increases the threshold of neurons, and to some extent, decreases the amplitude of the propagated impulse (Woodbury and Esplin, 1957).
Due to the similarity of diamox and carbon dioxide at the many levels of activity described above, one might expect diamox to produce eeg effects similar to those produced by carbon dioxide. The ease of administering diamox tablets has distinct advantages over the more cumbersome techniques involved in carbon dioxide inhalation.

In summary, the main points concerning carbon dioxide metabolism and the eeg are the following.

1.) Decreasing arterial carbon dioxide tension by hyper-ventilation leads to a slowing of the occipital eeg frequency below the normal resting level.

2.) Increasing the arterial carbon dioxide tension by inhaling low concentrations of the gas, leads to an increase in the cortical frequency.

3.) These conclusions have been reached through the use of several specific, visual methods of eeg analysis, as well as automatic electronic, and mathematical analyses.

4.) Carbon dioxide has a depressant action on the cerebral cortex, which is interrupted at intermediate concentrations of the gas by chemical arousal of sympathetic centers in the subcortex.

5.) The effects of carbon dioxide on the cerebrum are mediated by altering the cellular environment toward a state of decreased sensitivity.

6.) The effects of diamox (acetazolamîde) in many cases, parallel those of carbon dioxide, and diamox may therefore have an effect on the eeg similar to that of carbon dioxide.
METHODOLOGY

Subjects. A total of nine normal males, ages 19-33 years, were used. All nine subjects were asked to hyperventilate. Six of the nine subjects received various doses of diamox. Five of these six subjects inhaled various concentrations of carbon dioxide.

Apparatus. The eeg and tape recording apparatus were the same as described on page 37.

The carbon dioxide was delivered to the subject through an anesthesiology machine (Midget-Kinet-O-Meter, Heidbrink, Co., Minneapolis, Minnesota). The carbon dioxide was mixed with either compressed air or 100% pure oxygen. The apparatus allows a direct reading of the relative amounts of each gas, in liters or cc. per minute. The gas mixture was delivered through a non-rebreathing system. The face mask contained two one-way valves and was designed so that room air could not enter into it.

Procedure. The diamox was administered in 250mg. tablets.

Experiment 3A. Hyperventilation.

All subjects hyperventilated in a sitting position, in a darkened, sound-attenuated room. The experimenter demonstrated the technique of hyperventilating to each subject, emphasizing the importance of exhaling as completely as possible on each breath. No attempt was made to standardize either the rate or depth of hyperventilation. The subject was asked to demonstrate how he hyperventilated before the actual recording.
began. His technique was corrected if necessary.

The subject was instructed to begin hyperventilating when he received a prearranged signal, and to continue at as constant a rate as possible, until given the signal to stop. The usual length of a hyperventilation session was 4½ minutes. EEG recordings were taken before, during and after hyperventilation.

Experiment 3B. Diamox.

Diamox was administered in either 250 mg or 500 mg doses. Several replications were made at a later date. Two subjects received three 250 mg doses, spread out over several hours. EEGs were recorded 30-60 minutes after the last dose. Each of the subjects who received diamox was also asked to hyperventilate while under the influence of the drug.

Experiment 3C. Carbon dioxide.

Five subjects were given carbon dioxide in amounts varying from 3-40%. The subject was first seated and fitted with the face mask to ensure a tight fit. EEG recordings were begun. Then carbon dioxide was slowly added to the air mixture which the subject had been receiving via the face mask. The experimenter adjusted the flow of gas so that the total amount delivered was approximately 10-12 liters per minute. All subjects found this amount to be comfortable. The duration of the carbon dioxide inhalation varied from 10-50 minutes. Four subjects inhaled varying amounts of carbon dioxide while under the influence of diamox.

In all of the above experiments, subjective reports concerning effects of the various treatments were elicited if not
offered spontaneously.

RESULTS

Experiment 3A. Hyperventilation.

A total of 241 power spectra were calculated while subjects were hyperventilating, in conjunction with a variety of other treatments. Only those cases in which subjects hyperventilated without any drug at all, are included in this section. These cases include 51 power spectral estimates.

Hyperventilation without Drug

Table 4 contains the power spectra of all 9 subjects who hyperventilated. The effects of hyperventilation were not the same for all subjects. At least four of the nine subjects showed a decrease in the dominant frequency (HVD, BB, TG, and NW). Two of these four subjects (BB and TG) produced activity in the theta range. Figure 4 contains the power spectra for subjects BB and HVD.

Two unusual cases are those of subjects RZ and RH, both of whom evidenced an increase (.75 - 1 Hz) in occipital frequency upon hyperventilation. In the case of subject RZ, a new peak also appeared in the theta band. For subject RH, an increase in the band width around the dominant peak occurred. The power spectra for these subjects are presented in Figure 5.

For two subjects (RM and PM) the dominant peak remained the same during hyperventilation. For subject PM, a new peak appeared from 4-7 Hz and the variability of the dominant peak increased. For subject RM, no recordable change occurred, nor did the subject report any unusual sensations upon hyperventilation.
### TABLE 4
DOMINANT OCCIPITAL FREQUENCY (Hz)
DURING HYPERVENTILATION

<table>
<thead>
<tr>
<th>SUBJECTS</th>
<th>MINUTES OF HYPERVENTILATION</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PRE-</td>
</tr>
<tr>
<td></td>
<td>RESTING</td>
</tr>
<tr>
<td>P.M.</td>
<td>10.5</td>
</tr>
<tr>
<td>H.V.D.</td>
<td>10.75</td>
</tr>
<tr>
<td>R.M.</td>
<td>9.0</td>
</tr>
<tr>
<td>B.B.</td>
<td>10.5</td>
</tr>
<tr>
<td>T.G.</td>
<td>9.75</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>R.Z.</td>
<td>11.0</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>R.H.</td>
<td>11.0</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>N.W.</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>M.C.N.</td>
<td>11.0</td>
</tr>
</tbody>
</table>

**Note.** If one or more non-dominant peaks are present in the spectrum, their values are presented directly below the value of the dominant peak. The arrows ↑, ↓ define the beginning and end, respectively, of the experimental treatment. These conventions are maintained in this and all subsequent Tables.
FIG. 4. Power spectra from subjects BB and HVD before, during and after hyperventilation.
FIG. 5. Power spectra from subjects RZ and RH before, during and after hyperventilation.
The subject's technique for hyperventilating was checked and found satisfactory. Figure 6 contains the power spectra for subject PM.

Table 4 also shows that not all of the power spectra returned to their prehyperventilation state 30-90 seconds after hyperventilation ended. The post-hyperventilation power spectra for five subjects are the same as their prehyperventilation power spectra. Two subjects (TG and NW) show a continued decrease in occipital frequency. The remaining two subjects (BB and RH) show an increase in frequency over their prehyperventilation condition.

Experiment 38. Hyperventilation with Diamox.

A total of 96 power spectra were computed in this experiment. Six subjects were asked to hyperventilate, 30-60 minutes after receiving various doses of diamox. Two of these subjects had also fasted overnight. Table 5 contains the power spectra obtained at various intervals after hyperventilation had begun.

By comparing the first column of power spectral estimates of Table 5 with the corresponding column of Table 4, it may be seen that the power spectra obtained from subjects under the influence of diamox, did not change the resting EEG by more than .25-.50 Hz. This .25-.50 Hz change occurred in both directions, and appears to be within the normal range of variability.

In three out of six cases (subjects PM, RM, and BB), the effects of hyperventilation were more pronounced with diamox, than without. However, the kinds of changes which occurred
FIG. 6. Power spectra from subject PM before, during and after hyperventilation.
# Table 5

**Dominant Occipital Frequency (Hz) After Diamox and During Hyperventilation**

<table>
<thead>
<tr>
<th>Subjects</th>
<th>DIAMOX (mg.)</th>
<th>PRE-RESTING</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>10.5</td>
<td>10.5</td>
<td>9.5</td>
<td>8-9</td>
<td>10.25</td>
<td>10.25</td>
<td>6-7</td>
</tr>
<tr>
<td>P.M.</td>
<td>250</td>
<td>10.75</td>
<td>9.25</td>
<td>8.25</td>
<td>8.25</td>
<td>6.25</td>
<td>8.25</td>
<td>9.75</td>
<td>6-8</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>10.25</td>
<td>10.5</td>
<td>10.5</td>
<td>60.80</td>
<td>5-75</td>
<td>5-6</td>
<td>10.5</td>
<td>10.5</td>
</tr>
<tr>
<td></td>
<td>750</td>
<td>10.25</td>
<td>10.25</td>
<td>10.0</td>
<td>6-8</td>
<td>8.75</td>
<td>10.25</td>
<td>10.25</td>
<td>10.25</td>
</tr>
<tr>
<td>H.V.D.</td>
<td>250</td>
<td>11.0</td>
<td>11.0</td>
<td>11.0</td>
<td>11.25</td>
<td>11.0</td>
<td>11.0</td>
<td>11.0</td>
<td>11.0</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>10.5</td>
<td>10.25</td>
<td>10.25</td>
<td>9-9.5</td>
<td>8.5-9.5</td>
<td>10.5</td>
<td>10.5</td>
<td>10.5</td>
</tr>
<tr>
<td></td>
<td>750</td>
<td>10.5</td>
<td>10.5</td>
<td>10.5</td>
<td>6-75</td>
<td>5.5-75</td>
<td>10.5</td>
<td>10.5</td>
<td>10.75</td>
</tr>
<tr>
<td>R.M.</td>
<td>250</td>
<td>9.0</td>
<td>9.0</td>
<td>9.0</td>
<td>8.75</td>
<td>8.75</td>
<td>9.25</td>
<td>9.0</td>
<td>9.0</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>9.25</td>
<td>9.0</td>
<td>8.75</td>
<td>8.75</td>
<td>8.75</td>
<td>9.25</td>
<td>9.0</td>
<td>9.0</td>
</tr>
<tr>
<td></td>
<td>14 hrs Fast</td>
<td>9.0</td>
<td>8.75</td>
<td>8.75</td>
<td>8.75</td>
<td>8.75</td>
<td>9.25</td>
<td>9.25</td>
<td>9.0</td>
</tr>
<tr>
<td></td>
<td>750</td>
<td>9.0</td>
<td>9.0</td>
<td>9.0</td>
<td>9.0</td>
<td>9.0</td>
<td>9.0</td>
<td>9.0</td>
<td>9.0</td>
</tr>
<tr>
<td>B.B.</td>
<td>250</td>
<td>10.25</td>
<td>10.5</td>
<td>50.75</td>
<td>10.0</td>
<td>10.25</td>
<td>5.5-75</td>
<td>4.55-68.9</td>
<td>10.5</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>10.25</td>
<td>10.5</td>
<td>7.0</td>
<td>5-7</td>
<td>10.0</td>
<td>100</td>
<td>8-9.5-6</td>
<td>100</td>
</tr>
<tr>
<td>R.H.</td>
<td>250</td>
<td>10.75</td>
<td>11.25</td>
<td>10.5</td>
<td>10.25</td>
<td>10.25</td>
<td>12.0</td>
<td>10.5-11.5</td>
<td>10.5-11.5</td>
</tr>
<tr>
<td>T.G.</td>
<td>250</td>
<td>9.75</td>
<td>9.75</td>
<td>9.75</td>
<td>100</td>
<td>5.5-70</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>
differed greatly between subjects. RM showed a fluctuation in peak frequency and a new, slow peak upon hyperventilation with diamox. Without the drug, no change occurred. BB showed greater slowing of the occipital frequency upon hyperventilation with diamox at the 500 mg dose level. At the 250 mg dose level, the degree of occipital slowing was similar to the drug-free state, but occurred later.

An entirely different type of change occurred for PM upon hyperventilation with diamox. PM's power spectra show a 2 Hz change in dominant frequency (no change occurred in the drug-free case), as well as a greater degree of slowing in the theta band. Figure 7 contains the power spectra for subjects RM and PM.

Of particular interest are the diamox-hyperventilation power spectra of subjects HVD, BB, and TG. The effects of hyperventilation with diamox for each of these subjects, were to stabilize the dominant occipital frequency at some dose levels. This result is particularly interesting in that, from the entire group of subjects, both BB and TG showed the most pronounced effects of hyperventilation in the drug-free state (cf. Table 4). Changes did occur when these subjects hyperventilated under the influence of diamox. Increases in theta activity are seen, but the dominant resting frequency retains considerable power. The fluctuations in dominant peak that do occur are of smaller magnitude than in the drug-free state. Figure 8 contains power spectra for BB. Figure 9 contains the power
FIG. 7. Power spectra from subjects RM and PM after they ingested diamox and were hyperventilating.
FIG. 8. Power spectra from subject BB after he ingested diamox and was hyperventilating.
FIG. 9. Power spectra from subject TG after he ingested diamox and was hyperventilating.
spectra for TG.

Table 5 allows for a comparison of three different doses of diamox. Of the four subjects who received both 250 and 500 mg doses, subjects BB and HVD showed a more pronounced hyperventilation reaction to the larger dose, in comparison to both their drug-free and low dose states. These are the same subjects whose power spectra were stabilized at the lower doses. One of these subjects (HVD) also received 750 mg of diamox over a 24 hr. period. This large dose served to stabilize the dominant frequency even more than the 500 mg dose, although a new peak appeared at 3-4.5 Hz.

For the other two subjects (PM and RM), the 500 mg diamox-hyperventilation led to a greater change as compared to the drug-free case. Compared to the 250 mg diamox-hyperventilation, however, the larger dose led to a stabilization of the hyperventilating eeg, in both cases. At the 750 mg dose level, both PM and RM showed less theta activity upon hyperventilation. In this case, their cortical responses to hyperventilation were similar to their drug-free states, with the exception that PM produced a new peak in the theta range at the 750 mg dose level.

Two subjects ingested 250 mg of diamox after having fasted overnight. Both subjects showed greater changes upon hyperventilation in this condition, as compared to their drug-free states. For RM, the effects of fasting plus diamox were even greater than for diamox alone, in that a 3-4 Hz peak appears in the power spectra, as well as a slow shift of the
dominant frequency. For RH the slowing of the dominant peak with diamox plus fasting, was exactly the opposite to the increase in dominant frequency which occurred in the drug-free state upon hyperventilation.

Of the sixteen cases of hyperventilation with diamox recorded in Table 5, six post-hyperventilation power spectra show that cortical activity did not return to the prehyperventilation condition 30-90 seconds after hyperventilation ended.

Experiment 3C. Carbon Dioxide and Diamox.

A total of 124 power spectra were computed in this experiment. Table 6 contains a summary of the experimental conditions and results.

Table 6 indicates that changes in power spectra occurred for all subjects in at least one of the experimental conditions. These changes, however, did not occur each time the subject inhaled carbon dioxide. Nor did they occur each time the subject inhaled carbon dioxide after ingesting diamox.

Upon inhalation of carbon dioxide, two subjects (PM and HVD) showed a slight increase in theta activity. HVD produced this increase in slow wave activity when inhaling 10% carbon dioxide, but only after 5 min. of inhalation. At 20% carbon dioxide, the bandwidth of HVD's dominant peak was broadened. At 10% carbon dioxide, PM's power spectra showed a slight increase in theta activity. But this result could not be replicated on two other occasions.

When carbon dioxide was inhaled after PM had ingested
### TABLE 6

**DOMINANT OCCIPITAL FREQUENCY (Hz) DURING CARBON DIOXIDE INHALATION**

<table>
<thead>
<tr>
<th>SUBJECTS</th>
<th>% DIAMOX (mg.)</th>
<th>MINUTES OF CARBON DIOXIDE INHALATION</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CO(_2)</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>PRE-RESTING</td>
<td>10.0</td>
</tr>
<tr>
<td>P.M.</td>
<td>10</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>10.5</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>10.25</td>
</tr>
<tr>
<td></td>
<td>5-15</td>
<td>10.3</td>
</tr>
<tr>
<td>H.V.D.</td>
<td>10</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>10.0</td>
</tr>
<tr>
<td>B.B.</td>
<td>250</td>
<td>10.5</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>10.5</td>
</tr>
<tr>
<td>T.G.</td>
<td>250</td>
<td>9.0</td>
</tr>
</tbody>
</table>

\(^{a}\)40% CO\(_2\) for first 30 seconds; 20% CO\(_2\) from 0:30 -1:30 minutes; 5% CO\(_2\) from 1:30 -2:30 minutes; and 3% CO\(_2\) from 2:30 -30 minutes.
diamox, theta activity appeared, disappeared, and reappeared at various intervals. The dominant peak, however, was maintained at its resting frequency. Similar increases in theta activity, along with a stable dominant peak, also occurred for RM, BB and TG when they inhaled carbon dioxide after ingesting diamox. For BB and TG, changes in the frequency of the dominant peak occurred in the early minutes of carbon dioxide inhalation, but the dominant peak either returned to its resting frequency (BB), or retained some power (TG) as carbon dioxide inhalation continued. Subject TG showed the most pronounced reaction to the diamox-carbon dioxide combination. The slow waves indicated in his power spectra were both the slowest that were obtained in any of the present series, and persisted for the duration of the inhalation period. The subject reported feeling disorganized during these sessions.
EXPERIMENT 4. GLUCOSE

INTRODUCTION

Numerous investigators (Brazier, et. al., 1944; Cruetzfeldt and Meisch, 1963; Davis, 1941, 1943; Engel, et. al., 1944; Gibbs, et. al., 1940; Himwich, et. al., 1939; Hoagland, et. al., 1937; and Ziegler and Presthus, 1957) report a direct relationship between blood sugar levels and eeg frequencies. When the blood sugar level falls, the cortical frequency first shows a slight decrease. As the blood sugar level drops even more, and the subject approaches a coma-like state, very slow delta waves predominate (Himwich, et. al., 1939; Hoagland, et. al., 1937). However, the cortical frequency will not increase beyond a certain maximum, even after a considerable increase in the blood sugar level (Brazier, et. al., 1944).

These results have been obtained with normal subjects (Brazier, et. al., 1944; Davis, 1941, 1943; Engel, et. al., 1944; Gibbs, et. al., 1940), schizophrenics (Himwich, et. al., 1939, 1941; and Hoagland, et. al., 1937), and neurological patients (Ziegler and Presthus, 1957). Both overnight fasting and insulin have been used to produce the eeg slowing. Slowing of the alpha rhythm is reported at blood levels between 55 and 85 mgms% (Davis, 1943), although the slow delta waves do not appear until the blood sugar drops to approximately 30 mgms% (Gibbs, et. al., 1940). Administering glucose is reported to
increase the occipital frequency (Engel, et. al., 1944; Gibbs, et. al., 1940). Blood sugar levels as high as 300 - 400 mgms% can be obtained by administering oral or IV glucose.

Most of these investigators used a visual analysis of the eeg in determining their results. Engel, et. al., (1944) are a notable exception in that they attempt to objectify their method of visual analysis. Gibbs, et. al., (1940) offer the only objective, automatic technique using a Fourier analysis.

Just as blood sugar levels are said to be directly correlated with cortical frequencies, so too are oxygen concentrations (cf. Dawson and Greville, 1963). Increasing the oxygen concentration inhaled is reported to produce an increase in the cortical frequency as determined by both visual (Engel, et. al., 1944) and mathematical analyses (Gibbs, et. al., 1940).

MECHANISMS OF ACTION

In the central nervous system, the relationship between functional and metabolic activity is not as close as in other organs, or as in the peripheral nervous system. But in general, an increase or decrease in activity is related to an increase or decrease in glycolysis. The net energy made available to the brain must ultimately be derived from the oxidation of glucose (McIlwain, 1966; Sokoloff, 1960). Several of the other sugars may maintain normal functioning, but only after conversion to glucose (McIlwain, 1966).

Animal experiments indicate that cortical and subcortical structures are affected differently by hypoglycemia (Himwich, 1951).
At deep levels of hypoglycemia, the electrical activity of the cortex disappears before that of the subcortical structures. After the injection of glucose, the cortical activity takes longer to return to its original pattern.

A singular study was performed by Creutzfeldt and Meisch (1963). They recorded both single unit and eeg activity from an encephalé isolé cat, during various stages of insulin induced hypoglycemia. They found a concomitant variation between the eeg and unit discharges. As the eeg showed slower waves, the single units displayed a decrease in spontaneous activity, but an increased synchrony. Some units, however, displayed a slight increase in their rate of discharge during the early stages of hypoglycemia.

In summary, the following points may be noted:

1). A degree of hypoglycemia may be induced in normal subjects by fasting, of sufficient depth to elicit a slowing of the occipital eeg frequency.

2). Hyperglycemia induced by oral or IV glucose ingestion, leads to an increase in the occipital frequency.

3). The primary effect of hypoglycemia on the central nervous system appears to be a metabolic action on cortical cells. At the deepest levels of hypoglycemia, the activity of subcortical structures is also depressed.

4). Although there appears to be a direct metabolic effect of hypoglycemia on the cortical cells, there is no information available concerning the exact mechanism which might mediate this effect upon the eeg (i.e., regarding rate of
repolarization, level of membrane potential, etc.).

**METHOD**

**Subjects.** Seven healthy males, ages 20 - 33 years, were used.

**Apparatus.** The eeg recording and computation facilities are described on page 37. Sugar was administered in the form of dextrose anhydrose (d-glucose), mixed with water and flavored with lemon.

Oxygen was delivered via a face mask through an anesthesiology machine (Miget Kinet-O-Meter, Heidbrink, Co., Minneapolis, Minnesota). A non-rebreathing system was used. The apparatus allows a direct reading of the amount of gas delivered in liters per minute. The face mask contained two one-way valves and was designed so that room air could not enter into it.

**Procedure.**

Experiment 4A. Fasting.

All seven subjects were asked to fast overnight and were tested in the morning. The durations of the fasts varied from 10-14 hours. Nothing but water was allowed during the fast. Several subjects repeated the procedure but never on consecutive days.

Four of the seven subjects fasted overnight after having received a large dose of dextrose (cf. section 4D) the previous afternoon or evening.

Experiment 4B. Fasting plus Hyperventilation.

Six subjects were asked to hyperventilate while in the fasting state. The hyperventilation procedure was the
same as described in section 3C.

Experiment 4C. Fasting plus Diamox.

Two subjects ingested 250mg of diamox (cf. section 3) at the end of their fasting periods, and were tested 30-60 minutes later.

Experiment 4D. Dextrose Ingestion.

Four subjects were given a large dose of dextrose (150 gm of dextrose in 400 cc of water, with lemon). Such large doses of dextrose induce an initial hyperglycemia, which may trigger an insulin reaction, and finally result in a moderate hypoglycemia (Kleiner, 1948). Subjects were tested at various intervals up to three hours after dextrose ingestion, and the following morning after an overnight fast.

Experiment 4E. Dextrose plus Oxygen.

The subjects who received the doses of dextrose were also given 100% pure oxygen (10-12 liters per minute), at various intervals after ingesting the dextrose. The anesthesiology machine was used to deliver the oxygen.

In all of the above experiments, subjective reports were elicited if not freely offered.

RESULTS

Experiment 4A. Fasting.

A total of 59 power spectra were computed in parts A and B of this experiment. Table 7 contains both the "normal" and fasting dominant frequency for each of the seven subjects. Of the eleven fasting cases, there were only four cases in which the fasting peaks appeared different than the subjects'
<table>
<thead>
<tr>
<th>SUBJECTS</th>
<th>MINUTES OF HYPERVERVENTILATION</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PRE-FASTING RESTING 10.5-14hrs.</td>
</tr>
<tr>
<td>P.M.</td>
<td>10.0-10.5 10.0 ↑ 10.25 8.75 ↓ 10.25</td>
</tr>
<tr>
<td>R.M.</td>
<td>9.0 8.5 ↑ 8.5 8.5 4.6 ↓ 8.5 4.5 4.5 4.6 8.0 4.25</td>
</tr>
<tr>
<td></td>
<td>9.0a 8.5 8.5 8.5 8.5 8.5 4.75</td>
</tr>
<tr>
<td>B.B.</td>
<td>10.0 10.0 ↑ 10.0 8.0 4.7 4.6.5 ↓ 9.75</td>
</tr>
<tr>
<td></td>
<td>10.0</td>
</tr>
<tr>
<td>R.H.</td>
<td>11.0 11.0a ↑ 11.0 10.25 10.25 ↓ 11.5</td>
</tr>
<tr>
<td></td>
<td>4.65 5.75</td>
</tr>
<tr>
<td>R.Z.</td>
<td>11.0 10.5a ↑ 10.5 10.5 11.0 ↓ 11.0 4.5 6.25</td>
</tr>
<tr>
<td></td>
<td>6.0 8.75</td>
</tr>
<tr>
<td>M.C.N.</td>
<td>11.0 10.25a ↑ 10.5 10.25 10.0 ↓ 10.5</td>
</tr>
<tr>
<td></td>
<td>5.0 8.25 8.25 8.0 8.25</td>
</tr>
<tr>
<td>N.W.</td>
<td>9.5</td>
</tr>
</tbody>
</table>

* These subjects fasted overnight after receiving a large dose of dextrose the previous evening.
resting peaks. In three of these four cases, new peaks appeared in the theta range (subjects RM, RZ, and McN). Subject RM showed a fluctuation in his dominant peak on one day, but not another.

Four of the seven subjects fasted overnight after having received 150 gm of d-glucose the previous evening. Only two subjects (RZ and McN) produced power spectra with a dominant peak different from their resting peaks. They also showed an increase in theta activity. Both RM and RH failed to show a change under these conditions. All of the fluctuations in dominant peak which did occur were decreases.

Experiment 48. Fasting plus Hyperventilation.

Six of the subjects who participated in the fasting experiment were asked to hyperventilate while still in the fasting state. In all cases, the effects of hyperventilation were equal to, or greater than, hyperventilation in the non-fasting state (compare the corresponding power spectral estimates of Tables 4 and 7). Fasting-hyperventilation elicited a more pronounced response than the non-fasting hyperventilation, even if the subjects' resting dominant peaks after fasting did not change (PM, RM, BB, and RH). The kinds of changes which did occur were similar for fasting and non-fasting hyperventilation. In both cases, increases in theta activity occurred, which may be accompanied by a slowing in occipital frequency (e.g., subject PM, HV 2:30-3:30 min.). Figure 10 presents the power spectra for subjects PM and RM.
FIG. 10. Power spectra from subjects PM and RM while they were hyperventilating, after fasting overnight.
Experiment 4C. Fasting Plus Diamox.

The results of this experiment are presented in section 3B.

Experiment 4D. Dextrose.

A total of 77 power spectra were computed in sections D and E of this experiment. Table 8 contains the power spectral estimates obtained after various intervals following the ingestion of dextrose. Of the twelve cases of dextrose ingestion, only three showed a fluctuation in dominant frequency. In three cases, theta activity appeared in the post-dextrose resting EEG.

Experiment 4E. Dextrose Plus Oxygen.

Table 8 contains power spectral estimates obtained after subjects ingested dextrose and inhaled oxygen. Upon inhalation of 100% oxygen, at least some power spectra for each subject show a fluctuation in dominant frequency. Inhalation of oxygen is often accompanied by a slight increase in theta activity, regardless of whether or not there are fluctuations in dominant frequency. All of the fluctuations in dominant frequency were increases. Figure 11 contains the power spectra for subjects RH and RM.
# TABLE 8

**DOMINANT OCCIPITAL FREQUENCY (Hz) AFTER DEXTROSE INGESTION AND DURING OXYGEN INHALATION**

<table>
<thead>
<tr>
<th>SUBJECTS</th>
<th>MINUTES OF OXYGEN INHALATION</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PRE-RESTING DEXTROSE, POST</td>
</tr>
<tr>
<td></td>
<td>0 1 2 3 4 5 6 7 8 9 10 11 12 13 14</td>
</tr>
<tr>
<td></td>
<td>hrs</td>
</tr>
</tbody>
</table>

|          | R.H. |          |          |          |          |          |          |
|----------|------|----------|----------|----------|----------|----------|
|          | 1    |          |          |          |          |          |
|          | 11.0 |          |          |          |          |          |
|          | 1    | 11.5 ↑   | 11.5 11.5| 11.5     | 11.5 ↓   | 11.5     |
|          | 110  | 4-5      | 4-5      | 4-5      | 4-6      | 4-5      |
|          | 2    | 11.5 ↑   | 11.5 11.5| 11.5     | 11.5 ↓   | 11.5     |
|          |      | 4-6      | 4-6      |          |          |          |
|          | 1    | 11.0 ↑   | 11.25 11.25| 11.25     | 11.5 ↓   | 11.75    |
|          | 1    |          | 4-5      | 4-4      | 4-5      | 4-5      |
|          | 2    | 11.0 ↑   | 11.25 11.0| 11.0 ↓   | 11.5     |
|          | 1    |          | 4-5      | 4-7      | 4-7      |          |
|          | 1    | 9.0      |          |          |          |          |
|          | 2    | 9.0 ↑   | 90 95 90| 90↑ 95   |
|          | 3    | 9.0 ↑   | 90 95 95| 95↓ 90   |
|          | 1    | 9.0      |          |          |          |          |
|          | 2    | 9.0 ↑   | 90 90 90| 90↑ 95   |
|          | 3    | 9.0 ↑   | 90 90 95| 95↓ 90   |
|          | 1    | 11.0     |          |          |          |          |
|          | 2    | 11.0 ↑   | 11.0 11.5| 11.5 ↓   | 11.0     |
|          | 3    | 11.0     |          |          |          |          |
|          | 1    | 10.5     |          |          |          |          |
|          | 2    | 10.5 ↑   | 10.5 11.0| 11.0     | 11.0     |
|          |      |          | 11.0 11.0| 11.0     | 11.0     |
FIG. 11. Power spectra from subjects RH and RM after they ingested dextrose (150 gm in 400 cc of water), and while they inhaled 100% pure oxygen.
EXPERIMENT 5. CHLORDIAZEPoxide (LIBRIUM)

INTRODUCTION

There are few studies which have investigated the effects of librium on the frequency of the EEG. Those that have been made report a slowing of the alpha rhythm (Carter, 1962; Jarvik, 1965; Keskiner and Lloyd-Smith, 1963; and Sternbach, et al., 1964). None of the above investigators used normal subjects, nor did they use any method other than an unspecified visual analysis of the EEG.

Since librium has definite anticonvulsant properties (Randall, 1961; Sternbach, et al., 1964), is said to produce an EEG typical of a drowsy state (Brazier, 1964), does not have the hypnotic effect of barbiturates (Randall, 1961; Jarvik, 1965; and Sternbach, et al., 1964), and produces a slowing of the alpha rhythm in a variety of neurological patients, it was decided to test its effects on the frequency characteristics of the normal EEG.

Librium is a relatively new drug, and very little has been published concerning its effects upon the brain (Jarvik, 1965). It has been shown, however, that the limbic system (septum, amygdala and hippocampus) is more sensitive to the drug than is the reticular activating system. Both systems are depressed by librium (Schallek and Kuehn, 1960).
METHOD

Subjects. Six healthy males, ages 19-33 years, were used.

Apparatus. The eeg recording and computation equipment have been described on page 37. Librium was obtained in 5 and 10 mg. tablets.

Procedure. Each subject was given at least two different doses of librium, the exact amount depending upon the subject's body weight and his reaction to the first dose. One subject received the same 25 mg. dose on three consecutive days, in order to test the cumulative effects of the drug. Other doses ranged from 20-50 mg., taken orally in single doses (cf. Table 9). The subjects were not told what kind of drug they were receiving.

EEGs were obtained at intervals varying from 20 minutes to 9\(\frac{1}{2}\) hours after ingesting the drug. Four of the six subjects were asked to hyperventilate while under the influence of the drug.

Subjective reports were elicited if not freely offered.

RESULTS

A total of 135 power spectra were computed in this experiment.

Table 9 indicates the dominant occipital peak for each subject, under conditions of maximal change induced by various doses of librium. Four of the six subjects showed fluctuations in their dominant peak under librium. For three of these subjects (RZ, BB, and NW) the fluctuations were .5 Hz decreases. The fourth subject's (PM) dominant peak fluctuated toward the fast side of the spectrum by .5 Hz.

Figure 12 presents some of the power spectra of subjects...
### TABLE 9

DOMINANT OCCIPITAL FREQUENCY (Hz) AFTER VARIOUS DOSES OF CHLORDIAZEPoxide

<table>
<thead>
<tr>
<th>SUBJECTS</th>
<th>LIBRIUM (mg.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PRE- RESTING</td>
</tr>
<tr>
<td>R.Z.</td>
<td>11.0</td>
</tr>
<tr>
<td>R.H.</td>
<td>11.0</td>
</tr>
<tr>
<td></td>
<td>11.0</td>
</tr>
<tr>
<td></td>
<td>11.0</td>
</tr>
<tr>
<td></td>
<td>11.0</td>
</tr>
<tr>
<td>P.M.</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>10.0</td>
</tr>
<tr>
<td>R.M.</td>
<td>9.0</td>
</tr>
<tr>
<td></td>
<td>9.0</td>
</tr>
<tr>
<td>B.B.</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>10.0</td>
</tr>
<tr>
<td>N.W.</td>
<td>9.5</td>
</tr>
</tbody>
</table>
FIG. 12. Power spectra from subjects RH and RZ after they ingested various doses of Librium.
RH and RZ, obtained at various intervals after ingesting librium. The power spectra from RZ show changes in dominant frequency, whereas the spectra from RH show changes elsewhere in the spectrum.

Figure 13 contains power spectra of RH's occipital frequency while the subject was hyperventilating under the influence of librium. Also in Figure 13 are the power spectra of PM's occipital frequency during hyperventilation after ingesting librium. The power spectra of both these subjects (RH and PM) evidenced considerable change upon hyperventilation, yet each changed in a different manner. For subject PM, the dominant peak shifted to the slow side by a full cycle per second, and a new smaller peak appeared in the theta range (4-8 Hz). For subject RH, the dominant peak appeared in the theta range, where previously no peak existed (Figure 13). Even after hyperventilation had stopped, there remained considerable power in the theta band (Figure 13). The only unusual sensation reported by RH while hyperventilating, was a feeling of "pins and needles" in his fingers and toes. The power spectrum for subject PM also shows effects after hyperventilation had ceased (Figure 13).

In contrast, the power spectra for subjects RM and RZ (Figure 14) show only slight changes upon hyperventilation. For subject RM, the librium-hyperventilation power spectra show a more pronounced effect than when the subject hyperventilated without the drug (compare Figs. 8 and 14). For subject RZ, the power spectra for both conditions are extremely similar
FIG. 13. Power spectra from subject RH while he was hyperventilating after ingesting Librium.
FIG. 14. Power spectra from subjects RM and RZ after ingesting Librium and hyperventilating.
(compare Figs. 7 and 14). Both subjects show an oscillation around their dominant resting frequency when hyperventilating under the influence of librium. But no new peaks appear in the theta band or elsewhere, as with subjects PM and RH.
EXPERIMENT 6. DEXTRO-AMPHETAMINE SULFATE (DEXEDRINE)

INTRODUCTION

The few studies concerned with the effects of amphetamines on the EEG report either an increase in alpha frequency (Gibbs and Maltby, 1943; Lindsley and Henry, 1942), or no appreciable effect (Gastaut, et al., 1960; Gibbs, et al., 1937). Little work has been done on the effects of amphetamines on the normal human EEG. Most of the above studies used psychiatric or neurological patients. Only Gibbs and Maltby (1943) used a power spectrum technique to determine EEG frequency changes. They administered benzedrine to two normal subjects.

It is known that amphetamines affect the reticular formation by lowering the threshold for arousal by electrical stimulation of this region (Bradley and Key, 1958; Rothbauer, 1957). However, little is known about the direct action of the drug on cortical cells (Innes and Nicherson, 1965).

METHOD

Subjects. Six healthy male subjects, ages 19 - 33 years, were used.

Apparatus. The EEG recording and computation facilities are described on page 37. Dexedrine was obtained in 5, 10 and 25 mg tablets.

Pure oxygen was delivered via a face mask, through an anesthesiology machine (Miget Kinet-O-Meter, Heidbrink, Co., Minneapolis, Minnesota). A non-rebreathing system was used.
The face mask contained two one-way valves which were designed so that room air could not enter into it.

Procedure. Table 10 contains a summary of the experimental conditions. Three subjects were given three different doses of dexedrine (5, 10, and 25 mg.) on separate occasions. These same three subjects also received 100% oxygen (10-17 liters per minute) for various durations, after ingesting the dexedrine. Another subject received two doses of dexedrine (10 and 25 mg.) on two separate occasions, and room air. And two other subjects received only a single dose of dexedrine, one of whom also received oxygen. Subjects were not told what kind of drug they were receiving. EEGs were recorded at various intervals from 30 minutes to 3 3/4 hours after receiving the drug.

RESULTS

A total of 55 power spectra were obtained in this experiment. Table 10 presents the maximal changes in occipital frequency induced by various doses of dexedrine and oxygen. With dexedrine alone, five of the six subjects showed fluctuations in occipital frequency, at one or more dose levels. In two cases (subject RH, 5 mg; and subject NW, 25 mg.) the fluctuations were toward the slow side of the spectrum.

Three of the four subjects who also received oxygen showed a further .25-.5 Hz increase in frequency. However, the full .5 Hz increase with oxygen occurred only when the dexedrine alone produced no fluctuations. If the dexedrine had already produced a fluctuation toward the fast side, the
TABLE 10

DOMINANT OCCIPITAL FREQUENCY (Hz) AFTER VARIOUS DOSES OF DEXTRO-AMPHETAMINE SULFATE AND DURING OXYGEN INHALATION

<table>
<thead>
<tr>
<th>SUBJECTS</th>
<th>STATE</th>
<th>DEXEDRINE (mg.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PRE- 5mg.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RESTING</td>
</tr>
<tr>
<td>R.M.</td>
<td>Drug alone</td>
<td>9.0</td>
</tr>
<tr>
<td></td>
<td>+O₂</td>
<td></td>
</tr>
<tr>
<td>R.H.</td>
<td>Drug alone</td>
<td>11.0</td>
</tr>
<tr>
<td></td>
<td>+O₂</td>
<td>11.5</td>
</tr>
<tr>
<td>R.Z.</td>
<td>Drug alone</td>
<td>11.0</td>
</tr>
<tr>
<td></td>
<td>+O₂</td>
<td>11.0</td>
</tr>
<tr>
<td>P.M.</td>
<td>Drug alone</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>+O₂</td>
<td>10.5</td>
</tr>
<tr>
<td>N.W.</td>
<td>Drug alone</td>
<td>9.0</td>
</tr>
<tr>
<td>B.B.</td>
<td>Drug alone</td>
<td>10.0</td>
</tr>
</tbody>
</table>
effects of oxygen were mitigated. Oxygen did not produce fluctuations in frequency in all cases (e.g., subject RM).

Figure 15 contains power spectra for subject RH after ingesting dexedrine and inhaling oxygen. Figure 15 contains estimates of the power spectra out to 24 Hz. In Figure 15 the dominant peak remains at 11 Hz, but new peaks appear at 16.5 Hz and 22.5 Hz. After receiving oxygen for 5-6 minutes, the subject's dominant peak fluctuated toward the fast side by .5 Hz, and the peak at 22.5 Hz remained. These instances are unusual in that changes were found in frequencies outside the alpha and theta bands. The output in this frequency range was not altered by the filters of the polygraph.

Figure 15 contains the power spectra for subject RH at two dose levels, one of which was accompanied by oxygen inhalation. The effect of oxygen was similar to that of a larger dose of dexedrine.

Figure 16 contains the power spectra for NW at two dose levels and two post-drug intervals. With 10 mg. of dexedrine the occipital frequency fluctuated toward the fast side. With 25 mg. of dexedrine, two separate peaks appeared within the alpha band 30 minutes after ingesting the drug. One of the peaks was below, the other above, the resting peak value. At 1 3/4 hours after ingesting the drug, the dominant frequency was .5 Hz below the resting peak value, but the fast side of the peak (10-11 Hz) showed an increase in power. The double peak in Figure 16 for subject NW is unusual, but has
FIG. 15. Power spectra from subject RH after ingesting dextro-amphetamine sulfate and inhaling 100% pure oxygen.
FIG. 16. Power spectra from subject NW after ingesting various doses of dextro-amphetamine sulfate.
appeared in the same subject's power spectra under other conditions. Subject PM also produced a power spectrum with a dual peak, 90 minutes after ingesting 10 mg of dextedrine. It was the only occasion on which a double peak appeared in this subject's eeg.
SUMMARY OF RESULTS

The power spectral and visual techniques of EEG analysis have proven to be reliable and valid methods of determining the dominant EEG frequency. Variability in dominant peaks was detected across and within subjects. The between-day variability is less than .5 Hz for the group as a whole. The within-day variability also appears to be of the order of .5 Hz. Because these sources of variability were obviously small compared to the changes sought, the study was not designed to measure their distribution.

Eight out of the nine subjects showed a full 1 Hz change in dominant frequency under at least one of the experimental treatments (cf. Table 11). Only one subject (PM) showed 1 Hz changes in both directions. When these 1 Hz changes occurred, theta activity often appeared. All of the 1 Hz shifts were in the expected directions, with the exception of subject RZ's 1 Hz increase in frequency upon hyperventilation.

Carbon dioxide inhalation and hyperventilation procedures produced the largest changes in the cortical frequency spectrum. Considerable theta and delta activity appeared most often, occasionally accompanied by a change in dominant occipital frequency.

The changes in dominant occipital frequency alone, without changes occurring elsewhere in the spectrum, are summarized for each treatment in Table 12. Dexedrina and dextrose plus
### TABLE 11
SUMMARY OF POWER SPECTRAL CHANGES FOR EACH EXPERIMENTAL TREATMENT

<table>
<thead>
<tr>
<th>Subject</th>
<th>Fasting</th>
<th>Dextrose</th>
<th>Dextrose plus Oxygen</th>
<th>Carbon Dioxide</th>
<th>Diamox</th>
<th>Alcohol</th>
</tr>
</thead>
<tbody>
<tr>
<td>R.M.</td>
<td>$\frac{1}{2}c &lt;$</td>
<td>$\frac{1}{2}c &gt;$</td>
<td>$\frac{1}{2}c &gt;$ theta delta</td>
<td>No Change delta</td>
<td>No Change</td>
<td></td>
</tr>
<tr>
<td>N.W.</td>
<td>No Change</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\frac{1}{4}c &gt;$ $\cdot$</td>
</tr>
<tr>
<td>B.B.</td>
<td>No Change</td>
<td></td>
<td>$3c &lt;$ theta</td>
<td>No Change</td>
<td>No Change</td>
<td>$\frac{1}{2}c &lt;$</td>
</tr>
<tr>
<td>P.M.</td>
<td>$\frac{1}{2}c &lt;$</td>
<td></td>
<td>No Change $\cdot$ theta</td>
<td>$\frac{1}{2}c &lt;$</td>
<td>$\frac{1}{2} - 1.0c &lt;$</td>
<td></td>
</tr>
<tr>
<td>M.C.N.</td>
<td>$\frac{1}{2}c &lt;$</td>
<td>No Change</td>
<td>$\frac{1}{2}c &gt;$</td>
<td>No Change theta</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H.V.D.</td>
<td></td>
<td></td>
<td>$\frac{1}{2}c &gt;$ theta</td>
<td>No Change</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T.G.</td>
<td></td>
<td></td>
<td>$1c &gt;$ theta delta</td>
<td>No Change</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R.Z.</td>
<td>$\frac{1}{2} - 1.0c &lt;$</td>
<td>No Change</td>
<td>theta</td>
<td>No Change</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R.H.</td>
<td>No Change</td>
<td>$\frac{1}{2}c &gt;$</td>
<td>$\frac{1}{2}c &gt;$ theta</td>
<td>No Change</td>
<td>$\frac{1}{2}c &lt;$</td>
<td></td>
</tr>
</tbody>
</table>
TABLE 11 (continued)

<table>
<thead>
<tr>
<th>SUBJECT</th>
<th>Librium</th>
<th>Dexedrine</th>
<th>Dexedrine plus Oxygen</th>
<th>Hyper-Ventilation</th>
<th>H.V. plus Fasting</th>
<th>H.V. plus Diamox</th>
<th>H.V. plus Alcohol</th>
<th>H.V. plus Librium</th>
</tr>
</thead>
<tbody>
<tr>
<td>R.M.</td>
<td>No Change</td>
<td>No Change</td>
<td>No Change</td>
<td>No Change</td>
<td>1c &gt; theta</td>
<td>1/2c &gt; theta delta</td>
<td>1/2c &gt; theta delta</td>
<td>1/2c &gt; theta</td>
</tr>
<tr>
<td>N.W.</td>
<td>1/2c &lt; 1/2-10c &lt;</td>
<td>1c &gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B.B.</td>
<td>1/2c &lt;</td>
<td>No Change</td>
<td>3 1/4 c &lt; theta</td>
<td>3c &lt; theta</td>
<td>2 3/4c &lt; theta</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P.M.</td>
<td>1/2c &gt; 1/4-1/2c &gt;</td>
<td>1c &gt;</td>
<td>No Change</td>
<td>1/2c &lt; theta</td>
<td>2 1/2c &lt; theta delta</td>
<td>2c &lt; theta</td>
<td>1c &lt; theta</td>
<td></td>
</tr>
<tr>
<td>M C N.</td>
<td></td>
<td>No Change</td>
<td></td>
<td>1c &lt; theta</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H.V.D.</td>
<td></td>
<td></td>
<td></td>
<td>1 1/4 c &lt;</td>
<td>1/2c &lt; theta delta</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T.G.</td>
<td></td>
<td></td>
<td></td>
<td>theta</td>
<td>1/4c &gt; theta</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R.Z.</td>
<td>1/2c &lt; 1/4-3/4c &gt;</td>
<td>No Change</td>
<td>1/2c &gt; theta</td>
<td>1/2c &lt; theta</td>
<td></td>
<td></td>
<td>1/2c &gt; theta</td>
<td></td>
</tr>
<tr>
<td>R.H.</td>
<td>No Change</td>
<td>1/2c &gt;</td>
<td>1c &gt;</td>
<td>3/4c &lt; theta</td>
<td>1/2c &lt;</td>
<td>No Change</td>
<td>theta</td>
<td></td>
</tr>
</tbody>
</table>
# TABLE 12

## SUMMARY OF CHANGES IN DOMINANT PEAK

<table>
<thead>
<tr>
<th>Condition</th>
<th>Slower</th>
<th>No Change</th>
<th>Faster</th>
<th>Total Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dextrose</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Dextrose + Oxygen</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Dexedrine</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Dexedrine + Oxygen</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Carbon Dioxide</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td><strong>Total Cases</strong></td>
<td>1</td>
<td>10</td>
<td>13</td>
<td>24</td>
</tr>
<tr>
<td>Fasting</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>Diamox</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>Hyper-Ventilation</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>Alcohol</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Librium</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td><strong>Total Cases</strong></td>
<td>16</td>
<td>14</td>
<td>3</td>
<td>33</td>
</tr>
</tbody>
</table>
oxygen, were most successful in producing increases in alpha frequency. Alcohol was most effective in producing a decrease in alpha frequency. Changes in dominant alpha frequency greater than 1 Hz, unaccompanied by an increase in theta or delta activity, did not occur.

Individual differences were noted in:

1.) the values of the dominant resting peak;
2.) the amount of variability in the resting dominant peak;
3.) the kinds of changes which occurred upon the administration of any particular treatment;
and 4.) subjective reports concerning the effects of the experimental treatments.
DISCUSSION

The power spectral technique has proven its usefulness in detecting a variety of changes in the eeg, as well as its validity. The technique allows a direct test of certain assumptions concerning some characteristics of the eeg. For instance, the resting power spectra are essentially flat on both sides of the dominant peak, indicating that the frequency components present which are not in the alpha range, are essentially random. The technique's precision, reliability, and the range of information which it provides, as well as its relative ease of calculation, make it possible to deal with several questions which other techniques of eeg measurement could not easily handle.

The present set of data indicates that the alpha rhythm is fairly stable and resistant to change. None of the techniques used were able to manipulate the alpha frequency 2 Hz from its resting frequency, without also increasing the amount of theta activity. The presence of theta activity is likely to be attributed to the activation of subcortical structures, rather than the occipital lobe itself. The fact that 1 Hz shifts in frequency occur only when theta is present, raises the possibility that the mechanisms responsible for the theta activity may influence the alpha generators, rather than the chemical agents directly. Could it be that the desired goal
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of a 2 Hz shift in dominant frequency is unattainable? Phrased in more general terms, to what extent are the mechanisms responsible for the alpha frequency capable of shifting these rhythms over a wide frequency range? Can the mechanisms responsible generate any frequency up to a cutoff point? Can the mechanisms responsible generate a frequency only within a narrow band? Can they generate harmonics and subharmonics of this dominant frequency?

The answers to these questions would help to understand the nature of the mechanisms themselves. Pinsky's (1966) model of a cortical neuron and its dendritic branches may account for some of the frequency characteristics of the EEG. If the model cannot account for the answers to the above questions, then it must be asked how the model can be changed to incorporate these characteristics. Such a strategy would be an aid to further understanding the mechanisms responsible for the characteristic frequency components of the EEG. Such questions as those posed above then become tools for testing and improving the model. This is true, of course, for any model which may account for some of the frequency characteristics of the EEG. At worst, this strategy may point out the ways in which a particular model is inadequate.

On the basis of the present data, some very tentative answers may be suggested to some of the questions raised above. In actuality, these "answers" will be an abstracted summary and discussion of the qualitative frequency changes encountered in
the present study.

The first issue concerns the normal range of variability, or spontaneous fluctuations. There are several kinds of variability, noted in the early EEG literature (Jasper, 1936), but unattended since. There is a within-day and a between-day variability. In the present study, the between-day variability was 0.5 Hz (cf. Table 2). Information regarding within-day variability is not available from the present study. Indirectly, the few occasions on which more than one pre-resting record was obtained, and the magnitude of the between-day variability, give some suggestion of the within-day variability. This scant information suggests it is also of the order of 0.5 Hz.

Since both the within-day and between-day variability appeared to be very small relative to changes sought, the present studies were not designed to measure their distribution. If one were interested in small frequency changes in studies of this type, adequate control data would require drug-free EEG measures over a time period similar to that over which the drug effects would be measured. Controls would have to be determined for each subject and the measurements would have to be repeated on different days, to determine if the within-session variability is similar across days. Increasing the resolution of the power spectra to detect smaller changes in dominant frequency would also help to distinguish spontaneous from induced changes.

In spite of this lack of adequate control data to make
reliable statements about small changes in dominant frequency, there are several trends in the present data which make it difficult to support the position that all of the .5 Hz fluctuations encountered were unrelated to the experimental treatments. For instance, the alcohol spectra show .5 Hz fluctuations for four out of five subjects. All four subjects showed these changes in the expected direction, a decrease in frequency. The fasting spectra also reveal a trend toward the slow side of the spectra for four of the seven subjects. The subjects who did not show this .5 Hz decrease, showed no change at all. Similarly, the oxygen plus dextrose spectra show .5 Hz fluctuations, all toward the fast side, for three of the four subjects. Again, this change was in the expected direction, and no fluctuations in the opposite direction were recorded. The results for dexedrine are a bit more complex in that one subject (RZ) showed fluctuation in both directions. However, this subject's increase in frequency (the expected direction) was larger than the decrease which occurred. Including this subject, four of the six subjects showed increases in dominant frequency under dexedrine. The other two subjects showed no changes. Similar trends may be noted for dextrose, and dexedrine plus oxygen. No changes were noted for diamox.

Although the directions of these trends, and the proportion of the subjects who displayed them (cf. Table 12), suggest that the chemical agents actually did have some influence on the eeg frequency, it must be kept in mind that these changes
were small and appear to be within the range of normal variability. Without adequate control data, no conclusions can be reached as to whether these fluctuations are spontaneous or induced. The term spontaneous is used here to describe fluctuations within the normal range of variability. At best, the lack of control data may tend to exaggerate the trends noted.

The second issue concerns those changes which were greater than any spontaneous fluctuations recorded. Changes of 1 Hz in dominant frequency may be induced in some individuals, by some agents, without other changes occurring elsewhere in the spectrum (0-50 Hz) (cf. Table 11). If a change in dominant frequency greater than 1 Hz is induced, it is invariably accompanied by changes elsewhere in the spectrum. These changes are increases in delta and theta activity.

The finding that changes in dominant frequency greater than 1 Hz did not occur, unless theta and/or delta activity also appeared, does not mean that such frequency changes cannot occur alone. A negative generalization of this sort cannot be conclusive. Furthermore, the only treatments which produced changes in dominant frequency greater than 1 Hz were involved with carbon dioxide metabolism. This relationship between dominant frequency and theta activity might hold for carbon dioxide metabolism, but not for other agents. Usually, the theta activity did not occur at a subharmonic of the dominant frequency (cf. Figs. 9-11). Higher frequency responses also occurred at harmonics of the dominant frequency (cf. Fig. 13),
but not always (cf. Fig. 15). Individual differences occurred concerning the presence or absence of harmonics.

The finding that theta and delta activity may be recorded from the occipital lobe raises the question of the source of these rhythms. It is unlikely that the same cells which generate the alpha rhythm, are also responsible for the theta and delta activity recorded. The amplitude of these slower rhythms is usually reported to be greatest in parietal and temporal leads. They are generated by deep subcortical structures, and capable of spreading electrotonically over relatively large areas (Adey, et. al., 1960; Gelhorn, 1953; and Morrice, 1956). Furthermore, in the present studies, theta activity appeared accompanied by no change in the position of the peak in the alpha range. In any event, the present practice of recording with a single occipital lead is not sufficient to determine the source of the theta and delta rhythms recorded there.

A final, general comment concerning the alpha rhythm is in order. The alpha rhythm, and indeed all eeg activity, have been written off by some investigators as an epiphenomenon. At best, they argue, it is nothing more than a resonator, generating the same frequency no matter what input is delivered into the system. The present data do lend support to this idea. The alpha rhythm has proven to be remarkably stable and resistant to the chemical agents administered to the subjects.

The present interest in the alpha rhythm centers on
some of its temporal properties. These temporal properties are considered to reflect some temporal characteristics of the mechanisms responsible for generating the alpha rhythm. Going one step further, the question is asked whether these temporal characteristics of the alpha generators are related to the temporal periodicity of Kristofferson's (1965) model of attention.

It should be noted that the alpha mechanisms may indeed function as a resonator, without becoming incompatible with Kristofferson's notion of the quantum. The quantum is not a physical entity; it is an interval. Resonators generate such intervals, and may impose time limits on the flow of signals. Ignorance about the exact mechanisms responsible for the alpha rhythm leave the rhythm itself as the only index of the mechanism's performance. The notion of a cortical excitability cycle does not claim that the alpha rhythm itself performs certain functions, but that it may be an index of these functions, albeit, an imperfect one.

An obvious question arises concerning the discrepancy between the present results, and those of other investigators who report EEG frequency changes using the same chemical agents. The agents used in the present study may each be placed in one of three categories. Dextrose, oxygen, alcohol, carbon dioxide, and fasting, have each been reported to produce a 2 Hz shift in the occipital frequency of normal subjects. Librium and dextroedrine have been reported to produce 1 Hz shifts in dominant occipital frequency, but there is little information on these agents for
normal subjects. The effects of diamox upon the frequency of the normal EEG have not been reported, to the knowledge of the present reviewer. The agents used in the present study which fall into the first two categories, were administered in higher doses than those used by other investigators, with two exceptions, as noted below.

There were a number of procedural differences between prior studies with these agents, and the present investigation. The most common, and perhaps the most important difference, is the type of EEG frequency analysis used. Of all the prior studies with any of these agents, only those of Davis, et al. (1940), Gibbs, et al. (1940), and Gibbs and Maltby (1943), used a Fourier analysis of the EEG to extract the frequency components. The present results are most similar to the findings of these studies. All other investigators used a variety of visual analyses.

Davis, et al. (1940) administered 2 cc/kg of body weight of absolute alcohol to their subjects. Although this dose is higher than that used in the present study, the blood alcohol levels attained were nearly similar for the subjects in both studies. Many of Davis' subjects became ill from the treatment. None of the subjects in the present study became ill. These authors report a 2 Hz decrease in occipital frequency, and considerable theta activity. Power spectra were computed for only two of their subjects.

Gibbs, et al. (1940) studied the effects of carbon
dioxide, blood sugar, and oxygen tension on the normal EEG. For carbon dioxide inhalation, they show a 2 Hz increase in occipital frequency for one subject, and a 1 Hz increase for another. Both subjects showed an increase in the power of the slower, theta and delta rhythms. Only two subjects were used in this experiment. The authors do not mention how they raised the blood sugar level. The subject showed a 1 Hz increase in dominant peak, and a considerable increase in theta activity. Their oxygen experiment was performed with a rabbit, and shows a 1 Hz increase in occipital frequency after an increase in oxygen pressure.

Gibbs and Maltby (1943) administered a large IV dose of benzedrine to two normal subjects and reported a 1 Hz increase in occipital frequency, along with increases in theta activity. Benzedrine is a slightly different amphetamine than the dexedrine used in the present study. Dexedrine is considered the more potent agent as a central nervous system stimulant. The different results of these agents on the normal EEG may be due to their slightly different chemical structures, or the different routes of administration (benzedrine, IV; dexedrine, oral).

The other studies which report 2 Hz shifts in occipital frequency, for dextrose (Engel, et. al., 1944; Davis, 1943), fasting (Engel, et. al., 1944), and alcohol (Engel and Rosenbaum, 1945), all used visual techniques to determine the EEG frequency distribution. First of all, it must be noted that
they did not attempt to measure the same characteristics of the eeg that are measured in the power spectral analysis used here. The visual analyses often produced frequency histograms, giving a count of the number of 5 Hz, 6 Hz, etc., waves present in a certain epoch of eeg record. Their frequency categories were a full 1 Hz wide. The power spectral technique computes the amount of power in the frequency spectrum from 0 - 50 Hz, with a .5 Hz resolution. If the reliability of these visual techniques is also questioned (none of the studies presented adequate proof of reliability or validity of their techniques), it is quite obvious that they are measuring very different eeg characteristics than the techniques used in the present study. This difference in technique of eeg measurement may account for the discrepancy of results between the present study and others which used the same chemical agents.

The librium and diamox literature concerning eeg effects in normal subjects is scant. Librium is reported to produce a slowing of the alpha rhythm (Carter, 1962; Tobin, et. al., 1960) in hospital patients. If there is an effect on the normal eeg, the present study suggests that it is small. Although diamox mimics the action of carbon dioxide on a number of physiological levels, it does not seem to have an effect on the occipital eeg frequency. This finding may be due to the fact that the cerebral arterial carbon dioxide tension is not increased after diamox is administered (Ehrenreich, et. al., 1961).

It might be argued that the agents which did not produce
any large effects (dexedrine, librium and diamox) were simply not administered in large enough doses. In answer to this, it can only be noted that all of the doses used were well above the usual clinical doses. Furthermore, subjective reports, as well as casual observation, indicated that each of these agents did have an effect on some level of behavior.

The present studies have not provided a technique for testing the relationship between attention and the alpha rhythm, as desired. They have indicated that 1 Hz changes in dominant frequency do occur in both directions from the mean resting frequency, without changes elsewhere in the spectrum. This finding presents some possibilities for further study. It may be possible to use one agent to induce a 1 Hz decrease in frequency, and another agent to induce a 1 Hz increase. This would give the desired 2 Hz difference in dominant frequency required to perform the planned experimental manipulations. Such a study would require information concerning the distribution of normal within-session variability. It would also involve manipulating other parameters of the agents, such as dose level, multiple dose, etc., to determine the conditions of maximal change.
CONCLUSION

The power spectral technique proved to be a reliable and valid method of EEG analysis. The technique is able to detect a variety of qualitatively different types of EEG changes, and to provide quantitatively precise measures of these changes. This study has thus succeeded in the first of two goals – to provide a reliable and valid measure of EEG frequency analysis.

The second goal of the study was not reached. The experimental techniques used were not able to produce 2 Hz fluctuations of the dominant alpha frequency, without also activating cerebral mechanisms ordinarily not involved in the generation of the alpha rhythm. The finding that the alpha rhythm can be made to oscillate only within a very narrow frequency band (approx. 1 Hz), without new peaks appearing in the spectrum, lends support to the notion that the alpha rhythm is a stable resonator frequency.

The discrepancies between the present results with the various chemical agents used, and the findings of other investigators using the same agents, are attributed to the difference in methods of EEG frequency analysis. Studies which did not use a Fourier analysis similar to the one used in the present case, report larger frequency changes than were found in the present study.
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