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The present study has two objectives. The first is
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second objective is to find a chemical agent which will alter
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GENERAL INTRODUCTION

Modern neurophysiology regards the electrical
activity of the brain as a most important indicator of cerebral
functioning. Even the technigque of recording the brain's
electrical activity through the intact skull and scalp, as in
the electroencephalogram or eeg, has proven to be a valuable
clinical and experimental tool. Yet the phenomenon which led
to the discovery of the human eeg, the alpha rhythm, remains
an elusive, eclectic's panacea. Hzns Berger (1929), the discoverer
of the human eeg, believed that the alpha rhythm was the
physiological substratum of the "waxing and waning of attention,”
a concept borrowed from James (1890). This hypothesis and
others, concerning the relationship of the alpha rhythm to
attentional processes, have been reviewed in a2 number of papers
(Ellingson,1956; Harter,1967; Lindsley,1952; McReynolds,1953;
Obrist,1965; Walter,1950,1953; and White,1963).

Although the basic concept appears relatively simple
and straightforward, proof that the alpha rhythm is related to
attentiveness has been beset with technical and theoretical
difficulties. The technical difficulties are at least twofold.
On the one hand, characteristics of the alpha rhythm such as
frequency, have usually been determined by descriptive, non-
guantitative techniques of questionable reliability and
validity. On the other hand, the methodoiogies used for measur-
ing rapid changes in attention are often not the best which

present technology offers. The latter difficulty arises, in



part, from theoretical ambiguity concerning exactly what tyﬁe
of process is to be measured. Is attention continuocus or
discrete ? Does attention involve a scanﬁing device or a gating
mechanism ? In short, the ambiguity concerns exactly what is
meant by "attention," or what aspect of "attention" is to be
measured. A clear position must be taken before precise behav-
ioral or neurophysiological measurement can be made.

Another characteristic of research on the relationship
of the alpha rhythm and '"attention" is a tendency to compare
averaged, group data, and to use correlational rather fhan
experimental designs. 'lgzggsubject designs, in which one of
the relevant variables ( alpha ffequency ) is manipulated, and
concamitant variations are measured in the other variable ( some
well defined aspect of attention), would be a very strong test
of the basic hypothesis., Such a study would require:

l). a precise theoretical statement concerning the
aspects of attention to be measured;

2). a precise and reliable technigue for measuring
these aspects of attention;

3). a reliable and accurate method of measuring intra-
individual differences in alpha frequency;

and 4). a reliable technique for manipulating the alpha
frequency.

The first two requirements appear to be satisfied in
the work of Kristofferson(1965,1966,1967). The requirements
concerning the measurement and manipulation of the alpha frequency

are the objectives of the present study.



THEORETICAL INTRODUCTIGN

Historical Background.

The historical background of the present research
contains two, somewhat independent issues. There is the notion
of "attention" as a discrete, central process, as discussed by
psychologists from James (1890) to the present. These is also
the notion of a "cortical excitability cycle,” associated with
the alpha rhythm, as described by Bishop (1933), and other
neurophysiologists (Bartley,l1940; Bartley and Bishop,1939);
Both terms,"attention" and "cortical excitability cycle," have
each been used in different ways by different investigators.
Furthermore, another set of investigators has dealt with
phenomena which may be relevant to the meaning of these terms,
as they are to be developed here. Yet these investigators
have not used the terms "attention" or "cortical excitability
cycle " (e.g;, Bbynton,196l; Stroud,1949). Even more confusion
has been introduced into the issue by a number of studies con-
cerned with the relationship between the alpha rhythm and some
aspects of attention which have not been related to the aspect.
of periodicity as described here ( e.q., Williams,et.al.,1962).

Several reviews ( Bertelson,l1966;Ellingson,1956; Harter,
1967; Lindsley,1952;McReynolds,1953; Obrist,1965;Walter,1950,
1953; White,1963) have discussed one or more of these issues,
and no attempt will be made to proddce a comprehensive review

of them here.



Rather, it is the purpose of this introduction to
clearly describe and compare: 1) some behavioral aspects of
attention which follow from the view that attention is periodic
and discrete; and 2) a particular type of cortical excitability
cycle, which is thought to be related to the periodic nature
of attention, . |
A Discrete Model of Attention,

The notion that attention is basically a discrete,
rather than a continuous process, is an old one. James (1890),
Wundt (1893), and Freud (1911), for example, each suggested
that discrete, psychological intervals were the basic units
of attention, Arguménts supporting this view are both theoret-
ical and empirical, as @ell as behavioral and physioiogical;
These arguments have recently been reviewed by Bertelson (1966)
and Harter (1967).

To describe attention as discrete hardly begins to
eliminate theoretical ambiquity. Several theories which incor-
porate this notion are different from each other in other
important ways. Ellingson's (1956) review gives examples of
a). different kinds of scanning models (Pitts and McCulloch,
1947;Stroud,1949; Walter,1950,1953; and Wiener,1948) which
are based on an analogy with the television scanning principle;
b). 2 "neuronic shutter" model (Meister,1951), based on the
shutter principle of a movie camera; and c). a sensory timing
model (Bartley and Bishop,1939). More recently, Harter (1967)
has described two types of hypotheses which have been used to

explain the discrete nature of temporal perception. O0One type



of hypothesis assumes a "gating or timing device," the other
assumes a "cortical scanning mechanism," Harter (1967)
describes several different models of central intermittency
for each of these hypotheses. The notion of attention to be
discussed here has properties contained in several of these
theories.

Kristofferson (1965,1966,1967) has developed a theory
of the microstructure of attention which focuses on the temporal
aspects of human information processing. Attention is regarded
as a centrally controlled, single channel process. The single
attention channel has the function of gating sensory channels
at a maximum rate of one channel per quantum, or discrete unit
of duration. The quantum is a characteristic of the attention
channel, not the sensory channels, It is.considered to be of
constant duration, at least under environmmental condition which
vary within the normal range.

The manner.in which the sensory channels are scanned has
several important features. It is part of.the discrete nature
of attention that once it is locked onto a particular sensory
channel, it must remain on that channel for the entire duration
of a quantum., It may remain on the same channel for an integral
number of quanta, However, if the central attention channel
receives a message from another sensory channel, and a decision
is made to switch to that channel, the switch can occur only at
the end of a quantum. This viewpoint specifically assumes that

the attention channel may be influenced by a sensory channel



other than the one it is gating at the moment.

Kristofferson's hodel of attention includes discrete
intervals which serve to order events in time. The model con-
tains a central processor which operates on a constant peri=-
odicity, and which may be influenced by elements ( sensory
channels ) other than the one to which it is locked at any
specific time, It also contains a delay when switching from
one element to another, if the signal to switch is initiated
at any point during a period of the central processor.

The evidence being accumulated (Schmidt and Kristofferson,
1963; Kristofferson,1965,1966,1967) not only gives strong
qualitative support to the theory, but also provides a precise
measure of the duration of the quantum for an individual
subject. The fact that three gualitatively different methods
of measuring the duration of the quantum have been developed,
lends even further support to the theory.

One method involves the distribution of reaction times
(Kristofferson,1965,1966). A three-stage quantal model is
presented to explain the characteristic, three equal segments
of a reaction time distribution. The quantity Q is a measure
of the periodicity of the central processor. A second method
attempts to measure the time required to switch from one
sensory channel to another, by measuring the effect upon
discrimination reaction time of uncertainty regarding the
channel over which the next signal will arrive., This method

yields the coefficient K (Kristofferson,1965,1966). -



The most precise technique developed to date involves
the discrimination of successive stimuli from simultaneous
stimuli ( Kristofferson,l1965; Schmidt and Kristofferson,1963).
The precision is such that the duration of an individual's
guantum may be measured a second time to within a 5 millisecond
accuracy of the first measurement., The procedure leads to a
value of the quantum called M, which is correlated with K and
Q@ across individuals and is equal to them in magnitude.

The experimental procedures used to obtain values of
M take into account the time required for a signal to reach
. the postulated cortical display areas., In fact, the model
which is used contains the difference in afferent latency,
or conduction time, between the visual and auditory channels
as a parameter. This issue of afferent latency has frequently
been ignored by investigators, and consequently has detracted
from their measurement of a purely central periodicity.

Aside from the quantitative estimates of the relevant
parameters, the technique for measuring M has other methodo-
logical advantages. The parameters are estimated for individual
subjects, not groups of subjects. Each subject is highly
practiced, and only the stabilized data enter into the final
computation of M, Furthermore, the stimuli are Fully specified
for the subject. The latter two points are important if
optimal performance is required from the subject. The kinds
of tasks needed to measure the periodicity of the central

processor are unusual in the demands they make upon the subject.



This seemingly obvious point has also been ignored by many
investigators.

More recently, Kristofferson(1966,1967) has shown a
very close relationship between M and the alpha half-cycle,
for 21 subjects. The alpha half-cycle is the interval between
zero-crossings of the subject's alpha rhythm.

Kristofferson's model of attention has a precise
theoretical framework and accurate and reliable techniques
for measuring certain temporal aspects of a mechanism which
may control attenfion. Furthermore, the model appears com=-
patible with the notion of a cortical excitability cycle to
be outlined in the next section.

Two comments should be made concerning the general
approach. The first concerns the level of analysis. The
model is concerned with what has been called the "microstructure"
of attention(Kristofferson,1965). The discrete psychological
~interval, or quantum, is considered to be the basic temporal
dimension of cematral activity involved in processing sensory
information. The second comment is implied in the first.

The unit of analysis is a temporal unit. The basic properties
of the quantum are temporal, and the functions of the quantum

are manifested in the time flow of certain events.



The Cortical Excitability Cycle.

The notion of a cortical excitability cycle was first
used by Bishop (1933) to describe spontaneous fluctuations
in cortical sensitivity, associated with the alpha rhythm,
to sensory stimuli. The term has since been used by a variety
of investigators (Chang, 1950, 1951; Ciganek, 1964; Gastaut,
1953; and Schwartz and Shagass, 1964) to describe certain
characteristics of evoked cortical responses which are not
directly related to Bishop's original usage.

The notion of a cortical excitability cycle to be
discussed here has properties to be found in Bishop's use
of the term, and in simiiar usages. Bishop described the
term as follows.

"There is a spontaneously rhythmic variation in

excitability...the time in this cycle at which

the stimulus falls determines whether or not a

response shall take place in the cortex...if the

first of the two stimuli falls in a refractory

part of the cycle, it does not alter the cycle

in phase, and a second stimulus, falling neces-

sarily later in this cycle must be effective if

the first is ineffective, because by this time

these particular elements will have become ex-

citable again." (Bishop, 1933, p. 216).
Bishop (1933) based this notion on the following observations.
If a rabbit's optic nerve is electrically stimulated with
repetitive submaximal .5timuli, the magnitude of the cortical
"responses is variable unless the stimuli are timed at a

certain critical frequency. The critical frequency which

produced maximal cortical responses of constant amplitude
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was egqual to the spontaneous frequency of the rabbit's cortex.
Bishop (1933) and Bartley (1940) present evidence that the
amplitude of the cortical response can be made to vary, or

be inhibited, by altering the relationship between the
frequency of the repetitive stimulation and the frequency

of the spontaneous cortical activity.

Ellingson (1956) calls the cortical excitability
cycle a "sensory timing mechanism" and describes its properties
in the following manner:

"The proposed mechanism is relatively simple. The

probability that incoming impulses will cause a

neuron to fire will vary with the phase of the

excitability (alpha) cycle. Impulses arriving

at synapses when the trans-synaptic neuron is

in the phase of increased excitability will be

more likely to fire the trans-synaptic neuron...And

when the excitability cycles of a group of neurons

are synchronized, then the flow of impulses through

that group will be timed by the fregquency and phase

of the cycle." (p. 9).

These notions of a cortical excitability cycle signify
that the alpha rhythm describes the state of cortical recep-
tivity. Cortical sensitivity to sensory stimuli is seen as
changing spontaneously, and in a periodic: manner. Implied
in the descriptions of these notions is a variety of functions
which have been attributed to the alpha rhythm by other inves-
tigators.

Walsh (1952) made the suggestion that the alpha rhythm
may be at least partly responsible for the fluctuations

in detection thresholds. If a stimulus, whose intensity is

just adequate to initiate a cortical response when the excit-

ability cycle is in its most sensitive phase, is introduced
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into an insensitive phase of the cycle, no response should
occur, although the stimulus intensity has remained constant.

If a supraliminal stimulus is introduced into an in-
sensitive or "off" phase of the excitability cycle, and its
sensory signal persists until the sensitive or "on" phase
recurs, there will be a delay in the cortical response to the
stimulus. This line of reasoning has led several investigators
to use reaction time measures as an indicator of cortical
sensitivity (Birren, 1965; Callaway, 1961; CObrist, 1965;
Surwillo, 1961; and Walsh, 1952). If the on-off cycle is very
rapid, the mean reaction times should be lower than if the
on-off cycle is very slow. It is argued that in the latter
case, the delays which are introduced when the sensory signal
interacts with the "off" phase will be longer than when the
cycle is rapid.

This on-off periodicity attributed to the sensory cor-
tex is similar to the gating or switching mechanism found in
digital computing devices. With such an internal periodicity,
the input-output and internal processing activities of the
computer may be simplified. Walter (1950, 1953) has arqued
that the brain must have an internal periodicity in order to
organize its activity. It is arqued that such an internally
generated tiime base is necessary to provide information con-
cerning the sequential aspects of sensory and central messages.
In short, Walter has proposed that the brain has the properties
of a discrete state machine (Turing, 1956). The same view-

point has been advanced from a purely neurophysiological
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consideration of the properties of cortical neurons (Robert-
son, 1966);

There are two important properties in such a notion
of brain function which should be distinguished - the notions
of discreteness and periodicity. The brain may function with
the aid of a discrete time base, but it is not necessary to make
this assumption. Analogue devices exist which can deal with
continuous or discrete signals. The primary property attri-
buted to the excitability cycle is its periodicity. Further-
more, the periodicity is designated to be equivalent to the
alpha frequency. The description of the periodicity as con-
taining an on-off sequence is unnecessary. At best, these
terms describe a Functioﬁal relationship between the phase of
excitability and some measure of that excitability, At worst,
these terms are confused with the term periodicity.

As it will be used here, the notion of a cortical excit-
ability cycle has the following properties. The fluctuations

in excitability are considered to be spontanecus and central in

origin. The excitability cycle describes the periodicity of

cortical receptivity to sensory stimuli., 1Its primary psycho-

logical function is to order events in time, and it is associ-

ated with the alpha rhythm,

‘It is necessary to explicate the points of similarities
and differences between the notions of a cortical excitability
cycle and Kristofferson's model of attention. First, the
similarities: The most important properties both notions

have in common is a periodicity which sets limits on the time
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flow of events in the central nervous system. Neither the
guantum nor the cortical excitability cycle is regarded as
controlling attention in the sense of deciding which sensory
channel is to be gated. An attention mechanism, unspecified
in both notions, exerts this type of control. The quantum
and the excitability cycle control some aspects of the temporal
organization of this attention mechanism, restricting when
the attention mechanism may switch channels, and how long it
must remain on that channel after switching.

The differences between the two notions arise from the
fact that the cortical excitability cycle does not account for
all of the functions performed by the quantum model., Kristof-
ferson's model asserts that the attention channel has access
to several sensory channels. Although the alpha rhythm is
recordable over large areas of the cortex (parietal and temporal,
as well as occipital lobes) (Perez-Borja, et. al., 1962; and
Walter, 1960), it is impossible to attribute this property to
it. Npt enough is known about the mechanisms which generate
the alpha rhythm, Similarly, it is not possible to attribute
the single channel property which is assigned to the attention
channel in the quantum model, to the cortical excitability
cycle. In view of these restrictions, it is alsoc impossible
to know whether the excitability cycle can be influenced by
sensory channels other than the one it is gating at any par-
ticular moment. A final important difference between the two
notions is that the quantum is described as a discrete interval.

This issue is left open in the notion of a cortical excitability
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cycle, at least for the present.

It might be pointed out that the notion of an excita-
bility cycle, cast in one form or another, is a notion widely
held by physiologists and psychologists alike. The need for
such a concept is hardly disputed. Attributing the role of an
excitability cycle to the alpha rhythm, however, is somewhat more
controversial. The evidence, pro and con, is presented below.

It should be noted that no causal role is attributed
to the alpha rhythm in this notion of a cortical excitability
cycle. The alpha rhythm is thought to be associated with cer-
tain temporal aspects of information processing. These rhythms
are considered to be a manifestation of more basic neuro-
physiological mechanisms.‘ The exact mechanisms responsible
for the generation of alpha rhythms are not well understood.
The alpha rhythm may serve as a tool to understand these mech-
anisms, but it should not be confused with the mechanisms them-
selves.,

It should also be noted that the physiological evidence
for a cortical excitability cycle is not conclusive. The
notion has been developed here as a precise working hypothesis
concerning the relationship between the alpha rhythm and
certain temporal aspects of human information processing. The
evidence that has been accumulated is largely behavioral and

correlational.
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The Alpha Rhythm and Attention

This section will not review all those studies which
have investigated a relationship between the alpha rhythm and
some aspect of attention. 0Only those studies which have been
concernad with the aspects of attention and a cortical excita-
bility cycle as previously described, will be discussed.

In a relaxed, waking state, the human eeg often shouws
a predominance of 8-12 Hz waves of approximately 50 pV, called
the alpha rhythm, For the full range of frequency and amplitude
variations in the normal adult, see Walter (1959), and Cobb
(1963).

Four sets of relétionships have been investigated in
this type of research. The phase of the alpha cycle has been
correlated with 1) visual detection thresholds and 2) reaction
times. The alpha freguency has been correlated with 3) reaction
times, and 4) central switching times. All of the studies to
be cited used a visual method of determining the eeg frequency.

Walsh (1952) attempted to measure both reaction time
and visual threshold as a function of alpha phase. He reports
a lack of correlation between alpha phase and visual thresholds,
and a positive correlation betwsen alpha phase and reaction
times, However, the results of both exper;ments are questionable,
in that no account was taken of the time required for the
signal from the receptor organ to reach the relevant cortical
projection area. Walsh merely estimated the phase of the alpha

rhythm "at the moment of stimulation." Such a technique has

[y
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dubious reliability, considering the variability in latency of
visual evoked responses across and even within individual
subjects (Kooi and Bagchi, 1964; and Werre and Smith, 1964).

Lansing (1957) attempted to account for the effects of
afferent latency by £aking Monnier's (1952) estimate of 35 ms.
However, individual differences in both alpha frequency and the
latency of visual evoked responses (Kooi and Bagchi, 1964;
and Werre and Smith, 1964) make this procedure questionable for
accurately determining the phase of the alpha cycle which is
stimulated. Lansing reported that there are points on the alpha
cycle which are associated with reliably long or short reaction
timeso

Another series of experiments was performed by Callaway
(1960, 1961, 1962, and 1965). Callaway also neglected the
issue of afferent latency. He did use a particular phase of the
alpha cycle, plus some variable delay, to electronically trigger
a stimulus into a particular phase of the next alpha cycle
(assuming the variability of individual alpha cycles and afferent
latency to be small enough to be ignored). Such a procedure
may allow for consistent results, but it does not permit
a description of the "true excitability period," defining the
exact phase of the alpha cycle associated with the longest
or shortest duration times. In Callaway's experihents, the
maximum absolute difference in reaction time obtained from
different phases of the alpha rhythm was only 6 msec.

The most recently reported study is that of Dustman and

Beck (1965). This study is the first and only one to measure
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afferent latency directly. The authors did so by measuring
"the visual evoked response (VER) elicited by the same light
source that signaled reaction time. They found that the
latencies of certain waves of the VER were positively correlated
with reaction time. They chose the earliest wave which
showed a highly positive correlation as an estimate of afferent
latency. They then chose six points on the alpha cycle and
attempted to deliver stimuli to each of these points. After
correcting their data for afferent latency, the correlation of
reaction time with points on the alpha cycle indicated é
point of maximal excitability near the positive peak of the
cycle. The point approaching the peak on the positive slope
gave the shortest reaction time. The point equidistant from
the peak, but on the negative slope, gave a slower reaction
time. This suggests that cortical excitability is influenced
by the direction of potential change.

Although the study of Dustman and Beck (1965) seems
to be the best to date using this design, there are two im-
portant criticisms to be made. The authors give no indication
that their subjects reached an asymtote in reaction time.
Secondly, grouped data were used to determine the points on
the alpha cycle of maximal and minimal excitability, and the
absolute time difference between these points. If the data for
individual subjects are considered separately, the results
are more consonant with other experimental findings. Ffor

example, Dustman and Beck (1965) report the absolute difference
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between points on the alpha cycle of maximal and minimal
excitability to be about 34 ms, As calculated from their data
by the present author, however, the differences for individual
subjects vary from 17-83 msec , and have a mean value of
approximately 5Cmsec,which is identical to the value of M
obtained by Kristofferson (1965, 1966).

The above studies seem to indicate that reliable
differences in reaction timg may be obtained from different
phases of the alpha cycle. Other issUes, such as the exact
location of the points of maximal and minimal excitability, and
tne magnitude of the interval between these points, have not
Ireceived sufficient experimenfal clarification.

Those investigators who have correlated reaction times
with alpha frequency, have usually done so by using groups of
subjects who have different alpha frequencies, The dominant
eeg frequency ié known to vary with age (Gibbs and Knott,
1949; Knott and Gibbs, 1936; Lindsley, 1936; Obrist, 1954,
1963, 1965; and Pond, 1963). In general, young children and
aged adults have lower dominant frequencies than individuals
in the middle age bracket (approx. 15-60 years). Similarly,
simple reaction time varies in the same non-monotonic fashion
with age changes. It is higher in young children (Bellis,
1932-33; Goodenough, 1935), and aged adults (obrist, 1963,
1965; Surwillo, 1961, 1963, 1964).

Obrist (1963) has shown that in aged adults, little or
no correlation between dominant frequencies and reaction time

is obtained if the measures are recorded at different times.
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Simultaneous recordings, however, do indicate a positive cor-
relation. Similarly, Surwillo (1961, 1963) has shown that
nage" changes in reaction time are best accounted for in terms
of changes in the dominant frequencies, rather than age alone.
Some healthy elderly subjects do not show a shift to lower
frequencies until very late in life.

Experimental studies which have attempted to alter the
dominant eeqg frequency, have also shown a strict relationship
between the eeg frequency and reaction time. Williams, et.
al. (1962) induced a slowing of the eeq frequency by depriving
their subjects of sleep for 64 hours. Cortical waves as slow
as 4 - 6 Hz may be induced in this way. These authors reported
that reaction time could be predicted (correlation significant
at the .01 level) by the eegq frequency just prior to the
presentation of a signal. The slower the eeg frequency, the
greater the reaction time.,

Other authors (Birren, 1965; Griesel, 1966; and Rahn,
et. al., 1946) have used the technique of hyperventilation
to induce a slowing of the eeq frequency. These authors report
that an increase in reaction time is associated with a slowing
of the dominant eeg frequency. Okuma, et. al., (1966), who
cqnducted a psychophysiological study on the depth of sleep,
also report an association between slowing of the eeg and
increased reaction time. Similar evidence is aveilable from
studies of sensory deprivation. Zubeck (1963, 1964) has shown

that the eeg indicates a shift to lower frequencies after
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prolonged periods of sensory deprivation. Others (Vernon, et.
al., 1961)'have shown a general decrement in psychomotor
functions after sensory deprivation,

Morrell (1966) used a prolonged vigilance task in her
study of eeg frequency and reaction time. Three categories
of spontaneous activity were used: alpha (8 - 12 Hz activity),
mixed (low voltage activity of random frequencies), and slow
(delta and theta activity). Reaction times were fastest when
alpha activity was present, and slowest during "slow'" activity.
There was also a high percentage (29%) of response failures
during this "slow" activity.

It should be noted that the experimental studies of
Birren (1965), Griesel (1966), Morrell (1966), Okuma, et.
al., (1966), Rahn, et. al., (1946), and Williams, et. al.,
(1962), all produced slow wave frequencies outside of the alpha
bandwidth., Theta (4 - 8 Hz) and delta (0.5 - 4 Hz) activity
was obtained by their experimental procedures. Such slow wave
activity is attributed to subcortical structures not thought
to be responsible for the generation of the alpha rhythm
(Lindsley, 1960; and Oswald, 1962).

The "Bartley" or "brightness enhancement" effect also
suggested the importance of the alpha rhythm to some inves-
tigators (Bartley, 1939; Boynton, 1961; and Walter, 1950).

If the perceived brightness of a flashing light is measured
as a function of flash frequency, it is reported that sub-
Jective brightness is greatest when the light flashes at the
rate of the alpha rhythm, and the light's "on" period

coincides with the positive alpha peaks. Synesthesia is also
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reported by some subjects, and epileptic discharges may be
induced by such "driving'" if the subject is prone to this
type of seizure. Although findings of this sort are open
to many interpretations, they do demonstrate the significance
of the alpha rhythm for basic and intermodal cerebral functions.
The only studies in which a measure of the alpha
frequency has been correlated with central switching time have
been performed by Kristofferson (1965,1966,1967). Kristofferson
uses a8 measure of the alpha half-cycle because the values
obtained for the central switching time, M , are closer to
the values obtained from this measure than to the usual
frequency measure. Although a visual tecﬁnique has been used
to determine the alpha half-cycle, a recent comparison ( cf.
Result. section, Experiment 1 ) of this method with a power
spectral estimate of the alpha freguency ( converted into
half-cycle values ) shows the two methods to be highly reliable.
Kristofferson is also the only investigator to provide
quantitative data for individual subjects. For the 21 subjects
used to date, there is a very close relationship between the
alpha half-cycle and M. The rank-crder coefficient is 0.74.
Critics of such attempts to relate the alpha rhythm
to attention often use indirect arguments and point to
inconsistencies in the results of various experiments.
Detailed criticisms of methodology or theory are the exception.
The general criticisms go somewhat as follows. During sleep
deprivation or sensory deprivation, the human eeg may

indicate patterns ordinarily found in natural sleep although
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the subjects remain awake., Patients with brain stem lesions
may remain unconscious, but are capable of showlng an alpha
pattern. Patients in a profound coma have an exceptionally
flat eeqg, which is capable of showing an arousal pattern of
low frequency waves without any evident change in their level
of consciousness. Drugs (Bradley and Elkes,1957) may also
produce slow wave activity normally found in the sleeping

cat, although the animal is still awake. Selected lesions
(Feldman and Waller,1962) also show a dissocciation of electro-
cortical activity and behavioral arousal.

Such criticisms are not very forceful argquments
against designating the alpha rhythm as an excitability cycle. They
do,however, point to thé dissociation of scalp electrocortical
arousal and behavioral arousal, and the danger of associating
all eeg patterns with levels of consciousness in any strict,
infallible manner. Furthermore,.the conditions cited which
show this dissociation are abmormal. The few studies directly
concerned with the frequency of the eeg and any precise
measure of change in attention ( Kristof%erson,1967; Morrell,
1966; Obrist,1965; Surwillo,1963) show that the relationship
between alpha frequency and attention is a direct one.

Another type of criticism points out that some
individuals do not show any slow waves in the alpha band,
yet are obviously capable of attentive acts; and function
normally. It is true that researchers in this area have
tended to select subjects with a dominant alpha rhythm. This

is ‘largely for the sake of expediency. In answer to this
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it might first be noted that nothing is known about the actual
attentive abilities of individuals who show no alpha rhythm,
The kinds of attentive acts that the excitability cycle is
capable of influencing to any noticeable degree, are very
demanding ones, not ordinarily encountered. |

Yore to the point is the argument that a distinction
must be made between alpha rhythm and alpha activity, as
Bartley(1940) and Walter(1950) have suggested. The alpha
rhythm is what ordinarily appears in the eeg record. Alpha
activity is"the activity which, if not masked by other
activity of opposite sign, would appear in the record as
the familiar undulations"(Bartley,1940,p.635). Such a

suggestion is not the tour de force it might first appear

to be. The eeg recorded at the surface of the intact skull
is not an exact replica of activity at the cortical surface
(QeLucchi,et.al.,lQG?; Perez-Borja,et.al.,1962). Furthermore,
more sophisticated methods of measuring eeq frequencies, such
as the frequency spectrum analysis of Grass and Gibbs (1938),
suggest that certain frequencies may be masked in the paper
writeout by an increase in energy at other frequencies (Gibbs,
et.al.,1940).

A third type of criticism cites the well known “alpha
blobking " reaction as an indication that the alpha rhythm
is not present when the person is most attentive. When a
stimulus is presented to a subject, or he is instructed to
perform some mental task, it is generally held that the alpha

rhythm is "blocked" by low voltage fast waves (beta waves).
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Attention seems to require beta waves to operate efficiently,
the argument goes. Actually, this blocking reaction is not
the universal response indicated by many authors. The effects
of a stimulus or mental activity upon the scalp eeqg is simply
not that clear cut. Several authors have reported an increase
in the amount of alpha rhythm present after a stimulus is
presented or mental activity has begun (Darrow,1947; Kreitman
and Shaw,1965;Morrell,k966; and Williams,1940). These authors
indicate a facilitation of the alpha rhythm in expectation
of a signal, when trains of stimuli are used, or when a "Ready"
signal is given. Similar findings have been reported in cats
by Yoshi,et.al.(1957), who showed a dominant eeg freguency in
the occipital cortex and reticular formation identical to the
frequency of the stimulating light source, during the inter-
trial interval.

There are several studies concerned with the relative
effects of alpha present or absent, and spontaneous or
evoked blocking, on\reaction time (Dustman and Beck,1966;
Fedio,et.al.,1961; Lansing,et.al.,1559;Morrell,1966; and
Stamm,1952). Their results are not in agreement with each
-other and no conclusion can be drawn from<them concerning
whether reaction time is faster under blocking conditions
or the presence of alpha waves. It should also be noted that
alpha blocking, when it does occur, becomes habituated (Wells,
1963 ) after repeated stimulus presentation. Reaction time, on

the other hand, decreases with practice. The complexity of
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this problem is further emphasized by the finding (Bechtereva
and Zontov,1962) that the effect of a stimulus in producing
synchronized or desynchronized activity depends upon which
phase of the alpha cycle is stimulated., Several of the studies
cited in connection with this issue report some facilitatian

of the alpha rhythm upon stimulation. The tendency has been

to neglect such findings. Those investigators more directly
concerned with the facilitating effects of a stimulus upon

the alpha rhythm also report a wide range of individual differ-
ences. The Bechtereva and Zontov (1962) data may be a way of
explaining thése discrepancies.

Another way of answering the criticism that beta, and
not alpha waves, are moét important to attentive acts, is to
cite the distinction between alpha rhythm and alpha activity
already mentioned. If blﬁcking does result from stimulus
presentations, and if it elicits shorter reaction times, spectrum
analysis of the eeg record may indicate that an alpha rhythm
component is still hresent and is slightly accelerated under
the blocking conditions.

The attempts to correlate alpha frequency and changes
in attention seem to be fairly reliable and capable of

sustaining the criticisms against them.
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Electrogenesis of Spontaneous Cortical Rhythms

The reascon for the present interest in the electro-
genesis of spontaneocus cortical rhythms is to determine whether
what is known about the basic functions of such rhythms is
compatible with the notion of an excitability cycle. Bremer
(1658) and Pupura (1959) have presented reviews on the theories
of the origin of cortical rhythms.

At least two general issues can be distinguished con-
cerning the origin of cortical rhythms. One issue involves
the mechanism responsible for the synchronous activity itself,
and the other involves the nature of the "frequency generators"
which regulate the characteristic periocdicities of the
synchronous activity.

A great number of cellular units are involved in
producing the rhythmic waves which are recordable from the
surface of the cortex or scalp. Two types of explanation have
been proposed to account Fof this synchrony. Both types in-
volve the notion that one cell can influence other cells, and
that it does so in such a way that the excitability cycle of
the other cells become synchronized with its bursts and re-
fractory periods. The two types of explanation.differ in
that one uses the concept of field effects, or ephaptic trans-
mission, whereas the other explanation involves synaptic trans-
mission between systems of interconnected neurons.

Indirect evidence that field effects are important in

synchronous activity is available from the work of Gerard and
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Libet (1940). - They showed that the spread of large electrical
potentials induced by application of caffeine was not blocked
by a cut through the brain. Spreading depression, however,
can be blocked by placing insulating mica strips in such

cuts (Sloan and Jasper, 1950). Somewhat more direct evidence
is available from the microelectrode studies of Mountcastle,
et. al., (1957). These investigators demonstrated that the
diameter of the current which develops about an active cortical
cell is at least 100u and probably greater. Using the guan-
titative data of Sholl (1953, 1955), these authors estimate
that a field of 100U diameters would transect a few hundred
perikarya of neighboring cells.

The second type of mechanism offered to explain the
synchronous nature of brain waves involves synaptic trans-
mission between the many interconnections of cells in the CNS,
Burns (1950, 1951) has used the technique of isolating cortical
slabs to provide a demonstration of this mechanism. Stimulating
such a slab with a weak, brief, stimulus, similar to natural
physiological stimu;i, produces a burst response with a number
of properties which suggests that synaptic, rather than ephaptic,
transmission is involved. The firing of a small number of
cells leads to the firing of many more cells, in several
directions. These other cells, not under sensory control, are
thought to act together by depressing the activity of neurons
whose fluctuations of excitability are out of phase, and
faci litating the activity of those units that are in phase.

Another possible explanation which has been offered,
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is that the synchronization is caused by metabolic processes
(cf. the review by Dawson, et. al., 1963). Cortical electrical
activity is highly dependent upon an adequate blood supply for
normal functioning. Special regulatory mechanisms exist to
ensure the'necessary cortical circulation, often at the

expense of some peripheral system. The mechznisms, still un-
known, by which the blood transfers vital substances to cor-
tical structures, act with great rapidity (Kuffler and Nicholls,
1965). Localized increases in blood flow are associated with
the local functioning of certain brain regions (Serota and
Gerard, 1938). Corticai areas subjected to electrical
stimulation also show increased blood flow (Jasper and Erikson,
1941). Hoagland (1936a, 1936b) has reported that changes in
the human eeg frequency can be obtained by raising the sub-
Ject's basal tempsrature.

The second major issue involved in the electrogenesis
of spontaneous waves centers on the nature of the mechanisms
producing the particular frequency patterns found in the normal
human eeg. Three conceptually distinct mechanisms have been
offered to account for frequency characteristics of the eeg.
Some authors (Dawson, et. al., 1963; Hoagland, 1936a, 1936b)
have suggested that the rate of metabolism of cortical neurons
controls cortical frequency. Others (Burns, 1950, 1951;
Pinsky, 1966; and Sherrington, 1947), have presented evidence
that certain physical properties of cortical organization are
responsible. Still others (cf. Bremer, 1958; Dempsey and

Mor ison, 1942; Jasper, 1949; and Hanbery and Jasper, 1953)
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have suggested that subcortical nuclei serve as cortical pace-
makers.

The metabolic viewpoint assumes that the freguency of
the recorded brain potentials is a manifestation of the rate
of some underlying chemical process. Oxygén and glucose pro-
duce some typical effects. Anoxia is reported to produce
a shift in the eeg energy distribution from the 8-12 Hz
alpha band to slower delta and theta waves (Gibbs, et. al.,
1940), Similar effects are reported by inducing hypoglycaemia;
and an intravenous injection of glucose rapidly brings the
activity back to its original patterﬁ (Gibbs, et. al., 1940;
Engel, et. al., 1944), Hoagland (1936a, 1936b, and 1938)
found a simple linear-relétion between the logarithm of the
dominant eeg frequency and the absolute temperature in patients
undergoing diathermy treatment. The results conformed to the
Arrhenius equation, and the calculated values of the critical
thermal increment were found to be 8, 11, and 16 Calories,
common values for steps in the intermediate carbohydrate
metabolism studied in vitro;

Those investigators interested in the physical or organ-
izational properties of cortical neurons have suggested several
different types of mechanisms to account for cortical fre-
quency. Variations in excitability are characteristic of
all nervous tissue. One way of looking at these changes in
excitability is in terms of the differential rates of re-
polarization of different parts of the neurons. The uniform

layer of apical dendrites toward the surface of the