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SCOPE AND CONTENTS:

This paper presents a decision theory model of
the perceptual processes by which an observer compares two
visual stimuli presented at different points in time and
at different locations in the visual field. The model
specifies how information about the first stimulus 1is lost
during the interstimulus delay and over the spatial trans-
~lation required for the comparison. Emphasis is placed on
the manner in which the effect of tempdral separation com-
bines with the effect of spatial separation in determining
the observer's sensitivity. Two experiments are reported.
The observer was required to discriminate a difference in
vertical position between two laterally separated points
of light presented successively in the dark. The progres-
sive loss in sensitivity with increasing temporal and spatial
separations is consistent with the predictions of the model..
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INTRODUCTION

Suppose an observer is presented with a stimulus at
one point in his visual field and then, some time later,
presented with a second stimulus at a different point in the
field., Most readers would probably agree that his accuracy
in judging the similarity of the two stimuli would be reduced
by both the temporal delay between their occurrence and their
spatial separation in his visual field. For example, consider
the advantage one gains in comparing the colour of two objects
if they are viewed in immediate temporal succession and/or
close together in space. Increasing either the temporal delay
or the spatial separation‘between the two objects makes it
more difficult to perceive whether the two colours are the
same or different. This suggests that an observer's ability -
- to judge the similarity of two objects is limited not only
by their physical similarity but also by the manner in which
they are observed.

In this paper, a decision theory model is developed
to represent the effect of temporal and spatial factors on
an observer's abllity to compare two visual stimuli. The
model is applied to data from a visual position discrimination

task. The observer was required to discriminate a difference



in vertical position between two laterally separated points
of light presented successively in the dark. The variables
of primary interest in this task were the length of the delay
between successive presentations of the two stimuli, and the
degree of lateral separation between then.

Decision theory models in psychophysics have largely
addressed themselves to discrimination problems in which the
two stimuli are temporally and spatially contiguous. Such
discrimination tasks are generally referred to as detection
problems. The most prominent of these models is the Theory
of Signal Detection (see Green and Swets, 1966, for a summary
of detection models). This is a two-process model in that an
observer's performance in a discrimination task is represented
as the product of two subprocesses: an input process and a
decision process. The jnput process relates the external
stiﬁulus event to hypothetical sensory states. The particular
sensory state evoked is treated as a value of a random variable
whose distribution depends on the physical properties of the
actual stimulus value and the sensory capacities of the
observer. A measure of the observer%s "sensitivity" charact-
erizes the input process. This measure is based on the
relationship between the two distributions of sensory states
evoked by the two stimulﬁs events to be discriminated. The
decision process relates the random variable representing the
sensory states to the observer"s overt response. An observer's

tendency or "bias" to make a particular response is influenced



by such experimenter controlled events as the presentation
probabilities of the stimuli, and the costs or gains
associated with the various stimulus-response contingencies..
The bias is characterized by a single variable, the "decision
criterion". The observer's overt response is based on the
relation between the value of the random variable evoked by
a particular stimulus event and his decision eriterion.
While an observer may modify his performance by altering his
decision eriterion, the measure of his sensitivity will not
be affected. It is the separation of previously confounded
"sensitivity" and "response bias" measures which is the
major accomplishment of the decision theory approach to the
analysis of psychophysical data.

A two-process model like the Theory of Signal
Detection makes no provision for specifying changes in an
obsérver's sensitivity produced by variations in the temporal
delay between the two stimuli. Nor does it specify changes
in sensitivity produced by variations in the spatial separa-
tion between the two stimuli.

Kinchla and Smyzer (1967), Ronken (1967), Tanner,
Haller and Atkinson (1967), and Tanner, (1961) have developed
models which represent the perceptual processes by which an
observer compares stimulus events presented at different'
points in time. These models are concerned with the problem
of memory in psychophysics, and have been denoted as recogni-
‘tion models (Kinchla; 19663 Kinehla and Smyzer, 1967; and
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Tanner, Haller and Atkinson, (1967) in order to distinguish
them from detection models. Of special interest here is
Kinchla's diffusion model of perceptual memory (Kinchla and
Smyzer, 1967). This model is a three-process model in that
recognition 1s represented as the product of three subprocesses:
an input process, a memory process, and a decision process.
As in the Theory of Signal Detection, the input process
specifies the manner in which the physical properties of the
stimulus event and the sensory capacity of the observer deter-
mine the hypbthetical sensory state evoked by the stimulus
event. The memory process considers the manner in which
information about the initial stimulus is lost or degenerated
during the interstimulus interval. The sensory state evoked
by the first stimulus event is stored in memory where it is
"diffused" through a random walk process during the inter-
stiﬁulus interval. The observer 1is represented as basing
his response on the discrepancy between his memory of the
sensory state evoked by the initial stimulus, and the sensory.
state evoked by the second stimulus. The decision process
specifies how a given discrepancy interacts with the observer's
decisioﬁ criterion to determine his overt respohse. The
observer reports a stimulus difference only if the discrepancy
exceeds his decision criterion.

Keller and Kinehla (1968), Kinchla and Allan (1968),
and Kinchla and Smyzer (1967) applied this model to data

from a visual recoghition task. The observer was required



to discriminate a lateral difference in position between
two small points of light flashed successively in the dark
with a variable time interval between flashes. The pro-
gressi#e loss in sensitivity predicted by the model for -
increasing delays between successive presentations of the
two lighfs, was shown to be consistent with the observed
data.

Keller and Kinchla, Kinchla and Allan, and Kinchla
and Smyzer suggested that the loss of position information
represented by the theoretical random walk process may to a
large extent reflect overt, involuntary eye moyements during
the interval between the two flashes. Support for this
interpretation is found in studies concerned with direct
measurement of eye movements in the dark, For example,
Cornsweet (1956), and Matin (cited as personal communication
by Kinchla and Smyzer, 1967) have reported that the drift
components of involuntary movements of the eye in the dark
suggest a random walk process. If the loss of position
information in the experiments described by Kinchla and
his associates is primarily a result of eye movements during
the interstimulus interval, then the model proposed by
Kinchla‘would allow a measure of eye drift to be derived from
purely psychophysical data.

As mentioned earlier, it can readily be demonstrated
that an observer's efficiency in discriminatihg the colour

of two visual stimull decreases as the spatial separation



between them increases. However, no quantitative theory of
this relationship is available. The present paper presents
an elaboration of Kinchla'%s model to represent the manner in
which information about one stimulus 1s lost during a spatial
translation required to compare it with another stimulus..
Furthermore, the model specifies the manner in which the
effect of spatial separation combines with the effect of
temporai separation in determining an observer's ability
to discriminate two stimuli. The loss of information during
the spatial translation is represented by the same mathematical
process that is used to represent the loss of information over
time in the Kinchla model. Therefore, since the loss due to
time is attributed to imperfect perceptual memory in the
Kinchla model, the loss due to space will be characterized
as a perceptual memory effect in this model. On the basis
of the.distinction between detection and recognition made
earlier, this model will be denoted as a recognition model.
One other aspect of the discrimination process will
be considered empirically, although no theoretical treatment
will be proposed. The majority of decision theory models in
psychophysics treat the observer's performance as a seriles
of stochastically independent trials. That is, it 1s usually
assumed that the observer's response on any given trial is
independent of the stimull and responses which occurred on
previous trials. However, several investigators (Atkinson,
Carterette, and Kinchla, 1962; Atkinson and Kinchla, 1965}



Kinchla, 1964, 1966; Parducci and Sandusky, 1965; Tanner,
Haller, and Atkinsén, 1967) have reported data from a number
of experimentalltasks which do not support this assumption.
They have shown that the observer's response tendencies on

a given trial are correlated with the stimulus and the
response on the previous trial. Of particular interest

here are the large and orderly sequential effects found

in recognition tasks (Kinchla, 19663 Parducci and Sandusky,
19653 Tanner et. al., 1967). These far exceeded the sequent-
ial effects typically found in detection experiments. 1In
fact, it has been pointed out that the most striking dispar-
ity between recognition and detection data is the sequential
structure of the observer's performance (Kinchla, 1966).
Since the perceptual memory process provid;s the primary
distinction between detection and recognition models, the
sequential structure of the data collected in the present
experiments was examined in order to further explore the

relationship between the memory and decision processes.



A MATHEMATICAL MODEL OF THE PERCEPTUAL PROCESS

In this section a model for the comparison of
temporally separated stimuli (Kinchla and Smyzer, 1967)
will be elaborated to represent the comparison of spatially
separated stimuli as well. Before introducing the theore-
tical issues, it will be helpful to specify the experimental
situation and introduce.some notation.

The discrimination experiments we shall consider
consist of a series of discrete trials. On each trial the
observer is shown two serially presented points of light,
ILO an.d.L1 respectively, which may or may not differ along
a particular stimulus dimension. The observer's task is to
report a stimulus difference when one exists. We shall
denote the relevant stimulus variable by Y, and the values
of Lo and Ll’ by Yo and Y1 respectively. On some trials,
y1 equals Yo3 on others, V1 differs from Yo by an amount
Y. The following notation will be used to describe the

stimulus-response combinations on trial n:
Sy3p4 = the presentation of a stimulus difference
on trial n,

So’ixz the presentation of no stimulus difference

on trial n,

’
&
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the observer's response that a stimulus

Aymm »
difference octurred on trial n,
Ao’n = the observer's response that no stimulus

difference occurred on trial n.

Thus, on each trial either S1 or SO is presented,
and the observer makes eiﬁher an Al or AO response. Note
that his performance can be summarized by two proportions:
the proportion of Sy trials on which he makes an Al response,
for i equal to 1 or O. These proportions are normally treated
as estimates of corresponding conditional probabilities;
respectively, P(Al]Sl) and P(Allso). In keeping with the
decision theory literature, an Al response made to an Sl
stimulus pattern will be called a hit (H), and an A, response |
made to S, will be called a false alarm (FA).

The purpose of the model is to account for changes
in an observer's ability to discriminate a'stimulus difference
Yy produced by variations of two variables: the temporal iﬁter-
val between the offset oijO and the onset of Lis denoted t;
and the gpatial separation between.LO and Lqs denoted x.

The basic structure of the model is shown schematically in
Figure 1. Each time some value of the stimulus variable Y
initiates the input process it evokes some value of the sensory
variable V. The values of V evoked by Yo and y, are denoted
respectively by vy and vy Since y, occurs later in time and/
or spatially separated from Yo? the observer stores Vo in

"memory" until vy is available for comparison. He then makes
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Figure 1. Schematic of the model

0T



11

a similarity decision regarding y, and y, on the basis of

the size of the diségegancx be'tween his memory of Vo? denoted
My s and K He reports a stimulus difference only if the
observed discrepancy exceeds his decision criterion. Thus,
three processes interact to determine the relationship

between stimulus and response: input, memory, and decision.
While these three processes can be defined in a rigorous.
axiomatic manner, a simple, verbal presentation should suffice

here,

The In Process
Repeated inputs of the same stimulus value do not
necessarily evoke the same sensory value. The distribution
of evoked sensory values 1s assumed to be Gaussian with an
expected value equal to the actual stimulus value. Thus,
if the same stimulus values Yo and y, were presented on
every discrimination'trial, the sensory values vo;anq Vi
on any particular trial could be treated as values of two
corresponding, independent, Gaussian, random variables, VO:
and Vl respectively, where
E(V,) = ¥g, (1)
B(V;) =y;. | (2)
It is assumed that the variances of the two dis-
tributions, Var(Vo) and Var(Vl), are equal. Their sum will
be referred to as the input variance. (It will be shown
later that the equality of variance assumption is reasonable

for the experiments to be considered)..
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The Memory Process
Once the sensory value Vo is stored in memory, it
is "diffused" or modified through two simultaneous but inde-
| pendent random walk processes until it is read into the
decision process. One random walk occurs during the inter-
stimulus 1nter§a1; the other during the spatial translation
of the information provided by the initial stimulus. Note
that mtx,‘the'memory of L depends solely on the initial
value in memory (vo) plus the cumulative effect of each
;andom walk., These cumulative effects, denoted d, and dx
respectively, are simply the sum of all the incremental steps
minus the sum of all the decremental stepé. The value aof the
memory can be written as
me = Vo +dy *d. (3)
Since the decision process operates on the difference
betweenvv1 and My ys it will be useful to denote this discrepancy
by Uy o where

Ugx = V1 - Mgy,
or by Eq. 3
Uy = Vp = Vo = dg - dye )

If the same stimulus values Yo and y, are presented
on every discrimination trial, the values dt’ dx’ my and

Uy oy on any particular trial can be treated as values of four

- corresponding, independent, random variables, Dt’ Dx’ M%x’

and U, . Since the expected value of the sum of n independent,
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random variables is the algebraic sum of their expected values,
then from Eq. W4,

E(U,,) = E(V;) = E(Vy) - E(Dy) - E(D,). (5)
Furthermore, since the variance of the sum of n independent,
random variables equals the sum of thelr individual vériances,
then from Eq. U4,

var(Utx) =-Var(vl) + Var(VOM + Var(Dt)'+ Var(Dx). (6)

If the random walks are symmetrical, then as the
number of steps in the random walks increases, the distribut-
ions of Dy and D (actually binomial) will approach Gaussian

distributions with the following means and varigncesxl

E(Dy) = 0, . | (7)
E(D,) = 0, (8)
Var(D,) = ¢.t, ‘ (9)
var(D,) = §.x, (10)

where ¢£ and ¢x are constants. The constant ¢%, which we shall
refer to as the temporal diffusion rate, is the rate at which
the variance of Dt increases as a linear function of the inter-
stimulus interval (t). Similarly, ¢ , the spatial diffusion
rate, is the rate at which the variance of Dx increases as a
lihear function of the spatial displacement between the twq

stimulus lights (x).
Since Utx is defined as a linear combination of four

- independent, Gaussian,random variables (Eq. 4), it too will

1The actual derivations are presented in Appendix A.
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have a Gaussian distribution. The expected value of U%x.
depends on the actual pair of stimulus valuesj that is,
substituting in Eq. 5 using Eqs. 1, 2, 7, and 8 yields,

E(U, ) =¥y - Yo (11)
Furthermore, substituting in Eq. 6 using Eqs. 9 and 10
yields, |

Var(u,) = Var(V)) + Var(Vy) + .t + _x.

Thus, the variance of the U is the simple sum

tx
of the input variance plus the diffusion variance accrued
in memory. It will be convenient to denote Var(U%x) by the

symbol Gztx’ and the input variance by the symbol K. Thus,

&y = bt O x + K. (12)

The Decision Process
The observer's task is to decide whether the dis-

crepancy}(utx) on a particular trial was produced by an actual
stimulus difference. ‘For example, suppose ym_equalled o (an
So stimulus pattern) on a randomly determined 50 per cent.of
the trials, and equalled y, plus y (an Sl stimulus pattern)

on the remaining trials. The observer's decision problem is
illustrated in Figure 2, which presents two overlapping,
Gaussian distributions of Utx' The distribution with mean
zero corresponds to SO trials, while the mean y distribution
corresponds to S1 trials (Eq. 11). The observer is assumed

to establish some cutoff point or criterion value of Utx’

denoted Ctx’ and to report a stimulus difference only if the
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Figure 2. Distribution of U, conditional on

the difference between Yo and 71
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observed discrepancy exceeds Ctx;nspecifiCally,
P(Aysplu, >C) =1,

P(Apsp |9, $Cpy) = O

\Some Properties of the Model

From Figure 2 it can be seen that P(Allsl) 1s the
area to the right of Ctx under the Sl distribution; similarly,
P(Allso) is the area to the right of C,  under the SO distri-
bution. Note that although an observer may produce many coOml=-
binations of P(Allsl) and P(Allso) by shiftihg his criterion,.
he can never change P(Allsl) without simultaneously changing
P(Allso). The possible pairs of hit and false alarm rates
available to the observer through variation in his decision

criterion are his opefat;pg characteristic (OC). The OC can
be specified by a single number, the sensitivity measure 6tx’

defined as follows:
(u,.)

E.(U,.) - E
5tx = 1 tx 0" ex" (13)
War(Utx)J 5

where Eo(Utx) is the expected value of Utx on SO trials, and

El(Utx) is the expected value on S, trials. Thus 6 x is simply

t
the distance between the means of the two distributions of Utx
expressed in standard deviation units. Substituting in Eq. 13

from Eqs. 11 and 12 yields,

b, = y
FOmET I TOE (1)
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Note that in detection,

be =

Thus, when the two stimuli are contiguous in time and in space,
the present model is equivalent to the Theory of Signal Detect=
ion, and 6, and d' (the sensitivity measure in that theory)

are equivalent. 1In recognition, the variance introduced by an
imperfect perceptual memory process (@tt + ¢ x) 1s added to the

input variance and reduces 6



AN EMPIRICAL TEST OF THE MODEL

We shall now consider two experiments which provide
a test of the model. In order to increase the comparability
of results, data for the two experiments were collected on
alternate days with the same observers participating in
both studies. During the experiments, the observer sat in
complete darkness and tried to discriminate a difference
in vertical position between two successively presented
points 6f light. In terms of the model, the stimulus
variable Y corresponds to the vertical position of each
light. The first experiment was designed to provide infor-
mation about the manner in which an observer's sensitivity
(6tx) is influenced by the size of the vertical displacement
to be discriminated (y), and by the extent of the spatial
separation between the two stimulus lights (x). Experiment
II investigated the manner in which the effect of spatial
separation (x) combines with the effect of temporal separa-~
tion (t) in determining an observer's sensitivity.

Since the.two experiments were similar in several

respects, we will first consider the common features.

APPARATUS
The stimuli were small points of light (Dialco #39,

28 volts, .04 amps, operated at 15 volts D.C.) subtending
: | : 18
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.033 degrees of visual angle at a brightness of 4 millil-
amberts. They were presented at approximately eye level,
4,1 meters in front of an observer seated in a completely
dark room. The observér sat in a normal chair with no
special constraints on his head movements, and viewed the
stimuli binocularly. The distance between the midpoints
of two stimulus lights was specified in degrees of visual
angle subtended by the lights. The timing of the stimulus
presentations was electronically controlled to at least'an
accuracy of 1 msec., and the stimulus sequence was pre=-

programmed and fully automatic. P

OBSERVERS

Six paild observers were used. Each observer had
an uncorrected visual acuity of 20/20 or better in both eyes
according to the conventional Snellen visual aculity test.
The observers were informed of the physical structure of the
stimulus display, the random method for generating stimulus
sequences, and the relative frequencj of occurrence of the

various stimulus patterns.z'

METHOD
Each discrimination trial began with a 1 second

auditory warning signal followed immediately by a 1 second
presentation of a point of light, L,. After a t second delay,

2The actual instructions given to each observer are
presented in Appendix B,
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a second point of light, Ll’ displaced x degrees to the
right, was presented for 1 second. L1 was either at the
same vertical height as L, (an 8o stimulus pattern), or
displaced y degrees down on the vertical axis (an S1
stimulus pattern). Finally, *the observer was given 2
seconds to indicate (by pressing an appropriate pushbutton
‘on the arm of his chair) one of two decisions: L, occurred
in the same vertical position as L0 (an AO response); or Ll
was below Lo (an Ai response)., The experimental variables
were t (the temporal interval between the two lights), x
(the lateral separation_betweeh the two lights), and y

(the size of the vertical displacement to be discriminated).
The two stimulus patterns are presented schematically in
Figure 3.

Lo occurred in the same position in space on every
trial: a point at approximately eye level directly in front
of the seated observer. It defined the origin of the two-
dimensional, stimulﬁs space. It is implicit in the present
form of_the model that the observer has a perfect conception
of the vertical and horizontal dimensions.. In an attempt
to approximate this 'condition, an additional light was
presented simultaneously with Ly. This light was 2 degrees
to the left of L0 and at the same vertical height as Lo.
Naturally, in the future it will be necessary to evaluate
the importance of this additional cue.
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S, Stimulus pattern:

Lo L,
O- - —0--—==—=—===---0

R A

S, stimulus pattern:

Ly L,
O-=-=-=- O-—---"=-=-=—=—==-"== —-- To
oY
N

Figure 3. Schematic of the two stimulus patterns
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EXPERIMENT I

The sequence of stimulus presentations was separately
determined for each block of 50 trials. In each such sequence
an Sl stimulus pattern was presented on a randomly determined
25 trials, while on the remaining 25 trials an S0 pattern
was presented. The interstimulus interval, t, was zero
seconds (the lights occurred in immediate temporal succession)
throughout the experiment. During each test session x (2, L,
6, 8, or 10 degrees) and y (.26 or .13 degrees) were varied
between blocks of 50 trials. The sequence of the ten experi-
mental conditions was randomly determined within each session,
and there was a one minute rest in the dafk between blocks of
trials. The experiment consisted of 12 such test sessions.
In this way, 12 blocks of 50 trials each were collected for
each of the ten conditions, for a total of 600 trials per
experimental condition.

In addition, three preliminary days of testing were
conducted to provide stable data for analysis. Also, in
order to control warm-up effects, and to allow sufficient
time for dark adaptation (about 10 minutes), two practice
‘blocks of 50 trials each were conducted at the beginning of
each session. The practice conditions were randomly determined
with the limitation that every condition was used an equal
number of times before any of the 10 conditions were repeated.
The data from the three preliminary days and.from the practice
blocks were not 1ncludéd in the final data analysis.
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EXPERIMENT II

The size of the vertical displacement to be dis-
criminated, y, was .26 degrees throughout the experiment.
During each test session t (0, .333, .667, or 1 second) and
x (6 or 10 degrees) were varied between blocks of 50 trials.
The experiment consisted of 12 such sessions. Thus, 12
blocks of 50 trials each were collected for each of the
‘eight conditions for a total of 600 trials per experimental
condition. 1In all other respects, Experiment II was

identical to Experiment I.



RESULTS

In this seétion we will present the data and statis-
tically evaluate the effect of the independent variables in
each experiment. A deeper analysis of the results is provided

by the model and is presented in the subseqﬁent section.

EXPERIMENT I

Each observer's performance can be summarized by the
average hit and false alarm prbportions obtained for each of
the ten experimental conditions. These proportions were treated
as estimateé of corresponding conditional probabilities, denoted
as ﬁ(Allsl) and ﬁ(Allso), and are presented in Table 1.5 An
index of sensitivity‘frequently used in psychophysical experi-
‘ments is the probability of a correct response, P(C). Estimates
of P(C), denoted'ﬁ(c), for each experimental condition, can
readily be obtained from each observer's summary data in the
following ménnera , ,

Ble) = Bla[s)dv - [1-BeayIs)] (-,
where ¥ is the probability of an Sl stimulus pattern. These
estimates are presented in Table 2 for each observer. Note

that, in general, P(C) tends to decrease with increases in

. 3The daily hit and false alarm frequencies for each
observer under each experimental condition are presented in
Appendixjc. ol '



Table 1

Estimated values of P(AﬂS ) and P(AJS.) for each observer
under each experimental c%ndition i Experiment I

Obs. 1 Obs. 2 Obs. 3 Obs. 4 Obs. 5 Obs. 6

x© ﬁ(Al}sl) P(a]8,) P(A]S,) P(A)IS,) P(AJS)) P(AJS,) P(A)S;) P(A]S ) ?(Allsl) P(4,ls ) P(AJS;) P’(Allso)

2 .72 .01 .83 .36 .86 .08 .88 24 <90 .16 +99 .16
’+ 067 '01 082 . )"'3 ° 82 019 082 032 . 85 ] 23 098 e 26
6 . 56 002 0701 . 37 08 023 076 . 38 . 77 027 091 . 33
8 022 005 066 037 082 o)"‘l 078 . ZO 075 030 091 .39
0 49 .10 .66 48 .88 <49 .72 U3 .71 .30 .85 1
2 .20 .00 .67 oLy .5k 012 .58 «29 .70 .28 .93 .21
L4 22 .03 .58 WW «91 .19 .63 <40 .73 .28 .88 .35
6 029 005 o55 oa‘ﬁ 061 026 \065 ol"'l .66 03 o83 .a%
8 c3‘+ 013 .60 . 061"‘ 01+1‘F 059 ol‘l's -63 03 077 .

0 .32 .11 .55 ol <74 47 .57 49 .55 .36 <74 .48

(4



«26
26
.26
«26
«26

Table 2

Estimated values of P(C) for each observer under each
experimental condition in Experiment 1

O OONFN

O OANFN

Obs. 1

Obs. 2

.;g
.66
.65
. 59

Obs. 3

.89
.85
.80
«70
.69

«70
.66
.68
.60
.63

Obs. L

.64
.62
.62

Obs. 5

.87
.81
<75
.72
«70

93
.66
L62

«59

Qbs. 6

.92
.86

«79
.76
.72

.86
.77

.66
.63
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the lateral separation between the two lights (x), and is
considerably greater for the larger vertical discrepancy (y).
The effect of each independent variable on each
observer's performance was evaluated by Chi-square homogeneity
tests (Anderson and Goodman, 1957, p.97). Under the null
hypothesis the expected number of AJ responses made to Si’
~for 1 and § equal to 1 or O, 1s the same for all values of'
the independent variable. Assuming the null hypothesis to
be true, the best estimate of the expected frequency of an

A, response to Si is the average frequency over all values

oi the variable. Given these expected frequencies, a Chi-
square statistic may be calculated in the usual manner.
Both the lateral separation between the two lights (x) and
the size of the vertical discrepancy to be discriminated
(y) had a statistically significant effect (P<.001l) on each

N
observer's performance..

EXPERIMENT II
For each observer, %(Allsl) and ﬁ(Allso) for each

of the eight experimental conditions are presented in Table 3,5
and P(C) in Table 4. Note that %(C) tends to decrease as the
temporal interval between the two lights (t) is increased, and

is generally greater for the smaller lateral separation (x).

, L*".I‘he results of the Chi-square tests are presented in
Appendix D. ,

the daily hit and false alarm frequencies for each
observer under each experimental condition are presented in
Appendix C.



~ Table 3

BEstimated values of P(A]!S ) and P(A}(B ) for each observer
under each experimental cl}ndition i preriment II

Obs. 1 Obs. 2 Obs. 3 - Obs. 4 Obs. 5 Obs. 6

x° t secP(4,1S,) P(A]S,) P(AJ.IS;) P(Ajls,) P(ajls) Plajls,) P(Ajls.) Plals ) P(als)) P(Ai?o) P(a]s ) P(A)s )

000 .60 .04 .67 .40 .85 .29 .76 .37 .84 .22 .93 .34

é

6 .333 . .06 64 2 . 69 .26 .74 .52 77 .28 .91 .
6 0227 oz,; .06 063 o)+2 056 031 .65 .ES 066 027 08 .%]3_
6 1.000 .41 .09 .56 il .52 .28 .70 52 .60 .34 .7 .37
10 .000 .63 .16 .69 43 .87 .56 .75 .50 .69 .33 .89 g
10 .333 .42 .10 .66 4l .8 .55 .77 .55 .69 .Eo .82 .uﬁ
10 .667 .49 .12 .63 .zo o7 Z \.73 62 .67 .39 .78 .38
10 1.000 .39 11 .57 L2 .62 .3 .6 o5k .62 .36 .70 .37
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- 10
10
10
10

 Table 4

Estimated values of P(C) for each observer under each
experimental condition in Experiment II

t sec.

.000

1333
.1.000

«000
<333
«667
1.000

Obs. 1

.78
o 74
«70

<74
.66

N

Qbs.

2

64

61
61
57

063

[ ]

62
57

Obs. 3

.78
.71
.62
.62

Obs.

.69
.61

<59

L

Obs. 5

.81
2
-63

.68

.64
.63

Obs. 6

.80.
79

128

62
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As in Experiment I, the effect of each independent
variable on each observer's performance was evaluated by Chi-
square homogeneity tests. With one exception, both the tem-
poral delay (t) and the lateral separation (x) had a statisti-
cally significant effect (P<.0l) on each observer's performance.6
Manipulation of the lateral displacement between the two lights
did not produce a significant influence (P>.05) on the perfor-
mance of Observer 2. However the overall Chi-square for x,
computed by summing the values for each observer, was signifi-
cant (P<.001). |

6

The results of the Chi-square tests are presented in
Appendix D.



THEORETICAL ANALYSIS AND DISCUSSION

Effects Of The Independent Variables On Sensitivity (8, )
For each observer an estimate of 6tx’ denoted Stx’

can be obtained for each experimental condition from a table

of normal deviates. Specifically,

gtx = ﬁzCAllSO)"ﬁz(Allsl)

where %z(AIISO) is that value of a normal deviate which is

exceeded with a probability P(4,|S,), and 'ﬁz(‘All 5,) 1s a

similar transformation of ﬁ(Al\Sl). These estimates of 6tx

are presented as data points in Figure 4, and numerically in

Tables 5 and 6. It is clear that in general, the independent

variables have a systematic effect on gtx for each observer.

In Experiment II, the relationship between the two independent

variables, x and t, would have been more clearly demonstrated

if the difference between the two values of x was greater.

Note that 8 x appears to be a more sensitive measure than

P(C) in that variations 1n the independent wvariables that

do not produce an apparent change in P(C), clearly affect

S;x. For example, examiné the;performanee of Observer 1 in

: Expeiiment I, y equal to .13 digrees. As x is increased

from 2 degrees to 10 degrees, 6tx decreases from 1.48 to

.76 (Table 5), while ?(C) varies only slightly around .60

Table 2).
(Table 2) 3
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Observer 1

4= 029 deg’/ sec.

o> -S>

- . 2
« = "003 degi/deg.

oy = -26° oy =6°
Oy H '13° Ox =10°
3Fr -
L,
= o-
®
o
O\
o o o O— o
O
(o]
1 { i | | { 1 {
2 4 6 8 10 O +333 ‘667 1000
X degrees t seconds

Figure ha.

Estimated (points) and predicted (lines)
values of 6tx for Observer 1 under each
experimental condition in the two experi-
ments (2-parameter form of the model)
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Observer 2

= 278 deg” sec,

A
Gy =
A ]
®, = ‘018 degYdeg.
Oy = «26° oy = 6°
Oy = «13° Oy =10°
L,
B -
0\
\&
o) ]
i ] 1 § 1 1 { 1
2 4 6 8 10 0 333 -667 1-000
X degrees t seconds

Figure 4b. Same as 4a for Observer 2
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Observer 3

t

i
b

= +120 deg?” sec.

« = "005 deg7deg.
oy =°26 ox =
oy =°13° ox =10°
ar »
\
L
.
6, [\ "
tx ®
11
o O
o)
O
] | L } 1 | | L I
2 4 6 8 10 O 333 667 1000
X degrees t seconds

Figure i+c. Same as 4a for Observer 3

»
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Observer 4

AY .
, = -358 deg’/ sec.

A 2
(bx =+011 deg’/deg.

oy =°:26° ey =6°
' Oy :'13° Ox =10°
3F ’ —
P
2 ° =
o
1 o .\ - .-
o\
O\ o o ® o
: o)
1 ] ] H 1 I { A
2 4 6 8 10 o <333 <667 1-000
X degrees t seconds

Figure 44, Same as 4a for Qbserver 4
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Observer 5

A
(bt :+074 deg"l sec.
A
¢

x = "006 deg’/deg.

.y = +26° Oy =6°
| oy =°13° ox =10°
3 - . -
o 7
6. °| )
tx o
°
o o
1 k- ®
o
o\
O
| ] | ] 1 ] i i
2 4. 6 8 10 O 333 667 1-000
X degrees t seconds

Figure be. Same as 4a for Observer 5
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Observer 6

A 2
Cbt= *036 deg’/ sec,

A 2
Q, = +003 deg¥deg.

® .y = '26o
'oy =13

1 1 1

2 4 6 8 10 o -333 667 1-000

x degrees t seconds

Figure 4f., BSame as 4a for Observer 6
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B
1
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Table 5

EBstimated and predicted (2 parameters) values of 6tx for
each observer under each experimental condition in
Experiment I ‘

Obs. 1 : Qbs. 2 Obs. 3 Obs. 4 Obs. §
. ~ X ' . Y , o
y° x° Stx Pred 6tx S;X Pred 6tx 6, Pred 6tx g;x Pred 6tx 5tx Pred Stx
26 2 2,90 3.25 1.31 1.37 2.48 2,65 1.88 1.77  2.27 2.4
26 4 2,76 2,30 1.0 97 2,11 1.88 1.38 1.25 1.78 1.7k
26 6 2,20 1.88 .86 .79 1.7a 1.53 1.01 1.02  1.35  1.h2
26 8 1.69  1.62 .Zg 68 1.1 1.33 .77 .88  1.20 1.23
.26 10 1.15  1.45 . 61 1.20 1.19 .76 .79 1.08  1.10
13 2 1.48 1.62 .E? .68 1.28 1.33 .76 .88 1.10 1.23
A3 0% 1.11 1.1 .ua 48 .90 94 .58 .62 1.19 .87
13- 6 1.08 ) . .39 .92 .77 .62 .gi, .85 .71
.13 8 .72 .81 .40 « 34 .51 .66 .36 . .64 .61
A3 10 .76 .73 .28 .30 .72 .59 .20 40 19 .55

8t



Table 6

Estimated and predicted (2 parameters) values of 6tx for
each observer under each experimental condition in
Experiment II .

Qbs. 1 Obs. 2 Qbs. 3 Obs. 4 Obs. § Qbs.. 6

x° t sec. 6tx Pred 6tx 6tx Pred Stx 6tx Pred 6tx 6tx Pred Stx' 6tx Pred S’tx 6’cx

6 .000 2.00 1.88 .70 .79  1.60 1.53 1.0% 1.02 1.76 1.4%2  1.88
6 333 1.65  1.53 .56 58 1.1k .99 59 6l 1.32  1.08 1.78
6 .867 1.48  1.33 5 : .66 "79 .Zg. W 1.02 90  1.5%
6 1.000 1.11 1.i8 3 42 -63 67 . 40 - 66 79 97
10 .000 1.32  1.45 .68 .61 .98 1.19 .68 7 9% 1.10 1.1
10 .333 1.08 1.2 64 50 .82 .88 6l o ©%6 92 1.06
10 .667 1.15  1.15 13 63 “72 73 .39 AN 92 ‘80  1.08
10 1.000 .95 1.05 3 .3 72 .63 “26 .38 166 “72 ~86

6¢



In order to evaluate the extent to which the
estimates of 6tx presented in Tables 5 and 6 are consistant
with the values of O, Predicted by the model (Eq. 14),
estimates of the diffusion rates, ¢t and ¢k’ and of the
input variance, K, have to be determined for each observer.
If an observer's sensitivity does not vary between the two
experiments, then these three parameters can be estimated
from his performance in both experiments. Note that two of
the experimental conditions in Experiment I were dﬁplicated
in Experiment II (x equal to 6°, y equal to .26°, t equal to
0 sec.; and x equal to 10°, y equal to +26°, t equal to O secd),
A statistical test proposed by Gourevitch and Galanter (1967)
was used to determine whether an observer's sensitivity under
these two conditions in Experiment I differs significahtly
from his sensitivity under the corresponding conditions in
Experiment II. Specifically, the null hypothesis tested was
that an estimate of 6tx obtained in Experiment I does not
differ significantly from the estimate of 6tx obtained for
the same experimental condition in Experiment II. For each
observer, two such tests were conducted. In only one caée
(Observer 5; x equal to 6°, y equal to .26°, t equal to O sec.)
could the null hypothesis be rejected (p<101).7 On the basis
of these results, it can be argued that, 1n general, the var-

iability in sensitivity between experiments is negligible.

7The results of all these tests are presented in
Appendix E, '
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Thus ¢b’ ¢x’ and K were estimated from an observer's
performance in both experiments. These estimates, denoted

respectively as $t’ @ s and %, are listed in Table 7 for each

x
observer. They were chosen to minimize the sum of squared
discrepancies between the 18 estimates of 6tx obtained from
tﬁe two experiments for a particular observer, and the cor-
responding values predicted by Eq. 14 with 6%’ $x’ and K

substituted for ¢y ¢x, and K.

Qne way to test how well the model accounts for
changes in sensitivity under the various experimental condi-
tions is in terms of the proportion of the variance in 5;x
accounted for by the predicted 6tx values. The variance of
the 18 gtx values around their mean can be regarded as an
estimate of the total variance in the dependent variable.

~N

An estimate of the unpredicted (or residual) variance in 6tx
is simply the variance of the 18 gtx values about their
predicted values minus the variance that can be attributed

to sampling. Given an estimate of the observer's theoretical
hit and false alarm probabilities, denoted ?(Allsl) and
ﬁ(Allso), én estimate of the sampling variance can be obtained
using the method discussed by Gourevitch and Galanter (1967).
The palr of hit and false alarm probabilities on the predicted
operating characteristic most similar to the observer's per-

formance was regarded as an estimate of his theoretical hit



Table 7

Estimated values of Py ¢x’ and K
for each observer

Gbs. 8t * $x %
2 2 2
(deg“/see) (deg“/deg) (deg®)
1 .OgZ ‘ .003 .002
2 ® 2 8 [ ) 016 ® 006
a [ ] 12"" ) OO’* e 002
.358 .011 « 000
5 .078 . 005 .002
6 .036 | 003 . 000
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and false alarm probabiiities.8 The proportion of the total
variance accounted for by the model was calculated for each
observer, and indicated’that the model accounts on the aver-

age for .97 of the total variance in gtx: the actual values
obtained for Observers 1 through 6 are respectively .97, 1.00,
.98, 1.00, .95, and .91. Thus, the model accounts for virtually

N

all of the variance in 6tx’
Note that the input variance, i, is negligible for
all observers. In fact for Observers 4 and 6 the input
variance 1s actually zero. This suggests an appropriate
 51mp1ificat1on of the model: let K equal zero by assumption,
and fit the data with two parameters, ¢t and ¢x” The estimates
of ¢t and ¢k listed in Table 8 were chosen to minimize the sum
of squared discrepanclies between the estimated 6tx values and
those predicted by Eq. 1% with §, and §_ substituted for ¢,
and ¢, and K equal to zero. These predicted 6tx values,
denoted Pred.étx, are presenteq'graphically in Figure 4, and
9

numerically in Tables 5 and 6.” It seems clear from Figure W
that the 2-parameter form of the model provides a reasonable

interpretation of each observer's performance. On the average
.96 of the total variance is accounted for: the actual values

obtained for Observers 1 through 6 are respectively, .96, 1.00,

8Estimates of the theoratical hit and false alarm
probabllities for each observer under each experimental
condition in both experiments are presented in Appendix F.

9The values of 6 predicted by the 3-parameter
form of the model are pressﬁted in Appendix G.



Table 8

Estimated values of ¢, and ¢_ (2 parameter
form of the model) fof each Bbserver

Qbs. by O, .
(degz/sec) (degz/deg)
1 .029 .003
2 . 278 . +,018
» a 120 . 005
358 .011

.036 | .003
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.98, 1.00, .94 and .91.10 Note that the 2-parameter form of
. ) »

the model accounts for essentially the same proportion of the

total variance as the 3-parameter form. It is apparent that

P

the two diffusion parameters allow a good prediction of 6tx
under the 16 different experimental conditions.

In the development of the model it was assumed that
Var(V,) and Var(Vl), the variances of the two sensory distri-
butions, were equal. Since the predictions of the two-parameter
form of the model are consistent with the observed data, the

equality of variance assumption appears to be reasonable, at

least for the vertical position disecrimination task considered,

Estimates of Decision Criterion (C. )

Another theoretical question of interest is the
relationship between variations in the values of the indepen-
dent variables and an observer's decision criterion, Ctx'
Note that B(A,|8,) would by definition equal the area to the
right of Ctx under the distribution of Utx for an So stimulus
pattern (See Figure 2). ?z(AllSO), that value of a normal
deviate which is exceeded with a probability %(Al\SO), can
be obtained from a table of normal deviates. . An.estimate
of the criterion, denoted 6tx,in degreesvisual angle is
simply‘%z(AllSo) multiplied by the standard error of U, .
That is,

10Estimates of the theoretical hit and false alarm
probabilities (2-parameter form of the model) are presented
in Appendix F..
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Cox = P08 18006,
These estimates may be thought of as the minimum discrepancy
in degrees visual angle that must. cccur between the memory of
the first stimulus and the position of the second stimulus in
order for the observer to respond "different".

Estimates of each observer's criterion for each
experimental condition are presented graphically in Figures
5 and 6, and numerically ih Tables 9 and 10. Since an estimate
of the sampling variance is not avallable, we can not determine

whether the observed, variance in 6 x is greater than the

t
variance that could be attributed to sampling. However, it

is clear that, if part of the observed variance is attributable
. to variations in the independent variables, the relationship
between the independent variables and Etx is idiosyncratic.
For example, the decision criterion held by Observer 3 is
apparently dependent upon the value of x, but independent

of the value of y. Observer 5, however, seems to maintain

a fairly stable criterion with variations in x, but holds a
consistently smaller criterion for the smaller value of y.
Also note, that for Observer 3 the decision criterion is
positively correlated with t, while for Obsefver 4 the cor-
relation is negative. Thus the decision theory approach to
the analysis of the data allows the removal of such idiosyn-
cratic sources of variability from the estimates of the obser-

ver's sénsitivity.
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Table 9

Bstimated values of C
experimental conditiofXin Experiment I

OO EN

OCOoOONEN

Obs. 1

.19
.23

.26
25

.19
.21
22
«19
22

Obs. 2

.07
.03
.10
.12
+06

Obs. 3

1k
11
11
.06
.01

.12
.13
.10
-0l
.00

Obs. k&

.09
.08
.08
.02
.06

.09
.0
.0
Ok

.05

for each observer under each

Obs. §

.12
.11
12
.12
.12

.07
.06

.06
.09

Obs. 6

<O4
.02
.02
.01
.01



Table 10

Estimated values of C x for each observer under each
experimental condition”in Experiment II

x® t sec. Obs. 1 Obs. 2 Obs. 3 Obs. 4 Obs. 5 Obs. 6

6 .00 | .215; .10 -0 .08 .11 .03
) 33 ‘ 02 . 009 01 "002 Qll .0
6 Y 267 . 29 ) ..10 ° 18 .011- B 017 . 08
6 1.000 031 017 02‘* -005 015 009
lo .000 . 19 e 06 e 01 ° 03 012 ® 0’+
10 [ 333 : ° 29 009 "003 bt ) 06 ] 09 005
10 . 667 . 27 .0 003 ~ -018 . ll . 07
10 1.000 . 032 ol 015 -002 oll" olo

0S
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Sequential Properties Of The Data

Another featufe of the data which is of interest
are the sequential fluctuations in hits and false alarms.
The sequential effects of particular interest concern the
correlation between the response on trial n and the stimulus
and response events on trial n-l. For each observer the
proportion of Al responses on trial n contingent upon the
'stimulus and the response on trial n-l as well as upon the
stimulus event on trial n was determined. These proportions
were treated as estimates of the following conditional
probablilities:

P(Apspl8100 Ayonoy Syopg)? (15)

P(AysnlSgon Ayona1 Syopay? (16)
for 1 and j equal to 1 or O. The notation in Expressions 15
and 16 can be simplified by omitting the trial subsecripts
(n and n-1). In the remainder of the paper, the temporal
order of events in the sequential statistics should be inter-
preted as corresponding to that in Expressions 15 and 16.

Estimates of P(AllSl 451 and P(A IsO p S,), denoted as

N
P(AlISlAJSI) and P(Allso jSi% for each experimental condition

averaged over the six observers are presented in Tables 1l and

12.ll These estimates are presented onoperating-characteristic

ll’I‘he estimates for individual observers, as well as
the number of observations each estimate is based on, are pre=-
sented in Appendix H.



'Table 11

Estimates of sequential statistics for each experimental
condition in Experiment I

x=20 x=}o . x=60 x=8° x=10°

P(A]!Sl--)-P‘(Al!SO--).P(Allsl--)P(A]!SO--)P(A]!Sl--)P(A]!SO--)P(Al}Sl--)P(AIISO--)P(AIISL--)P(A]!SO-)

Also 095 031"' 095 oh’"" 090 051 087 o’+9 085 050

A].Sl 091 018 o87 : 027 081 030 078 o!"'l 078 o‘+2
y=.260 alsl 8k 13 .80 .17 .73 .19 ~70 .23 ~66 .28
2389 168 1 .65 17 51 12 .5 16 .55 .23
Bd ok 2 3 ko3 B R OB OE

SO 081 o)"'l 079 o".'8 073 05,"' 073 ' 050 071 056

r 13° ﬁlgl 073 oig 071 ogg 062 N 037 063 .g‘g .S_g 013"8
R S R ¢ R B I S I
sl 156 16 .51 ~20 .53 22 - 50 .28 {8 .30

44



Table 12

Bstimates of sequential statistics for each experimental
condition in Experiment II

t=0 sec. ‘ t=.333 sec. t=.667 sec. | £=1 sec.

ﬁ(Aﬂsl--) P(Afso--) P(Albl--) P(Aﬂsoou) P(Aﬂsl--) P(A{So--) P(Afsl--) P(Aﬂso--)

A8, .88 .50 .8l .52 .78 47 .70 46

Alsl .82 .30 - .82 .38 - «73 .37 .67 .40

x=6° AOSO . 7)+ . 21 . . 6‘+ . 20 . 57 . 22 . 53 . 27
Aosl . 61 oll" [} l"? . 18 ] ""8 ® 25 ] l*5 . 26

Al 08)"' 03"" 082 .liO 071" -38 -68 .l+0

AO ] 72 . 20 . 62 . 20 . 55 ® 22 . 50 . . 26

S .84 «52 «80 «50 .75 «50 72 47

ﬁ%g‘l" .82 gg .Zé % 75 .37 .67 gg

- 4 A . 9 (X< e . 2 A [ 0 31 * (]

x=10 Agso . 50 . . 2"" . 5 e 37 . 55 . . E% . 27
At .83 48 .77 47 .76 49 .69 el

'™ .64 .27 .60 .30 .58 .30 49 .27

1%
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(OC) graphs plotted on double-probability paper12 in Figures

7 and 8. Each point plotted for a given experimental condition
characterizes performance on trials following each of the

four possible combinations of stimulus and response. It is
clear that the response on trial n is correlated with the
stimulus and the response events on trial n-l. Note that the
order of the four points in the OC space is consistent over

all experimental conditions.

These trial-to-trial sequential effects are similar
to those described by Kinechla (1966), and Tanner, Haller and
Atkinson (1967) for an auditory recognition problem involving
the comparison of stimulus events presented at different points
in time. Parducci and Sandusky (1965) reported a study involv-
ing the comparison of the horizontal position of two vertically
separated visual stimuli. Both the horizontal discrepancy and
the vertical separation were constant throughout the experiment.
~ According to Kinchla (1966) a Sequential analysis of the
Parduccl « Sandusky data revealed a simlilar ordering of points
as in the auditory studies involving temporally noncontiguous

stimuli. Thus, this relative ordering of the sequential

12Double-probability paper (also known as normal=-
normal paper) is graph paper in which the x and y co-ordinates
have been transformed so that normal deviates are linearly
spaced. If the underlying distributions are Gaussian, the set
of performances produced by changes in criterion with fixed
sensitivity fall on a straight line. If the underlying dis-
‘ t{ihutions have equal variance, the straight line has unit
slope,
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statistlies is observed in a number of recognition studies,
suggesting that strong sequential effects occur consistently
in tasks involving temporally or spatially noncontiguous
stimuli.

Figures 7 and 8 suggest that, in general, the
response on trial n is more highly correlated with the
| response on trial n-l than the stimulus on trial n-l.
Tables 11 and 12 present estimates of P(Al’nlsl’nvAj’n-m)
o'n Aj’n-l)’ denoted as P(AllslAJ) and
) for each experimental condition averaged over

and P(Al,n|S
A

P(4, | SOAJ
the six observers.13 These estimates are plotted on double
probability paper in Figures 9 and 10. Each point plotted
for a given experimental condition characterizes performance
6n trials following each of the two possible responses on
trial n-l. The ordér and the spacing of the two points in
the OC space is consistent over all experimental conditions..
- For each experimental condition a straight line with unit
slope provides a very good fit to the two points. Thus,

the sequentlal effects can be interpreted as shifts in
decision criterion along the same OC curve. The straight
line, unit'slope, operating chéracteristic suggests that
the two distributions of Uy (see Figure 2) are Gaussian

and have equal variance. This 1s consistent with the

assumptions_of the model.

13The estimates for individual observers, as well as
the number of observations each estimate is based on, are pre-
sented in Appendix I.
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For each experimental condition the 0C curve for
the response contingent sequential effects is replotted in
Figures 7 and 8, and provides an adequate fit to the four
points. The most deviant points are generally the most
unreliable estimates in that they are based on few observat-
ions. It appears then that the observer's decision criterion
on trial n is contingent on.both the stimulus and response
events on trial n-l.

The model developed in this paper does not specify
that the observer shifts his criterion from trial to trial.
However, it 1s clear that since the model accounts for virt-
ually all of the variance in the estimated O, values, the
variance due to fluctuations in criterion does not signifi-
cantly influence 6tx' This point can be made more explicitly
in terms of the model. Suppose the criterion was not constant
but actually had a Gaussian distribﬁtion with mean zero and

variance ¢,. Then,

Otx = @t 0,x ¥ P IE
The results indicate that ¢c is so small relative to the
.other components of the variance in the denominator of
the preceeding equation that a good fit between model
and data may be achieved with the assumption that ¢c equals
zero (as in Eq. 14). It would be of theoretical interest
‘to elaborate the present model to include a dynamic decision
process which‘speC1fies the manner in which an observer shifts

his criterion from trial to trial.



CONCLUSION

It is clear that the results of the two experiments
" are generally consistent with the predictions of the model.
An observer's ability to compare the vertical position of

two points of light bresented successively in the dark is
reduced by both a temporal delay between their presentation
and a lateral separation in their position. The loss of
vertical position information during the temporal delay is
similar to the loss over a latefal translation in that both
can be represented by a random walk process. When the trans-
formation is made simultaneously over both a temporal and a
lateral separation, the random walk processes appear to proceed
simultaneously but independently, and the cumulative loss of
| information 1s simply the sum of both walks. Note that two
estimates, @t and $x’ account on the average for 96 per cent
of the variance in S;x for each observer.

It should be emphasized that the discrimination
problem considered is somewhat unique in that the loss of
vértical position information represented by the theoretical
random walk processes may to a large exteqt reflect overt,
"1nvoluntary‘e&e_movements. The drift components of involuntary
- eye movemenfs in the dark suggest a random walk process, and

probably are the result of instability in the oculomotor system
| 3
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(Cornsweet, 1956). Thus, it is conceivable that the loss of
vertical position information during the interstimulus inter-
val, @t, is due, at least in paft, to the instability of the
oculomotor system. Simlilarly, the loss of vertical position
information during the lateral translation, $x’ might also'

be attributable, in part, to the instability of the oculomotor
system. Unfortunately, there are no reports of direct measure-~
ments of eye movements in an experimental situation similar to
that used in the present experiments.

It would be of value to apply the model to data from
a discrimination problem which is not affected by involuntary
eye movements., For example, a task involving the comparison
of the brightness of two objects would be appropriate.
Specifically, the observer 15 required to discriminate a
difference in brightness between two laterally separated
points of light presented successively in the dark. On some
trials the two lights would be equated in intensity, on others,
they would differ by an amount y. In this way it would be
possible to test the model in a situation where the variance
introduced by a temporal delay and a lateral separation could
not be attributed to involuntary eye movements.

Note that this approach would allow one to determine
the relation between "brightness memory™ and stimulus intensity.
- According to Weber's Law, an observer's ability to disceriminate
. é change in brightness 1s related in a systematic manner to

the intensity of thg stimulus being ineremented. Specifically,
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AL =k
where I is the intensity of the original stimulus, AI is the
increment in intensity necessary for the observer to detect
a change in bfightness, and K is a constant. It has been
shown that Weber's Law holds for a fairly wide range of inten-
" sities (Dember, 1960). Thus, on the basis of Weber's Law we
would expect variations in the intensity of the initial
stimulus (yo) to influence 6tx‘ This suggests that the rate
at whiéh brightnéss information is lost over time (¢t) and
over space (¢x) is dépendeﬁt on the value of Yo That 1is,
an observer's ability to "remember" the'brightnéss of an
object may be related to the intensity of the object.
' An interesting application of the model would be
in animal psychophysics. There has been a great deal of
interest in an animal's ability to discriminate stimuli which
are separated in time. For example, a number of investigators
have studied the acquisition‘of a "delayed matching-to-sample"
problem by the pigeon (Berryman, Cumming, and Nevin, 1963j
Blough, 1959; Cumming and Berryman, 1965). In general, the
animal in this problem situétion is fequired to select that
one of two "choice stimuli'™ which is the same as the "sample
stimulus". A temporal delay can be introduced between the
~ offset of the sample stimulus and the presentation of the
choice stimuli. It would be interesting to determine whether

the predictions of the model are consistent with the poorer
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matching performance observed in these studies as the temporal
delay is increased. Unfortunately, the data are in a form

not amenable to a decision theoi'y analysis.
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APPENDIX A g

Derivation of the expected value and variance
of Dt and Dx’
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DERIVATION OF THE EXPECTED VALUE,

_ E(D,), AND VARIANCE, Var(D ), of D,.

The memory process specifies that during the t
second interstimulusAintérval one step in the random walk
oceurs every]x'seconds, BEach step increases the value in
memory by an amount s with probability p, or decreases it
by the same amount with probability (1-p). S is a random
variable which represents the,effect of the ragdom'walk
after 1 step. Thus,

+g if the step 1is positive.

° = -s 1f the step 1s negative.
Therefore,
E(S) = %{kP(S=k) where k equals +s or -s
= gp-s(1l-p)
= s(2p~1)
and,
Var(s) = gk2P(s=k)- [B(s)] ®
= szp+s2(l-p)-,52(2p-1)2
= 4s®p(1-p)

Dt-was defined as a random variable representing the cumu-

lative effect of the random walk after t seconds. Thus,

E(Dt') ‘(%@(S) where (7t) is the number of steps
r in t seconds

=:rts(2p-1)
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and,
Var(Dt) ff%Yar(S)
= 4rts2p(1-p)
If the random walk is symmetrical (that is, if p=.5), then,
E(Dy) = O
and,
= rt52

Va:(Dt)

d)tt.where"d)t equals r32

DERIVATION OF THE EXPECTED VALUE, -
E(D._), AND VARIANCE, Var(D_), of D .
X: X X
The memory process speclifies that during the x
degree translation one step in the random walk occurs every
%2seconds. Each step increases the value in memory by an
amount w with probability q, or decreases it by the same

amount with probability (1-q). The actual derivations of
E(Dx) and Var(Dx)'are identical to those of E(Dt) and Var(Dt).



APPENDIX B

Each observer read the following set of instructions.
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INSTRUCTIONS

This experiment 1is one of a series of studies
designed to contribute to our understanding of man's
perceptual system. The room will be darkened during the
experimént. At the beginning of each trial yoﬁ will hear
a tone. This 1s to ensure that you will be maximally
attentive for the stimuli about to be presented. At the
offset of the tone two small dots of light (the Standard
Stimulus) will be flashed at the front of the room. At
the offset of the Standard Stimulus another small dot of
light (the Comparison Stimulus) will appear to the right
of the Standard. Your task is to indicate whether the
Comparison Stimulus was on the SAME horizontal level as
the Standard, or was LOWER than the Standard.

You'll notice that the arm of the chair in which
you are sitting has foﬁr response buttons. During this
experiment only two of these buttons will be used. You
are to press the ypper left button if the Comparison
Stimulus was the same as the Standard, and the lower left
button if the Comparison Stimulus was lower than the Standard.
_You are to make your decison and}press one of the buttons
jmmediately after the Comparison Stimulus has been terminated.
It is essential that you make a response on each trial, even
1f}this entails guessing.

| mhis'experiment will be conducted in bldcks of 50

trials, with a one minute rest between blocks. The onset of
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the tone will indicate that the rest period is over. An
equal number of SAME and LOWER Comparison Stimuli will be
presented during each block of 50 trials. The order in
which these Comparison'Stimuli are presented is a random
one.

The>spatial distance between the Standard Stimulus
and the Comparison Stimulus, and the time interval between
the offset of the Standard and the onset of the Comparison
is constant within any block of 50 trials. A number of
different spatial distances and time intervals may be used
during an experimental session. However, thesg'variations
do not alter the basic task as far as you are concerned.

An intercom connects the dark room with the
experimenter's room. Therefore, if you wish to tell me
something that is relevent to the experiment, you merely
have to speak. I'll be able to hear you and answer you.

Are there any questions? It is essential that

you understand the instructions.



APPENDIX C

This section presents the daily hit (H) and false
alarm (FA) frequencies for each observer under each
of the ten experimental conditions in Experiment I,
and each of the eight experimental conditions in
Experiment II. As described earlier, the sequence
of experimental conditions was randomly determined
within each session. Each frequency indicates the
number of Al‘responses the observer made to the 25

S, stimulus-patterns (hits), or to the 25 S, stimulus
p%tterns (false alarms) in each 50 trial b18ck under
a specific experimental condition. Since failures
to respond were infrequent, it can be assumed that
if the observer did not make an Al response, he made
an Ao response..
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Daily hit and false alarm frequencies for Observer 1

under each experimental condition in Experiment II
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" Daily hit and false alarm frequencies for Observer 2 under each
experimental condition in Experiment I
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Daily hit and false alarm frequencies for Observer 2
under each experimental condition in Experiment II
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Daily hit and false alarm frequencies for Observer 3 under each
experimental condition in Experiment I
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Daily hit and false alarm frequencies for Observer 4 under each
experimental condition in Experiment I
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Daily hit and false alarm frequeﬁcies for Observer 5
under each experimental condition in Experiment II
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Daily hit and false alarm frequencies for Observer 6 under each
experimental condition in Experiment I

Y=.26° » y:,.130

x=2° x=h° x=6° x=8° x=10° x=2° x=ho x=6° x=8° x=10°
‘Session H FA H FA H FA H FA H FA H FA H FA H FA H FA H FA
1 25 3 25 § 21 6 23 8 20 12 20 4 18 1019 5 17 10 17 7
2 23 3 23 3 22 3 17 16 2 7 24 4 19 7 21 9 18 9 18 9
a 25 3 25 7 21 5 23 8 16 11 20 519 518 8 17 8 17 10
25 0 23 3 23 6 22 10 22 10 24 2 22 6 19 10 18 11 21 11

5 25 6 25 3 21 10 20 §5 21 2 24 7 20 12 22 10 19 15 18 12
6 25 5 2L L 23 8 25 13 20 10 23 8 24 5 22. 6 18 8 17 11
g 25 0 25 11 24 12 25 12 22 11 25 4 24 9 20 8 20 9 20 16
25 0 2 8 2% 4 23 10 22 7 2 2 2 8 24 8 19 9 18 14

9 25 9 2 8§ 24 9 2 9 24 7 2 6 2 7 22.15 20 19 19 11
10 25 9 24 9 23 14 25 10 21 16 @ 2 7 2 lg 20 13 21 11 21 1
11 25 7 25 13 23 9 22 8 22 17 2k 10 24 1% 22 13 24 13 22 1
12 25 2 25 5 2% 12 23 9 21 13 22 % 25 7 19 10 21 15 15 11
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Daily hit and false alarm frequencies for Observer 6
under each experimental condition in Experiment II

x=6° . x=10°
t= t=.333 t=.667  t=1 t= £=.333  t=.667
Session H FA H FA H FA H FA H FA H FA H FA
1l 18 8 21 5 19 7 15 10 19 10 19 10 19 9
2 22 7 20 6 19 9 15 12 19 12 20 10 18 8
i 22 6 22 5 16 8 18 8 17 10 21 11 21 7
23 10 23 11 22 7 19 12 24 7 18 10 21 7
5 25 9 2 10 22 5 18 10 21 1% 22 11 17 8
6 23 9 2 8 23 3 19 11 24 22 12 21 9
7 25 9 21 6 23 13 23 7 24 14+ 21 7 17 7
8 25 8 23 11 21 6 18 8 21 10 20 11 19 8
9 2 8 2 9 24 6 20 5 24 10 18 8 20 9
10 2 8 23 10 19 3 19 10 24 8 23 13 19 8
11 25 10 24 5 23 12 18 10 25 12 19 17 23 15
12 2 10 24 13 2 8 19 8 2 15 23 13 18 18

S8



APPENDIX D

;

Summary of the Chi-square homogeneity tests on the
effect of each independent variable on each observer's
performance in the two experiments.
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Summary of the Chi-square homogeneity tests on the
effect of x and y on each observer's performance in
Experiment 1

Qbserver

X y

(df=8) (af=2)
1 - 98.88** 305. Slx*
2 46, Hlxx - 72.,89%*
a 323.72%x 242, 53**

85, Lh6** 125,96%*
5 124, 00%* 96, 53%*
6 159, 68%* 77.56%*

** p<L.001



Summary of the Chi-square homogenelity tests on the
effect of t and x on each observer's performance
in Experiment 11 ’

Observer t X
(df=6) . (af=2)
1l 58, 51 %x* 25, 52%*
2 21,96% 2.62
a 159.12%x*: 130, 84**
30, 71*%* , 19.17%*
5 49,03 ** 31.83%x
6 86,79 27.0lpkx
Total Chi-square L406,12%* 237.02%*
Total d4f : 36 12
** p<,001

* p<.0l



APPENDIX E

Summary of the Gourevitch-Galanter (1967) tests for
variability in sensitivity between the two experiments.
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Summary of the Gourevitch-Galanter tests

Observer Condition A
1 1.11
2 1.08
3 .78
L .20
6 .55
* p<.01

Condition A: x=6°, y=.26°, t

Condition B

1.02

=0 sec.

Condition B: x=10°, y=.26°, t=0 sec.
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APPENDIX F

Estimates of thg theoretical hit and false alarm
probabilities, P(A ﬁ }) and P(A,| S.), for each

observer under eac perimental cgndition in the
two experiments. Estimates based on both the 3-

parameter and the 2-parameter forms of the model
are presented.

9



A
@(A IS.) and ?(A;IXS ) for each observer under each
exp%r}mental colid?tion in BExperiment I (3-parameter
form of the model)

Obs. 1 Qbs. 2 Obs. 3 Obs. 4 Obs. 5 Obs. 6
_ A, A A, A P A PN A A
yo xo Blajs)) fRAfso}ﬁtAﬂsl)’?(Aiso)'?(Aisl)“?(Aiso)‘?(Aﬂsl) Plajsy) Plajs)) Plajs ) Pafs ) Plajsyy

26 2 ;78 .01 .83 .36 .86 .07 .87 .26 .90 .15 <99 .13
26 4 .61 .02 .80 b5 87 .22 .80 .34 .85 .2k .97 .28
.26 6= .52 .03 .69 .38 .82 .26 .76 38 .79 .25 .93 .30
.26 8 .52 .05 .65 .38 .85 .37 79 57 .76 .29 .92 .37
026 10 . 053 i 007 069 0’"’5 088 0)"’8 073 )"!’3 072 029 088 035
13 2 .22 .01 .69 M % 12 .6 .27 W71 .27 .88 .29
.13 L .2 .0 .5 40 .91 .18 .6k 40 .68 o34 .84 o1
13 6 '02 .0 ) 05 e 8 058 028 063 -tﬁ 963 035 .79 .n)+2
13 8 .37 .12 .59 55 .67 41 L6l . .63 .38 .78 .46
A3 10 .32 11 .56 43 .72 49 .60 g .56 .35 .75 46

g6



?(A!S ) and'ﬁ(AlS ) for each observer under each
exp&r}mental coﬁd?tion in Experiment II (3-parameter
form of the model)

Obs. 1 Obs. 2 Obs. 3 "~ Obs. k& | Obs. 5§ Obs. 6
o a a A, &~ &, . ~ & A A
x° t sec B4 s)) ?(A{so) Plajls;) Pajsy) P(AfS, ) P(AﬂSO)'?(AﬂSl) P(A[5,) ﬁ(Afsl)’ﬁtAfso) P(ajls)) P(alsy

6 .000 .58 o .2% ..ig .gg | .gg .;6 '.32 .gg '§Z .gg .33

7’ ° . . 007 . . . ° o [/ . Y . . -3,
3 . 23 .Eﬁ .07 .62 L3 59 T .29 .62 .26 .63 .28 .82 .35
61.000 .4 .08 .56 ©39 53 "27 .68 .53 162 32 "76 3

10 .000 067 011"' 068 o)"’)+ 089 050 076 ol+7 073 030 090 .10'0
20 .333 47 .08 .63 .Zg .84 <54 .75 .95 .7% «37 .85 .40
:’.O . 667 . ‘+9 ] 12 . 65 ° B ] . .

101.000 Ul .10 - 57 42 .60 .36 +66 .91 .63 .35 «73 .33

6



/\

P(als,) and‘?(AlS ) for each observer under each
exp%r}mental co%d?tion in Experiment I (2-parameter
form of the model)

Obs. 1 Obs. 2 Obs. 3 Obs. 4 Obs. § Obs. 6

o 40 5 5 s s = =, =~ P 2~ ’
¥y° x _P(AﬂSl) P(Afso)'ﬁ(AﬂSl) P(Afso) P(AﬂSl) P(AiSo) P(A£Sl) P(Afso)’g(Afsl)'ﬁ(Aiso) P(Af81)4$(Aﬂ§D)

.82 .01 8% .35 .88 07 .87 26 .91 .13 .99 .13

.26 2

26 4 .60 - .02 .80 45 .86 .21 .80 <34 .89 .24 .97 .28
026 6 ) 0 903 068 038 - 081 026 076 038 078 026 093 .30
.26 8 .49 .05 .65 .38 <84 «37 .79 o7 .79 .29 .92 «37
.26 10 .52 .08 .68 U5 .88 ) o73 43 72 .30 .88 .35
13 2 24 .01 .69 43 <56 012 .61 .27 .72 .26 .88 .29
.13 )+ 023 003 059 .]-I-O 051 018 o6’+ 0)'"0 -68 03}"‘ .8,"' o)+l
013 6 027 006 05)'" . 9 058 028 063 o)+3 063 035 079 o)+2
-13 8 036 012 : 058 o)+2 067 e""‘l 061 o’"’"" 063 039 078 o’+6
.13 10 .31 .11 .56 . .72 .50 .60 oLl .56 .35 .75 46

+6



x°t sea ?(Allsl) ’?(Allso) ?(Allsl) ﬁ(Alfso) ’?(Allsl) ?(Allso) ’??(Allsl) ”E(Allso) /ﬁ\(Al[Sl) ?(Allso) ’??(Allsl) ?(Alfso)

Obs.

.55

2

e

.65

e

1 .

Ok
.07
.07
.08

<1k

.08
12

.10

'E(A[S ) and P(A.IS.) for each observer under each

exp%r}mental cohd®tion in Experiment II (2-parameter

form of the model)

Obs.

68

.65

83

62
56

68

57

2

038
L2
43
-39

13

Obs.

.84
.66
«99
53

3

.30

.28
.29
.27

Obs.

.76
5
68

.76
75

.66

L

.38
02
.53

Obs.

.79

<73
.6
.

.72

.68
.63

5

.27
.32
.28
.32

Obs.

Ik
.89
.82
.76

.90

73

6

.33

56



APPENDIX G

Predicted values of 8 (3~parameter form of the
model) for each obser%ér under each experimental
condition in the two experiments.
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Predicted values of 6/x (3-parameter form of the model) for
each observer under egch experimental condition in Experiment I

Obs. 1 Obs. 2 . Qbs. 3 Obs. 4% Qbs. 5 QObs. 6

x° 'Pred 6tx Pred 6tx Pred 6tx Pred 6tx Pred 6tx Pred 8tx

2 3.08 1.32 2.56 1.77 2,34 3.47
% 2.32 .97 1.89 1.25 1.75 2. 46
6 1.9% .80 1.57 1.02 1.45 2.00.
8 1.70 - 70 1.37 .88 1.27 1.7%

1.53 .63 .33 .79 1.14 1.55
2 1.54 .66 1.28 .88 1.17 1.74%
g 1.%6 .tg .9g .65 .37 %.gg

. 7 L] 07 . . .

8 .8% .35 .68 § .Eh .62 .87
0 77 32 .61 40 .57 78

4.6



C\O\O\O\

Predicted values of 6 (3-parameter form of the model) for
each observer under e&%h experimental condition in Experiment II1

Qbs. 1 Obs. 2 Obs. 3 Obs. k& Obs. 5 Obs. 6

t sec. Pred 6tx Pred 6tx Pred 6tx Pred 6tx Pred th Pred 6tx

+000. .80 1.57 1.02 1.46 2,00

1.9%
0333 lo 5)'" o 8 -99 061 1.08 l'o 53
667 T 1.31 .58 .78 47 .90 1.29
1.000 1.16 42 .67 40 .78 1.13
000 1.53 .63 1.23 .79 1.1 1.55
.223 1.31 .50 .89 .zt <93 1.30
« 667 1.16 43 73 o .81 1.1k
1.000 1.05 «38 .63 38 .72 1.03

86



APPENDIX H

Estimates of P(A.l S,A,S,) and P(A.| S.A,S,) for
individual obser%‘er% Angier each e}pegigxeﬁtal '
condition in the two experiments. The number .
of trials, N, each estimate is based on 1s also
listed. Note that if N 10, no value of the
statistic was estimated (—).
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&84

455,

- A.S

071

11

obs. P(A

OV £ D H

M

[0}

oA Fw D

Mean

an

151

'1.00

46

160
.77
77

.68

y=.26°

92
120
112
118
122
126

157
107
147
123
130
137

16
20

13
(2)

Experiment I

.53
48
.18
15

.3l+

.02
<34
.12
.28
.18
.15

.18

.00
33
.05

.12
017

«13

.00
24
.00
.10
.19

«11

. x=2°

-=) N ?(Aﬂso--) N

él)
1%
31
22
20

118
125
1

I
141
162

137
82

12

10

119
115

y=.13°

100

.~ ”n
P(Aﬂsl--) N P(AﬂSO--) N

.76
176
.87
.71
.97

.81

o1k

(0)
52
:
34
28
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15

A.S

171

40%

AoSy

N
Obs, P(AfSl--)

1
2
;
;

Mean

o Flw N -

Mean

O W N

Mean

onFwn -

Mean

92
.96
196

«89

1.00

.95

y=.26°

Experiment I

.x=ho

N 'ﬁ(AﬂSo--) N

(2)

72
26
52

&

90
107
118
118
115
131

158

132
100
126
109

SENEN £
v W

52
:EZ
« 30

.32
oLl

.OO
42
.26
- 146
o 22

.25
.27

.01
o4l
. Ol
.12

.2“’
.17

.00
«37

. «11

.09
26

.17

106
132
163
116

133

157

134

106
102
103
105

58
2
1

32
27
(2)

y=.13°

101

Py
?(Aﬂsl--) N Pajsg-=) N

.90
. 5k

.16
.g%
58
o 79
67

45

43
66
Ly

43

48

.06

.5%
"65

«29
.28

036

.0§
3
.06
.1
o2
o Wl

21

. Ol
.25
.10
.1
.2

25
.18

(7)
59
28
50
2
L



A.S

170

4,5,

00

AQ$1

ObS . ﬁ( Allsl-")

o\ Fw -

Mean

N\ Fw -

Mean

()0, QN g UE O I

Mean

AW Fwmp -

Mean

céi
.92
.97

.88

.92
.90

y=.26°

Experiment I

x=6°

N ?KAﬂso--) N

(%)
62

160
123
106
114
113

52

21
31

(10)

.54
:&5
.51

.02
»39
« 30
<48
.28
.32

«30

.03

«33
.09
<1k
«26
.28

.19

.00
21
.09
.10
.15
.19

.12

(3)
48

31
2
1

L9

85
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137
128
122
145

131

91
106

101
88

f%AﬂSl-~)

45
«60
.81

.86

73

o)+6
051"'

.85

24

y=.13°

102

N '?(AiSO--) N

11
67

i
:

150
91
118

110
99

Sy
Sy
.80
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.12

.28

- .18

115
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132
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81
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A.S

170

Alsl

070

A.S

o°1

Pal
Obs. P(AﬂSl--)

O\ FWNH

Mean

(o )N W U N \VN

Mean

O\WA F W -

Mean

anfFwn -

Mean

078
.92
097
<73
<93

087

y=.26°

Experiment I

=80

N fKAiSO--) N

(9)
&
h9
56

67
82
107
10k
111
122

.28

55
.83

R

49

.10
.19
.16

82
112
1%
106
1hk

P
P(Aﬂsl--)

-73
.64
79

.73

103

17
6k

51

3

51
9
106
8
100
122

123

8L
78

72

106
6l
60

60
35

y=.13°
P
N P(Aiso--) N.
22 .35
67 .39
7%
71 .6
ks 6
€7 .56
. 50
49 .25
«50
B s
85 o 74
8 .36
105 43
.48
13% .09
58 .%o
By .ok
85 « 20
111 .38
89 .39
.28
86 .08
N o
7 .27
55 .28
30 46
.28



)

A5

AOSO

A.S

o”1

Pa
Obs. P(Aﬂsl--)

o FWwWN

Mean

oM FWwWp =

Mean

o fFw -

Mean

()N R VIR \L o

Mean

.86
<79
.93
93
«77
.87

.85

.65
.66
.92
.87

74

.81

.85
.66

.26

37
062

gy

.89

Experiment I

x=10°

- y=.26°

N ﬁ(Aﬂso--) N

1k o 27 15

71 <55
£z
1 .
OO
62 42

«50

60 .15 as
90 48 98
123 .60 135
9 .61 116
93 o2k 110
118 o142 129

76 .2k 71
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16 .16 19
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18 <40 25
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.86

.69
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«97
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<57
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.80
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21
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92
82
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97
85

88
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&
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45
L7
.70

80

43

.56

P

<45
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Plafs,--) § Pafs,--) N
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29
6l
72
47
71

50
23
117
85
88
110



4,5,

Alsl

A.S

0"0.

A5

o\ Fe N

)
Obs. P(AﬂSl--)

oON\NFWw -

Mean

o Fwn -

Mean

oN\NLFw N

M

o®

an

Mean

.76
.90
.89
.91
.96

.88

.72
.65
«93
<90
.80
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.82

x=6°

Experiment II

t=0 sec.

P
N P(AﬂSO--) N
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A
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%

74
97
112
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107
117
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93
113
102
122
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.52
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.39

.50

007
ol+2
.31

.02

.09

oll" ‘
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0
2
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(6)
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.86
.69
196
.88

.8l

.76
- 73
<93
.92
.71
.90
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22
72
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113
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Experiment II

t=.333 sec.
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Mean

o Fw N -
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o\nFwNH
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APPENDIX I

Estimates of P(A,lS,A,) and P(A.|S.A,) for individual
observers under %acﬁ éxperiment&l goﬂdition in the two

experiments., The number of trials, N, each estimate
is based on is also listed..

109



Al
Obs. P(Aﬂsl--)

1 74
2 .87
L
<97

5 .92
6 .99
Mean .91
1 72
2 .76
a .79
5 18
6  1.00
Mean .82

y=,26°
N B(a

93
170
157
1%
152

198
167
136
183
139

Experiment I

1%

.02
40
012
.32
.18

15

.20

« 00
« 30
. Ol
.12
.12
17

.12

--) N

v
0
171

163
182

178
116
1438
12y
135
115

y=.13°

110

ey N\
P(Aﬂsl--) N P(AﬂSO--) N

i
70
1%
.82
.75
.92

27
166
87
122
138
155

264
125
201
168
153
136

.20
® o
.2k
45
.31
.23

029

.00
36
.05
1
2
.18

.16

32
159
106
133
150
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265
138
186
164
147
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Fal
Obs. P(Afsl--)

o\ FWwWwN -

M

(13

an

o Fw i+

Mean

y=.26°

Experiment 1

x=ho

»

o)
N P(AﬂSo--) N
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i
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151
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2
i
141
11k

.00
45
.29
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24
.26

.29
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173
160
166
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Experiment 1

y=.26°
N ’?(Aﬂso
78 .03
164 U3
147 «33
o
167 .36
«33
212 .02
127 .29
14k .09
137 .13
145 .23
123 .27

017

--)

x=6°

N. -

%8
159
168
180
16

19
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138
129
118

13

10

y=.13°

48
135

1

14
166

243
156

1%
148

127

.10
.l+6
.40
.63

2
.10

. Ok
.31

17

o1k

112

P8 Pl
P(AﬂSl--) N P(AﬂSO--) N.

52
140
124
164
14
189

245
157
172
135
152
106



N\
Obs. P(Aﬂsl

o

Mean

o Fwior

. Mean

. 62
.69
.91
<97
72
.90

- Experiment I

y—o 26°
N P(Aﬂs
76 <10
137 L2
171 - .55
160 '§?5
1 .
178 .36
1
214 .02
152 .30
120 .16
e
111 .16
.22

o)

x=8°

N

87
166
191

148
205

211
133
106
101

%

.5k
.61
.80
.81

.68
77
.70

.29
.a%
‘20
« 76
« 90

y=.13°

71
140
158
156
131
172

220
152
131
136
161
119

.28
46
.61

.70

Y

Y%

.49

<09
il
.25

136

1
.28

113

fﬂAﬂsl--) N ‘?(Als -=) N

229

lhé

133
107



Obs. ?(Alls

o\ Fwn -

Mean

oM\ Fw -

Mean

1

.69
.70
.92
«90

B

.80

-=)

y=.26¢

Experiment I

x=10¢

N ?(Allso--) N

74
161
19
16
147
180

217
130

128
145
109

o177
<91
.62
«62
.Ep
42

S

89

‘?(Al|sl
.52
.62
.82
.62
.75
. 70
.26
48
« 57
.50
.73
G)+8

y=.13°

114

-=) N /ﬁ(Aﬂso?") N

63
171
154
131
177

231
153
119
138
161
115

.20
45
.6i
4

)
45
.48

.08

42

.26
1
e3
.52

. 30,

61
152
181
157

18]

233
1L
117
139

161
115



Pal
Obs. P(Aﬂsl--)

72

.69
.92
.90
.83

095 )

.8)4'

.56
.62
7

<60
. 84
.90
.72

x=6°

Experiment‘II

t=0 sec.

N ?(Allso--—) N

156
160
156
142
175

213
137
132
1%
116

.07
46

35
05)+

.27 “

«32
o 34

.03
.32
« 20

S el

o1

.37

«20

108
160
175
17

167
197

188

135
121
121
131
100

.78
71
15k
<93
.72
.89

083
55

' 06)'|'

gH
.64
.86

.61*

x=10°

102
171

190
121

110

1

97

.25
e 91
&
.70
.33
2
48

.08
«33
.28
17
.32
45

27

115

@(A]Jsl--) N ?(_Aiso,-) N

128
158
215
188
151
193

168

1

.
143
103



A

Obs.'ﬁ(AﬂSl--)

1
2
;
:

Mean

o FWwnN -

Mean

.72
.89
.89
.81

091

.82

x=6°
N ?‘(Alls o
83 .07
164 .51
132 43
170 <69
143 .32
183 .36
40
207 .06
129 - .33
161 .09
118 .18
151 .22
107 .29
020 N

Experiment II

t=.333 sec.

-=) N

9k
148
150
19
16
183

204
147
145
101
130
115

.60
.6l
+93
+93
.68
.83
077

x=10°

67
155
202

182

148
181

223
135

108
142
110

015
o Lk
.64
.70
o Ll
o)+5
o U7

.08

.37
<35

022

35
12

.30

116

oy P
P(Aﬂsl--) N P(AﬂSO--) N

84
162
202
203
170
193

21;

1

5
95

128
1ok



Pal
Obs. P(Afsl--)

G\ F

Mean

«58
.68

79
« 84
.70

.88
o7l

AN
.57
40

0""23

.64
.82

255

x=6°

Experiment II

t=,667 sec.

N ’ﬁ(AﬂSo--) N

72
155
121
166
129
156

219
136

168

124
161
136

.06

«29
022

83
155
132
157
162
183

214
122
167
140
156
113

.62
<73
.88
.86
.68
«76
.76

x=10¢

109
165
203
157
162

195
1k
12
90
135
129

.20
91
.62
.80
<40
.39
49

117

P(Aﬂsl--) N ‘?(Aﬂso--) N

85
1838
186
199
153
178

213
110
109

119



Obs. @(Allsl-- )

oO\nFWw -

Mean

[o ¢ W PON N

Mean

Ul
.64
<79

85

65

75
.68

.tz
47
.36
o 47
.58
.72

050

x=6°

Experiment II

t=1 sec.

N /IS(A:LISO--)/ N

78
132
113
178
130
156

213

158

176
112
158

135

07

! 0,“‘6

.46
5
.36

o)‘I‘O

.09

.37

.16
.27

3L

.39
.26

71
151
123

140
173

223

147

176
119
151
124

oLl
.61
.82
.84
.66
<75

.69

x=10°

74
143
v
134
165

218
147
151
119

125

Iug
5L
.73
«39
.38

o-l+)+

.10

118 -

'ﬁ(A]!Sl--)» N P(Allso--) N

73
150
1l
173
153,
152

22

i
156
122

1k
143





