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ABSTRACT 

Chi-square approximation of Retelling's generalized T~ have 

been investigated by Professor Tiku. In this project, further results 

on the approximation are presented and examined. Also, an F approximation 

for the distribution of Retelling's generalized T~ is proposed. The 

results are compared with other approximations and discussed. 
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PREFACE 

In multivariate analysis problems one often confronts the testing 

of different kinds of linear hypotheses. For example, the testing of the 

equality of p-dimensional mean vectors of p-variate normal population is 

a familiar one. 

There are a number of test statistics suitable for this purpose. In 

general, test statistics for the multivariate linear hypothesis based on 

multinormal models can be expressed as functions of non-zero roots of de-

terminantal equations of the form (see Johnson and Kotz, 1972) 

where Sl and s
2 

are independent pxp Wishart matrices having n
1 

and n2 

degrees of freedom, respectively. These characteristic roots are t he 

invariants of sl and s2 under certain transformations on the observations 

and design matrix (see Schatzoff, 1966). The A's are the roots of 

-1 det(s 1s 2 - AI ) = 0. Some invariant test statistics can be represented 

as 

(a) 

(b) 

(c) 

(d) 

max(A .) 
1.-

min(A.) 
1.-

(.fu\ 

(Wilks) 

(Hotelling) 

(Roy) 

(Roy) 



(e) (Pillai) 

(f) (Pillai) 

The test statistic (a) is Wilks' (1932) A criterion. The test (b) was 

studied by Retelling (1951) whereas (c) and (d) were discussed by Roy 

(1953). The tests (e) and (f) were investigated by Pillai (1955). Be-

cause of mathematical complexities little is known about the exact dis-

tributions of the statistics defined above except for special cases. 

Among these statistics, Retelling's generalized T~ and Wilk's A criterion 

have been most extensively studied and used. However, very little is 

known about the relative power of these test statistics. Schatzoff (1966), 

however, slimved that Hotelling' s generalized T~ and Wilk' s A criterion 

are relatively more sensitive to a large number of alternative hypotheses 

and have more or less the same power; see also Lee (1971). 

The exact distribution of Retelling's generalized T~ is not 

known except for s=2. For other values of s different authors have 

suggested different methods of approximation. Davis (1968) showed that 

the distribution of T~ satisfies an ordinary linear differential equation 

of degree p(number of characteristic roots). Davis (1970) tabulated the 

exact percentage points of T~ by carrying out an analytic continuation 

of Constantine's series using the Newton-Raphson method. The task in-

valved is formidable. Other approximations ofT~ by Ito (1960), Pillai 

and Samson (1959) also involve considerable computations. On the other 

hand, Tiku's (1971) chi-square approximations exhibit two main advan-
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tages. 

(1) The chi-square approximations are easier to compute than 

the approximations discussed above. 

(2) Tables of both the percentage points and of the probability 

integrals of chi-square are readily available. 

In this project, Tiku's chi-square approximations are discussed in de

tail. A new F approximation is introduced. The F approximation of the 

5% and 1% points of T~ are calculated and compared with Davis' (1970) 

exact values and values based on Tiku's (1971) chi-square methods. It 

is found that for approximating the 1% points ofT~, Tiku's inverse chi

square approximation is slightly more accurate than the F approximation 

when n is small, but for large n,the F approximation is generally more 

accurate than Tiku's chi-square approximation. For approximating the 

5% points of T~, the F approximation almost always gives more accurate 

results than Tiku's chi-square approximations for all s and n . 
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1. Sunnnary 

Chi-square approximations for the distribution of Retelling's 

generalized T~ statistic have been obtained by Tiku (1971). The present 

project extends Tiku's tabulated values and further examines his approxi-

mations. An F approximation is also introduced. The accuracy of its 5% and 

1% points approximations of T~ are discussed. 

2. Introduction 

Retel ling's generalized T~ statistic is defined as 

where s
1 and s2 are two independent pxp Wishart matrices on n1 and n

2 

degrees of freedom r espectively, estimating the same dispersion matr ix . 

2 j (s) Following Pillai and Samson (1959), we denote T
0 

n
2 

by u, , then 

-1 
which equals the sum of the characteristic roots of s

1
s

2 
• The superscript 

-1 s denotes the number of non-zero roots of s
1
s

2 
• 

The exact distribution of T~ is not known except for s=2. For 

other values of s different methods of approximation have been suggested. 

Direct formulae for approximating U(s) are given by Pillai (1954, 1956) 

and Ito (1956). Although the first three moments of U(s) are known f or 

any s, the exact fourth moment for general s has not yet been obtained 

because of heavy algebraic manipulations. Pillai and Samson (1959) worked 

out the exact fourth moment in explicit forms for s=2, 3 and 4 and ap

proximated the upper 5% and 1% points of U(s) by fitting 4-moment curves 
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of the Pearson system from tables given by Johnson, Nixon, Amos and 

Pearson (1963). For higher values of s, the fourth moment can .be 

calculated from Pillai and Mijares (1959) but the task is formidable. 

Davis (1970) gave a large sample approximation for the fourth moment 

and tabulated the exact percentage points of U(s) by using an equivalent 

system of first order linear homogeneous differential equations to carry 

out an analytic continuation of Constantine's series. Pearson 4-moment 

curves can be fitted for any s using the fourth moment by Davis (1970). 

However, the Johnson et al tables (196~ do not provide the values when the 

probability integrals and not the percentage points are required. 

Tiku (1971) use d chi-square and inverse chi-square distribu-

tions evaluated at the exact first three moments to approximate the 

· f u(s ) percentage po1nts o • This method provides the values of the 

probability int egrals and the values of the percentage points of U(s ) 

since the probability integrals and percentage points of chi-squa r e 

distribution are readily available. In this project, we examine Tiku's 

chi-square approximations for larger values of s. Approximations based 

on F distribution having the correct first four moments are obtained . 

Approximations f or the 5% and 1% points of U(s) by an F distr i bution are 

compared with the values based on chi-square and inverse chi-square 

distributions to the exact values for s=2 and to Davis' (1970) values for s =3 , 

4 and 5. The accuracy of t~e~e approximations is discussed. 

3. Chi-square approximation for U(s) 

Let x2 ~ · {U(s) + a}/h, 

where x2 is a chi-square variate having v degrees of freedom. Equate 

(3) 
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both sides of (3) at the first three moments, we have 

v'(x2) = 1 

l12(x2) = 

{ l1 { (U) + a } /h 

l12 (U)/h2 

llJ (U) /h 3 

Since S1 = lljfll~, (4) gives 

By defining two parameters 

m = 
1 
-(n -s-1) 2 1 

1 n = -(n -s-1) 2 2 

and noting that 

we obtain 

where 

16(n+2m+s+l) 2(n+s )2(n-1)(2n+l) = ----~------~~--~~~~--~--~ 
s(2m+s+l) (2n+2m+s+l) (2n+s )/(n-2) 2(n+l) 2 

8 s(2m+s+l)(2n+2m+s+l)(2n+s )(n-2)2(n+l) 2 

v = sl = 2(n+2m+s+l)2(n+s) 2(n-l) (2n+l) 

h = 1 ~-
4 ll z 

a= vh-'11' 
1 

(n+2m+s+l) (n+s ) 
2n(n-2) (n+l) 

'11 , = ..:..s_,_( 2=m+~s_+=l~) 
1 2n 

(4) 

(5) 

(6) 

To justify that chi-square approximation produces percentage points 

of U(s) close to the values based on Pearson· curves , Tiku ( 1971 ) compared 

s 2 values of the chi-square line s2 = 3+1.5S
1 

with the true s
2 

values of 
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U(s) for s = 2, 3 and 4. In this project we extend this comparison for 

s = 5, 6 and 7 using large sample approximation for S~ from Davis (1970). 
~ 

where 

= ~~--~--~~3~(~c-~2=)~(~c+71=)=A~--~--~----~ 
s(2m+s+l)(2n+s)(c-6)(c-4)(c-l)(c+2)(c+3)(c+2m+s+l) ~ 

c=~ 

A= (2m+s+l)(c+2m+s+l){s(c+s) (c 3-5c2+78c-72) + 4c2 (Sc-6)} 

+ 4c2 {s(c+s) (Sc-6) + c(c2-a+2)} . 

The true S1 and S2 values together with the difference of the true S2 

(7) 

values and the s 2 values of the chi-square line are given in table 1. 

The results show that the dif ferences between s
2 

values of U(s) and s
2 

values of the chi-square line do not increase as s increases (see also 

Tiku (1971) table 1, which is reproduced in table 3) and in general the 

differences decr ese for larger s. For n > 15 and for any s , the di f -

ferences are small and thus chi-square approximation should give per

centage points of U(s) close to the values based on curves of the Pearson 

system. Note that in general Pearson curves give percentage points which 

differ from the true values by not more than 2 units in the third signi-

ficant digit. A comparison of the chi-square approximation with Pillai's 

(195 4) approximation to that based on Pearson curves is shown in table 6 

(values for n=15, 20 and 60 are reproduced from Tiku's {1971) tabulated values 

for the sake of comparison); see also Pillai and Samson (1959). It is clear 

that the chi-square approximation gives percentage points of u(s) close 

to the values based on Pearson curves. 
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Table 1. 81 and 82 of U(8
) and the .difference 82-(3+1.581). 

8=5 8 = 6 8 = 7 
............... 

"" ,r 
___...___ ----- "\ ,r ' r 

m n 81 82 Diff. 81 . . 82 Diff. 81 82 Diff. 

0 5 3.65 13.14 4.66 3.31 12.31 4.34 3.09 11.75 4.12 

10 1.15 5.41 0.68 0.98 5.09 0.62 0.86 4.87 0.57 

15 0.75 4.45 0.32 . 0.61 4.20 0.29 0.52 4.04 0.26 

30 0.46 3.81 0.11 0.36 3.64 0.10 0.29 3.52 0.09 

60 0.36 3.58 0.05 0.27 3.44 0.04 0.21 3.35 0.04 

100 0.32 3.50 0.03 0.23 3.37 0.02 0.18 3.29 0.02 

10 5 2.97 11.49 4.03 2.81 11.07 3.86 2.69 10.78 3.74 

10 0\76 4. 69 0.54 0.69 4.55 0.51 0.64 4.45 0.48 

15 0.42 3.88 0.24 0.38 3.79 0.22 0.34 3. 72 0.21 

30 o. 20 3.38 0.08 0.17 3.33 0.07 0.15 3.29 0.07 

60 0.12 3.21 0.03 0.10 3.18 0.03 0.09 3.15 0.02 

100 0.09 3.16 0.02 0.08 3.13 0.02 0.07 3.11 0.01 

50 5 2.90 11.32 3.96 2.74 10.91 3.80 2.63 10.64 3.68 

10 0. 71 4. 59 . 0.52 0.65 4.46 0.49 0.60 4.37 0.47 

15 0.37 3.79 0.23 0.33 3. 71 0.21 0.30 3.66 0.20 

30 0.15 3.30 0.07 0.13 3.26 0.07 0.12 3.23 0.06 

60 0.07 3.13 0.03 0.06 3.12 0.02 0.05 3.10 0.02 

100 0.05 3.08 0.02 0.04 3.07 0.01 0.03 3.06 0.01 
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Table 2. Difference of true S2 values and the S
2 

values 

of inverse chi-square distribution. 

s = 5 s = 6 s = 7 

m n Diff. Diff. Diff. 

0 5 1.94 2.00 2.01 

10 0.12 0.16 0.18 

15 -0.01 0.02 0.04 

30 -0.08 -0.05 -0.03 

60 -0.10 -0.07 -0.05 

100 -0.10 -0.07 -0.05 

10 5 2.03 2.02 2.01 

10 0.20 0.20 0.20 

15 0.07 0.07 0.07 

30 0.00 0.00 0.01 

60 -0.01 -0.01 -0.01 

100 -0.02 -0.01 -0.01 

50 5 2.04 2.02 2.01 

10 0.21 0.21. 0.21 

15 0.08 0.08 0.08 

30 0.01 0.02 0.02 

60 0.00 0.00 0.00 

100 -0.00 -0.00 -0.00 
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4. I nverse chi-square approximation for U(s) 

It is clear from tables 1 and 3 that for small values of n the 

a 1 f u(s) 1. f h h. ~ 2 va ues o 1e away rom t e c 1-square line and are close to the 

Pearson type V line if S
1 

and S
2 

values are plotted. Thus we expect that 

for small n inverse chi-square approximation for the percentage points 

of U(s) is more appropriate. 

X is an 

1 
Let - be a chi-square variate having f degrees of freedom, then 

X 

inverse chi-square variate with 

mean 1/(f-2) (8) 

variance = 2/ { (f-2) 2 (f-4)} 

s1 Cx) = 32(/-4) 
(f-6)2 

s2Cx) 3(£-4)(£+10) 
(f-6) (f-8) 

Now consider 

X ~ {U(s) + c}/k (9) 

Equate both sides at the first three moments and, using (6) and (8), we 

obtain 

f = 6 + 2vu + 11+2/v l 

k = ~h(f-2) (f-6) 

a= !h(f-6) - ~' 2 1 

where v, h and ~1. are given in (6). To see how close the sz values 

based on inverse chi-square distribution are to the true s 2 
values of 

u(s), their differences are calculated for s = 5, 6 and 7 for several 
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values of m and n. The results are tabulated in table 2. Again the 

differences of true 8
2 

values and the 8
2 

values of inverse chi-square 

approximation are small for small n. A coroparison of tables 1 and 2 

indicates that for s = 5, 6 and 7 inverse chi-square approximation of 

U(s) should give closer values to the values given by Pearson curves 

than chi-square approximation when n ._< 30. Tables from Tiku' s paper 

(1970) are included in tables 3 and 4 for similar comparison. The two 

comparisons (table 1 with table 2 and table 3 with table 4) suggest the 

appropriate approximations in the following table. 

Approximations of 

% points of u<s) 

s = 2, 3, 4 • 

s = 5, 6, 7 

Inverse Chi-square 

Approximation 

n ~ 15 

n ~ 30 

Chi -square 

Approximation 

n > 15 

n > 30 
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Table 3 Table 4 

Difference of the true s2 values Difference of the true s2 value 

and the s2 values of the chi-square and the s2 values of the inverse 

approximation. chi-square approximation. 

s = 2 s = 3 s = 4 s = 2 s = 3 s=4 

m n Diff. Diff. Diff. m n Diff. Diff. Diff. 

0 5 7.91 6.05 5.17 0 5 -0.79 1.30 1. 79 

10 1.32 0.96 0.78 10 -0.84 -0.14 0.05 

15 0.66 0.47 0.38 15 -0.77 -0.24 -0.08 

30 0.25 0.18 0.14 30 -0.72 -0.28 -0.14 

60 0.11 0.08 0.06 60 -0.70 -0.29 -0.16 

100 0.06 0.04 0.03 100 -0.69 -0.29 -0.16 

10 5 5.68 4.75 4.29 10 5 1. 78 2.00 2.03 

10 • 0. 86 0.68 0.60 10 0.14 0.18 0.20 

15 0.41 0.32 0.27 15 0.07 0.05 0.06 

30 0.15 0.11 0.09 30 -0.04 -0.02 -0.01 

60 0.07 0.05 0.04 60 -0.05 0.10 -0.02 

100 0.04 0.03 0.02 100 -0.20 0.09 -0.10 

50 5 5.56 4.66 4.22 50 5 1.85 2.03 2.04 

10 0.83 0.66 0.57 10 0.19 0.20 0.21 

15 0.39 0.30 0.26 15 0.07 0.07 0.08 

30 0.14 0.10 0.08 30 0.01 0.02 0.01 

60 0.06 0.04 0.03 60 0.01 0.00 0.00 

100 0.03 0.02 0.02 100 -0.01 0.01 -0.01 
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The upper 5% and 1% points of U(s) using chi-square and inverse chi-

square approximations are calculated for s=2. These values are compared 

with the exact values in table 5. Pillai's (1959) values of approximation 

are also included. The results suggest that Tiku's approximations of the 

- -· . f u(s) - - 1 h 1 h "11 . ' percentage po1nts o are c oser to t e exact va ues t an P1 a1 s. 

For s=3 and 4, chi-square · and inverse chi-square approximations 

of the percentage points of U(s) are compared with those based on the 

Pearson curves in table 6. It is clear that chi-square approximation 

gives percentage points of U(s) close to the values based on Pearson 

curves. For large n, the chi-square approximation generally gives percentage 

points of U(s) which differ from the values based on Pearson curves only 

slightly in the fourth significant digit. 

For s=5 and 6 approximations of percentage points of U(s) based 

on chi-square and inverse chi-square distributions are compared with 

the exact values by Davis (1970) in tables 7 and 8. It is clear that for small 

n, approximations based on chi-square and inverse chi-square distribu

tions give percentage points of U(s) which generally differ from Davis ' (1970) 

values only slightly in the third significant digit. Agreement is in 

general good. 



Table 5. Exact and approximate percentage points of u(
2) 

m = 0 m = 3 m = 4 m .. 5 
~ / '' 

" 5% n Exact Tiku Pillai Exact Tiku Pillai Exact Tiku Pillai Exact Tiku Pillai 

5 1.43 1. 44* 1.39 - 3.5883* 4.275* - - 4. 9611* 

10 0.671 0.673* 0.664 - 1. 6246* - 1. 927 1. 928* 1. 886 2.2275* -

15 0.443 0.437* 0.435 - 1. 0406* - 1. 236 1. 233* 1.219 ,..-- 1. 4229* 

20 0.328 0.331 0.323 0.7690 o. 7728 0.7600 0.908 0.912 0.898 1.046 1.050 1.034 

30 0.2155 0.2169 0.2124 0.5020 0.5037 0.4983 0.592 0.5939 - 0.681 0.683 

m = 0 m = 3 m = 4 m = 5 ,_. 
r ___.../"--

~ /" 
_.A-_ 

/ -"'. / ---""" \ 
,_. 

' ) 

1% n Exact Tiku Pillai Exact Tiku Pillai Exact Tiku Pillai Exact Tiku Pillai I 

.. 
5 2.17 2.26* 2.05 - 5.2041* - - 6.1471* t-- - 7.0822* 

10 0.979 0.979* 0.931 - 2.1512* - 2.516 2.520* 2.415 - 2.8856* 

... 15 0.624 0.621* 0.602 - 1. 3352* - 1.563 1. 561* 1.526 - 1.7847* 

20 0.455 0.457 0.443 0.9698 0.9686 0.9499 1.130 1.129 1.108 1.288 1. 286 1. 263 

30 0.2960 0.2959 0.2904 0.6235 0.6231 0.6165 0.725 0. 725 - 0.825 0.824 

* values based on inverse Chi-square distribution. 

- values not given by the authors . 



s=3 
r 

n (1) 

15 0.747 

20 0.5517 

35 0.3097 

40 0.2692 

50 0.2144 

60 0.1787 

80 . 0.1331 

100 0.1062 

Table 6 (a). Approximate values of the percentage points of U (3) 

m=O 5% m=5 m=O 1% 
....,.,.-__ 

' 
(2) (3) (1) (2) (3) . (1) (2) (3) 

-0.006 - 2.120 0.010 0.044 0.9827 0.0003 -
-0.003 - 1.857 -0.004 0.024 0.7155 0.0008 -
-0.0001 0.0042 0.8638 -0.0016 0.0067 0.3939 0.0006 0.1072 

-0.0009 0.0021 0.7520 -0.0014 0.0037 0.3412 -0.0007 0.0036 

-0.0005 0.0011 0. 5977 -0.0007 0.0020 0.2714 -0.0001 0.0028 

-0.000 0.001 0.4959 -0.000 0.002 0.4635 -0.0007 0.0111 

-0.0001 0.0004 0.3688 -0.0001 0.0001 0.1674 0.0000 0.0012 

-0.0001 0.0002 0.2949 0.0002 0.0002 0.1333 0.0000 0.0005 

(1) Values based on Pearson curves. 

(2) Difference: (!)-values based on the chi-square approximation. 

(3) Difference: (l)-va1ues based on Pi11ai's approximation. 

Pi11ai did not work out his approximation 

m=5 
/ /'.-. ........ 

(1) (2) (3) 

2.560 0.005 0.098 

1.852 0.004 0.054 

1.009 0.002 0.0147 

0.8759 -0.014 0.0087 

0.6927 0.0008 0.0041 

o. 5728 0.000 0.004 ...... 
N 

I 

0.4238 -0.0015 -0.0002 

0.3384 0.0002 0.0002 



s=4 

n 

15 

20 

35 

40 

50 

60 

80 

100 

Table 6 (b). Approximate val ues of the percentage points of U( 4) 

m=O 5% m=5 m=O 1% 

~------
. 

(1) 

1.122 

0. 8272 

0.4629 

0.4033 

0.3209 

0.2666 

0.1990 

0.1588 

(2) (3) (1) (2) (3) (1) (2) (3) 

-0.007 0.038 2.877 -0.000 0.065 1.413 0.003 0.079 

-0.004 0.019 2.113 -0.004 0.028 1.028 -0.002 0.044 

-0.005 0.0057 1.174 -0.001 0.002 0.5646 0.0005 0.0116 

-0.0005 0.0039 1.023 0.000 0.009 0.4911 0.0006 0.0092 

-0.0003 0.0025 0.8130 0.0005 0.0035 0. 3893 0.0004 o. 0072 

-0.000 0.002 0.6745 0.0000 0.001 0.3224 0.001 0.004 

-0.0001 0.0006 0.5030 0.0002 -0.0009 0.2399 0.0000 0.0024 

0.0000 0.0003 0.4010 0.0002 -0.0008 I 0.1909 -0.0002 0.0014 

(1) Values based on Pearson curves. 

(2) Difference: (1) -values based on the chi-square approximation. 
(3) Difference: (1) -values based on Pillai's approximation. 

.r 
(1) 

3.395 

2.458 

1.341 

1.165 

0.9218 

0.7627 

0.5670 

0.4512 

m=5 

----- ----(2) (3) 

0.009 0.149 

0.006 0.071 

0.001 0.012 

0.002 0.009 

0.0011 0.0084 1-' 
w 

0.000 0.003 

0.0003 -0.0004 

0.0002 -0.0006 



Table 7. Exact and approximate percentage points of U(s) 

5% 1% 
TTF;O m=4.5 s=5 . m=O m=4.5 
~ r---'~ ~ /' 

_..,A.. 

" n I Davis Tiku Davis Tiku n Davis Tiku Davis Tiku 

5 . I 5.3396 5. 377 5* 12.1069 12.2081* 5 7.302 7.344* 15.8559 16.0619* 

7 I 3.6234 3.6387* 8.1555 8.1967* 7 4. 7181 4.7447* 10.1438 10.1960* 

7. 5 I 2.5747 2.5748* 5.7637 5.7746* 7.5 3.2470 3.2452* 6.933 6.937* 

12 I 1. 9938 1. 9938* 4.4482 4.4534* 12 2.469 2.448* 5.25 5.25* 

14.5 1. 6258 1.6255* 3.6187 3.6217* 14.5 1. 9898 1. 9913* 4.2194 4.2207* 
' 

1-' 
17 1. 3720 1.3707* 3.0489 3.0450* 17 1. 6658 1.6658 3.5252 3.5254* ~ 

22 1.0453 1. 0441* 2.3174 2. 32 11 * 22 1. 2058 1. 2563* 2.6508 2.6467* 

" 27 I 0.8441 0.8430* 1.8685 1. 8706* 27 1.0076 1.0083* 2.1233 2.120)* 

32 o. 7077 0.7089 1.5651 1. 5656 32 0.0412 0.0401 1. 7706 1. 7674 

37 0.6093 0.6101 1. 3464 1.3465 37 0. 72196 0.72115 1.5182 1. 5157 

47 0.4767 0.4771 1. 0522 1.0524 47 0.5625 0.5619 1.1814 1.1802 

97 0.2282 0.2283 0.5027 0.5026 97 o. 2672 0.2671 0.5599 0.5595 

* Inverse chi-square approximation 



* Inverse chi-square approximation 
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Although chi-square approximations of the percentage points of 

V(s) arecompared with the exact values for s=2, with the values based 

on Pearson curves for s=3 and 4 and with Davis' values for s=5. Re-

markably enough, the accuracy of the approximations improves with increas-

ing s. Thus we expect that chi-square and inverse chi-square approxima

tions for the percentage points of V(s) are generally useful for all s 

and also the approximations are easy to compute. It may be noted that 

it is a formidable task to work out the exact distributions of T~ for 

s > 2. 

5. Central F approximation for V(s) 

Chi-square approximations involve equating the first three 

moments on both sides of (3). The closeness of the approximations to 
f 

the values from Pearson curves depends on the closeness of the S2 values 

of v<s) to the s2 values of chi-square and inverse chi-square distri-

butions. The differences of these beta values are checked in tables 1, 

2, 3 and 4 to justify the use of these approximations. The comparing of 

s
2 

values involves comparing the fourth moments, since s
2 

= ~4 /~i . This 

suggests the use of an F approximation evaluated at the first four moments. 

Let 
~ v<s) + g 

F h having v1 and v2 degrees of freedom. (10) 

Equate both sides of (10) at the first four moments, we have 
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~l (U) and S2 (U) are given in (5) and (7). 

8(v2~4) (2v1+v2-2)2 

v1 (v2-6)2(v1+v2-2) 

A simple linear relation between s
1

(F) and s
2

(F) from Pearson 

and Tiku (1970) is used, which greatly simplifies algebraic manipula-

tinns, 

After some algebra, we obtain 

h 
v1(v2-2) 2(v2-4) 

2v22 tv1+vz-2) ~2 

where sl' s2' ~i and ~2 are obtained previously. 

Limitations to the use of the F approximation are that v
1 

and 

h are not defined if the te~ inside the square roots are negative. 

For large n, the values of v
1 

and h are generally well defined. The 

degrees of freedom v
1 

and v
2 

are generally large for large n and the 
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approximate percentage points of U(s) are thus readily obtainable from 

F tables. 

then .z is a beta variate with parameters a The integral 

values corresponding to specific values of the statistics are readily 

obtainable from tables of incomplete beta function by Pearson (1948). However 

the lower percentage points of z are not available to more than 2 

significant figures. These values are used as initial values and an itera-

tive method i s used until the values z make the significant level of 
a 

a to 6 significant figures of accuracy. 

Now 
Prob ( z ,< z ) = a 

• a 

i.e. Prob 

1 i.e. Prob 
u<s) + g 

( h ) 

i.e. Prob ·fu(s) >- (z~- 1) 

,< z 
a 

1 v2 
Thus U = (- -1) -- h-g correspond 

a za v1 

= a 

~= a 
to the upper percentage points of u<s). 

Since the F approximation is obtained by equating (10) at the first 

four moments while chi-square approximations are obtained by equating 

(3) or (9) at the first three moments, we expect the F approximation to 
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be generally more accurate than the chi-square and inverse chi-square 

approximations. 

Table 9 compares the F approximation of the upper 5% and 1% points 

of U(s) with the chi-square approximations to the exact values for s=2. 

The results show that for n. < 15 inverse chi-square distribution gives 

slightly more accurate percentage points of U(s) than the F distribution. 

But the F approximation is more accurate for n ~ 15 than both chi-square 

and inverse chi-square approximations. Even for small n, agreement 

between the F approximation and the exact values is good. 

Thep approximation of percentage points of U(s) are also compared 

with chi-square and inverse chi-square approximations to Davis' values 
0 

in tables 10, 11 and 12 for s=3, 4 and 5 respectively. These comparisons 

seem to shnw that the F distribution approximating the upper 5% points of 

U(s) almost always gives more accurate results than both chi-square and 

inver se chi-square distributions for all n and s. For approximatir. g t he 1% 

point s of u(s), the F approximation seems in general slightly less accurate 

than inverse chi-square approximation when n is small but generally 

more accurate than chi-square approximation when n is large. 

The overall agreement of the 5% and 1% points approximation by 

F wit h the ·exact percentage points of U(s) is good. Thus it is expected 

that for the upper 5%, 1% points of u(s), the F approximation is useful for 

pract ically all n and all s. Also tables 10, 11 and 12 indicate that 

agreement of the approximate percentage points of u(s) by chi-square 

and inverse chi-square distributions with Davis' (1970) exact, values are 

excellent. 



Table 9. Exact and approximate percentage points of U(s) by the F approximation. 

s=2 
5% 1% 

m=O m=4 m=O m=4 
~ ~ ~ ~ n I Exact Chi-square F Exact Chi-square F n I Exact Chi-square F Exact Chi-square F 

5 I 1.43 1.44* 1.45 - 4.275* X 5 2.17 2. 26* 2.27 - 6 .1471* X 

10 I 0.671 0.673* 0.680 1. 927 1. 928* X 10 0.979 0.979* 0.986 2.516 2.520* X 

15 I o. 443 0.437* 0.443 1. 236 1.233* 1. 236 15 0.624 0.621* 0.624 1.563 1.561* 1.564 

20 I o. 328 0.331 0.328 0.908 0.912 0.908 20 0.455 0.457 0.456 1.130 1.129 1.131 
N 
0 

30 I o. 2155 o. 2169 0.2158 0 .592 0. 594 0.592 30 I o.296o 0.2959 0.2959 0.725 0.725 0. 726 

* Inverse chi-square approximation. 

X F approximation not obtainable. 

- exact values not given by Davis. 
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Table 10. Exact and approximate percentage points of u<s) 

s = 3 5% 

m =-= 0 m = 0.5 
~ 

n Davis Chi-square F Davis Chi-square 

8 1.4730 1. 4709* 1.4712 1. 7628 X 

10.5 1.0945 1.0914* 1.0940 1.3679 1.3061* 

13 0.8699 0.8667* 0.8698 1.0385 1.0348* 

15.5 o. 7215 0.7278 0.7215 0.8608 0.8674 

18 0.6162 0.6205 0.6162 0.7348 0.7393 

23 0.4768 0.4793 0.4769 0.5682 0.5707 

28 0.3888 0.3904 0 .3888 0.4631 0.4657 

33 0.3282 0.3292 0.3282 0.3908 0.3919 

s = 3 1% 

m = 0 m= 0.5 
,. 

n Davis Chi- squar e F Davis Chi-square 

8 2.030 2.034* 2.035 2.3863 X 

10.5 1.4731 1. 4734* 1. 4746 1. 7268 1. 7294* 

13 1.1525 1.1531* 1.1540 1.3504 1.3488* 

15.5 0.9463 0.9469 0. 94 72 1.1078 1.1077 

18 0.8023 0. 8022 0.8029 0.9389 0.9381 

23 0.6149 0.6144 0.6152 0.7189 0.7182 

28 0.4983 0.4979 0.4985 0.5824 0.5817 

33 0.4188 0.4184 0.4189 0.4893 0.4888 

* Inverse chi-squar e approxima tion 
X F approxi mation not ob t ainable 

- values no t computed . 

m = 2 

F Davis Chi-square 

X 2.60896 X 

1. 3079 1. 9292 1. 9274* 

1.0384 1.5285 1.5269* 

0.8608 1. 2649 1.2728 

0.7348 1.0786 1.0838 

0.5683 0.8328 0. 8356 

0.4632 0.6781 0.6798 

0.3908 0.5718 o. 5729 

m = 2 
, ---F Davis Chi-square 

X 3 . 4197 X 

1. 7299 2 . 4637 2. 4620* 

1. 3522 1. 9213 1. 9213* 

1.1089 1. 5732 1. 5717 

0.9395 1.3313 1. 3295 

0.7193 1.0176 1.0161 

0.5825 0.8233 0. 8221 

0.4894 0.6911 0.6902 

F 

X 

X 

1~5286 

1.2651 

1.0787 

0.8329 

0. 6781 

'\ 
F 

X 

X 

1. 9239 

1.5747 

1. 3323 

1. 0180 

0.8235 
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Table 11. Exact and approximate percentage points of u(s) 

s = 4 5% 

m = 0 m = 0.5 m = 1.5 
r, _.A-

'\ ..- __.,......__ 
") 

n Davis Chi-square F Davis Chi-square F Davis Chi-square F 

12.5 1.3638 1.3603* 1.3637 1. 5853 1. 5844* 2.0209 2.0205* X 

15 1.1217 1.1200* 1.1218 1.3033 1.3012* 1. 3033 1.6601 1. 6599* 

17.5 0.9524 0.9574 0.9524 1.1062 1.1114 1.1063 1.4083 1.4139 1. 4085 

22.5 0.7313 0.7339 0.7313 0.8490 0.8517 0.8491 1.0800 1.0829 1.0801 

27.5 0.5934 0.5950 0.5934 0.6887 0.6904 0.6888 0.8757 0.8774 0.8757 

s = 4 1% 

• m = 0 m = 0.5 m = 1.5 
,--.__--./ ,.... ,A..._ 

F'\ n Davis Chi-square F Davis Chi-square F Davis Chi-squar e 

12.5 1. 7348 1.7321* 1. 7373 1. 9902 1.9912 2.4902 2. 3896* X 

15 1.4114 1. 4124* 1.4130 1. 6184 1. 6176* 1.6201 2.0231 2.0244 i; 

17.5 1.1892 1.1879 1.1902 1.3631 1. 3612 1.3642 1. 7028 1. 7001 1. 7041 

22.5 0.9040 0.9028 0.9044 1.0357 1.0342 1.0362 1. 2927 1. 2907 1. 29 33 

27.5 0.7289 0. 7280 0. 7292 0.8349 0.8338 0.8352 1.0415 1. 0400 1.0418 

* Inverse chi-square approximation 

X F approximation not obtainable. 

values not computed. 
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Table 12. Exact and approximate percentage points of u<s) 

s = 5 5% 

m = 0 m = 1.5 
,-- .../'--. 

\ 
n Davis Chi-square F Davis Chi-square F 

17 1.3720 1.3707* 1.3722 1. 7523 1. 7518* 

22 1.0453 1.0441* 1.0454 1.3342 1.3335* 1.3343 

27 0.8441 0.8430* 0.8441 1.0769 1.0763* 1.0769 

s=5 1% 

m=O m=1.5 

~'----- ----, 
n Davis Chi-square F Davis Chi-square F 

1.7 1. 6658 1. 6658* 1.6673 2.0896 2.0900* 

• 
22 1.2858 1. 2563* 1. 2564 1. 5745 1. 5752* 1. 57 52 

27 1.0076 1.0083* 1.0079 1.2628 1.2636* 1. 2631 

* Inverse chi-square approximation 

- values not comput ed . 
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6. An example on application 

The U(8
) statistics is useful in testing hypotheses in multi-

variate analysis problems. h U(s) . i 
An example given below uses t e cr1.ter on 

to test the equality of p-dimensional mean vectors from p-variate nor-

mal populations. 

Measurements of (1) head length, (2) height and (3) weight of 

140 school ·boys of almost the same age from 6 different schools in an 

Indian city are given by Rao (1952, p. 263). The problem is to test 

any significant differences in the mean characteristics between schools. 

Let 8
1 

and 8
2 

be the variance-covariance matrices between and within 

schools for the three characteristics. Then 

1 2 3 

752.0 214.2 521.3 1 

81 151.3 401.2 2 

161.7 3 

1 2 3 

[12809.3 1003.7 2671.2]1 
82 = 1499.6 4123.6 2 

21009.60 3 

Here nl = 5 n = 134 2 
u<3) -1 0.2016 8 = 3 tr (8

1
8 2 ) 

1 0.5 m = -(5-3-1) = 2 
1 65 n = -(134-3-1) = 2 

Using the F approximation for u<3)' we have 

(3) . 
pr(U ~ 0.2016) = 0.042 • 
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Thus the differences between schools are significant at the 5% level 

of significance but not at the 1% level. This is in agreement with the 

findings of Rao (1952), who examined the data using Wilks' A criterion. 
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