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Abstract

This thesis considers the modulation division based on the concept of uniquely factorable constellation pair (UFCP) and uniquely decodable constellation group (UDCG) in multiuser wireless communication networks.

We first consider a two-hop relay network consisting of two single-antenna users and a two-antenna relay node, for which a novel distributed concatenated Alamouti code is devised. This new design allows the source and relay nodes to transmit their own information to the destination node concurrently at the symbol level with the aid of the UFCP generated from both PSK and square QAM constellations as well as by jointly processing the noisy signals received at the relay node. Moreover, an asymptotic symbol error probability (SEP) formula is derived for the ML receiver, showing that the maximum diversity gain function is achieved, which is proportional to $\ln \frac{\text{SNR}}{\text{SNR}^2}$.

Then, we concentrate on the point-to-point correlated multiple-input and multiple-output (MIMO) communication systems where full knowledge of channel state information (CSI) is available at the receiver and only the first- and second-order statistics of the channels are available at the transmitter. When the number of antenna elements of both ends goes to infinity while keeping their ratio constant, the asymptotic SEP analysis is carried out for either optimally precoded or uniformly
precoded correlated large MIMO fading channels using the zero-forcing (ZF) detector with equally likely PAM, PSK or square QAM constellations. For such systems, we reveal some very nice structures which inspire us to explore two very useful mathematical tools (i.e., the Szegő’s theorem on large Hermitian Toeplitz matrices and the well-known limit: \( \lim_{x \to \infty} (1 + 1/x)^x = e \)), for the systematic study of asymptotic behaviors on their error performance. This new approach enables us to attain a very simple expression for the SEP limit as the number of the available antenna elements goes to infinity. In what follows, the problem of precoder design using a zero-forcing decision-feedback (ZF-DF) detector is also addressed. For such a MIMO system, our principal goal is to efficiently design an optimal precoder that minimizes the asymptotic SEP of the ZF-DF detector under a perfect decision feedback. By fully taking advantage of the product majorization relationship among eigenvalues, singular-values and Cholesky values of the precoded channel matrix parameters, a necessary condition for the optimal solution to satisfy is first developed and then the structure of the optimal solution is characterized. With these results, the original non-convex problem is reformulated into a convex one that can be efficiently solved by using an interior-point method. In addition, by scaling up the antenna array size of both terminals without bound for such a network, we propose a novel method as we did for the ZF receiver scenario to analyze the asymptotic SEP performance of an equal-diagonal QRS precoded large MIMO system when employing an abstract Toeplitz correlation model for the transmitter antenna array. This new approach has a simple expression with a fast convergence rate and thus, is efficient and effective for error performance evaluation.
For multiuser communication networks, we first consider a discrete-time multiple-input single-output (MISO) Gaussian broadcast channel (BC) where perfect CSI is available at both the transmitter and all the receivers. We propose a flexible and explicit design of a uniquely decomposable constellation group (UDCG) based on PAM and rectangular QAM constellations. With this new concept, a modulation division (MD) transmission scheme is developed for the considered MISO BC. The proposed MD scheme enables each receiver to uniquely and efficiently recover their desired signals from the superposition of mutually interfering cochannel signals in the absence of noise. Using max-min fairness as a design criterion, the optimal transmitter beamforming problem is solved in a closed-form for two-user MISO BC. Then, for a general case with more than two receivers, a user-grouping based beamforming scheme is developed, where the grouping method, beamforming vector design and power allocation problems are addressed by employing weighted max-min fairness.

Then, we consider an uplink massive single-input and multiple-output (SIMO) network consisting of a base station (BS) and several single-antenna users. To recover the transmitted signal matrix of all the users when the antenna array size is large, a novel multi-user space-time modulation (MUSTM) scheme is proposed for the considered network based on the explicit construction of QAM uniquely-decomposable constellation groups (QAM-UDCGs). In addition, we also develop a sub-constellation allocation method at the transmitter side to ensure the signal matrix is always invertible. In the meanwhile, an efficient training correlation receiver (TCR) is proposed which calculates the correlation between the received sum training signal vector and the sum information carrying vector. Moreover, the optimal power allocation problems are addressed by maximizing the coding gain or minimizing the average SEP.
of the received sum signal under both average and peak power constraints on each user. The proposed transmission scheme not only allows the transmitted signals with strong mutual interference to be decoded by a simple TCR but it also enables the CSI of all the users to be estimated within a minimum number of time slots equal to that of the users.

Comprehensive computer simulations are carried out to verify the effectiveness of the proposed uniquely decomposable space-time modulation method in various network topologies and configurations. Our modulation division method will be one of the promising technologies for the fifth generation (5G) communication systems.
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Notations and Abbreviations

e.g., $\mathbf{a}$ column vectors are denoted by lowercase boldface characters

e.g., $\mathbf{A}$ matrices are denoted by uppercase boldface characters

$\mathbf{A}^T$ transpose of matrix $\mathbf{A}$

$\mathbf{A}^*$ complex conjugate of matrix $\mathbf{A}$

$\mathbf{A}^H$ Hermitian (conjugate transpose) of matrix $\mathbf{A}$

$\text{tr} (\mathbf{A})$ trace of square matrix $\mathbf{A}$

$\mathbf{A}^{-1}$ inverse of square matrix $\mathbf{A}$

$[\mathbf{A}]_{k,\ell}$ or $a_{k,\ell}$ the $(k, \ell)$-th element of matrix $\mathbf{A}$

$[\mathbf{A}]_k$ the $k$-th diagonal entry of matrix $\mathbf{A}$

$\text{det}(\mathbf{A})$ determinant of matrix $\mathbf{A}$

$\text{diag}(\cdot)$ diagonal matrix

$\|\mathbf{b}\|$ the Euclidean norm of $\mathbf{b}$

$\|\mathbf{A}\|_F$ Frobenius norm of matrix $\mathbf{A}$

$\mathbf{I}_N$ $N \times N$ identity matrix

$\mathbf{A} \preceq \mathbf{B}$ $\mathbf{A}$ and $\mathbf{B}$ are positive semidefinite, $\mathbf{B} - \mathbf{A}$ is also positive semidefinite

$\otimes$ Kronecker product

$\mathbb{E}[\cdot]$ expectation operator

$\text{vec}(\cdot)$ the operator stacking the columns of a matrix on top of one another
\[ \approx \text{ approximately equal to} \]
\[ \Re(\cdot) \text{ the real part of a vector or a matrix} \]
\[ \Im(\cdot) \text{ the imaginary part of a vector or a matrix} \]
\[ \emptyset \text{ empty set} \]
\[ \mathbb{Z} \text{ ring of integers} \]
\[ \mathbb{C} \text{ field of complex numbers} \]
\[ \ln \text{ natural logarithm} \]
\[ j = \sqrt{-1} \]
\[ \binom{n}{k} = \frac{n!}{k!(n-k)!} \text{ the binomial coefficient} \]
\[ \lfloor a \rfloor \text{ the floor function which represents the largest integer not larger than } a \]
\[ \lceil b \rceil \text{ the ceiling function that returns the smallest integer not smaller than } b \]
\[ \gcd(a, b) \text{ the greatest common divisor of } a \text{ and } b \]
\[ a | b \text{ a divides } b \]
\[ a \nmid b \text{ a does not divide } b \]
\[ a \equiv b \mod m \text{ } m | (a - b) \]
\[ f(x) = o(g(x)) \lim_{x \to \infty} \frac{f(x)}{g(x)} = 0 \]
\[ f(x) = O(g(x)) \text{ There exists a positive real number } M \text{ and a real number } x_0, \]
\[ \text{such that } |f(x)| \leq M |g(x)| \text{ for all } x \geq x_0 \]
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWGN</td>
<td>additive white Gaussian noise</td>
</tr>
<tr>
<td>BC</td>
<td>broadcast channel</td>
</tr>
<tr>
<td>BER</td>
<td>bit error rate</td>
</tr>
<tr>
<td>BS</td>
<td>base station</td>
</tr>
<tr>
<td>CLT</td>
<td>central limit theorem</td>
</tr>
<tr>
<td>CSCG</td>
<td>circularly symmetric complex Gaussian</td>
</tr>
<tr>
<td>CSI</td>
<td>channel state information</td>
</tr>
<tr>
<td>CSIR</td>
<td>CSI at the receiver</td>
</tr>
<tr>
<td>CSIT</td>
<td>CSI at the transmitter</td>
</tr>
<tr>
<td>DFE</td>
<td>decision-feedback equalization</td>
</tr>
<tr>
<td>DFT</td>
<td>discrete Fourier transform</td>
</tr>
<tr>
<td>DPC</td>
<td>dirty paper coding</td>
</tr>
<tr>
<td>DPSK</td>
<td>differential phase shift keying</td>
</tr>
<tr>
<td>LoS</td>
<td>line of sight</td>
</tr>
<tr>
<td>MD</td>
<td>modulation division</td>
</tr>
<tr>
<td>MIMO</td>
<td>multiple-input and multiple-output</td>
</tr>
<tr>
<td>MISO</td>
<td>multiple-input and single-output</td>
</tr>
<tr>
<td>ML</td>
<td>maximum likelihood</td>
</tr>
<tr>
<td>MMSE</td>
<td>minimum mean square error</td>
</tr>
<tr>
<td>MRC</td>
<td>maximum-ratio combining</td>
</tr>
<tr>
<td>MUSTM</td>
<td>multi-user space-time modulation</td>
</tr>
<tr>
<td>NOMA</td>
<td>non-orthogonal multiple access</td>
</tr>
<tr>
<td>PAM</td>
<td>pulse amplitude modulation</td>
</tr>
<tr>
<td>PEP</td>
<td>pairwise error probability</td>
</tr>
</tbody>
</table>
PSD  power spectral density
PSK  phase-shift keying
QAM  quadrature amplitude modulation
QoS  quality of service
SEP  symbol error probability
SIMO single-input and multiple-output
SINR signal-to-interference-plus-noise ratio
SLNR signal-to-leakage-and-noise ratio
SNR  signal-to-noise ratio
STBC space-time block code
TCR  training correlation receiver
TD   time division
UDCG uniquely decomposable constellation group
UFCP uniquely factorable constellation pair
ZF   zero-forcing
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Chapter 1

Introduction

In the past decade, we have witnessed tremendous advances and a shifted research paradigm in physical-layer technology and theory of wireless communications. The information theoretical research has brought about new perspectives on communication system design (e.g., the effect of channel fading, the tradeoff between energy efficiency and spectral efficiency, the method of interference management), and meanwhile, the rapid evolution of wireless communication systems driven by breakthrough in radio frequency and computer science removes many obstacles of the original technologies (e.g., the emergence of machine-to-machine communication, millimeter wave communication, massive multiple-input and multiple-output (MIMO)). However, there are still many technical challenges which must be addressed to meet the ever-increasing rate requirement and network connectivity demand. Among all the promising technologies, multi-antenna technology and ad-hoc network receive intensive attention in the past decade. In this thesis, we concentrate on the uniquely decomposable space-time modulation and its application in multi-hop relay networks and single-hop multi-antenna networks. Based on the difference in modulation division method
and system model, this thesis can be basically divided into two main parts.

The first part of this thesis considers the modulation division by employing the uniquely factorable constellation pair (UFCP) in two-hop relay networks. The wireless ad-hoc network that does not rely on the existing infrastructure is highly appealing for its robustness to node failure and flexibility in network topology. As signal processing tends to be performed by network nodes in a distributed manner, making energy efficiency and computational complexity challenging design constraints. In an ad-hoc networks, the communication between different nodes typically takes place over several hops by adopting amplify-and-forward, compress-and-forward or decode-and-forward protocols in a half duplex mode. In this thesis, a new relay protocol based on the concept of UFCP is proposed that allows the source and relay nodes to transmit their individual messages to the destination node concurrently at the symbol level. This new method has a low average delay compared to the conventional relay strategy where different users are scheduled in the packet level.

The second part of this thesis focuses on the modulation division by using the uniquely decomposable constellation group (UDCG) and signal processing technologies in modern multi-antenna systems where the additional spatial dimension enables much higher data rates and reliability in fading channels. We will consider the precoder design problem when employing both zero-forcing (ZF) and zero-forcing decision-feedback (ZF-DF) receivers in the point-to-point correlated fading MIMO channels where full channel state information (CSI) is known to the receiver. In particular, new mathematical tools are developed for the systematical analysis of the symbol error probability (SEP) when the number of available antennas is unbounded. Then, for the multiuser multiple-input and single-output (MISO) broadcast channel
in the downlink with full CSI at both the transmitter and all the receivers, a modulation division (MD) transmission scheme is developed by the flexible and explicit design of a UDCG, which outperforms the ZF method significantly when the number of users is very close to that of transmitter antennas. The last chapter deals with the multiuser massive single-input and multiple-output (SIMO) channel in the uplink with no CSI known to both the transmitters and the base station (BS) where a QAM division method is proposed that allows all the users to transmit their messages to the BS concurrently at the same frequency band. In our design, only one time slot is needed for the training process and hence the pilot contamination can be greatly mitigated or even be eliminated.

In the following part of this chapter, comprehensive introduction to the design motivation, system model and technical contributions of the thesis is given as follows.

1.1 **UFCG in Relay Networks**

Cooperative diversity is widely recognized as a promising tool which can be used for enhancing network connectivity and improving reliability beyond physical size and complexity constraint of wireless communication terminals [1-11]. The in-cell mobile users are allowed to share the use of their antennas to form a virtual array through collaborative transmission and distributed signal processing. Therefore, the existing diversity techniques for the conventional MIMO systems have been modified and generalized to such relay networks for the design of the distributed space-time block coding (STBC) [7,9,12-16]. In practical wireless relay network communication systems, it is desirable to allow relay nodes to send their own information to terminal nodes (e.g., transmitting CSI or control signaling) which helps to build the network
topology or to manage connectivity. However, the relay nodes in currently-available relay networks with distributed STBCs just passively forward whatever they have received from the source node to the destination without being able to transmit their own information. The conventional strategy to realize information sharing is accomplished by allocating orthogonal subchannels to relay such as time slots or frequency bands, operating virtually at a packet level and this leads to significant delay. Despite the fact that this method may work well for some networks with long coherence time, it will not be applicable to certain strictly-constrained relay systems.

Motivated by all the aforementioned facts, in Chapter 3 of this thesis, we consider a one-way relay network consisting of two single-antenna terminals and one relay node having two antennas. Our main objective is to design a new distributed STBC for the network that allows the source node and relay node to transmit information simultaneously at the symbol level. The primary idea of achieving this goal is to properly make use of the recently developed concept of UFCP [17, 18] defined in Chapter 2 generated from both square-QAM and PSK constellations, as well as the Alamouti coding scheme at the relay node. In particular, it should be mentioned that the unique factorization based on PSK constellation is closely related to that of coprime PSK constellations, which was originally proposed in [19–21] for the design of full diversity noncoherent STBC. Our code design is also closely related to those in [22, 23]. Two significant advantages of this novel code design will be revealed: (a) The optimal ML detector is equivalent to a symbol-by-symbol detector; (b) The maximum diversity gain function is achieved.
1.2 Point-to-Point MIMO with ZF and ZF-DF Receivers

Multiple antenna systems have been proved to be a very promising technology in wireless communications, where the channel capacity and reliability can be substantially improved by exploiting multi-path scattering from antenna arrays equipped at both the transmitter and the receiver \[24, 26\]. With recent advances in radio frequency (RF) chains and integrated circuit designs, MIMO systems with a large number of antennas (commonly known as Large/Massive MIMO systems) have emerged as an important breakthrough, drawing tremendous attention from both academia and industry \[27, 31\]. In recent years, information-theoretic research has shown that many significant advantages are brought about in the large MIMO architectures by arguably unbounded number (typically tens or hundreds) of available antennas, such as even higher data rate, increased diversity, and better energy efficiency than conventional MIMO systems \[28, 31, 36\].

Unfortunately, several significant issues arise meanwhile in the large MIMO fading channels. Thus far, it has been well understood that channel correlation between neighboring antennas, which is mainly determined by antenna spacing and the location of scatterers, is a major factor to affect information rate and reliability in a general MIMO system \[37\]. However, the effect of fading correlation on the large MIMO systems still needs to be better understood, in which, to accommodate a large number of antennas within affordable size and cost, fading correlation is virtually inevitable. In Chapter 4 to show the effect of fading correlation explicitly, we specifically consider an exponential correlation model \[33, 38\]. This is a simplified one-parameter
model in practical environment which can capture the main phenomenon of spatial correlation between antennas, especially for a uniform linear array. Another important issue arising in the large MIMO fading channels is that the drastically increased detection complexity restricts the widespread deployment of a large MIMO array in realistic application. Despite the fact that the maximum likelihood (ML) detector is universally optimal, its complexity is prohibitively high even for a moderate size of linear array. The ML receiver for the large MIMO systems is arguably impractical. Therefore, for the sake of practicality, in Chapter 4 we consider the use of the simple linear ZF detector \[39\] at the receiver side.

In general, for a MIMO system in which the first- and second-order statistics are completely available at the transmitter, it is known that linear precoding is a very efficient and effective scheme to significantly alleviate performance loss suffering from the channel fading correlation \[40, 43\]. Presently, for the large MIMO channels, the most existing works mainly concentrate on the information-theoretical capacity analysis of un-precoded transmission models \[33, 35\] (generally assuming a uniform power allocation strategy). In Chapter 4 we are interested in the systematic analysis on asymptotic error performance for either optimally precoded or uniformly precoded large correlated MIMO fading channels using the ZF detector. Our primary goal is to attain a simple expression with a very fast convergence rate for the SEP limit for PAM, PSK and square QAM constellations when the number of the transmitter antennas goes to infinity. The main technical approach proposed in this chapter to reaching our goal is to fully take advantage of the characteristic of the MIMO channels, the structure of the transmitter as well as of the ZF receiver, the Szegö’s theorem \[44\] on large Hermitian Toeplitz matrices, and the well known limit: \[\lim_{x \to \infty} (1 + 1/x)^x = e.\]
On the other hand, in terms of a trade-off between system performance and implementation complexity, it is known that the decision-feedback (DF) receiver is an attractive alternative detection scheme \[45\] to linear ZF and minimum mean square error (MMSE) receivers \[40\]. Recently, the authors in \[46\] proposed an optimal precoder design minimizing the average arithmetic mean-squared error (MSE) for correlated MIMO channels using the ZF-DF detector. In spite of the fact that its performance is better than that of the optimal linear receivers \[40\], the design is restricted to the case when \(N > M\) for a MIMO system equipped with \(M\) transmitter antennas and \(N\) receiver antennas. In addition, minimizing the MSE does not necessarily minimize detection error probability. It is known that the ultimate goal in the transmitter design from the viewpoint of detection theory for communication systems is to optimize error performance with a maximum reliable transmission rate. Therefore, in Chapter 5 we are interested in the design of an optimal transmitter for the correlated MIMO communication system using the DF receiver, but instead of minimizing the MSE, our purpose here is to minimize the average SEP over all random channel coefficients under a perfect decision feedback. However, it should be explicitly pointed out that despite the fact that our design problem is actually an extension of the design problem in \[40\], we need to confront more technical difficulties in solving this problem due to the following two major factors: 1) Unlike the problem in \[40\] in which each subchannel for the ZF receiver has the same diversity gain \((N - M + 1)\) and thus, a closed-form optimal solution in a high signal-noise ratio (SNR) region can be derived using the Jessen’s inequality, each subchannel for the ZF-DF receiver in our problem has different diversity gains, making the problem more difficult to be handled. 2) The linear ZF receiver does not depend on with the detection order.
However, the detection order for the ZF-DF receiver substantially affects the error performance, resulting in a major hurdle for us to transform our original non-convex design problem into a convex one.

In order to overcome these two technical difficulties, in Chapter 5, we first develop a necessary condition for the optimal solution to satisfy and then, characterize the structure of the optimal solution by carefully utilizing the product majorization relationship among eigenvalues, singular-values and Cholesky values of the design matrix parameters. Therefore, our original non-convex problem is reformulated into a convex one which can be efficiently solved using an interior-point method [47]. Computer simulations show that the error performance of our optimal precoder proposed in this chapter outperforms those of all existing designs. Particularly, our design obtains a significant SNR gain over the MIMO system with the V-BALST detector when $N = M$. In the following part of Chapter 5, we are also interested in the asymptotic SEP analysis for a specific transmitter using the QRS decomposition [48] for the correlated large MIMO fading channels using the ZF-DF receiver. Normally, the exact SEP analysis for the large MIMO systems results in enormously computational complexity. Fortunately, a careful observation on the average SEP expression for such QRS precoder reveals a nice structure which naturally leads us to propose the use of two useful mathematical tools for the asymptotic analysis on the error performance of the large MIMO systems as we did for the ZF case. Likewise, the first is the Szegö’s theorem on large Hermitian Toeplitz matrices and the second is the well-known limit: $\lim_{x \to \infty} (1 + 1/x)^x = e$ in real analysis. It is these two powerful tools that also enable us to successfully attain a simple expression for the SEP limit when the number of the transmitter antennas goes to infinity. This new approach enjoys a fast rate of
convergence and hence, is effective and efficient for error performance evaluation for the large MIMO systems.

1.3 QAM Division for Multiuser MISO Broadcast Channels

Multiuser systems in a downlink, also known as broadcast channels, have long been the main building block of modern wireless communication systems such as cellular system, telephone conference and digital TV broadcasting. In Chapter 6, we concentrate on MISO BC, where one multi-antenna access point serves several single-antenna receivers at the same time. Hence, the design of the receiver can be significantly simplified, since it has only one antenna and the system still enjoys the multi-antenna diversity and multiuser diversity. BC was first introduced by Cover [49], who demonstrated the idea of superposition coding for both binary-symmetric and Gaussian BC. Since then, great efforts have been devoted to obtaining the capacity regions of different BCs and to seeking for the optimal transmission strategies under various constraints. Although the capacity region for the general discrete memoryless broadcast channel (DM-BC) is still unknown, much progress has been made since [49]. In particular, the achievability and converse of the capacity region for the degraded DM-BC were proved by Bergmans [50] and Gallager [51], respectively. Surveys of the literature on the BC can be found in [52–54]. On the other hand, if the transmitter and/or receiver nodes are allowed to have more than a single antenna, there will be a Gaussian vector channel in which much higher spectral efficiency (through spatial multiplexing) and reliability (by multi-path diversity) can be achieved by exploiting
the scattering medium between the transmitter and receiver antenna arrays \[24, 55\]. Specifically for the MISO BCs, the achievable throughput was developed in \[56\] based on Costa’s dirty paper coding approach \[57\] that achieves the sum-capacity for a two-user case with a single transmitting antenna. Then, the sum-capacity for a general multiuser MISO BC was established in \[58-61\] by exploiting the uplink-downlink duality between the multiaccess channel (MAC) and the corresponding BC. By using more practical finite-alphabet constellations rather than Gaussian input signals, the transmission schemes that maximize the mutual information between the BS and all the receivers of the multi-user BC are considered in \[62-65\].

The aforementioned information-theoretic analyses serve as a guideline for a general system design. For transmitter design, non-linear precoding techniques such as the dirty paper coding (DPC) method can be used to approach the sum rate of the MISO BC \[59, 60\]. It was shown in \[56\] that a successive interference cancellation procedure, namely the ZF-DPC, can be performed at the transmitter side to completely remove mutual interference between receivers. Given the complexity of DPC, the Tomlinson-Harashima precoding (THP) method \[66-69\] serves as a suboptimal but practical approximation of DPC by introducing a modulo operation to transmitted symbols. Despite the fact that there is a modulo loss \[70\], the transmitted symbols are guaranteed to have a finite dynamic range. All these precoding methods were primarily devoted to improving the sum rate of multiuser MISO BCs. On the other hand, practical transmitter designs may also aim to improve signal quality at the receiver side. Among such transmitter designs, linear precoding techniques receive tremendous attention because of their potential and simplicity. Using signal-to-noise ratio (SNR) as a design criterion, it was shown that transmitter beamforming can
increase the received SNR in the multiuser MISO channel by performing optimization on the beamformer design and the power allocation scheme \cite{71, 73}. In addition, by employing MMSE as a performance measure, an optimal precoder was proposed in \cite{74} with regularized channel inversion, which outperforms the ZF scheme when the channel condition number is large. By maximizing SLNR for all users simultaneously, a closed-form beamforming method was given in \cite{75}. Even so, however, it was demonstrated that the ZF beamforming technique, which is simple to implement, can achieve most of the capacity in moderate and high SNR regimes \cite{76, 77}. Comprehensive comparisons of these schemes can be found in \cite{78}.

As we can see, interference has long been the central focus for meeting the ever increasing requirements on quality of service (QoS) in modern and future wireless communication systems. The key to the understanding of multiuser communications is the understanding of interference. Traditional approaches, which treat interference as a detrimental phenomenon are, therefore, to suppress or eliminate it. The classical information-theoretic study on the two-user Gaussian interference channel \cite{79} suggests us that we should treat the interference as noise when it is weak and that the optimal strategy is to decode the interference when it is very strong. In addition, when the level of interference is of the same order of the power of a desired signal, one good strategy is to suppress all the undesired interferences into a smaller space that has no overlap with the signal space \cite{80, 82}. However, some recent innovative approaches, which consider interference as a useful resource, are, thus, to make use of it for developing energy efficient and secure 5G communication systems \cite{83, 85}. For example, interference can be used for boosting up the desired signal \cite{86, 88} for energy harvesting \cite{89, 96} or to deteriorate the signal of the eavesdropper for secure
Inspired by [81, 98], in Chapter 6 we consider the management of interference for BC by carefully designing communication signals. To better elaborate on our idea, we would like to revisit some early seminal work [99, 100] of how to strategically take advantage of the finite alphabet properties of digital communication signals for managing interference for a two-user access binary channel. Essentially, the Kasami and Lin’s main idea is to carefully design such two finite-length codes for the two users that when any sum binary signal of the two user codewords is received in a noiseless environment, each individual user codeword can be uniquely decoded, as well as in a noisy case, the resulting error is able to be correctable. Specifically, such uniquely decodable code (UDC) was explicitly constructed for a two-user binary ensure channel [101, 102]. Then, this important concept was extended to the design of UDC based on trellis modulation for a multiuser binary multi-access channel [103], which allows a number of users to access a common receiver simultaneously and outperforms the time sharing method in terms of the probability of error. Furthermore, the design of trellis-coded UDC was investigated in a complex number domain to extract the desired signal from the superposition of the signal and cochannel interferences [104–106]. In addition, the concept of UDC was also exploited to design varieties of multi-resolution modulation schemes for BC and it was shown that they not only outperform the frequency division scheme by properly designing the resulting constellation [107–110], but also reduce the transmission delay of the network at the cost of increased transmitting power for fading channels [109]. Recently, a pair of uniquely decodable constellations was designed to study the capacity region of a two user Gaussian multi-access channel [111].
Indeed, it is the above aforementioned factors that greatly motivate and enlighten us to look into interference from the perspective of signal processing. In Chapter 6 we are interested in exploring a novel signal processing technique to manage interference for BC, which allows strongly interfered user signals to cooperate each other as a common desired sum signal from which each individual user signal is able to be uniquely and efficiently decoded. Specifically, our main contributions of Chapter 6 can be summarized as follows:

1. An explicit construction of UDCG, which can be considered as a UDC in the complex domain for a multiuser case, for general PAM and rectangular QAM constellations for any number of users is proposed. The main difference between our UDCG design and all currently available UFC designs in literature is that in our UDCG design, the sum-constellation and all the user constellations are PAM and QAM constellations with different scales. It is because of this nice geometric structure that once the sum signal is received, each individual user signal can be efficiently and uniquely decoded (see Algorithms 1 and 2).

2. Using the newly developed UDCG, we propose a novel non-orthogonal multiple access (NOMA) transmission scheme called QAM-modulation division for the multiuser MISO BC. First, an optimal beamformer that maximizes the minimum SNR between the two receivers is obtained in a closed-form for a two-user case. Then, for a general network topology with more than two receivers, a grouping-based transmitter design problem is also investigated, with ZF eliminating the inter-group interference, where the grouping policy, the beamformer design and power allocation strategy are addressed. It is demonstrated that when the Hermitian angle of the two channel vectors is small, our proposed
division method has a much lower probability of error, which confirms that the NOMA method with proper interference control is a promising technology for 5G communications.

Our work in Chapter 6 can be considered as a concrete, simple and systematic design of the constellation for NOMA [112,113], serving different users with different power levels, and it has a considerable spectral gain over the traditional methods.

1.4 Additive UDCG in the Uplink Multiuser Massive SIMO

As we have mentioned above, as one of the most promising technologies to meet the ever-increasing bandwidth requirement and connectivity of 5G communications, massive MIMO technique receives considerable attention recently [27, 28, 114–118]. Due to the large number of available antennas, extremely high energy efficiency and spectral efficiency can be achieved compared with most of the available systems off-the-shelf [115]. More importantly, for the uplink multiuser massive single-input and multiple-output (SIMO) network considered in this thesis, as the number of BS antennas tends to infinity, the cross-correlation between the channel vectors of different users vanishes in rich scattering environment (and it is also true for line-of-sight channel with enough angular separation) which will result in negligible mutual interference if the CSI is perfectly known at the BS. Meanwhile, the overall system design for massive MIMO systems can be greatly simplified [27,114] (e.g., the maximum-ratio combining (MRC) receiver would be sufficient to approach the sum-capacity).

In Chapter 7 we consider an uplink multiuser massive SIMO system where a
multi-antenna BS serves several single-antenna users simultaneously in the same time-frequency band and we attempt to minimize the training overhead. This is motivated by the fact that, with the rise of machine-to-machine (M2M) communications and internet of things (IoT), the number of users needed to be supported by a macrocell BS increases dramatically nowadays [119–121]. To accommodate more terminals, spatial multiplexing technique that allows time and frequency reuse must be adopted which relies on the availability of the CSI and it is commonly acquired by training methods [122, 123]. In general, the minimum number of time slots needed for the training process is equal to the number of users in our model [124] while it is further limited by the channel coherence time and delay spread of wireless channels. As a consequence, the pilot contamination due to using non-orthogonal pilot sequences arises as a key-limiting factor that will introduce a non-vanishing interference term for the intended signal [114, 117, 125]. To alleviate such constraint and to save the overhead caused by channel estimation in massive MIMO systems, in Chapter 7, a new transmission scheme is proposed which can be used to estimate the CSI for all the users in a short coherence time. The proposed new transmission framework is based on the concept of quadrature amplitude modulation division (QAMD).

Now, let us review some conventional resource division methods in wireless communications. It is widely accepted that dividing scarce spectral resources among multiple users to allow them to access the wireless media simultaneously is one of the core issues in wireless communications. The multiple access methods can be divided into two basic categories [126], i.e., reservation-based multiple access by using time, frequency, code and space dimensions of the physical channels (e.g., TDMA, FDMA, CDMA and SDMA) and random multiple access through competition on the virtual
channels (e.g., ALOHA and CSMA). The later case actually builds on the former case to further increase the number of terminals that can be served. Here, we concentrate on the reservation-based multiple access where the main idea is to allocate different users into orthogonal channel subspaces causing no mutual interference to each other and different signal scales picked from a finite alphabet can be sent to convey information in the absence of interference in every dimension. These methods are relatively simple to realize and are able to approach the capacity \[ \text{[127]} \], especially when the number of users is smaller than the available degrees of freedom (DoF) of the channel, orthogonality between all the sub-channels can be maintained. However, one drawback of these schemes is that the maximum number of terminals that can be served simultaneously is limited by the available subspaces (i.e., the DoF) of the physical channels. Moreover, in low and moderate SNR regimes, some sub-channels are too poor to be of practical use (e.g., the multiplexing gain should be traded for increased diversity gain and power gain). In addition, these methods typically require global CSI over all the terminals which is a rather strong assumption and might be too complicated to implement in practice \[ \text{[80,128]} \].

In Chapter 7, we propose a novel multiple access method, namely the multi-user space-time modulation (MUSTM) scheme which can support multiple access in the modulation level by explicit factorization of QAM constellations into a uniquely-decomposable constellation group (UDCG) with predetermined data rate as defined in Chapter 2. The minimum training time required is as short as one time slot. As we have mentioned above, interference is the central topic of multiuser network information theory \[ \text{[54,129]} \] where conventional approaches are to suppress or to eliminate interference. Multiple access is, essentially, a way to manage interference to maintain
the decodability of the transmitted signals at the intended terminals. In the considered multiuser massive SIMO systems, to improve the spectral efficiency and alleviate the pilot contamination, all the training signals and the information for all the users are transmitted concurrently, which therefore will cause strong interference to each other. Inspired by the classic works on interference channels [81,98], in Chapter 7, we consider the management of interference for multiple access channel (MAC) by carefully designing communication signals. To enable the receiver to recover the desired transmitted signal from the received signal mixture, we consider a new interference management scheme through interference collaboration, or more specifically, QAMD method by letting some smaller constellations to form a QAM-UDCG. The main idea is to take advantage of channel statistics of massive MIMO networks and the finite alphabet of digital signals. More specifically, in massive MIMO communications, the fluctuation caused by the local scattering vanishes and then we can let multiple transmitters to transmit at proper power levels to form a constellation with a good geometric structure that would be uniquely decodable at the receiver side.

The above factors motivate and enlighten us to perform interference management from the perspective of signal processing. Our contributions in Chapter 7 can be stated as follows:

1. For our proposed method with \(N\) single-antenna users, the minimum number of training slots is as short as one while it equals to \(N\) for conventional training method such as [124]. Our scheme is especially suited for the 5G communication systems with a extremely short coherence time where the mobility support at speed \(\geq 500\) km/h for ground transportation [130]. Also, the overhead for the training procedure is \(1/N\) the length of conventional method and thus the
average delay is also reduced considerably.

2. A sub-constellation allocation method is developed which ensures the transmitted signal matrix to be invertible. As a result, the channel vector can be uniquely determined in the absence of noise, which can be used for the downlink precoding. In addition, the coding gain for the received sum signal in each time slot is derived and the optimal power allocation methods are also addressed under both peak and average power constraints.

In this chapter, we have discussed the motivations and technical contributions of this thesis. Also the literature related to the thesis is surveyed. In the following part of this thesis, the system models and technical details of our work will be given explicitly.
Chapter 2

Uniquely Factorable Constellation Pair (UFCP) and Uniquely Decomposable Constellation Group (UDCG)

In this chapter, we first briefly review the concept of uniquely factorable constellation pair (UFCP) proposed in [17][18] and then introduce the definition of a novel concept called uniquely decomposable constellation group (UDCG) devised in [31].
2.1 Uniquely Factorable Constellation Pair (UFCP)

As one of the key concepts in this thesis, the formal definition of UFCP is given as follows:

**Definition 1 (UFCP)** [18] A pair of constellations $\mathcal{X}$ and $\mathcal{Y}$ is said to form a UFCP, which is denoted by $\mathcal{Y} \sim \mathcal{X}$, if for any $x, \tilde{x} \in \mathcal{X}$ and $y, \tilde{y} \in \mathcal{Y}$ such that $x\tilde{y} = \tilde{x}y$, then $x = \tilde{x}, y = \tilde{y}$. ■

By the definition, the following example provides us with a trivial UFCP.

**Example 1** For any set $\mathcal{Y}$, if we take $\mathcal{X} = \{1\}$, then, $\mathcal{X}$ and $\mathcal{Y}$ form a UFCP.

The above Example [1] actually shows that if $\mathcal{X}$ contains only a non-zero element, then it will form a UFCP with any set $\mathcal{Y}$. However, constellation $\mathcal{X}$ in Example [1] can not be used for information transmission since there is only one element in it. The following example provides us a non-trivial UFCP.

**Example 2** If we let $\mathcal{X} = \{1, j\}$ and $\mathcal{Y} = \{1, -1\}$, then, such a pair of $\mathcal{X}$ and $\mathcal{Y}$ constitutes a UFCP.

In this thesis, we are interested in the design of non-trivial UFCPs each element of which is a Gaussian integer. To that end, the necessary condition which a UFCP must satisfy is developed.

**Definition 2** [18] Given a UFCP $\mathcal{Y} \sim \mathcal{X}$, $0 \notin \mathcal{X}$ and a fixed $x \in \mathcal{X}$, a set generated from $x$, denoted by $\mathcal{Z}_x$,

$$\mathcal{Z}_x = \left\{ z : z = \frac{y}{x}, y \in \mathcal{Y} \right\},$$
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is called a Group-$x$.

**Proposition 1** [18]

- Let $\mathcal{X}$ and $\mathcal{Y}$ form a UFCP. If $|\mathcal{Y}| \geq 2$, then, $0 \notin \mathcal{X}$.
- For a pair of given constellations $\mathcal{X}$ and $\mathcal{Y}$ with each having finite size and $0 \notin \mathcal{X}$, if a new constellation $\mathcal{Z}$ is defined as
  \[
  \mathcal{Z} = \left\{ z : z = \frac{y}{x}, x \in \mathcal{X}, y \in \mathcal{Y} \right\},
  \]
  then such a pair of $\mathcal{X}$ and $\mathcal{Y}$ constitutes a UFCP if and only if
  \[
  |\mathcal{Z}| = |\mathcal{X}||\mathcal{Y}|.
  \]

2.1.1 Unique Factorization of PSK Constellation

We first consider the UFCP constructed based on the commonly used PSK constellation as follows.

**Proposition 2 (PSK-UFCP)** If we let two sets $\mathcal{X}$ and $\mathcal{Y}$ be

\[
\begin{align*}
\mathcal{X} & = \left\{ \exp\left(\frac{j2\pi m}{2^p}\right) \right\}_{m=0}^{2^p-1}, \\
\mathcal{Y} & = \left\{ \exp\left(\frac{j2\pi n(2^p - 1)}{2^r}\right) \right\}_{n=0}^{2^q-1},
\end{align*}
\]

where $r = p + q$ in which $p$ and $q$ are positive integers, then such a pair of $\mathcal{X}$ and $\mathcal{Y}$ constitutes a UFCP.
Proof: Let \( x = \exp\left(j\frac{2\pi m}{2^q}\right) \), \( \bar{x} = \exp\left(j\frac{2\pi \tilde{m}}{2^q}\right) \), \( y = \exp\left(j\frac{2\pi n(2^p-1)}{2^q}\right) \), and \( \bar{y} = \exp\left(j\frac{2\pi \tilde{n}(2^p-1)}{2^q}\right) \), where \( 0 \leq m, \tilde{m} \leq 2^p - 1 \), \( 0 \leq n, \tilde{n} \leq 2^q - 1 \). By the property of the PSK constellation, \( xy = \bar{x}\bar{y} \) is equivalent to \( m2^q + n(2^p - 1) \equiv \tilde{m}2^q + \tilde{n}(2^p - 1) \mod 2^r \), or equivalently

\[
(m - \tilde{m})2^q + (n - \tilde{n})(2^p - 1) \equiv 0 \mod 2^r. \quad (2.4)
\]

Since \( 2^q | 2^r \), we attain that \( (n - \tilde{n})(2^p - 1) \equiv 0 \mod 2^q \). Notice that \((2^p - 1, 2^q) = 1\). Hence, we have \( 2^q | (n - \tilde{n}) \). Since \( 0 \leq n, \tilde{n} \leq 2^q - 1 \), we obtain \( n = \tilde{n} \) and as a result, \((2.4)\) reduces to

\[
(m - \tilde{m})2^q \equiv 0 \mod 2^r. \quad (2.5)
\]

Dividing both sides by \( 2^q \) yields

\[
m - \tilde{m} \equiv 0 \mod 2^p. \quad (2.6)
\]

In other words, \( 2^p | (m - \tilde{m}) \). Once noticing that \( 0 \leq m, \tilde{m} \leq 2^p - 1 \), we can immediately deduce that \( m = \tilde{m} \). Therefore, \( x = \bar{x} \) and \( y = \bar{y} \), such a pair of \( \mathcal{X} \) and \( \mathcal{Y} \) constitutes a UFCP. This completes the proof of Proposition 2. \( \square \)

2.1.2 Fast Factorization of PSK Constellation

Now consider a PSK-UFCP \( \mathcal{Y} \sim \mathcal{X} \) defined in Proposition 2 where \( x \in \mathcal{X} \), \( y \in \mathcal{Y} \) and \( z \in \mathcal{Z} \). By the definition of UFCP, once \( z \) has been observed, \( x, y \) can be uniquely determined by resorting to an exhaustive search. However, when the size of
constellation $\mathcal{Z}$ is large, it is not computationally efficient. To resolve this problem, we develop a closed-form solution for the fast factorization of the PSK constellation.

**Proposition 3 (PSK-Factorization)** Let $p, q$ and $r$ be positive integers such that $r = p + q$, and $\mathcal{Z}$ denote a $2^r$-PSK constellation, i.e.,

$$\mathcal{Z} = \left\{ \exp\left(\frac{j2\pi k}{2^r}\right) \right\}_{k=0}^{2^r-1}. \quad (2.7)$$

Then, for any $z \in \mathcal{Z}$, there exists a pair of $x \in \mathcal{X}$ and $y \in \mathcal{Y}$ such that $xy = z$. Furthermore, $x$ and $y$ are uniquely and explicitly determined by $x = \exp\left(\frac{j2\pi m}{2^p}\right)$, $y = \exp\left(\frac{j2\pi n(2^p-1)}{2^r}\right)$, where $n \equiv k(2^p - 1)^{2^r-1} \mod 2^q$ and $m \equiv \frac{k-(2^p-1)n}{2^r} \mod 2^p$.

**Proof:** Let $x = \exp\left(\frac{j2\pi m}{2^p}\right)$, $y = \exp\left(\frac{j2\pi n(2^p-1)}{2^r}\right)$ and $z = \exp\left(\frac{j2\pi k}{2^r}\right)$. Then, equation $xy = z$ is equivalent to

$$m2^q + n(2^p - 1) \equiv k \mod 2^r. \quad (2.8)$$

Since $2^q | 2^r$, we have

$$n(2^p - 1) \equiv k \mod 2^q. \quad (2.9)$$

With the help of the Euler theorem in [132], we can attain

$$(2^p - 1)^{2^r-1} \equiv 1 \mod 2^q, \quad (2.10)$$
Now, combining (2.9) with (2.10) results in

\[ n \equiv k(2^p - 1)^{2^{q-1}} \mod 2^q. \]  \hspace{1cm} (2.11)

There is only one solution to (2.11) such that \(0 \leq n \leq 2^q - 1\). In other words, the solution to \(n\) is unique. On the other hand, from (2.9), we know that \(2^q \mid (k-n(2^p-1))\). Then, according to (2.8) and noticing that \(2^q \mid 2^r\), we can arrive at

\[ m \equiv \frac{k - (2^p - 1)n}{2^q} \mod 2^p. \]  \hspace{1cm} (2.12)

Hence, \(m\) can also be uniquely determined for \(0 \leq m \leq 2^p - 1\). This completes the proof of Proposition 3. \qed

Proposition 3 tells us that any \(2^r\)-PSK symbol can be efficiently factorized into the product of a \(2^p\)-PSK symbol and a \(2^q\)-PSK symbol with \(r = p + q\).

### 2.1.3 Unique Factorizations of Square-QAM Constellation

Now, we consider factorizing a \(2^K\)-QAM constellation rather than PSK constellation. For a given constellation \(Z\), a UFCP \(\mathcal{Y} \sim \mathcal{X}\) is said to be generated from \(Z\), which is denoted by \(Z = \mathcal{X} \times \mathcal{Y}\), if \(Z = \{z : z = xy, x \in \mathcal{X}, y \in \mathcal{Y}\}\) and \(|Z| = |\mathcal{X}| \times |\mathcal{Y}|\). Here, we are particularly interested in the case when constellation \(\mathcal{Y}\) has unit energy, i.e., \(\mathcal{Y} = \{1, j\}, \{1, j, -1, -j\}\). For the sake of completeness, we recast the result of \[18\] in Proposition 4.

**Proposition 4 (Square-QAM UFCP)** Let \(Z\) be a given square \(2^K\)-QAM constellation such that, where \(K \geq 4\) is even. Then, for any \(\mathcal{Y} \subseteq \{1, -1, j, -j\}\) with a fixed
size of $\mathcal{Y}$ greater than one, one of the solutions to the following optimization problem

\[
\{\mathcal{X}_{\text{opt}}, \mathcal{Y}_{\text{opt}}\} = \arg \max_{\mathcal{X} \times \mathcal{Y} = \mathcal{Z}} \min_{x_1 \neq x_2 \in \mathcal{X}} |x_1 - x_2| \tag{2.13}
\]

is given as follows:

1. If $|\mathcal{Y}| = 2$ and $K \geq 4$, then, $\mathcal{Y}_{\text{opt}}^{(1)} = \{1, j\}$ and, $\mathcal{X}_{\text{opt}}^{(1)} = \{(2\frac{K}{2} - 1 - 4m) + (2\frac{K}{2} - 1 - 4n)j : 0 \leq m, n \leq 2\frac{K-2}{2} - 1\} \bigcup \{(2\frac{K}{2} - 3 - 4m) + (2\frac{K}{2} - 3 - 4n)j : 0 \leq m, n \leq 2\frac{K-2}{2} - 1\}$.

2. If $|\mathcal{Y}| = 4$ and $K \geq 4$, then, $\mathcal{Y}_{\text{opt}}^{(2)} = \{1, -1, j, -j\}$ and, $\mathcal{X}_{\text{opt}}^{(2)} = \{(4m - 2\frac{K}{2} + 3) + (2\frac{K}{2} - 1 - 4n)j : 0 \leq m, n \leq 2\frac{K-2}{2} - 1\}$.

As a direct application of Proposition 4, we give the following example.

**Example 3** Let $\mathcal{Z}$ be the 16-QAM constellation. By Proposition 4, a UFCP $\mathcal{Y} \sim \mathcal{X}$ can be obtained by factorizing $\mathcal{Z}$:

$\mathcal{Y} = \{1, j\}$,

$\mathcal{X} = \{3 + 3j, 3 + j, 1 + 3j, 1 + j, -1 - j, -3 - 3j, -3 - j, -1 - 3j\}$.

**Example 4** Likewise, by Proposition 4, a UFCP $\mathcal{Y} \sim \mathcal{X}$ can be obtained by factorizing 16-QAM constellation $\mathcal{Z}$ in the following way:

$\mathcal{Y} = \{1, -1, j, -j\}$,

$\mathcal{X} = \{3 + 3j, 3 + j, 1 + 3j, 1 + j\}$. 
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2.1.4 Fast Factorization of Square-QAM Constellation

Similar to the PSK-UFCP, a closed-form solution is provided for the factorization procedure of the Square-QAM-UFCP.

**Proposition 5** Let \( x \in X, y \in Y \) and \( z \in Z \) be such that \( xy = z \) where \( X, Y, Z \) are defined in Proposition 4. Also we denote \( z = p + qj \) and then, \( x, y \) can be determined as follows:

1. If \(|Y| = 2\) and \( K \geq 4\), then \( y = 1 - \frac{\text{mod}(p - q, 4)}{2} + \frac{\text{mod}(p - q, 4)}{2} j, x = \frac{p}{y} + \frac{q}{y} j \).

2. If \(|Y| = 4\) and \( K \geq 4\), then \( y = -2 + \frac{\text{mod}(p, 4) + \text{mod}(q, 4)}{2} + \frac{\text{mod}(q, 4) - \text{mod}(p, 4)}{2} j, x = \frac{p}{y} + \frac{q}{y} j \).

**Proof:** We first notice that after \( y \) has been obtained, we have \( x = \frac{z}{y} \), since \( z = xy \). Hence, we only need to show how to determine \( y \) based on \( z \). We consider the following two cases.

1. If \(|Y| = 2\), then, from Proposition 4 we know that, if \( z \in X^{(1)}_{\text{opt}} \), i.e., \( y = 1 \), we have \( \text{mod}(p - q, 4) = 0 \), and that if \( z \in jX^{(1)}_{\text{opt}} \), i.e., \( y = j \), we have \( \text{mod}(p - q, 4) = 2 \).

2. If \(|Y| = 4\) and \( K \geq 4\), then, we have the following observations summarized in Table 2 This completes the proof of Statement 2 of Proposition 5.
2.2 Uniquely Decomposable Constellation Group

In this section, we will introduce the definition of the UDCG and then, provide the flexible and the explicit construction of the UDCG using commonly-used PAM and QAM constellations and the corresponding efficient decoding algorithms.

Definition 3 (UDCG) A group of constellations \( \{X_i\}_{i=1}^{N} \) is said to form a UDCG, denoted by \( \{\sum_{i=1}^{N} x_i : x_i \in X_i\} = \biguplus_{i=1}^{N} X_i = X_1 \uplus X_2 \uplus \ldots \uplus X_N \), for any groups of \( x_i, \tilde{x}_i \in X_i \) for \( i = 1, 2, \ldots, N \) such that \( \sum_{i=1}^{N} x_i = \sum_{i=1}^{N} \tilde{x}_i \), then, we have \( x_i = \tilde{x}_i \) for \( i = 1, 2, \ldots, N \). ■

For presentation convenience, constellation \( \biguplus_{i=1}^{N} X_i \) in Definition 3 is called the sum-constellation of all \( X_i \) and each \( X_i \) is called the \( i \)-th sub-constellation of \( \biguplus_{i=1}^{N} X_i \) or \( i \)-th user constellation. The concept of UDCG can be considered as an extension of UDC in binary field to the complex number domain for \( N \)-users [99–111]. However, we would like to emphasize a major difference between the definition of UDCG and the traditional concept of UDC. In our Definition 3, we are interested in each analysis component of the decomposition, i.e., the geometrical structure of each user-constellation, as well as in the synthesis component of the decomposition, i.e., the geometrical structure of the sum constellation.

The following property reveals such a fact that checking whether or not a group of
constellations forms a UDCG is equivalent to checking whether or not the cardinality of the sum constellation is equal to the product of the cardinalities of the user-constellations.

Property 1 (Unambiguity) Given a group of constellations \( \{ \mathcal{X}_i \}_{i=1}^{N} \) with each having a finite size, if we let \( \mathcal{G} = \{ \sum_{i=1}^{N} x_i : x_i \in \mathcal{X}_i \} \), then, \( \mathcal{G} = \biguplus_{i=1}^{N} \mathcal{X}_i \) if and only if \( |\mathcal{G}| = \prod_{i=1}^{N} |\mathcal{X}_i| \).

Proof: Let \( \mathcal{Y} \) denote a set of \( N \)-tuples \( \mathcal{Y} = \{ (x_1, x_2, \ldots, x_N) : x_i \in \mathcal{X}_i \} \). Then, \( |\mathcal{Y}| = \prod_{i=1}^{N} |\mathcal{X}_i| \) by the combinatorial rule of product and \( \mathcal{Y} \) is a finite set, since each \( \mathcal{X}_i \) is a finite set.

If \( |\mathcal{G}| = \prod_{i=1}^{N} |\mathcal{X}_i| \), then, we have \( |\mathcal{G}| = |\mathcal{Y}| \). Since \( \mathcal{G} \) and \( \mathcal{Y} \) are finite sets, there exists a bijection map between these two sets, which is denoted by \( f_{bij} : \mathcal{G} \rightarrow \mathcal{Y} \).

Without loss of generality, we let \( f_{bij}(\sum_{i=1}^{N} x_i) = (x_1, x_2, \ldots, x_N) \). As \( f_{bij} : \mathcal{G} \rightarrow \mathcal{Y} \) is a bijective map, then, if \( \sum_{i=1}^{N} x_i = \sum_{i=1}^{N} \tilde{x}_i \), we must have \( (x_1, x_2, \ldots, x_N) = (\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_N) \) and hence, \( x_i = \tilde{x}_i \) for \( i = 1, 2, \ldots, N \). Then, by Definition 3, we have \( \mathcal{G} = \biguplus_{i=1}^{N} \mathcal{X}_i \).

If \( \mathcal{G} = \biguplus_{i=1}^{N} \mathcal{X}_i \), by Definition 3, for any \( (x_1, x_2, \ldots, x_N), (\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_N) \in \mathcal{Y} \) satisfying \( \sum_{i=1}^{N} x_i = \sum_{i=1}^{N} \tilde{x}_i \), we have \( x_i = \tilde{x}_i \) for \( i = 1, 2, \ldots, N \), or equivalently \( (x_1, x_2, \ldots, x_N) = (\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_N) \). Therefore, there exists an injective function \( f_{inj} : \mathcal{Y} \rightarrow \mathcal{G} \) such that \( f_{inj}((x_1, x_2, \ldots, x_N)) = \sum_{i=1}^{N} x_i \). Hence, \( |\mathcal{G}| \geq |\mathcal{Y}| = \prod_{i=1}^{N} |\mathcal{X}_i| \). From the construction of \( \mathcal{G} \), we know that \( |\mathcal{G}| \leq \prod_{i=1}^{N} |\mathcal{X}_i| \). As a result, \( |\mathcal{G}| = \prod_{i=1}^{N} |\mathcal{X}_i| \). This completes the proof of the property.

Since PAM and QAM constellations are commonly used in modern digital communication systems, in this chapter we are interested in uniquely decomposing them into the sum of a group of scaled PAM or QAM constellations.
Theorem 1 (PAM) Given two positive integers $K$ and $N$, let $K_i$ be any $N$ non-negative integers satisfying $\sum_{i=1}^{N} K_i = K$. Then, $2^K$-ary PAM constellation $\mathcal{G} = \{\pm(m - \frac{1}{2}) : m = 1, 2, \ldots, 2^{K-1}\}$ can be uniquely decomposed into the sum of $N$ sub-constellations $\mathcal{X}_i$ for $i = 1, 2, \cdots, N$, i.e., $\mathcal{G} = \biguplus_{i=1}^{N} \mathcal{X}_i$, where

\[
\mathcal{X}_1 = \begin{cases} 
\{0\} & K_1 = 0 \\
\{\pm(m - \frac{1}{2}) : m = 1, 2, \ldots, 2^{K_1-1}\} & K_1 \geq 1
\end{cases}
\]

and for $i \geq 2$,

\[
\mathcal{X}_i = \begin{cases} 
\{0\} & K_i = 0 \\
\{\pm(m - \frac{1}{2}) \times 2^{\sum_{n=1}^{i-1} K_n} : m = 1, 2, \ldots, 2^{K_i-1}\} & K_i \geq 1
\end{cases}
\]

Proof: On one hand, we notice that $\sum_{i=1}^{N} x_i \in \mathcal{G}$, for any $x_i \in \mathcal{X}_i$, $\forall i \in \{1, 2, \ldots, N\}$. On the other hand, we also note that $|\mathcal{X}_i| = \begin{cases} 1 & K_i = 0 \\
2^{K_i} & K_i \geq 1
\end{cases}$, $\forall i \in \{1, 2, \ldots, N\}$ and $|\mathcal{G}| = 2^K$. Since $K = \sum_{i=1}^{N} K_i$, we have $|\mathcal{G}| = \prod_{i=1}^{N} |\mathcal{X}_i|$. By Property [1] we attain $\mathcal{G} = \biguplus_{i=1}^{N} \mathcal{X}_i$. This completes the proof of Theorem 1. \[\square\]

Theorem 1 reveals a significant property on the PAM constellation that any PAM constellation of large size can be uniquely decomposed into the sum of a group of the scaled version of the PAM constellations of variety of small sizes. Furthermore, the following algorithm proceeds to uncover an important advantage of such unique decomposition.
Algorithm 1 (Fast detection of PAM UDCGs) Given a UDCG $G = \cup_{i=1}^{N} X_i$ generated from a PAM constellation by Theorem 1. For an observed noisy real signal $y = \sum_{i=1}^{N} x_i + \xi$, where $x_i \in X_i$ and $\xi \sim N(0, \sigma^2/2)$ is a real additive white Gaussian noise. Then, we have a fast detection method for estimating all user-signals stated as follows:

1. Quantization of the sum signal: Given $y$, the optimal estimate of $g = \sum_{i=1}^{N} x_i$ is given as follows:

$$\hat{g} = \arg_{g \in G} \min |y - g|$$

$$= \begin{cases} 
-\frac{2^{K-1}}{2}, & y \leq -\frac{2^{K}}{2}; \\
[y + \frac{2^{K}}{2}] - \frac{2^{K-1}}{2}, & -\frac{2^{K}}{2} < y \leq \frac{2^{K}}{2}; \\
\frac{2^{K-1}}{2}, & y > \frac{2^{K}}{2}.
\end{cases} \quad (2.14)$$

2. Decoding of the user-signals: Let $\hat{g}$ be defined by (2.14). Then, the estimates of all the original user-signals $\hat{x}_i$, satisfying $\sum_{i=1}^{N} \hat{x}_i = \hat{g}$, are uniquely determined as

$$\hat{x}_1 = \begin{cases} 
0, & K_1 = 0 \\
(\hat{g} + \frac{2^{K-1}}{2}) \mod 2^{K_1} - \frac{2^{K_1-1}}{2}, & K_1 \geq 1
\end{cases} \quad (2.15)$$

and for $i \geq 2$,

$$\hat{x}_i = \begin{cases} 
0, & K_i = 0 \\
\left(\frac{\hat{g} + \frac{2^{K-1}}{2} - (\hat{g} + \frac{2^{K-1}}{2}) \mod 2^{\sum_{\ell=1}^{i-1} K_{\ell}} \mod 2^{K_1} - \frac{2^{K_1-1}}{2})}{2^{\sum_{\ell=1}^{i-1} K_{\ell}}} \right) \mod 2^{K_i} - \frac{2^{K_i-1}}{2}, & K_i \geq 1
\end{cases} \quad (2.16)$$
The proof of Algorithm 1 is given in Appendix A.1. As we know, a rectangular QAM constellation is generated from a pair of the PAM constellations. Hence, Theorem 1 can be extended to the PAM and QAM mixed case in a straightforward manner, whose proof, therefore, is omitted.

**Theorem 2 (QAM)** For two positive integers $N$ and $K = K^{(c)} + K^{(s)}$, with $K^{(c)}$ and $K^{(s)}$ being nonnegative integers, let $K^{(c)}_i$ and $K^{(s)}_i$ for $i = 1, 2, \cdots, N$ denote any two given nonnegative integer sequences satisfying $K^{(c)} = \sum_{i=1}^{N} K^{(c)}_i$ and $K^{(s)} = \sum_{i=1}^{N} K^{(s)}_i$ with $K^{(c)}_i + K^{(s)}_i > 0$. Then, there exists a PAM and QAM mixed constellation $Q$ such that $Q = \cup_{i=1}^{N} X^{(c)}_i \cup X^{(s)}_i$, where $X^{(c)}_i = X^{(c)}_i \cup jX^{(s)}_i$, with $jX^{(s)}_i = \{jx : x \in X^{(s)}_i\}$. In addition, $Q^{(c)} = \cup_{i=1}^{N} X^{(c)}_i$ and $Q^{(s)} = \cup_{i=1}^{N} X^{(s)}_i$ are two PAM UDCGs given in Theorem 1 according to the rate-allocation $K^{(c)}_i$ and $K^{(s)}_i$, respectively.

![Diagram](image)

(a) Three 4-QAM constellation $X_1$, $X_2$ and $X_3$.
(b) The sum-constellation $G = X_1 \cup X_2 \cup X_3$.

Figure 2.1: An example of the UDCG with three sub-constellations.

Similar to Algorithm 1, we also have an efficient detection method for a UDCG based on the QAM constellation below:
Algorithm 2 (Fast detection of QAM UDCG) Let a UDCG $G = \cup_{i=1}^{N} X_i$ be generated from the QAM constellation by Theorem 2. Then, for an observed noisy complex signal $y = \sum_{i=1}^{N} x_i + \xi$, where $x_i \in X_i$ and $\xi \sim \mathcal{C}\mathcal{N}(0,\sigma^2)$ is an additive circularly-symmetric complex Gaussian noise, all the user-signals are efficiently estimated using the following two successive steps:

1. Quantization of the sum signal: Let $y = y^{(c)} + jy^{(s)}$. Find the quantized PAM signal $\hat{g}^{(c)} \in Q^{(c)}$ and $\hat{g}^{(s)} \in Q^{(s)}$ of $y^{(c)}$ and $y^{(s)}$, respectively by solving the following optimization problems

$$\hat{g}^{(c)} = \arg_{g \in Q^{(c)}} \min |y^{(c)} - g|,$$
$$\hat{g}^{(s)} = \arg_{g \in Q^{(s)}} \min |y^{(s)} - g|.$$

2. Decoding of the user-signals: By Algorithm 1, the estimates of all the user real signals $\hat{x}_i^{(c)} \in X_i^{(c)}$ and $\hat{x}_i^{(s)} \in X_i^{(s)}$ for $i = 1, 2, \cdots, N$ can be efficiently obtained such that $\hat{g}^{(c)} = \sum_{i=1}^{N} \hat{x}_i^{(c)}$ and $\hat{g}^{(s)} = \sum_{i=1}^{N} \hat{x}_i^{(s)}$, and thus, $\hat{g}_i = \hat{x}_i^{(c)} + j\hat{x}_i^{(s)}$. ■

Example 5 Consider a UDCG such that $X_1 = \{1 + j, 1 - j, -1 + j, -1 - j\}$ and $X_2 = \{2 + 2j, 2 - 2j, -2 + 2j, -2 - 2j\}$ as illustrated in Fig. 2.1(a) and the sum-constellation $G = X_1 \cup X_2 \cup X_3$ as depicted in Fig. 2.1(b). For example, once a red triangle constellation point in the northwest corner of $G$ is observed, then we can claim that $-\frac{1}{2} + \frac{j}{2} \in X_1$, $-1 + j \in X_2$ and $-2 + 2j \in X_3$ are transmitted in the absence of noise.
Chapter 3

Distributed Concatenated Alamouti Code Design for Relay Networks with PSK/QAM UFCP

In this chapter, a novel distributed concatenated Alamouti code is devised for a one-way relay network consisting of two end nodes each with a single antenna, and one relay node equipped with two antennas. With the aid of the newly developed uniquely-factorable constellation pair (UFCP) generated from both phase-shift keying (PSK) and square quadrature amplitude modulation (QAM) constellations as well as by jointly processing the noisy signals received at the relay node, such a design allows the terminal nodes and the relay node to transmit their own information concurrently at the symbol level, and turns the equivalent channel between the two end nodes into a product of two Alamouti channels, thus, called UFCP concatenated Alamouti space-time block code (STBC) while maintaining the equivalent noise being still white Gaussian, thereby, leading to a symbol-by-symbol decodable optimal
maximum-likelihood (ML) receiver. In addition, an asymptotic symbol error probability (SEP) formula is derived with the ML detector, showing that the maximum diversity gain function is achieved, which is proportional to $\ln \frac{\text{SNR}}{\text{SNR}^2}$.

### 3.1 System Model

Let us consider a one-way dual-hop relay network as depicted in Fig. 3.2 where the communication between the two single-antenna terminals S and D is assisted by a relay node R equipped with two antennas. Our transmission scheme for such network is briefly described as follows. There are two different phases with each covering two consecutive time slots. The channel gain of the $i$-th phase of each communication associated with the $j$-th antenna of the relay R is denoted by $h_{ij}$ for $i, j = 1, 2$, which are assumed to be independent and circularly symmetric complex Gaussian (CSCG) distributed with each having zero mean and the variances of which are assumed to be $\Omega_i$, i.e., $E[h_{ij}^2] = \Omega_i$. Let $x_\ell \in \mathcal{X}$, $y_\ell \in \mathcal{Y}$, $\ell = 1, 2$ be symbols to be transmitted from the source and relay, respectively, which are randomly, independently and equally likely chosen from the UFCP $\mathcal{X} \sim \mathcal{Y}$ generated from PSK or QAM constellations mentioned in Chapter 2 (see Propositions 2 and 4).
During the first and second time slots in the first communication phase, source node S transmits its message $x_1$ and $x_2^*$ to R respectively, all along the channel link $h_1 = [h_{11}, h_{12}]^T$. Therefore, within these two time slots, the relay R receives two signal vectors $r_\ell$ for $\ell = 1, 2$, given by

$$r_1 = \sqrt{P_1} h_1 x_1 + n_1, \quad (3.17a)$$
$$r_2 = \sqrt{P_1} h_1 x_2^* + n_2, \quad (3.17b)$$

where $P_1$ is the transmission power of S in each time slot, $r_\ell = [r_{\ell 1}, r_{\ell 2}]^T$, $n_\ell = [n_{\ell 1}, n_{\ell 2}]^T$ denotes complex Gaussian noise vectors with each having zero mean and covariance matrix $\sigma^2 I$.

In the second phase, in order to enable the relay to transmit its own information together with S, the received signals $r_1$ and $r_2$ are multiplied by $y_1$ and $y_2^*$, respectively, to generate the composite signal $z_\ell$, where $z_\ell = x_\ell y_\ell, \ell = 1, 2$, which are given by

$$s_1 = \sqrt{P_1} h_1 z_1 + y_1 n_1, \quad (3.18a)$$
$$s_2 = \sqrt{P_1} h_1 z_2^* + y_2^* n_2. \quad (3.18b)$$

In what follows, R first properly combines these four received signals using the Alamouti coding scheme, i.e., $t_1 = s_{11} + s_{22}^*$ and $t_2 = s_{12} - s_{21}^*$, which can be re-expressed in a two-by-one vector,

$$t = \sqrt{P_1} H_1^T z + \mu \quad (3.19)$$
with $\mathbf{t} = [t_1, t_2]^T$, $\mathbf{z} = [z_1, z_2]^T$, and

$$
\mathbf{H}_1 = \begin{bmatrix}
h_{11} & h_{12} \\
h_{12} & -h_{11}^*
\end{bmatrix}, \quad
\mathbf{\mu} = \begin{bmatrix}
y_1 n_{11} + y_2 n_{22}^* \\
y_1 n_{12} - y_2 n_{21}^*
\end{bmatrix}.
$$

It is worth noticing that $\mathbf{\mu}$ is a two-by-one complex Gaussian noise vector with zero mean and covariance matrix $2\sigma^2 \mathbf{I}$ for given $y_\ell, \ell = 1, 2$.

Then, $R$ spends another consecutive two time slots on broadcasting the scaled versions of $t_1$ and $t_2$ through the two antennas to $D$ also using the Alamouti coding scheme, or more specifically, during the following two time slots, it transmits two signal vectors $\mathbf{u}_1 = \beta [t_1, -t_2^*]^T$ and $\mathbf{u}_2 = \beta [t_2, t_1^*]^T$ to $D$. The scale $\beta$ is a fixed value and determined to satisfy the average power constraint at the relay, i.e., $\beta^2 = \frac{1}{4(P_1 \Omega_1 + \sigma^2)} \approx \frac{1}{4P_1 \Omega_1}$ in high SNR regime.

Hence, the signal received at $D$ is represented by

$$
\mathbf{v} = \sqrt{P_2} h_{21} \mathbf{u}_1 + \sqrt{P_2} h_{22} \mathbf{u}_2 + \mathbf{\eta}, \quad (3.20)
$$

where $P_2$ is the transmission power of $R$ in each time slot. Equation (3.20) is equivalent to

$$
\bar{\mathbf{v}} = \beta \sqrt{P_2} \mathbf{H}_2 \mathbf{t} + \bar{\mathbf{\eta}}, \quad (3.21)
$$

where $\bar{\mathbf{v}} = [v_1, v_2^*]^T$ and $\bar{\mathbf{\eta}} = [\eta_1, \eta_2^*]^T$ denotes the two by one complex Gaussian noise vector with zero mean and covariance matrix $\sigma^2 \mathbf{I}_2$, and $\mathbf{H}_2$ is an Alamouti matrix,
i.e.,

$$H_2 = \begin{bmatrix} h_{21} & h_{22} \\ h_{22}^* & -h_{21}^* \end{bmatrix}.$$  

Now, substituting (3.19) into (3.21) yields

$$\bar{v} = \beta \sqrt{P_2 P_1} H_2 H_1^T z + \xi,$$  \hspace{1cm} (3.22)

where $\xi = [\xi_1, \xi_2]^T$, in which

$$\xi_1 = \beta \sqrt{P_2} [h_{21}(y_1 n_{11} + y_2 n_{22}^*) + h_{22}(y_1 n_{12} - y_2 n_{21}^*)] + \eta_1,$$

$$\xi_2 = \beta \sqrt{P_2} [h_{22}^*(y_1 n_{11} + y_2 n_{22}^*) - h_{21}^*(y_1 n_{12} - y_2 n_{21}^*)] + \eta_2^*.$$

We can now clearly see that, by carefully using the Alamouti scheme twice at the relay, the equivalent channel between S and D, i.e., $H_2 H_1^T$ in (3.22) is essentially a product of two Alamouti matrices, thereby, still being Alamouti matrices. This is the reason why our code can be called distributed concatenated Alamouti STBC. In addition, it would be important to make the following remark:

**Remark 1** If $y \in \mathcal{Y}$ all have unit energy (e.g., $\mathcal{Y} \in \{1, -1, j, -j\}$ or $\mathcal{Y}$ taking PSK constellations), then for given $h_{ij}$, the noise vector $\xi$ in (3.22) is Gaussian distributed with zero mean and covariance $\sigma^2[1 + 2 \beta^2 P_2(|h_{21}|^2 + |h_{22}|^2)]I_2$. ■

Therefore, when the transmitted signals are randomly, independently and equally likely chosen from the constellation and channel state information is perfectly available at D, the optimal detector for estimation is the ML detector, which aims to solve
the following optimization problem,

\[ \hat{z} = \arg \min_z \| \bar{v} - \beta \sqrt{P_2 P_1} \mathbf{H}_2 \mathbf{H}_1^T z \|^2. \]  

(3.23)

After \( \hat{z} \) has been obtained, \( \hat{x} \) and \( \hat{y} \) can be uniquely determined by the property of unique factorization. The factorization process can be efficiently performed with the help of Proposition 3 and 5.

### 3.2 SEP Analysis for Distributed Concatenated Alamouti Codes

The primary goal of this section is to derive the asymptotic formulas of SEP in high SNR regime for the distributed concatenated Alamouti coded relay networks with UFCP generated from PSK and square QAM constellations and using the ML receiver proposed in the previous section.

For notational simplicity, we assume that \( \mathbf{H}_1 = \sqrt{\Omega_1} \tilde{\mathbf{H}}_1 \), \( \mathbf{H}_2 = \sqrt{\Omega_2} \tilde{\mathbf{H}}_2 \), where all the entries of \( \tilde{\mathbf{H}}_1, \tilde{\mathbf{H}}_2 \) are normalized CSCG random variables (or say Rayleigh fading). Let us recall that, the channel matrices \( \mathbf{H}_2 \mathbf{H}_1^T \) in (3.22) are unitary up to some scale, i.e., \( (\mathbf{H}_2 \mathbf{H}_1^T)^H (\mathbf{H}_2 \mathbf{H}_1^T) = \Omega_2 \Omega_1 (|\tilde{h}_{11}|^2 + |\tilde{h}_{12}|^2)(|\tilde{h}_{21}|^2 + |\tilde{h}_{22}|^2) \mathbf{I} \), and each noise vector \( \xi \) is white Gaussian for the given \( h_{ij} \), with the covariance matrix given by \( \sigma^2 [1 + 2 \beta^2 P_2 \Omega_2 (|\tilde{h}_{21}|^2 + |\tilde{h}_{22}|^2) \mathbf{I} \). Notice that the received SNR at the terminal D is

\[ \gamma = \frac{\Omega_2 \Omega_1 (|\tilde{h}_{11}|^2 + |\tilde{h}_{12}|^2)(|\tilde{h}_{21}|^2 + |\tilde{h}_{22}|^2)}{1 + 2 \beta^2 P_2 \Omega_2 (|\tilde{h}_{21}|^2 + |\tilde{h}_{22}|^2)}, \]  

(3.24)
where $\rho = \frac{\beta_2 P_2 P_1}{\sigma^2}$. Hence, the optimal ML detection for (3.23) is equivalently reduced to a symbol-by-symbol detection and its arithmetic average SEP for the composite received signal with the given channel realization for PSK constellation and square-QAM constellation are:

- **PSK constellation**

  $$P_{e_{psk}}(\tilde{h}_{11}, \tilde{h}_{12}, \tilde{h}_{21}, \tilde{h}_{22}) = \frac{1}{\pi} \int_0^{(M-1)\pi} \exp \left( - \frac{\gamma \sin^2 \frac{\pi}{M} \sin^2 \theta}{\sin^2 \theta} \right) d\theta. \quad (3.25)$$

- **QAM constellation**

  $$P_{e_{qam}}(\tilde{h}_{11}, \tilde{h}_{12}, \tilde{h}_{21}, \tilde{h}_{22}) = 4 \left( 1 - \frac{1}{\sqrt{M}} \right) Q\left( \sqrt{\frac{3\gamma}{M-1}} \right) - 4 \left( 1 - \frac{1}{\sqrt{M}} \right)^2 Q^2\left( \sqrt{\frac{3\gamma}{M-1}} \right). \quad (3.26)$$

The average SEP can be calculated by averaging over all the channel realizations, that is $\bar{P}_e = \mathbb{E}[P_e|\tilde{h}_{11}, \tilde{h}_{12}, \tilde{h}_{21}, \tilde{h}_{22}]$, or equivalently:

- **PSK constellation**

  $$\bar{P}_{e_{psk}} = \frac{1}{\pi} \int_0^{(M-1)\pi} J_1(\theta) d\theta, \quad (3.27)$$

  where $J_1(\theta) = \mathbb{E}_{\tilde{h}_{11}, \tilde{h}_{12}, \tilde{h}_{21}, \tilde{h}_{22}}\left[ \exp \left( - \frac{\gamma \sin^2 \frac{\pi}{M} \sin^2 \theta}{\sin^2 \theta} \right) \right]$.

- **QAM constellation**

  $$\bar{P}_{e_{qam}} = 4 \left( 1 - \frac{1}{\sqrt{M}} \right) \frac{1}{\pi} \int_0^{\frac{\pi}{2}} J_2(\theta) d\theta - 4 \left( 1 - \frac{1}{\sqrt{M}} \right)^2 \frac{1}{\pi} \int_0^{\frac{\pi}{4}} J_2(\theta) d\theta, \quad (3.28)$$

  where $J_2(\theta) = \mathbb{E}_{\tilde{h}_{11}, \tilde{h}_{12}, \tilde{h}_{21}, \tilde{h}_{22}}\left[ \exp \left( \frac{-3\gamma}{2(M-1)\sin^2 \theta} \right) \right]$.
Let us consider the error performance analysis of the PSK constellation and the case using QAM constellation is similar and hence the derivation process is omitted. Based on the assumption that the channel coefficients are independent, if we let 
\[ t_i = |\tilde{h}_{i1}|^2 + |\tilde{h}_{i2}|^2, \]
then \( t_1 \) and \( t_2 \) are independent, with each being \( \chi_4^2 \)-distributed, i.e., the probabilistic density function of \( t_i \) is \( e^{-t_i}, i = 1, 2 \). Thus, \( J_1(\theta) \) can be simply calculated by first taking the expectation over \( t_1 \) and then, \( t_2 \) such that

\[
J_1(\theta) = E_{t_2} \left[ E_{t_1} \left[ \exp \left( -\frac{\tau(\theta)\rho t_1 t_2}{1 + 2\beta^2 P_2 \Omega_2 t_2} \right) \right] \right] \tag{3.29a}
\]

\[
= \int_0^\infty \left( 1 + \frac{\tau(\theta)\rho t_2}{1 + 2\beta^2 P_2 \Omega_2 t_2} \right)^{-2} t_2 e^{-t_2} dt_2 \tag{3.29b}
\]

where \( \tau(\theta) = \frac{\Omega_2 \Omega_1 \sin^2 \frac{\theta}{2}}{sin^2 \theta} \). To further simplify (3.29b), let \( a = 2\beta^2 P_2 \Omega_2, b = 2\beta^2 P_2 \Omega_2 + \tau(\theta)\rho \) and rewrite it as

\[
J_1(\theta) = \frac{a^2}{b^2} \int_0^\infty \frac{(t_2 + a^{-1})^2}{(t_2 + b^{-1})^2} \times t_2 e^{-t_2} dt_2. \tag{3.30}
\]

Following a strategy similar to that in [23], now performing a partial fraction expansion of \( \frac{(t_2 + a^{-1})^2 t_2}{(t_2 + b^{-1})^2} \) gives

\[
\frac{(t_2 + a^{-1})^2 t_2}{(t_2 + b^{-1})^2} = t_2 + 2(a^{-1} - b^{-1}) + \left( \frac{a^{-1} - b^{-1}}{t_2 + b^{-1}} \right) \left( a^{-1} - 3b^{-1} \right) - \frac{(a^{-1} - b^{-1})^2 b^{-1}}{(t_2 + b^{-1})^2}. \tag{3.31}
\]
Substituting (3.31) into (3.30) and using a partial integral, we have

\[
J_1(\theta) = \frac{a^2}{b^2}\left\{ 1 + (a^{-1} - b^{-1})(2 - a^{-1} + b^{-1}) - [(a^{-1} - b^{-1})
\]
\[
(a^{-1} - 3b^{-1}) - (a^{-1} - b^{-1})^2b^{-1}]e^{b^{-1}}Ei(-b^{-1}) \right\}, \quad (3.32)
\]

where we have used the fact \[134\] that \( \int_0^\infty e^{-t^2} \frac{e^{-t}}{t^2 + b^{-1}} dt = -e^{b^{-1}}Ei(-b^{-1}) \) with \( Ei(t) \) is the exponential integral function. Notice \( b^{-1} = E - \ln b + \sum_{k=1}^{\infty} (-1)^k \frac{b^{-k}}{k^k} = E - \ln(\tau(\theta)\rho) + \mathcal{O}(\rho^{-2}) \), where \( E \) is the Euler constant. Combining these with (3.32), and noticing that \( \beta^2 \approx \frac{1}{4P_1\Omega_1^2} \), we can attain the following asymptotic formula for \( J_1(\theta) \):

\[
J_1(\theta) = \frac{a^2 + 2a - 1 - E + \ln(\tau(\theta)\rho)}{\tau^2(\theta)\rho^2} + \mathcal{O}(\rho^{-3}),
\]

\[
= K_1(\theta)\rho^{-2}\ln \rho + K_2(\theta)\rho^{-2} + \mathcal{O}\left(\frac{\ln \rho}{\rho^3}\right), \quad (3.33)
\]

where \( K_1(\theta) = \tau^{-2}(\theta) = \frac{\sin^2 \theta}{\Omega_2^2\Omega_1^2 \sin^2 \frac{\pi}{M}} \), \( K_2(\theta) = \tau^{-2}(\theta)(a^2 + 2a - 1 - E + \ln \tau(\theta)) = K_1(\theta)\left( \frac{P_2\Omega_2(P_0\Omega_2 + 4P_1\Omega_1)}{4P_1^2\Omega_1^2} - 1 - E + \ln \Omega_2 + \ln \Omega_1 + 2\ln \sin \frac{\pi}{M} - 2\ln \sin \theta \right) \) in which \( E \) is the Euler constant. Now, with the help of \[134\] and substituting (3.33) into (3.28) yields Theorem 3 below.

**Theorem 3 (PSK-SEP)** The average SEP for the one way relay network with the PSK distributed concatenated Alamouti code has the following asymptotic formula:

\[
\hat{P}_{e,\text{psk}} = C_1\rho^{-2}\ln \rho + C_2\rho^{-2} + \mathcal{O}\left(\frac{\ln \rho}{\rho^3}\right), \quad (3.34)
\]
where

\[
C_1 = \frac{1}{\pi \Omega_2^2 \Omega_1^2 \sin^4 \frac{\pi}{M}} \left( \frac{3(M-1)\pi}{8M} - \frac{1}{4} \sin \frac{2(M-1)\pi}{M} + \frac{1}{32} \sin \frac{4(M-1)\pi}{M} \right)
\]

\[
C_2 = C_1 \left[ \frac{P_2 \Omega_2 (P_2 \Omega_2 + 4P_1 \Omega_1)}{4P_1^2 \Omega_1^2} - 1 - E + \ln \Omega_2 + \ln \Omega_1 + 2 \ln \sin \frac{\pi}{M} \right]
\]

\[- \frac{2}{\pi \Omega_2^2 \Omega_1^2 \sin^4 \frac{\pi}{M}} \int_0^{\frac{(M-1)\pi}{M}} \sin^4 \theta \ln \sin \theta d\theta, \]

in which

\[
T_1 = \left( \frac{3(M-1)\pi}{8M} - \frac{1}{4} \sin \frac{2(M-1)\pi}{M} + \frac{1}{32} \sin \frac{4(M-1)\pi}{M} \right) \ln \sin \frac{(M-1)\pi}{M}
\]

\[+ \frac{3}{32} \sin \frac{2(M-1)\pi}{M} + \frac{3(M-1)\pi}{16M} - \frac{1}{128} \sin \frac{4(M-1)\pi}{M} + \frac{(M-1)\pi}{32M}
\]

\[\quad - \frac{3}{8} \sum_{k=0}^{\infty} (-1)^k \frac{2^{2k} B_{2k}}{(1 + 2k)(2k)!} \left( \frac{(M-1)\pi}{M} \right)^{1+2k}
\]

with \(B_n\) being the Bernoulli numbers.

Following a similar strategy, the average SEP for QAM constellation is given by:

**Theorem 4 (QAM-SEP)** The average SEP for the proposed one way relay network with the QAM distributed concatenated Alamouti codes has the following asymptotic formula:

\[
P_{\text{eqam}} = D_1 \rho^{-2} \ln \rho + D_2 \rho^{-2} + \mathcal{O}\left(\frac{\ln \rho}{\rho^3}\right),
\]  

\(3.35\)
where

\[
D_1 = \frac{8(\sqrt{M} - 1)(M - 1)^2}{9\pi MP_2^2\Omega_2^2}(3\pi\sqrt{M} + 8\sqrt{M} + 3\pi - 8)
\]

\[
D_2 = \frac{8(\sqrt{M} - 1)(M - 1)^2}{9\pi MP_2^2\Omega_2^2} \left[ (3\pi\sqrt{M} + 8\sqrt{M} + 3\pi - 8)
\times \left( \frac{P_2^2\Omega_2^2}{4P_1^2\Omega_1^2} + \frac{P_3\Omega_3}{P_1\Omega_1} + \ln P_2 + \ln \Omega_2 - \ln(M - 1) + \ln 3 - 3\ln 2 - E - 1 \right)
+ (6\pi\ln 2 - \frac{7}{2}\pi)(\sqrt{M} + 1) + (8\ln 2 + 6 - 12G)(\sqrt{M} - 1) \right]
\]

with \textit{G} being the Catalan’s constant.

From Theorem 3 and 4 we can see that when SNR is large, the SEP for the one-way relay network with the proposed distributed concatenated Alamouti STBC decays as fast as \( \ln \rho/\rho^2 \).

![Figure 3.3: SER performance of the relay networks with uniquely-factorable distributed concatenated Alamouti codes.](image)
Figure 3.4: SER performance of the relay networks with uniquely-factorable distributed concatenated Alamouti codes.

3.3 Numerical Simulations

In this section, computer simulations are carried out to verify the error performance of our relay scheme. Throughout the simulation, we assume that the destination node D knows the perfect channel state information, whereas only first- and second-order channel statistics are available at the relay node. The distances between S and R, and between R and D are denoted by $d_{S-R}$ and $d_{R-D}$, respectively. Therefore, the pathloss is $\Omega_1 = d_{S-R}^\alpha$ and $\Omega_2 = d_{R-D}^\alpha$, where $\alpha \in [2, 6]$ in most practical wireless communication systems [135].

Fig. 3.3 shows the simulated symbol error rate (SER) and the dominant theoretical SEP of the proposed relay network against the total SNR of the network with an equal power distribution between source and relay. Without loss of generality, we
set \( p = q = 1, 2, 3 \), which implies that 4, 16, 64-PSK constellation are received at destination node. It can be observed that asymptotic and simulated error performance curves match very well when SNR is relatively high, which verifies the accuracy of our asymptotic SEP expression given by (3.34). In addition, the slopes of the SER curves for different PSK constellations are identical in the high SNR regime, which further affirms the conclusion that the full diversity gain function for the network is proportional to \( \rho^{-2} \ln^2 \rho \).

Similarly, Fig. 3.4 shows the simulated SER and the dominant theoretical SEP of the proposed relay network versus the aggregate SNR of the network, with a equal power allocation between the source and relay node. For simulation simplicity, we choose \( (|X|, |Y|) = (2, 2), (4, 4), (16, 4) \), which corresponds to 4, 16, 64-QAM constellations. It can be observed that asymptotic and simulated error performance curves match perfectly when SNR is relatively high, which verifies the correctness of our asymptotic SEP expression given by (3.35). In addition, the slopes of the SER curves for different QAM constellations are identical in the high SNR regime, which also affirms the conclusion that the full diversity gain function for the proposed network is proportional to \( \rho^{-2} \ln \rho \).

### 3.4 Conclusion

In this chapter, by using the novel concept called UFCP for both PSK and QAM constellations, we have developed a new distributed concatenated Alamouti code for a relay network consisting of two single-antenna terminals and one relay node having two antennas. This newly-designed code allows the relay to transmit its own information. By taking advantage of the Alamouti coding scheme twice and jointly
processing the signals from the two antennas at the relay node, the equivalent channel between source and destination becomes a product of the two Alamouti channels, thus, called distributed concatenated Alamouti STBC. In addition, the asymptotic symbol error probability (SEP) formula is attained for the maximum likelihood (ML), showing that the maximum diversity gain is achieved and proportional to \( \ln \frac{\text{SNR}}{\text{SNR}^2} \).
Chapter 4

Optimally Precoded Large MIMO Fading Channels and Asymptotic SEP Analysis with Zero-Forcing Detection

This chapter considers the asymptotic analysis of symbol error probability (SEP) for either optimally precoded or uniformly precoded large correlated MIMO fading channels using the zero-forcing (ZF) detector and equally likely PAM, PSK or square QAM signalling points. For such systems, we reveal some very nice structures which naturally lead us to the exploration of two very strong and very useful mathematical tools for the systematic study of asymptotic behaviors on their error performance. The first tool is the Szegö’s theorem on large Hermitian Toeplitz matrices and the second tool is the well known limit: \( \lim_{x \to \infty} (1 + 1/x)^x = e \). This new approach
enables us to attain a very simple expression for the SEP limit as the number of the transmitter antennas goes to infinity. One of the major advantages for this method is that its convergence rate is very fast. Hence, this expression is very efficient and effective SEP approximation for the large MIMO systems. Due to the constraint on allowable space and limited (sparse) multi-path scattering, fading correlation between neighbouring antenna elements is almost inevitable in a large MIMO architecture. By specifically examining an exponential correlation matrix model, we show that the optimal precoding technique can yield substantial power gain over the uniform power allocation strategy.

4.1 Precoded Transmission Model with Zero-Forcing Detection

4.1.1 System Model

Consider the complex baseband-equivalent model of a narrow-band MIMO communication system, with $N_t$ transmitting antennas and $N_r$ receiving antennas. The receiver is assumed to have more antennas than the transmitter ($N_r > N_t$) just like that in the V-BLAST system [136]. The sequence of serially transmitted symbols is first de-multiplexed into a vector signal $\mathbf{s} = [s_1, s_2, \cdots, s_{N_t}]^T$, and then this vector signal $\mathbf{s}$ is transformed by an $N_t \times N_t$ full-rank square precoding matrix $\mathbf{F}$ into another vector signal $\mathbf{x} = [x_1, x_2, \cdots, x_{N_t}]^T = \mathbf{Fs}$. Then, each element $x_k$ of $\mathbf{x}$ is fed to the $k$-th transmitter antenna for transmission. In the space-time communication, $N_t$ transmitter each can transmit uncoded $M$-ary PAM, PSK or QAM symbols using
the same waveform during the same time interval, but we assume that the same con-
stellation is used for each antenna. At the receiver array, the discrete received $N_r \times 1$
signal vector $r$ can be written as

$$r = HFs + \xi,$$  \hspace{1cm} (4.36)

where $H$ is the $N_r \times N_t$ complex channel matrix and $\xi$ is the $N_r \times 1$ additive complex
noise vector. Throughout this chapter, we adopt the following assumptions:

1. *The perfect channel estimates are available at the receiver to allow coherent
detection*;

2. *The channel $H$ is complex Gaussian distributed, with zero-mean, and covariance
matrix $I \otimes \Sigma$;*

3. $\xi$ is circularly-symmetric complex Gaussian noise with covariance $\sigma^2I$;

4. *Each element of $s$ is independently and equally likely chosen from PAM, PSK
or QAM constellations of the same size with the covariance matrix of $s$ being $I$;*

5. *The total power budget of the transmitter array is unified to one, and as a
consequence the system SNR is defined as $\eta \triangleq 1/\sigma^2$."

4.1.2 Zero-Forcing Equalization

Suppose that we use zero-forcing equalization to recover the information symbols. To
this end, first we obtain the pseudo inverse of the super-channel matrix $HF$; i.e.

$$ (HF)^+ = (F^H H^H HF)^{-1} F^H H^H. $$  \hspace{1cm} (4.37)
Here we need to explain why the inverse in (4.37) exists. Under Assumption 2 above, the matrix $H^H H$ is the Wishart distribution and as result, $F^H H^H H F$ is also subject to the Wishart distribution [137,138]. Therefore, the inverse (4.37) exists with probability one if the number of receiving antennas is not less than that of transmitting antennas [137,138].

The ZF detection is captured by the following two steps:

1. Perform ZF equalization. Multiplying both sides of equation (4.36) by the pseudo-inverse $(H F)^+$ of $H F$, we get

   $$r' = s + \xi',$$  \hspace{1cm} (4.38)

   where $r' = (H F)^+ r$ and $\xi' = (H F)^+ \xi$. Under Assumption 3, $\xi'$ is the circularly-symmetric complex Gaussian noise with covariance $\sigma^2 (F^H H^H H F)^{-1}$;

2. Perform a hard decision to obtain an estimate $\hat{s}_k$ of $s_k$, i.e.,

   $$\hat{s}_k = \arg \min_{s_k \in S} \|r'_k - s_k\|^2.$$

Since ZF equalizer performs a memoryless detection, i.e., the decision on the current symbol does not affect the decision on the next symbol. Therefore, the average SEP over one vector signal $s$ just is the arithmetic mean of all SEPs.
4.2 Optimal Precoders Minimizing the Average Symbol Error Probability

Our primary purpose of this section is to first give an explicit convex region for which the optimally precoding matrix $\mathbf{F}$ that minimizes the average SEP of the ZF detector can be obtained and then, to uncover some nice structures for the optimally precoded system, which naturally leads us to taking full advantage of the Szegö’s theorem for the systematic study of the asymptotic behaviour on the resulting large MIMO systems.

4.2.1 SEP Expressions for $M$-ary PAM, PSK and QAM signals

PAM signals

The SEP for $M$-ary PAM signal $s_k$ is

$$P_{\text{PAM}}(\mathbf{H}, \mathbf{F}, s_k) = \frac{2(M - 1)}{M} Q\left(\sqrt{\frac{6\eta}{(M^2 - 1)[(\mathbf{F}^H \mathbf{H}^H \mathbf{F})^{-1}]_k}}\right).$$

Therefore, the arithmetic average of all SEPs in one block is

$$P_{\text{PAM}}(\mathbf{H}, \mathbf{F}) = \frac{2(M - 1)}{MN_t} \sum_{k=1}^{N_t} Q\left(\sqrt{\frac{6\eta}{(M^2 - 1)[(\mathbf{F}^H \mathbf{H}^H \mathbf{F})^{-1}]_k}}\right).$$

(4.39)
For our purpose, we now prefer to use another expression for the Gaussian $Q$-function \[ Q(t) = \frac{1}{\pi} \int_0^{\pi/2} \exp \left( -\frac{t^2}{2 \sin^2 \theta} \right) d\theta, \quad t \geq 0. \] (4.40)

Substituting (4.40) into (4.39) yields

$$P_{\text{PAM}}(H, F) = \frac{2(M - 1)}{MN_t \pi} \sum_{k=1}^{N_t} \int_0^{\pi/2} \exp \left( -\frac{3\eta}{(M^2 - 1)[(F^H H^H H F)^{-1}]_k \sin^2 \theta} \right) d\theta. \tag{4.41}$$

It is known \[137, 138\] that $\gamma = \frac{[(F^H \Sigma F)^{-1}]_k}{[(F^H H^H H F)^{-1}]_k}$ is subject to $\chi^2_{2(N_r - N_t + 1)}$, i.e., its density function is

$$f(\gamma) = \frac{1}{\Gamma(N_r - N_t + 1)} e^{-\gamma \gamma^{N_r - N_t - 1}} \quad \text{for} \quad \gamma > 0,$$

where $\Gamma(t)$ denotes the gamma function. Now, taking the expectation in (4.41) over random channel $H$ yields

$$P_{\text{PAM}}(F) = \frac{2(M - 1)}{MN_t \pi} \sum_{k=1}^{N_t} \int_0^{\pi/2} \mathbb{E}_H \exp \left( -\frac{3\eta}{(M^2 - 1)[(F^H H^H H F)^{-1}]_k \sin^2 \theta} \right) d\theta \tag{4.42}$$
where function $G_{PAM}(t)$ is defined as

$$G_{PAM}(t) = 2 \frac{(M - 1)}{M \pi} \int_0^{\pi/2} \left(1 + \frac{3\eta}{(M^2 - 1)t \sin^2 \theta}\right)^{-(N_r - N_t + 1)} d\theta.$$ 

**PSK signals**

The SEP for $M$-ary PSK signal $s_k$ is

$$P_{PSK}(H, F, s_k) = \frac{1}{\pi} \int_0^{(M-1)\pi/M} \exp \left( - \frac{\eta \sin^2(\pi/M)}{[(F^H H^H F)^{-1}]_k \sin^2 \theta} \right) d\theta.$$ 

Therefore, the arithmetic mean of all SEPs is

$$P_{PSK}(H, F) = \frac{1}{N_t \pi} \sum_{k=1}^{N_t} \int_0^{(M-1)\pi/M} \exp \left( - \frac{\eta \sin^2(\pi/M)}{[(F^H H^H F)^{-1}]_k \sin^2 \theta} \right) d\theta. \quad (4.43)$$

Similarly, taking the expectation of (4.43) over random channel $H$ produces

$$P_{PSK}(F) = \frac{1}{N_t \pi} \sum_{k=1}^{N_t} \int_0^{(M-1)\pi/M} \left(1 + \frac{\eta \sin^2(\pi/M)}{[(F^H \Sigma F)^{-1}]_k \sin^2 \theta} \right)^{-(N_r - N_t + 1)} d\theta$$

$$= \frac{1}{N_t} \sum_{k=1}^{N_t} G_{PSK} \left([(F^H \Sigma F)^{-1}]_k \right),$$

where function $G_{PSK}(t)$ is defined as

$$G_{PSK}(t) = \frac{1}{\pi} \int_0^{(M-1)\pi/M} \left(1 + \frac{\eta \sin^2(\pi/M)}{t \sin^2 \theta} \right)^{-(N_r - N_t + 1)} d\theta.$$
QAM signals

The SEP for $M$-ary QAM signal $s_k$ is

$$P_{\text{QAM}}(H, F, s_k) = 4 \left( 1 - 1/\sqrt{M} \right) Q \left( \sqrt{\frac{3\eta}{(M - 1)\left( (F^H H^H H F)^{-1} \right)_k}} \right)$$

$$-4 \left( 1 - 1/\sqrt{M} \right)^2 Q^2 \left( \sqrt{\frac{3\eta}{(M - 1)\left( (F^H H^H H F)^{-1} \right)_k}} \right)$$

(4.44)

The first term in (4.44) can be replaced by (4.40). Similarly, $Q^2(\cdot)$ function also has a very nice formula [140],

$$Q^2(t) = \frac{1}{\pi} \int_0^{\pi/4} \exp \left( -\frac{t^2}{2 \sin^2 \theta} \right) d\theta.$$  (4.45)

Substituting (4.40) and (4.45) into (4.44) and then, taking the expectation over the random channel matrix, we can obtain

$$P_{\text{QAM}}(F) = \frac{4(\sqrt{M} - 1)}{\sqrt{M N_t \pi}} \sum_{k=1}^{N_t} \int_{\pi/4}^{\pi/2} \left( 1 + \frac{3\eta}{2(M - 1)\left( (F^H \Sigma F)^{-1} \right)_k \sin^2 \theta} \right)^{-N_r - N_t + 1} d\theta$$

$$- \frac{4(\sqrt{M} - 1)^2}{MN_t \pi} \sum_{k=1}^{N_t} \int_0^{\pi/4} \left( 1 + \frac{3\eta}{2(M - 1)\left( (F^H \Sigma F)^{-1} \right)_k \sin^2 \theta} \right)^{-N_r - N_t + 1} d\theta$$

$$= \frac{4(\sqrt{M} - 1)}{\sqrt{M N_t \pi}} \sum_{k=1}^{N_t} \int_{\pi/4}^{\pi/2} \left( 1 + \frac{3\eta}{2(M - 1)\left( (F^H \Sigma F)^{-1} \right)_k \sin^2 \theta} \right)^{-N_r - N_t + 1} d\theta$$

$$+ \frac{4(\sqrt{M} - 1)}{MN_t \pi} \sum_{k=1}^{N_t} \int_0^{\pi/4} \left( 1 + \frac{3\eta}{2(M - 1)\left( (F^H \Sigma F)^{-1} \right)_k \sin^2 \theta} \right)^{-N_r - N_t + 1} d\theta$$

$$= \frac{1}{N_t} \sum_{k=1}^{N_t} G_{\text{QAM}} \left( \left( (F^H \Sigma F)^{-1} \right)_k \right),$$  (4.46)
where function $G_{\text{QAM}}(t)$ is defined as

\[
G_{\text{QAM}}(t) = \frac{4(\sqrt{M} - 1)}{\sqrt{M\pi}} \int_{\pi/4}^{\pi/2} \left(1 + \frac{3\eta}{2(M - 1)\sin^2 \theta}\right)^{-(N_r - N_t + 1)} d\theta \\
+ \frac{4(\sqrt{M} - 1)}{M\pi} \int_{0}^{\pi/4} \left(1 + \frac{3\eta}{2(M - 1)\sin^2 \theta}\right)^{-(N_r - N_t + 1)} d\theta.
\]

### 4.2.2 Convexity of Objective Functions

In order to obtain the optimal precoder, let us discuss the convexity of function $G(t)$.

1. For PAM signals, the second-order derivative of $G_{\text{PAM}}(t)$ is given by

\[
\frac{d^2 G_{\text{PAM}}(t)}{dt^2} = \frac{2(M - 1)}{M\pi} \int_{0}^{\pi/2} \left(1 + \frac{3\eta}{(M^2 - 1)\sin^2 \theta}\right)^{-(N_r - N_t + 3)} d\theta \\
\times \frac{3(N_r - N_t + 1)}{(M^2 - 1)\sigma^2 t^4 \sin^2 \theta} \left(\frac{3\eta(N_r - N_t)}{(M^2 - 1)\sin^2 \theta} - 2t\right) d\theta.
\]

Since $3\eta(N_r - N_t)/(M^2 - 1)\sin^2 \theta) - 2t \geq 3\eta(N_r - N_t)/((M^2 - 1)) - 2t$, then if the following condition is satisfied, i.e.,

\[
0 < t \leq \frac{3\eta(N_r - N_t)}{2(M^2 - 1)} = T_{\text{PAM}},
\]

we have $\frac{d^2 G_{\text{PAM}}(t)}{dt^2} \geq 0$. This implies that $G_{\text{PAM}}(t)$ is convex in this interval.

2. For PSK signals, we have

\[
\frac{d^2 G_{\text{PSK}}(t)}{dt^2} = \frac{1}{\pi} \int_{0}^{(M-1)\pi/M} \left(1 + \frac{\eta \sin^2 (\pi/M)}{t \sin^2 \theta}\right)^{-(N_r - N_t + 3)} d\theta \\
\times \frac{\eta(N_r - N_t + 1) \sin^2 (\pi/M)}{t^4 \sin^2 \theta} \left(\frac{\eta(N_r - N_t) \sin^2 (\pi/M)}{\sin^2 \theta} - 2t\right) d\theta.
\]
Since \( \eta(N_r - N_t) \sin^2(\pi/M)/(\sin^2\theta) - 2t \geq \eta(N_r - N_t) \sin^2(\pi/M) - 2t \geq 0 \), we have that if

\[
0 < t \leq \frac{\eta(N_r - N_t) \sin^2(\pi/M)}{2} = T_{PSK},
\]

then, in this interval, \( d^2G_{PSK}(t)/dt^2 \geq 0 \). This shows that \( G_{PSK}(t) \) is convex in this range.

3. For QAM signals, we have

\[
d^2G_{QAM}(t)/dt^2 = 4(1 - 1/\sqrt{M})/\pi \int_{\pi/4}^{\pi/2} \left( 1 + \frac{3\eta}{2(M - 1)t \sin^2\theta} \right)^{-(N_r - N_t + 3)} \times \frac{3\eta(N_r - N_t + 1)}{2(M - 1)t^3 \sin^2\theta} \left( \frac{3\eta(N_r - N_t)}{2(M - 1) \sin^2\theta} - 2t \right) d\theta
\]

\[
+ 4(1 - 1/\sqrt{M})/(\sqrt{M} \pi) \int_{0}^{\pi/4} \left( 1 + \frac{3\eta}{2(M - 1)t \sin^2\theta} \right)^{-(N_r - N_t + 3)} \times \frac{3\eta(N_r - N_t + 1)}{2(M - 1)t^3 \sin^2\theta} \left( \frac{3\eta(N_r - N_t)}{2(M - 1) \sin^2\theta} - 2t \right) d\theta.
\]

Since \( 3\eta(N_r - N_t)/(2(M - 1) \sin^2\theta) - 2t \geq 3\eta(N_r - N_t)/(2(M - 1)) - 2t \geq 0 \), if the following condition meets,

\[
0 < t \leq \frac{3\eta(N_r - N_t)}{4(M - 1)} = T_{QAM},
\]

then, \( d^2G_{QAM}(t)/dt^2 \geq 0 \) and as a result, \( G_{QAM}(t) \) is a convex function in this interval.

To obtain a unified expression, we drop the subscripts of both \( G(t) \) and \( T \). Hence, \( G(t) \) is convex if \( 0 < t \leq T \). Correspondingly, the noise power associated with F
satisfies the following condition,

\[
[(F^H \Sigma F)^{-1}]_k \leq T \quad \text{for } k = 1, 2, \cdots, N_t. \tag{4.47}
\]

4.2.3 Explicit Convex Regions and Optimal Precoders

To develop an explicit constraint from (4.47), we need to introduce the following two lemmas.

Lemma 1 (Rayleigh-Ritz) \[141\] Let \( A \in \mathbb{C}^{K \times K} \) be Hermitian and let \( \zeta_1(A) \leq \zeta_2(A) \leq \cdots \leq \zeta_K(A) \) be the eigenvalues of \( A \). Then

\[
\zeta_1(A) = \min_{\|x\| \neq 0} \frac{x^H A x}{x^H x}, \quad \zeta_K(A) = \max_{\|x\| \neq 0} \frac{x^H A x}{x^H x}.
\]

Since \((F^H \Sigma F)^{-1}\) is Hermitian and the \( k \)-th diagonal value \([(F^H \Sigma F)^{-1}]_k = e_k^H (F^H \Sigma F)^{-1} e_k\), where \( e_k = [0, \cdots, 0, 1, 0, \cdots, 0]^H \) has 1 only in the \( k \)-th entry, by Lemma\[1\] we have

\[
\zeta_1((F^H \Sigma F)^{-1}) \leq [(F^H \Sigma F)^{-1}]_k \leq \zeta_{N_t}((F^H \Sigma F)^{-1}), \quad \text{for } k = 1, 2, \cdots, N_t,
\]

where \( \zeta_1((F^H \Sigma F)^{-1}) \) and \( \zeta_{N_t}((F^H \Sigma F)^{-1}) \) are the minimum and maximum eigenvalues of \((F^H \Sigma F)^{-1}\), respectively and the equality is attainable when \( F \) diagonalizes \( \Sigma \). Therefore, if \( F \) satisfies

\[
\zeta_{N_t}((F^H \Sigma F)^{-1}) \leq T, \tag{4.48}
\]
then, such $F$ also satisfies (4.47). To further simplify the constraint, we need another lemma.

**Lemma 2 (Ostrowski)** Let $A \in \mathbb{C}^{K \times K}$ be Hermitian and $S \in \mathbb{C}^{K \times K}$ be nonsingular. If we let the eigenvalues of $A$ and $SS^H$ be given by $\zeta_1(A) \leq \zeta_2(A) \leq \ldots \leq \zeta_K(A)$ and $\zeta_1(SS^H) \leq \zeta_2(SS^H) \leq \ldots \leq \zeta_K(SS^H)$, respectively, then, for each $i = 1, 2, \ldots, K$, there exists a positive real number $\kappa_i$ such that $\zeta_1(SS^H) \leq \kappa_i \leq \zeta_K(SS^H)$ and $\zeta_i(SAS^H) = \kappa_i \zeta_i(A)$.

Let the eigenvalue decomposition of $\Sigma$ be $\Sigma = W\Lambda W^H$, where $W$ is a unitary matrix, and $A = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_{N_t})$ with $0 < \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_{N_t}$. Let the singular value decomposition (SVD) of $F$ be $F = UV\Sigma$, and $D = \text{diag}(\sqrt{d_1}, \sqrt{d_2}, \ldots, \sqrt{d_{N_t}})$, where $0 < d_1 \leq d_2 \leq \ldots \leq d_{N_t}$, since $F$ is assumed to be of full-rank (nonsingular). Then, by Lemma 2 with $K = N_t$, $S = F^{-1}$ and $A = \Sigma^{-1}$, we have

$$\zeta_{N_t}((F^H \Sigma F)^{-1}) = \zeta_{N_t}(F^{-1} \Sigma^{-1} F^{-H}) \leq \zeta_{N_t}(\Sigma^{-1}) \zeta_{N_t}((F^H F)^{-1}) = \frac{1}{\lambda_1 d_1},$$

(4.49)

where the equality is also attainable when $U = W$. Therefore, if

$$d_1 \geq \frac{1}{\lambda_1 T},$$

(4.50)

then, $F$ satisfies constraint (4.47). Constraint (4.50) requires that the minimal average transmitting power of the subchannels, $d_1$ must be larger than certain predefined threshold that is related to the modulation signals, system SNR $\eta$ and channel statistics. Since $T$ is proportional to system SNR $\eta$, constraint (4.50) is valid in slightly high SNR regime. Now, following the same way as [10, 142, 143] and applying Jensen's
inequality \[144\] to function \(G(t)\) under the constraint \((4.50)\) result in

\[
\frac{1}{N_t} \sum_{k=1, d_i \geq \frac{1}{\sqrt{\lambda_k}}}^{N_t} G \left(\left[\left(F^H \Sigma F\right)^{-1}\right]_{k}\right) \geq G \left(\frac{1}{N_t} \sum_{k=1}^{N_t} \left[\left(F^H \Sigma F\right)^{-1}\right]_{k}\right),
\]

(4.51)

where the equality in \((4.51)\) holds if and only if

\[
\left[\left(F^H \Sigma F\right)^{-1}\right]_1 = \left[\left(F^H \Sigma F\right)^{-1}\right]_2 = \cdots = \left[\left(F^H \Sigma F\right)^{-1}\right]_{N_t}.
\]

(4.52)

On the other hand, by a well known trace-inequality \[145\], we have

\[
\text{tr} \left(\left(F^H \Sigma F\right)^{-1}\right) = \text{tr} \left(\left(FF^H\right)^{-1} \Sigma^{-1}\right) \geq \sum_{k=1}^{N_t} d_{N_t+1-k}^{-1} \lambda_k^{-1},
\]

(4.53)

where the equality in \((4.53)\) holds if \(U = WP\), where \(P\) is an anti-diagonal permutation matrix given by

\[
P = \begin{bmatrix}
0 & \cdots & 0 & 1 \\
0 & \cdots & 1 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
1 & \cdots & 0 & 0
\end{bmatrix}.
\]

Then, using the Cauchy-Schwarz inequality, we can attain

\[
\sum_{k=1}^{N_t} d_{N_t+1-k} \cdot \frac{1}{\sqrt{d_{N_t+1-k}}} \lambda_k \leq \sqrt{\sum_{t=1}^{N_t} d_t} \cdot \sqrt{\sum_{k=1}^{N_t} \frac{1}{d_{N_t+1-k} \lambda_k}}.
\]
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Combining this with the power constraint $\text{tr}(\mathbf{F}^H \mathbf{F}) = 1$ gives us
\begin{equation}
\sum_{k=1}^{N_t} d_{N_t+1-k}^{-1} \lambda_k^{-1} \geq \left( \sum_{k=1}^{N_t} \lambda_k^{-1/2} \right)^2.
\tag{4.54}
\end{equation}

The equality in (4.54) holds if and only if
\begin{equation}
d_{N_t+1-k} = \frac{\lambda_k^{-1/2}}{\sum_{\ell=1}^{N_t} \lambda_\ell^{-1/2}}, \quad k = 1, 2, \ldots, N_t.
\tag{4.55}
\end{equation}

Since $G(t)$ monotonically increases, combining (4.55) with (4.51) leads to
\begin{equation}
\frac{1}{N_t} \sum_{k=1}^{N_t} \frac{1}{d_{N_t+1-k}} G \left( \left[ (\mathbf{F}^H \Sigma \mathbf{F})^{-1} \right]_{kk} \right) \geq G \left( \left( \sum_{k=1}^{N_t} \lambda_k^{-1/2} \right)^2 / N_t \right),
\end{equation}

where the equality holds if $\mathbf{U} = \mathbf{W} \mathbf{P}$, the square of the singular values of $\mathbf{F}$ meets (4.55) and $\mathbf{V}$ is chosen as the normalized DFT matrix. For presentation clarity, all the above discussions can be summarized as the following theorem.

**Theorem 5** Let the eigenvalue decomposition of $\Sigma$ be $\Sigma = \mathbf{W} \Lambda \mathbf{W}^H$, where $\mathbf{W}$ is a unitary matrix, and $\Lambda = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_{N_t})$ with $\lambda_1 \leq \lambda_2 \leq \cdots \lambda_{N_t}$. If $\mathbf{F}$ is restricted to be in set $\{ \mathbf{F} : \zeta_1(\mathbf{F}^H \mathbf{F}) \geq \frac{1}{\lambda_1 T} \}$, where $T$ is the threshold in (4.47) and $\zeta_1(\mathbf{F}^H \mathbf{F})$ is the minimum eigenvalues of $\mathbf{F}^H \mathbf{F}$. Then, the optimal precoder minimizing the average SEP is given by
\begin{equation}
\tilde{\mathbf{F}} = \frac{1}{\sqrt{\text{tr}(\Lambda^{-1/2})}} \mathbf{W} \Lambda^{-1/4} \tilde{\mathbf{V}}_2,
\tag{4.56}
\end{equation}

where $\tilde{\mathbf{V}}_2$ is the $N_t \times N_t$ normalized DFT matrix, and the resulting minimum average
SEP is determined by

\[ P_{\min}(\tilde{F}) = G \left( \left( \sum_{k=1}^{N_t} \lambda_k^{-1/2} \right)^2 / N_t \right). \]  

(4.57)

We would like to make the following two comments on Theorem 5.

1. The optimal precoder design problems with ZF detection were also considered in [40, 142]. However, our Theorem 5 provides an explicitly sufficient condition that guarantees the optimality of the proposed precoder.

2. Here, it is highly worth pointing out that the resulting SEP for the optimal precoder exposes a very interesting structure which motivates us to systematically study the asymptotic SEP performance in large MIMO systems.

### 4.3 Asymptotic SEP Analysis for Optimally Precoded Large MIMO Systems

In this section, our main purpose is to investigate the asymptotic behavior of SEP for the optimally precoded correlated large MIMO systems equipped with the ZF receiver. The array size of both the transmitter and the receiver is assumed to go unbounded while maintaining a constant ratio between them.

#### 4.3.1 Array Correlation Model

In general, MIMO techniques can yield linear increasing in the data rate against the minimum number of the transmitter and the receiver antennas in rich scattering
environment, particularly when the array elements are uncorrelated [24]. However, in a practical radio propagation process, correlation is almost inevitable, especially for a large MIMO architecture. In this chapter, we assume that the transmitter array is arbitrarily correlated and that the correlation between each element of the receiver array is negligible. This case can be considered as a MIMO system in the up-link where the transmitter is a mobile terminal with correlated array and the receiver is a base station, where the distance between adjacent antenna elements can be made as large as desired to eliminate correlation. To facilitate our analysis, we also assume that the correlation matrix is a Hermitian Toeplitz matrix [38]. This is a simplified model of measurement in practical environment, but it can capture the main phenomenon of spatial correlation between antennas (see, e.g., [37] for other models). This model enables us to completely take advantage of the structure provided by the optimal system as well as of the Szegö’s theorem on large Hermitian Toeplitz matrices so that we can attain a simple closed-form solution in terms of the correlation coefficients, from which some important insightful information on the effect of correlation can be extracted.

4.3.2 Asymptotic Behaviour of Large Toeplitz Matrices

To fully make use of the optimal structure provided by (4.57) for our analysis on the asymptotic behavior of the statistical average SEP, let us review an important property on a sequence of large Hermitian Toeplitz matrices \( \{ T_k \}_{k=1}^{\infty} \). Without loss
of generality, we let

$$
T_K = \begin{bmatrix}
  t(0) & t(-1) & \cdots & t(-(K-1)) \\
  t(1) & t(0) & \cdots & t(-(K-2)) \\
  \vdots & \vdots & \ddots & \vdots \\
  t(K-1) & t(K-2) & \cdots & t(0)
\end{bmatrix}
$$

(4.58)

where \( t(k) = t^*(-k) \) and \( t(k) \) are assumed to be absolutely square-summable, i.e., \( \sum_{k=-\infty}^{\infty} |t(k)|^2 < \infty \). Thus, the following pair of discrete-time Fourier transforms exists,

$$
s_T(\omega) = \sum_{k=-\infty}^{\infty} t(k) e^{-jk\omega},
$$

$$
t(k) = \frac{1}{2\pi} \int_{0}^{2\pi} s_T(\omega) e^{jk\omega} d\omega.
$$

It is worth noting that the function \( s_T(\omega) \) is real, since \( T \) is Hermitian and \( s_T(\omega) \) is also known as the power spectral density (PSD) function. The above relationship is also known as the Wiener-Khinchin theorem of a discrete-time process.

**Lemma 3 (Szegö’s theorem)** \[44]\ Let \( \{T_K\}_{K=1}^{\infty} \) be a sequence of Hermitian Toeplitz matrices with \( K \) eigenvalues of \( T_K \) given by \( \mu_{K,1} \leq \mu_{K,2} \leq \cdots \leq \mu_{K,K} \), and \( \sum_{k=0}^{\infty} |t(k)|^2 \) being convergent. Then for any function \( F(x) \) that is continuous on \([L_{s_T}, U_{s_T}]\), we have

$$
\lim_{K \to \infty} \frac{1}{K} \sum_{\ell=1}^{K} F(\mu_{K,\ell}) = \frac{1}{2\pi} \int_{0}^{2\pi} F(s_T(\omega)) d\omega,
$$

(4.59)

where \( L_{s_T} = \text{ess inf } s_T(\omega) \) is the essential infimum of \( s_T(\omega) \) and defined to be the
largest value of $c$ for which $s_T(\omega) \geq c$ except on a set of measure 0, and $U_s = \text{ess sup } s_T(\omega)$ is the smallest number $d$ for which $s_T(\omega) \leq d$ except for a set of measure 0.

This lemma plays a vital role in our chapter. From now on, we assume that the ratio of the number of the receiver antennas to that of the transmitter antennas is fixed, i.e., $N_r/N_t = \beta > 1$ is constant. Now, our main result of this chapter can be formally stated as the following theorem.

**Theorem 6** Let us consider large MIMO systems using the optimal precoder in (4.56), the ZF detector and the $M$-ary PAM, PSK or QAM constellations. If the entries of the channel covariance matrix $\Sigma$ are absolutely square-summable and the resulting $L_\Sigma > 0$, then, $\lim_{N_t \to \infty} P_{N_t}(\tilde{F}) = \bar{P}_{\text{opt}}$ exists and

- $\bar{P}_{\text{opt,PAM}} = \frac{2(M-1)}{M} Q \left( \frac{\sqrt{6\eta(\beta-1)}}{(M^2-1)\Lambda^2} \right)$;
- $P_{\text{opt,PSK}} = \frac{1}{\pi} \int_0^{(M-1)\pi/M} \exp \left( -\frac{\eta(\beta-1)\sin^2(\pi/M)}{\Lambda^2 \sin^2 \theta} \right) d\theta$;
- $\bar{P}_{\text{opt,QAM}} = \frac{4(\sqrt{M}-1)}{\sqrt{M}} Q \left( \sqrt{\frac{3\eta(\beta-1)}{(M-1)\Lambda^2}} - \frac{4(\sqrt{M}-1)^2}{M} Q^2 \left( \sqrt{\frac{3\eta(\beta-1)}{(M-1)\Lambda^2}} \right) \right)$.

where $\Lambda$ is defined by $\Lambda = \frac{1}{2\pi} \int_0^{2\pi} \frac{d\omega}{\sqrt{s_\Sigma(\omega)}}$ with $s_\Sigma(\omega) = \sum_{k=-\infty}^{\infty} \sigma(k)e^{-jk\omega}$.

Before proving this theorem, we would like to make the following two comments:

1. From Theorem 5 we can see that the diversity gain for the optimally precoded MIMO system for a fixed $N_t$ with the ZF receiver is $N_r - N_t + 1$. However, when $N_t$ tends to infinity, Theorem 6 reveals that the limiting SEP of the optimally precoded MIMO system equipped with the ZF detector decays exponentially.
2. Despite the fact that the assumption of Theorem requires that the correlation matrix is Toeplitz so that we can make use of the Szegő’s theorem, we can infer from the following proof that the assumption can be actually relaxed to any invertible correlation matrix $\Sigma$ with the condition that $\lim_{N_t \to \infty} \frac{1}{N_t} \sum_{n=1}^{N_t} \lambda_k^{-1/2}$ exists, where $\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_{N_t}$ are the eigenvalues of $\Sigma$.

Proof: Using Lemma with $K = N_t$, $T_{N_t} = \Sigma$ and $F(x) = 1/\sqrt{x}$, we have

$$\Lambda = \lim_{N_t \to \infty} \frac{\sum_{k=1}^{N_t} \lambda_k^{-1/2}}{N_t} = \frac{1}{2\pi} \int_0^{2\pi} \frac{1}{\sqrt{\Sigma(\omega)}} d\omega. \tag{4.60}$$

where $\lambda_1, \lambda_2, \ldots, \lambda_{N_t}$ are the eigenvalues of $\Sigma$. For notational simplicity, let $\bar{\lambda}_{N_t} = (\sum_{k=1}^{N_t} \lambda_k^{-1/2})/N_t$. Now, using the optimal precoder given in Theorem, the resulting minimum average SEP is

$$\lim_{N_t \to \infty} \mathbb{P}_{\text{min}}(\hat{F}) = \lim_{N_t \to \infty} G\left(\left(\sum_{k=1}^{N_t} \lambda_k^{-1/2}\right)^2/N_t\right). \tag{4.61}$$

Correspondingly, for PAM signal, we obtain

$$\tilde{P}_{\text{opt,PAM}} \overset{(a)}{=} \frac{2(M-1)}{M\pi} \int_0^{\pi/2} \lim_{N_t \to \infty} \left(1 + \frac{3\eta}{(M^2-1)N_t\bar{\lambda}_{N_t}^2\sin^2\theta}\right)^{-(\beta-1)N_t-1} d\theta$$

$$\overset{(b)}{=} \frac{2(M-1)}{M\pi} \int_0^{\pi/2} \exp\left(-\frac{3\eta(\beta-1)}{(M^2-1)\Lambda^2\sin^2\theta}\right) d\theta$$

$$= \frac{2(M-1)}{M} Q\left(\sqrt{\frac{6\eta(\beta-1)}{(M^2-1)\Lambda^2}}\right), \tag{4.62}$$

where equality $(a)$ follows from the fact that $\left(1 + \frac{3\eta}{(M^2-1)N_t\bar{\lambda}_{N_t}^2\sin^2\theta}\right)^{-(\beta-1)N_t-1} < 1$ for all $N_t \geq 1$ and $\theta \in [0, \pi/2]$ and thus, by the Lebesgue’s Dominated Convergence Theorem, we can change the order of the limit and integration. The equality $(b)$
is due to the well-known limit of the Euler’s number. Following a similar argument, for PSK signal, we have

\[
\bar{P}_{opt,PSK} = \frac{1}{\pi} \int_0^{(M-1)\pi/M} \lim_{N_t \to \infty} \left( 1 + \frac{\eta \sin^2(\pi/M)}{N_t \lambda^2 N_t \sin^2 \theta} \right)^{-(\beta-1)N_t-1} d\theta
\]

and for QAM signal, we can attain

\[
\bar{P}_{opt,QAM} = \frac{4(\sqrt{M} - 1)}{\sqrt{M} \pi} \int_0^{\pi/2} \lim_{N_t \to \infty} \left( 1 + \frac{3\eta}{2(M-1)N_t \lambda^2 N_t \sin^2 \theta} \right)^{-(\beta-1)N_t-1} d\theta
\]

This completes the proof of Theorem 2. \(\square\)

In particular, when the channel covariance matrix \(\Sigma\) is the commonly-used non-symmetric Kac-Murdock-Szego (KMS) matrix \[\text{[147,148]}, i.e., \]

\[
[\Sigma]_{mn} = \begin{cases} 
\rho^{n-m} & m \leq n \\
[\Sigma]^*_{nm} & m > n, 
\end{cases}
\]

where \(0 < |\rho| < 1\) indicates the degree of correlation, we have the following corollary.

**Corollary 1** Consider large MIMO systems with the optimal precoder (4.56), ZF detector and the M-ary PAM, PSK and QAM constellation. If \(0 < |\rho| < 1\), then,
\[
\lim_{N_t \to \infty} P_{N_t}(\tilde{F}) = \bar{P}_{\text{KMS}} \text{ exists and}
\]
\[
\bar{P}_{\text{KMS,PAM}} = \frac{2(M-1)}{M} Q \left( \frac{3 \pi^2 \eta (1 - |\rho|) (\beta - 1)}{2 (1 + |\rho|) (M^2 - 1) E^2 \left( \frac{2 \sqrt{|\rho|}}{1 + |\rho|} \right)} \right),
\]
\[
\bar{P}_{\text{KMS,PSK}} = \frac{1}{\pi} \int_0^{(M-1)\pi/M} \exp \left( -\frac{\pi^2 \eta (1 - |\rho|) (\beta - 1) \sin^2(\pi/M)}{4 (1 + |\rho|) E^2 \left( \frac{2 \sqrt{|\rho|}}{1 + |\rho|} \right) \sin^2 \theta} \right) d\theta,
\]
\[
\bar{P}_{\text{KMS,QAM}} = \frac{4(\sqrt{M} - 1)}{\sqrt{M}} Q \left( \frac{3 \pi^2 \eta (1 - |\rho|) (\beta - 1)}{4 (1 + |\rho|) (M - 1) E^2 \left( \frac{2 \sqrt{|\rho|}}{1 + |\rho|} \right)} \right) - \frac{4(\sqrt{M} - 1)^2}{M} Q^2 \left( \frac{3 \pi^2 \eta (1 - |\rho|) (\beta - 1)}{4 (1 + |\rho|) (M - 1) E^2 \left( \frac{2 \sqrt{|\rho|}}{1 + |\rho|} \right)} \right),
\]
where \( E(k) = \int_0^{\pi/2} \sqrt{1 - k^2 \sin^2 \theta} d\theta \) denotes the complete elliptic integral of the second kind [134].

**Proof:** Since
\[
s_\Sigma(\omega) = \sum_{k=-\infty}^{\infty} \sigma(k) e^{-j k \omega} = \frac{1 - |\rho|^2}{1 + |\rho|^2 - 2 \text{Re} \rho e^{j \omega}},
\]
for \( 0 < |\rho| < 1 \), we have \( s_\Sigma(\omega) \geq \frac{1 - |\rho|}{1 + |\rho|} \) and as a result, \( L_{s_\Sigma} \geq \frac{1 - |\rho|}{1 + |\rho|} > 0 \). Now by
Lemma 3 with \( F(x) = 1/\sqrt{x} \), we attain
\[
\Lambda_{KMS} = \frac{1}{\pi \sqrt{1 - |\rho|^2}} \int_0^\pi \sqrt{1 + |\rho|^2 - 2|\rho| \cos \omega} d\omega
\]
\[
= \frac{2}{\pi} \sqrt{\frac{1 + |\rho|}{1 - |\rho|}} E \left( \frac{2\sqrt{|\rho|}}{1 + |\rho|} \right).
\]

Combining this with Theorem 1 completes the proof of Corollary 1. □

Theorem 6 requires that the first-order and second-order channel statistics are known at the transmitter. However, in practice, it is not easy to obtain the perfect channel estimate at the transmitter. In this case, we can consider asymptotic SEP for uniformly precoded large MIMO channels, i.e., \( F = \frac{1}{\sqrt{N_t}} I \).

**Theorem 7** Consider large MIMO systems using the uniform precoder, ZF detector and the \( M \)-ary square QAM constellation. If the channel covariance matrix \( \Sigma \) is the KMS matrix in (6.139), then, \( \lim_{N_t \to \infty} P(F) = P_U \) exists and

- \( \hat{P}_{U,PAM} = \frac{2(M-1)}{M} Q \left( \sqrt{\frac{6\eta(\beta-1)(1-\rho^2)}{(M^2-1)(1+\rho^2)}} \right) \);
- \( \hat{P}_{U,PSK} = \frac{1}{\pi} \int_0^{(M-1)\pi/M} \exp \left( -\frac{\eta(\beta-1)(1-\rho^2) \sin^2(\pi/M)}{(1+\rho^2) \sin^2 \theta} \right) d\theta \);
- \( P_{U,QAM} = \frac{4(\sqrt{M}-1)}{\sqrt{M}} Q \left( \sqrt{\frac{3\eta(\beta-1)(1-|\rho|^2)}{(M-1)(1+|\rho|^2)}} \right) - \frac{4(\sqrt{M}-1)^2}{M} Q^2 \left( \sqrt{\frac{3\eta(\beta-1)(1-|\rho|^2)}{(M-1)(1+|\rho|^2)}} \right) \).

\( \blacksquare \)

**Proof**: Note that in this case, matrix \( \Sigma \) has a simple tridiagonal inverse [148], given
Combining this with (4.46) and the uniform precoder yields

\[ P_{QAM}(\bar{F}) = \frac{2}{N_t} G_{QAM}\left(\frac{N_t}{1 - |\rho|^2}\right) + \frac{N_t - 2}{N_t} G_{QAM}\left(\frac{N_t(1 + |\rho|^2)}{1 - |\rho|^2}\right). \]

Since

\[ \lim_{N_t \to \infty} \left(1 + \frac{3\eta(1 - |\rho|^2)}{2(M - 1)N_t\Phi \sin^2 \theta}\right)^{-(N_r - N_t + 1)} = \exp\left(-\frac{3\eta(\beta - 1)(1 - |\rho|^2)}{2(M - 1)\Phi \sin^2 \theta}\right), \]

where \( \Phi = 1 \) or \( 1 + |\rho|^2 \), we have

\[ \bar{P}_{U,QAM} = \lim_{N_t \to \infty} G_{QAM}\left(\frac{N_t(1 + |\rho|^2)}{1 - |\rho|^2}\right) = \frac{4(\sqrt{M} - 1)}{\sqrt{M}} Q\left(\frac{3\eta(\beta - 1)(1 - |\rho|^2)}{(M - 1)(1 + |\rho|^2)}\right) - \frac{4(\sqrt{M} - 1)^2}{M} Q^2\left(\frac{3\eta(\beta - 1)(1 - |\rho|^2)}{(M - 1)(1 + |\rho|^2)}\right). \]

Similarly, we can have \( \bar{P}_{U,PAM} \) and \( \bar{P}_{U,PSK} \) as desired. This completes the proof of Theorem 7. \( \Box \)
4.3.3 Convex Region for KMS Matrices

Let $\zeta_1(\Sigma) \leq \zeta_2(\Sigma) \leq \ldots \leq \zeta_{N_t}(\Sigma)$ be the eigenvalues of the KMS matrix and then from [149], we have

$$
\zeta_k(\Sigma) = \frac{1 - |\rho|^2}{1 + |\rho|^2 + 2|\rho| \cos \theta_k}, \text{ for } k = 1, 2, \ldots, N_t,
$$

where $\cos \theta_1 \geq \cos \theta_2 \geq \ldots \geq \cos \theta_{N_t}$, in which $\theta_k$ is the solution to

$$
|\rho|^2 \left( \sin(N_t + 1)\theta_k + 2|\rho| \sin N_t \theta_k + |\rho|^2 \sin(N_t - 1)\theta_k \right) = 0.
$$

Since $|\cos \theta_k| \leq 1$ and $0 < |\rho| < 1$, then for the KMS matrix,

$$
\zeta_1(\Sigma) \geq \frac{1 - |\rho|^2}{(1 + |\rho|)^2} = \frac{1 - |\rho|}{1 + |\rho|} > 0.
$$

Recall that the optimality condition for the precoder is

$$
\zeta_1(F^H F) \geq \frac{1}{\zeta_1(\Sigma)'^T}, \quad (4.66)
$$

where $\zeta_1(F^H F)$ is the minimum eigenvalue of $F^H F$. Finally, for KMS covariance matrix, the constraint (4.50) have the following simple sufficient form

$$
\zeta_1(F^H F) \geq \frac{1 + |\rho|}{T(1 - |\rho|)}.
$$
4.3.4 Asymptotic Behaviour on Individual SNR for Each Subchannel

To deeply appreciate the asymptotic SEP properties derived for the optimally pre-coded large MIMO systems in the previous subsection, we would like here to also study the asymptotic distribution of the SNR for each sub-channel when the array size is large. Notice that at the output of the ZF receiver for each sub-channel, the average signal power is $\mathbb{E}[|s_k|^2] = 1$, and the power of the equalized noise is $\sigma^2 \left( \tilde{F}^H H^H H \tilde{F} \right)^{-1}$. Therefore, the instantaneous SNR of each sub-channel as a function of random channel realization is

$$
\tau_k = \frac{\eta}{\left( \tilde{F}^H H^H H \tilde{F} \right)^{-1} k} \left( \sum_{m=1}^{N_t} \lambda_m^{-1/2} \right)^2, \text{ for } k = 1, 2, \ldots, N_t,
$$

where $\tilde{\gamma}_k = \frac{\left( \left( \tilde{F}^H \Sigma \tilde{F} \right)^{-1} \right)_k}{\left( \left( \tilde{F}^H H^H H \tilde{F} \right)^{-1} \right)_k}$ and $\tilde{F}$ is the optimal precoder given in (4.56). Therefore, the mean and variance of $\tau_k$ can be determined as follows:

$$
\mathbb{E}[\tau_k] = \frac{N_t(N_r - N_t + 1)\eta}{\left( \sum_{m=1}^{N_t} \lambda_m^{-1/2} \right)^2}, \quad \text{var}[\tau_k] = \frac{N_t^2(N_r - N_t + 1)\eta^2}{\left( \sum_{m=1}^{N_t} \lambda_m^{-1/2} \right)^4}.
$$

When scaling up the array size, and with the help of (4.60), we have $\lim_{N_t \to \infty} \mathbb{E}[\tau_k] = \frac{\eta(\beta-1)}{\Lambda^2}$ and $\lim_{N_t \to \infty} \text{var}[\tau_k] = 0$. Then, by the law of large numbers (LLN), we have $\lim_{N_t \to \infty} \tau_k \xrightarrow{a.s.} \frac{\eta(\beta-1)}{\Lambda^2}$ for $k = 1, 2, \ldots, N_t$. This suggests that when the size of the antenna array goes to infinity, the instantaneous SNR of each sub-channel becomes stable, i.e., it converges to a fixed value. This verifies Theorem 6.

Here, it should be pointed out that in the above discussion, the exact convergence
requires that the array size goes to infinity and it does not necessarily work well when the array size is small. In what follows, we give an intuitive approximation to the distribution of the SNR for each receiver branch, which is very accurate when the array size is moderately large. From the convergence of (4.60), we know that

\[
\lim_{N_t \to \infty} \tau_k = \lim_{N_t \to \infty} \frac{N_t \eta \tilde{\gamma}_k}{N_t \Lambda^2} \approx \frac{\eta \tilde{\gamma}_k}{N_t \Lambda^2}
\]  

(4.67)

for a large \(N_t\). Now letting \(\bar{\tau}_k = \frac{\eta \tilde{\gamma}_k}{N_t \Lambda^2}\) and, as the Szegö’s theorem converges very fast for the considered correlation matrix, \(\bar{\tau}_k \approx \tau_k\) when \(N_t\) is reasonably large. Since

\[
f(\tilde{\gamma}_k) = \frac{1}{(N_r-N_t+1)\eta} e^{-\tilde{\gamma}_k} \tilde{\gamma}_k^{N_r-N_t} \text{ and variance } \frac{(N_r-N_t+1)\eta}{N_t \Lambda^4} \approx \frac{\eta^2(\beta-1)}{N_t \Lambda^4}
\]

when \(N_t\) is large. Now, by the well-known central limit theorem, we have

\[
\tilde{\tau}_k \sim \mathcal{N}\left(\frac{\eta(\beta-1)}{\Lambda^2}, \frac{\eta^2(\beta-1)}{N_t \Lambda^4}\right)
\]  

(4.68)

where \(\sim\) means approximately with the same distribution when the array size is large. Hence,

\[
\lim_{N_t \to \infty} \tau_k = \lim_{N_t \to \infty} \tilde{\tau}_k \sim \mathcal{N}\left(\frac{\eta(\beta-1)}{\Lambda^2}, \lim_{N_t \to \infty} \frac{\eta^2(\beta-1)}{N_t \Lambda^4}\right)
\]

\[
a.s. \frac{\eta(\beta-1)}{\Lambda^2}.
\]

It is worth pointing out that the approximation in (4.68) is pretty accurate when the array size is relatively small, say, \(N_t = 10\), as can be seen in Fig. 4.8.
Figure 4.5: Average SEP performance against SNR $\eta$, where the correlation coefficient $\rho = 0.1 \ast \exp(0.5j)$. All the lines represent the theoretical values while the squares, circles and triangles denote the corresponding simulated SEP.

4.4 Numerical Simulations

In this section, we verify our theoretical results through computer simulations. In order to validate the theoretical SEP expression, Monte Carlo simulations are carried out. Let us first consider a uniform linear array with $N_t = 50$ transmitting antennas and $N_r = 100$ receiving antennas, where the receiver knows the CSI perfectly and the transmitter knows only the correlation matrix $\Sigma$. In this simulation, the correlation matrix $\Sigma$ is taken as the Kac-Murdock-Szegö matrix. The theoretical and the
simulated SEP results for the optimal precoder are plotted in Fig. 4.5 against the SNR $\eta$ with the PAM, PSK and square QAM constellations. It can be observed that the simulated result matches with the theoretical expression very well, which verifies the correctness of our analysis. Therefore, in the following, we would like to use the theoretical result to examine some asymptotic properties.

To demonstrate the convergence rate in terms of the number of the transmitter antennas, the exact theoretical SEP and its limit are depicted versus the number of transmitting antennas in Fig. 4.6. Without loss of generality, 16-QAM constellation is adopted and the theoretical SEP is in solid line while its limit is represented by
Figure 4.7: Average SEP performance against the number of transmitter antennas $N_t$, with 16-QAM, $\beta = 2$, and $\rho = 0.75*\exp(0.5j)$.

dash line. Three different correlation matrices are generated according to $\rho$. It can be noticed that as the magnitude of the correlation coefficient $\rho$ decreases, the correlation between the adjacent antennas reduces, and as a consequence, the corresponding SEP reduces substantially. In Fig. 4.7 the limiting SEP is also plotted against $N_t$ but for different SNRs. It is expected that the SEPs drop as SNR increases. In both figures, it can be seen clearly that for given SNR, as the array size is scaled up, the theoretical SEP and the asymptotic result gradually meet together. The approximation is accurate for moderate and large number of antennas. Note that the mean of SNR for each sub-channel is a decreasing function of $|\rho|$ and an increasing
Figure 4.8: The distribution of the equivalent SNRs of each sub-channel with $\beta = 2$, and $\rho = 0.1 \cdot \exp(0.5j)$, SNR= 20dB.

function of system SNR $\eta$. Hence, either decreasing $|\rho|$ or increasing $\eta$ will eventually increase the mean of SNR for each sub-channel, and thus, result in a lower convergence rate for theoretic SEP approach to its limit expression against $N_t$. This phenomenon is also observed in [38] in the scenario of the approximation of channel capacity.

In addition, we would also like to show the convergence characteristic of the approximated distribution of individual SNR in each receiver branch for the optimally precoded large MIMO systems. Both the approximated PDF and the simulated PDF are given in Fig. 4.8 from which it can be seen clearly that the Gaussian approximation is very accurate even when we only have a very small number of antennas, say,
Figure 4.9: Average SEP performance against SNR, with 16-QAM, $N_t = 500$, $\beta = 2$ and different $\rho$.

On the other hand, we also would like to compare the error performance of the optimal precoder with a uniform power allocation scheme. Consider the case where $N_t = 500$, $\beta = 2$, and using a 16-QAM constellation. The average SEPs are given for different correlation coefficient $\rho$ in Fig. 4.9. Again, we can find that as $|\rho|$ increases, the SEP is becoming significantly worse. The optimal precoder always leads to better error performance. The gap between the optimal precoder and the uniform power allocation strategy becomes larger when $|\rho|$ increases. The reason is that when $|\rho|$ is very small, $\Sigma$ is very close to a diagonal matrix with equal diagonal entries. Then, the
optimal precoder will degrade into the uniform power allocation case. However, for general $\Sigma$, the performance gap is non-negligible. To show this phenomenon clearly, the ratio of the SNR of individual sub-channel between optimal precoder and uniform power allocation transmitter are given in Fig. 4.10. The SNR ratio is a monotonic increasing function of $|\rho|$, which verifies the results in Fig. 4.9. Therefore, precoding at the transmitter side can yield much better performance over the uniform power allocation strategy.

Figure 4.10: The precoding gain compared with uniform power allocation versus $|\rho|$. 

![Graph showing SNR ratio vs $|\rho|$]
4.5 Conclusion

In this chapter, we have derived an explicit convex region in terms of the modulated signals, system SNR and channel statistics for the optimal precoder minimizing the average SEP of the ZF detector. A simple expression with a very fast convergence rate for the SEP limit of the large MIMO systems with the PAM, PSK and square QAM constellations and the ZF receiver is obtained. An intuitive understanding of this convergent process has also been provided in terms of the approximation to the distribution of the individual SNR for each sub-channel. The main technical approach proposed in this chapter to deriving our results is to fully take advantage of the characteristic of the MIMO channels, the structure of the transmitter as well as of the ZF receiver, the Szegő’s theorem [44] on large Hermitian Toeplitz matrices, and the well known limit: \( \lim_{x \to \infty} (1 + 1/x)^x = e. \)

Here, we would like to emphasize the fact that the Szegő’s theorem [44] is a right and strong mathematical tool for the deep and systematic study of asymptotic behaviors on the large MIMO systems from both information-theoretic and detection viewpoints.
Chapter 5

Optimal Precoder Design and
Asymptotic SEP Analysis for
Correlated MIMO Channels using
ZF-DF Detection

In this chapter, the problem of designing a precoder using a zero-forcing (ZF) decision-feedback (DF) detector is addressed for correlated multiple-input multiple-output (MIMO) communication systems having $M$ transmitter antennas and $N$ receiver antennas ($M \leq N$). It is assumed that full knowledge of channel state information (CSI) is available at the receiver and only the zero-mean and second-order statistics of the channels are available at the transmitter. For such a MIMO system, the principal goal of this chapter is to efficiently design an optimal precoder that minimizes asymptotic symbol error rate (SER) of the ZF-DF detector under a perfect decision.
feedback. By fully taking advantage of the product majorization relationship among eigenvalues, singular-values and Cholesky values of the design matrix parameters, a necessary condition for the optimal solution to satisfy is first developed and then, the structure of the optimal solution is characterized. With these results, the original non-convex problem is reformulated into a convex one that can be efficiently solved using an interior-point method. Computer simulations show that the error performance of the optimal precoder proposed in this chapter outperforms those of all existing designs. Particularly, the optimal system obtains a significant SNR gain over the unprecoded MIMO system with the V-BLAST detector when $N = M$.

On the other hand, by scaling up the antenna array size of both terminals without bound for such network to form a large MIMO system, we propose a novel method based on the Szegő’s theorem and the well-known limit $\lim_{x \to \infty} (1 + 1/x)^x = e$ to analyze the asymptotic behavior on the error performance of an equal-diagonal QRS precoded large MIMO system when employing an abstract Toeplitz correlation model. This new approach bears a simple expression with a fast convergence rate and thus, is efficient and effective for error performance evaluation. Then, the impact of channel correlation on the error performance is studied for different correlation coefficients. In addition, an explanation of this approach in terms of the entropy power of the channel is also provided. Finally, computer simulations are also carried out for the considered large MIMO case to verify our analysis in comparison with a uniform power allocation strategy.
5.1 System Description and Design Problem

5.1.1 Precoded MIMO Channel Model

In this chapter, we are interested in a precoded MIMO communication system with \( M \) transmitter antennas and \( N \) receiver antennas (\( N \geq M \)). The channel model can be described by

\[
y = H F x + z,
\]

(5.69)

where \( y \) is an \( N \times 1 \) received signal vector, \( H \) is an \( N \times M \) channel matrix, \( F \) is an \( M \times M \) precoding matrix, \( x \) is an \( M \times 1 \) transmitting signal vector and \( z \) is an \( N \times 1 \) complex noise vector. We assume that the channel noise is circularly-symmetric complex Gaussian distributed with the covariance matrix being \( R_{zz} = 2\sigma^2 I_N \), and the transmitted symbols in \( x \) are uncorrelated with each other and uncorrelated with the channel noise. The channel matrix \( H \) includes the subchannels \( h_{nm} \) connecting the \( m \)-th transmitter antenna with the \( n \)-th receiver antenna. Each of the \( h_{nm} \) is a zero-mean, circularly-symmetric complex Gaussian distributed random variable with unit variance. Let \( h_n^T = [h_{n1} \cdots h_{nM}] \) denote the \( n \)-th row of \( H \). We assume that the channels linking to the same receiver antenna are correlated among themselves, but are uncorrelated with the channel linking to the different receiver antenna. That is to say,

\[
E[(h_{\ell}^T)^H h_{n}^T] = \begin{cases} \Sigma \ell, & \ell = n, \\ 0, & \ell \neq n. \end{cases}
\]

(5.70)
It is well-known \cite{138} that $H^TH$ follows the Wishart distribution denoted by $W_M(N, \Sigma)$. If we consider the precoder matrix $F$ as a part of the channel such that $C = HF$, then we have

$$
E[(c^T_\ell c^T_n)] = \begin{cases} 
F^H \Sigma F & \ell = n \\
0 & \ell \neq n 
\end{cases} 
$$

and $C^H C = (HF)^H HF$ is also of Wishart distribution denoted by $W_M(N, F^H \Sigma F)$. The quantity $F^H \Sigma F$ is of fundamental importance in our application and we will examine its properties in greater detail in the ensuing sections.

### 5.1.2 The ZF-DF Receiver using QR Decomposition

In this subsection, we briefly review the implementation of the ZF-DF detector for our channel model \cite{5.69} using the QR decomposition \cite{48}. Particularly for block data transmission, presenting the ZF-DF receiver in the way of backward successive symbol-by-symbol cancellation detection based on the QR decomposition, helps us more naturally understand this detection procedure itself, as well as more easily and clearly formulate and state our design problem. Let each symbol $x_m$ of the transmitted signal vector $x$ in \cite{5.69} be independently and equally likely chosen from a finite-size alphabet set $\mathcal{X}$. We denote the estimate of $x$ by $\hat{x} = [\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_M]^T$. Then, the QR-decomposition-based ZF-DF detector is described by the following three steps.

**Algorithm 1 (The QR-decomposition-based ZF-DF detector)**

1. QR-decomposition. Perform the QR decomposition \cite{151}, $C = HF = QR$, where $Q$ is an $N \times M$ column-wise orthonormal matrix and $R$ is an $M \times M$
upper triangular matrix

\[ \mathbf{R} = \begin{pmatrix} r_{11} & r_{12} & \cdots & r_{1M} \\ 0 & r_{22} & \cdots & r_{2M} \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & r_{MM} \end{pmatrix} \]

with \( r_{ii} > 0 \). Then, left-multiplying (5.69) by \( \mathbf{Q}^H \) yields

\[ \tilde{\mathbf{y}} = \mathbf{Q}^H \mathbf{y} = \mathbf{R} \mathbf{x} + \tilde{\mathbf{z}} \quad (5.72) \]

where \( \tilde{\mathbf{y}} = \mathbf{Q}^H \mathbf{y} \) and \( \tilde{\mathbf{z}} = \mathbf{Q}^H \mathbf{z} \). Equation (5.72) can be equivalently rewritten as

\[ \tilde{y}_m = r_{mm} x_m + \sum_{k=m+1}^{M} r_{mk} x_k + \tilde{z}_m, \quad m = 1, \ldots, M. \quad (5.73) \]

2. Hard decision. Now, we employ (5.72) to first estimate the \( M \)-th transmitted symbol \( x_M \) by making the hard decision, i.e., \( \hat{x}_M = \mathbf{Q}[\tilde{y}_M] \), where the function \( q = \mathbf{Q}[u] \) is the quantization operation that sets \( q \) to the element of \( \mathcal{X} \) closest to \( u \) in terms of the Euclidean distance measure.

3. Backward successive cancellation. Assume that the estimate of \( x_M \) is perfect, i.e., \( \hat{x}_M = x_M \). Plug \( \hat{x}_M \) back into the \( (M - 1) \)-th row in (5.72) so as to completely cancel the interference term involving in \( x_M \) in \( \tilde{y}_{M-1} \) and then ready to detect \( x_{M-1} \). Proceed this process until the first symbol \( x_1 \) is already detected. The above whole procedure can be simply summarized as the following backward
recursive algorithm:

\[ \hat{x}_M = Q \left( \frac{\tilde{y}_M}{r_{MM}} \right), \]
\[ \hat{x}_m = Q \left[ \frac{\tilde{y}_m - \sum_{k=m+1}^{M} r_{mk} \hat{x}_k}{r_{mm}} \right] \quad \text{for } m = M, \ldots, 1. \]

5.1.3 Statement of the Design Problem

Suppose that the transmitter and receiver antennas transmit symbols from a \( K \)-ary Quadrature Amplitude Modulation (K-QAM) square constellation. Then, under the assumption that the previous symbols have been perfectly detected, the average symbol error probability of the ZF-DF detector is given by

\[
P_e(H) = \frac{1}{M} \sum_{m=1}^{M} \left( 4 \left( 1 - \frac{1}{\sqrt{K}} \right) Q \left( \sqrt{\frac{3\rho}{K-1}} r_{mm} \right) - 4 \left( 1 - \frac{1}{\sqrt{K}} \right)^2 Q^2 \left( \sqrt{\frac{3\rho}{K-1}} r_{mm} \right) \right)
\]

where the Q-function is defined by \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} e^{-t^2/2} dt \) and \( \rho \) is signal to noise ratio per QAM symbol. Our goal in this chapter is to propose an efficient technique for designing a precoder matrix \( F \) that minimizes the probability of symbol error of the ZF-DF receiver. Our problem can be formally stated as:

**Problem 1** Design a precoding matrix \( F \) such that

\[
F_{\text{opt}} = \arg \min_F \mathbb{E}_H [P_e(H)]
\]

subject to the total transmitting power constraint.
\[
\text{tr}(F^H F) \leq p_0
\]

where \( p_0 \) is the total transmitting power and the notation \( \mathbb{E}_H(\cdot) \) denotes the expectation taken over all random channel realizations.

5.2 Reformulations of the Design Problem

The main purpose of this section is to reformulate Problem 1 stated in Section 5.1.3 into a convex problem that can be more efficiently solved using an interior-point method.

5.2.1 Simplification of the Objective Function

Let us first simplify the objection function. To do that, we need to know the probability density function (PDF) of the diagonal entries of the \( R \)-factor in the QR decomposition of the precoded channel matrix. Let \( C = HF = QR \). In order to represent \( r_{mm}^2 \) for \( m = 1, 2, \ldots, M \) in terms of the determinants of the submatrices of \( C \), we use notation \( A_k \) to denote the \( N \times k \) matrix consisting of the first \( k \) columns of an \( N \times M \) matrix \( A \), while \( A_{kk} \) denotes the \( k \times k \) matrix consisting of the first \( k \) rows and columns of \( A \). Now, extracting the diagonal elements \( r_{mm} \) for \( m = 1, 2, \ldots, M \) as a diagonal matrix such that

\[
R = \text{diag}(r_{11}, \ldots, r_{MM}) \triangleq \text{diag}(r_{11}, \ldots, r_{MM})L^H
\]
with $L^H$ being the upper triangular matrix defined in (5.76), we obtain $C_m = Q \text{diag}(r_{11}, r_{22}, \ldots, r_{MM}) [L^H]_m$ and thus,

$$C_m^H C_m = [HF]_m^H [HF]_m = [F^H H^H F]_m = [L]_m \text{diag}(r^2_{11}, \ldots, r^2_{MM}) [L^H]_m$$

$$= [L]_{mm} \text{diag}(r^2_{11}, \ldots, r^2_{mm}) [L^H]_{mm},$$

from which we can derive

$$\det(C_m^H C_m) = \prod_{i=1}^{m} r^2_{ii}. \quad (5.78)$$

Therefore, a general formula for the evaluation of $r^2_{mm}$ in terms of the determinants of the submatrices of $C$ is given by

$$r^2_{mm} = \frac{\det(C_m^H C_m)}{\det(C_{m-1}^H C_{m-1})} \quad (5.79)$$

for $m = 1, 2, \ldots, M$, where we make the stipulation that $C_{00} = 1$. Now, let us define $\tilde{C} \triangleq \Sigma^{1/2} F$, where $\Sigma$ is the covariance matrix of the Wishart distributed $H^H H$. If we apply the QR-decomposition to $\tilde{C}$ and then, follow similar steps leading to Eq. (5.79), we can derive

$$\tilde{r}^2_{mm} = \frac{\det(\tilde{C}_m^H \tilde{C}_m)}{\det(\tilde{C}_{m-1}^H \tilde{C}_{m-1})}. \quad (5.80)$$

Since $F^H \Sigma F$ is a positive definite matrix, we can apply the Cholesky decomposition such that

$$\tilde{C}^H \tilde{C} = F^H \Sigma F = \tilde{L} \tilde{D} \tilde{L}^H \quad (5.81)$$
where \( \tilde{L} \) is a lower triangular matrix having unity diagonal elements, and \( D = \text{diag}(d_1, d_2, \cdots, d_M) \). On the other hand, we know that

\[
\tilde{C}^H \tilde{C} = \tilde{R}^H \tilde{R} = \tilde{L} \text{diag}(\tilde{r}_{11}^2, \cdots, \tilde{r}_{mm}^2) \tilde{L}^H.
\]

Therefore, we have

\[
d_m = \tilde{r}_{mm}^2 = \frac{\det(\tilde{C}_m^H \tilde{C}_m)}{\det(\tilde{C}_{m-1}^H \tilde{C}_{m-1})} \tag{5.82}
\]

for \( m = 1, 2, \cdots, M \). The sequence \( \{d_m\} \) is called the Cholesky values. Now, we are ready to state the probability density function of the scaled version of random variables \( \tilde{r}_{mm}^2 \)

**Property 2** If we let

\[
\tau_m = \frac{\det([F^H H^H \Sigma F]_{mm})}{\det([F^H H^H \Sigma F]_{(m-1)(m-1)})} \cdot \frac{\det([F^H \Sigma F]_{(m-1)(m-1)})}{\det([F^H \Sigma F]_{mm})} = \frac{r_{mm}^2}{d_m}, \tag{5.83}
\]

then, the probability density function of \( \tau_m \) is given by \[138\]

\[
p(\tau_m) = \frac{1}{\Gamma(N - m + 1)} \tau_m^{N-m-1} e^{-\tau_m}, \quad \tau_m > 0, \quad m = 1, \cdots, M, \tag{5.84}
\]

i.e., \( \tau_1, \tau_2, \cdots, \tau_M \) are independent \( \chi^2 \)-distributed with \( 2(N - m + 1) \) degrees of freedom.

By Property 2, we can significantly simplify the objective function of Problem 1.

To this end, we use two alternative formulae of the \( Q \)-function in Eq. \[4.40\] and
Eq. (4.45), to represent our objective function such that

\[
P_e(H) = \frac{1}{M} \sum_{m=1}^{N} \left( 4 \pi \left( 1 - \frac{1}{\sqrt{K}} \right) \int_{\pi/4}^{\pi/4} \frac{d\tau_m}{\tau_m} \right) W \left( N - m + 1 \right) \int_{0}^{\pi/4} e^{-\tau_m} e^{-\frac{3\rho d_m}{2(1-K)^{\sin^2 \theta}}} d\theta
\]

Using Property 2 and taking the expectation on both sides of (5.85) yields

\[
E_H \left[ P_e(H) \right] = \frac{1}{M} \sum_{m=1}^{N} \left( 4 \pi \left( 1 - \frac{1}{\sqrt{K}} \right) \int_{\pi/4}^{\pi/4} \frac{1}{\tau_m} \right) W \left( N - m + 1 \right) \int_{0}^{\pi/4} e^{-\tau_m} e^{-\frac{3\rho d_m}{2(1-K)^{\sin^2 \theta}}} d\theta +
\]

When SNR is high, by replacing \( \sin \theta \) in (5.86) by one, it can be approximated by

\[
E_H \left[ P_e(H) \right] \approx \frac{1}{M} \left( 1 - \frac{1}{K} \right) \sum_{m=1}^{N} \frac{1}{\left( 1 + \frac{3\rho d_m}{2(1-K)^{\sin^2 \theta}} \right)^{N-m+1}}.
\]

Hence, the original design Problem 1 becomes:

**Formulation 1** Find a precoder matrix \( \mathbf{F} \) such that

\[
\mathbf{F}_{opt} = \arg\min_{\mathbf{F}} \sum_{m=1}^{M} \frac{1}{\left( 1 + C d_m \right)^{N-m+1}}
\]

s.t. \( \text{tr}(\mathbf{F}^H \mathbf{F}) \leq p_0 \).
where $C = \frac{3\nu}{2(K-1)}$. \hfill \blacksquare

### 5.2.2 Structure of the Optimal Solution

In order to further simplify the objective function, we need to characterize the structure of the optimal solution. Therefore, we introduce the mathematical concept of majorization [145, 152], which now becomes a powerful tool in the optimal design of precoders for communication systems in which both the transmitter and the receiver know perfect channel state information [143, 153–156].

Let $\mathbf{a} = [a_1, a_2, \cdots, a_M]^T$ and $\mathbf{b} = [b_1, b_2, \cdots, b_M]^T$ be two $M$-dimensional real-valued sequences satisfying $a_1 \geq a_2 \geq \cdots \geq a_M$ and $b_1 \geq b_2 \geq \cdots \geq b_M$.

**Definition 4** A sequence $\mathbf{a}$ is said to be additively majorized by a sequence $\mathbf{b}$, denoted by $\mathbf{a} \prec_+ \mathbf{b}$, if

\[
\sum_{m=1}^{K} a_{[m]} \leq \sum_{m=1}^{K} b_{[m]}, \quad 1 \leq K < M \tag{5.89a}
\]

\[
\sum_{m=1}^{M} a_{[m]} = \sum_{m=1}^{M} b_{[m]} \tag{5.89b}
\]

\hfill \blacksquare

**Definition 5** If $a_1, a_2, \cdots, a_M$ and $b_1, b_2, \cdots, b_M$ are positive numbers. The sequence
\textbf{a} is said to be multiplicatively majorized by sequence \textbf{b}, denoted by \( \mathbf{a} \prec_x \mathbf{b} \), if

\begin{equation}
\prod_{m=1}^{K} a_{[m]} \leq \prod_{m=1}^{K} b_{[m]}, \quad 1 \leq K < M
\end{equation}

\begin{equation}
\prod_{m=1}^{M} a_{[m]} = \prod_{m=1}^{M} b_{[m]}.
\end{equation}

We now present three important properties of the Cholesky values of \( \mathbf{F}^H \Sigma \mathbf{F} \):

\textbf{Property 3} \cite{145, 152} Let \( \{\alpha_m\}, \quad m = 1, 2, \cdots, M \) be the eigenvalues of \( \mathbf{F}^H \Sigma \mathbf{F} \). Then,

\begin{equation}
\tilde{d} \prec_x \alpha
\end{equation}

where \( \alpha = [\alpha_1, \cdots, \alpha_M]^T \) and \( \tilde{d} = [d_1, \cdots, d_M]^T \) is defined in Eq. (5.82). Conversely, if \( \{\alpha_m\}_{m=1}^{M} \) majorizes \( \{d_m\}_{m=1}^{M} \) multiplicatively as described in Eq. (5.91), then, for an arbitrarily given desired permutation, \( \{d_{j_1}, d_{j_2}, \cdots, d_{j_M}\} \), of the sequence \( \{d_m\}_{i=m}^{M} \), there exists a positive definite matrix \( \mathbf{F}^H \Sigma \mathbf{F} \) such that \( \{\alpha_m\}_{i=m}^{M} \) and \( \{d_{j_m}\}_{m=1}^{M} \) are the eigenvalues and the Cholesky values of \( \mathbf{F}^H \Sigma \mathbf{F} \), respectively.

The following theorem and its corollaries on the parameters of the matrix \( \mathbf{F}^H \Sigma \mathbf{F} \) plays a crucial role in characterizing the structure of the optimal solution as well as in transforming the original non-convex optimization problem in Formulation 1 into a convex one.

\textbf{Theorem 8} [H.1.a] \cite{145} Let \( \{\alpha_m\}, \{\beta_m\}, \) and \( \{\gamma_m\} \), where \( m = 1, 2, \cdots, M \), be the
eigenvalues of the positive-definite matrices $\mathbf{F}^H \Sigma \mathbf{F}$, $\mathbf{F}^H \mathbf{F}$ and $\Sigma$ respectively. Then

\[
\prod_{m=1}^{k} \alpha_{[m]} \leq \prod_{i=1}^{k} \beta_{[m]} \gamma_{[m]}, \quad \text{for} \quad 1 \leq k < M \tag{5.92a}
\]

\[
\prod_{m=1}^{M} \alpha_{[m]} = \prod_{m=1}^{M} \beta_{[m]} \gamma_{[m]} \tag{5.92b}
\]

Now, combining Property 3 with Theorem 8 by transitivity, we have the following corollary.

**Corollary 2**

\[
\prod_{m=1}^{k} d_{[m]} \leq \prod_{i=1}^{k} \beta_{[m]} \gamma_{[m]}, \quad \text{for} \quad 1 \leq k < M \tag{5.93a}
\]

\[
\prod_{m=1}^{M} d_{[m]} = \prod_{m=1}^{M} \beta_{[m]} \gamma_{[m]} \tag{5.93b}
\]

As a direct consequence of Property 3 and Corollary 2, we have

**Corollary 3** For any arbitrarily given desired permutation, \( \{d_{j_1}, d_{j_2}, \cdots, d_{j_M}\} \), of \( \{d_m\}_{m=1}^{M} \), there exists a positive definite matrix \( (\bar{\mathbf{F}}^H \Sigma \bar{\mathbf{F}}) \) such that \( \{\beta_{m} \gamma_{m}\}_{m=1}^{M} \) and \( \{d_m\}_{m=1}^{M} \) are the eigenvalues and the Cholesky values of \( \bar{\mathbf{F}}^H \Sigma \bar{\mathbf{F}} \), respectively.

Since the objective function in the Formulation 1 depends only on the Cholesky values of \( \mathbf{F}^H \Sigma \mathbf{F} \). It can be inferred from Corollary 3 that there exists another matrix $\bar{\mathbf{F}}$ such that
1. It diagonalizes the covariance matrix $\Sigma$, i.e., if we let the eigenvalue decomposition of $\Sigma$ be $\Sigma = U \text{diag}(\gamma_1, \gamma_2, \ldots, \gamma_M) U^H$, then, the singular value decomposition of $\bar{F}$ is can be written in the form of $\bar{F} = U \text{diag}(\sqrt{\beta_1}, \sqrt{\beta_2}, \ldots, \sqrt{\beta_M}) V^H$, where $U$ and $V$ are $M \times M$ unitary matrices, and

2. The Cholesky values of $\bar{F}^H \Sigma \bar{F}$ are equal to those given by $F^H \Sigma F$.

In other words, if the feasible set of the optimization problem in Formulation 1 is constrained on a family of all such $\bar{F}$, we will not lose its optimality. Therefore, in the following we maintain this kind of the optimal structure and only need to consider how to jointly and optimally distribute two power sequences $\{\beta_m\}$ and $\{d_m\}$ into each eigen-channel and Cholesky-channel, respectively, and then, to optimize the unitary matrix $V$.

### 5.2.3 Optimal Order of the Cholesky Values

As we have discussed in Subsection 5.2.2, the optimization problem in Formulation 1 is reduced to finding the optimum $\beta_m$ and $d_m$. To this end, we must solve the optimal order issue on the Cholesky values of $F^H \Sigma F$ required in Corollary 3 for the product majorization. Now, a deep investigation of the objective function in (5.88a) reveals the following two features:

1. The objective function in (5.88a) is of the form $s = \sum_{m=1}^{M} a_m^{-b(m)}$, where $a_m = 1 + C d_m$, and $\{b_{[m]}\}$ is a decreasing sequence.

2. If we make an arrangement of the sequence $\{d_m\}$ in ascending order $\{d_{(m)}\}$ such that $d_{(1)} \leq d_{(2)} \leq \cdots \leq d_{(M)}$, then $\{d_{(m)}\}$ is an increasing sequence, and $\{a_{(m)}\}$
is also an increasing sequence.

The above observations lead us to find the optimal order of the Colesky values in the objective function in (5.88a), which will play an essential role in developing a numerical optimization algorithm for our design problem.

**Lemma 4** Let \( s = a^{-b_{[1]}}_{(1)} + a^{-b_{[2]}}_{(2)} + \cdots + a^{-b_{[M]}}_{(M)} \). If we interchange the position of \( a_{(i)} \) with \( a_{(j)} \) in \( s \) to form \( s_{ij} = a^{-b_{[1]}}_{(1)} + \cdots + a^{-b_{[i]}}_{(i)} + \cdots + a^{-b_{[j]}}_{(j)} + \cdots + a^{-b_{[M]}}_{(M)} \), then, \( s < s_{ij} \) for \( j > i \) if the following condition is satisfied:

\[
d_{(k)} \geq \frac{\left(\frac{N-k+1}{N-M+1}\right)^{1/(M-k)} - 1}{C} \quad \text{for} \quad 1 \leq k < M \quad (5.94)
\]

**Proof:** Lemma 4 can be shown by simply taking the difference between \( s \) and \( s_{ij} \) such that

\[
s - s_{ij} = a^{-b_{[i]}}_{(i)} + a^{-b_{[j]}}_{(j)} - a^{-b_{[i]}}_{(j)} - a^{-b_{[j]}}_{(i)} = \frac{1}{(1 + Cd_{(i)})^{N-j+1}} + \frac{1}{(1 + Cd_{(j)})^{N-j+1}} - \frac{1}{(1 + Cd_{(i)})^{N-j+1}} - \frac{1}{(1 + Cd_{(j)})^{N-j+1}}
\]

\[
= \frac{(1 + Cd_{(j)})^{j-i} - 1}{(1 + Cd_{(j)})^{N-i+1}} - \frac{(1 + Cd_{(i)})^{j-i} - 1}{(1 + Cd_{(i)})^{N-i+1}} \quad (5.95)
\]

This leads us to considering the monotonicity of a function \( f(x) = \frac{(1+x)^{j-i}-1}{(1+x)^{N-j+1}} \). Notice that the first-order derivative of \( f(x) \) is given by

\[
f'(x) = (N - j + 1)\left(\frac{1}{1+x}\right)^{N-j+2}\left(\frac{N - i + 1}{N - j + 1}\right)^{j-i} - 1 \right), \quad (5.96)
\]
When $x = x_0 = \left(\frac{N-i+1}{N-j+1}\right)^{1/(j-i)} - 1$, $f'(x_0) = 0$. Since $f'(x) \leq 0$ for $x \geq x_0$, $f(x)$ is a decreasing function if $x \geq x_0$. Therefore, if we are able to prove that

$$Cd(i) \geq \left(\frac{N-i+1}{N-m+1}\right)^{1/(m-i)} - 1, \quad m = i + 1, i + 2, \ldots, M,$$  \hspace{1cm} (5.97)

then, for $j > i$ and $m = j$ we have

$$Cd(j) \geq Cd(i) \geq \left(\frac{N-i+1}{N-j+1}\right)^{1/(j-i)} - 1.$$  \hspace{1cm} (5.98)

Now, utilizing the monotonic decreasing property of $f(x)$ for $x > x_0$ we can obtain that $s - s_{ij} \leq 0$. In the following we will show that the inequality (5.97) is indeed true for $i = 1, 2, \ldots, M - 1$ when the condition (5.94) is satisfied. To do that, let a function $g(x)$ be defined as

$$g(x) = \left(\frac{N-i+1}{N-x+1}\right)^{1/(x-i)}$$ for $i < x \leq M$. Since $N \geq M \geq x > i$, $\frac{N-i+1}{N-x+1} > 1$ and $g(x) > 1$. In addition, the first order derivative of $g(x)$ is given by

$$g'(x) = \frac{1}{x - i} \left\{ \frac{1}{N-x+1} - \frac{1}{N-x+1} \ln \left(\frac{N-i+1}{N-x+1}\right) \right\} g(x).$$  \hspace{1cm} (5.99)

On the other hand, using the fact that $\ln x < x - 1$ for $x > 1$ and $\frac{N-i+1}{N-x+1} > 1$, we have $\ln \left(\frac{N-i+1}{N-x+1}\right) < \frac{N-i+1}{N-x+1} - 1$. Now, applying this inequality to the left hand side of Eq. (5.99) yields

$$g'(x) > \frac{1}{x - i} \left( \frac{1}{N-x+1} - \frac{1}{N-x+1} \left( \frac{N-i+1}{N-x+1} - 1 \right) \right) g(x) = 0.$$  \hspace{1cm} (5.100)

Hence, $g(x)$ is a increasing function for $i < x \leq M$. As a result, for any $m = i + 1, i + 2, \ldots, M$, we have $\left(\frac{N-i+1}{N-m+1}\right)^{1/(m-i)} - 1 = g(m) \leq g(M) = \left(\frac{N-i+1}{N-M+1}\right)^{1/(M-i)} - 1$.  
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Therefore, if the condition (5.94) is met, then,

$$Cd(i) \geq \left( \frac{N - i + 1}{N - M + 1} \right)^{1/(M-i)} - 1 \geq \left( \frac{N - i + 1}{N - m + 1} \right)^{1/(m-i)} - 1 \quad (5.101)$$

for $m = i + 1, i + 2, \cdots, M$. This completes the proof of Lemma 4.

Lemma 4 tells us that for any sum of sequence of the form $s = \sum_{m=1}^{M} a_{m^{[m]}}$, the minimum value $s$ is attained if $\{d_m\}$ is arranged in an ascending order and (5.94) is satisfied. Thus, to achieve the minimum of the objective in Problem 1, we must keep the sequence $\{d_m\}$ in an ascending order of $\{d(m)\}$ such that $d(1) \leq d(2) \leq \cdots \leq d(M)$, and $d(k) \geq \left( \frac{(N-k+1)(N-M+1)}{C} \right)^{1/(M-k)} - 1$, $1 \leq k < M$. It is this lemma that helps us successfully transform the original non-convex optimization problem in Formulation 1 into a convex problem, whose detail will be developed in the ensuing subsection.

### 5.2.4 Reformulations

We now transform Formulation 1 into a convex optimization problem. First, let the eigenvalue decomposition of $\Sigma$ be $\Sigma = U \text{ diag}(\gamma[1], \cdots, \gamma[M]) U^H$ and then, let

$$u_m = \ln d_{[m]} = \ln d_{(M-m+1)}$$

such that

$$e^{uM} = d_{(m)}, \quad (5.102a)$$

$$v_m = \ln \beta_{[m]}, \quad (5.102b)$$

$$w_m = \ln \gamma_{[m]}, \quad (5.102c)$$

for $m = 1, 2, \ldots, M$, where $\beta_{[m]}$ and $\gamma_{[m]}$ are the $m$-th largest eigenvalues of $F^H F$ and $\Sigma$ respectively. Applying Theorem 8 Corollaries 2 and 3 to Formulation 1 we can
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now reformulate the design problem as the following optimization problem:

**Formulation 2** Find two sequences \( \{u_m\} \) and \( \{v_m\} \) such that

\[
\{u_{\text{opt}}, v_{\text{opt}}\} = \arg \min_{\{u_m\}} \sum_{m=1}^{M} (1 + Ce^{u_{M-m+1}})^{-(N-m+1)}
\]  

(5.103a)

s.t. \[
\sum_{m=1}^{k} u_m, \leq \sum_{m=1}^{k} v_m + \sum_{m=1}^{M} w_m, \quad 1 \leq k < M,
\]  

(5.103b)

\[
\sum_{m=1}^{M} u_m = \sum_{m=1}^{M} v_m + \sum_{m=1}^{M} w_m,
\]  

(5.103c)

\[
v_1 \geq v_2 \geq \cdots \geq v_M,
\]  

(5.103d)

\[
u_m \geq \ln \left( \frac{M-m+1}{M} \right) \left( \frac{N+1}{N-M+1} \right) - 1, \quad 1 \leq m \leq M
\]  

(5.103e)

\[
\sum_{m=1}^{M} e^{v_m} \leq p_0 \quad \text{(power constraint)}.
\]  

(5.103f)

Equation (5.103a) is the objective function in terms of \( u_m \). Constraints (5.103b) and (5.103c) result from applying logarithm to (5.93). Constraint (5.103d) follows the order of \( \bar{\beta} \) for majorization, the constraint (5.103e) is required by Lemma 4 in the equivalent logarithm domain, which can be satisfied when SNR is slightly large, and constraint (5.103f) is the power constraint represented in terms of \( v_m \). All these constraints (5.103b)- (5.103f) are convex constraints. Now, we need to check whether or not the objective function in Formulation 2 is convex. Let \( f(x) = (1 + Ce^x)^{-\tau} \), where \( \tau \) is a given positive number. Then, the first order and second order derivatives of \( f(x) \) with respect to \( x \) is given, respectively, by \( f'(x) = -\tau(1 + Ce^x)^{-\tau-1}Ce^x \) and \( f''(x) = -\tau Ce^x(1 + Ce^x)^{-\tau-1}((-\tau-1)(1 + Ce^x)^{-1}Ce^x + 1) \). Now, we can see that if
$x \geq \ln \frac{1}{C}$, then, $f''(x) \geq 0$ and thus, $f(x)$ is a convex function. Therefore, in order to make the optimization problem in Formulation 2 is a convex optimization problem, we must add $M$ extra constraints: $u_{M-m+1} \geq \ln \frac{1}{(N-m+1)C}$ for $m = 1, 2, \cdots, M$, which is equivalent to the fact that $u_m \geq \ln \frac{1}{(N-M+m)C}$ for $m = 1, 2, \cdots, M$. The resulting convex problem is stated as follows:

**Formulation 3** Find two sequences $\{u_m\}$ and $\{v_m\}$ such that

\[
\begin{align*}
\{u_{\text{opt}}, v_{\text{opt}}\} &= \arg \min_{\{u_m\}} \sum_{m=1}^{M} \left(1 + Ce^{u_{M-m+1}}\right)^{-\left(N-m+1\right)} \\
\text{s.t.} \quad &\sum_{m=1}^{k} u_m \leq \sum_{m=1}^{k} v_m + \sum_{m=1}^{k} w_m \quad 1 \leq k < M \quad (5.104a) \\
&\sum_{m=1}^{M} u_m = \sum_{m=1}^{M} v_m + \sum_{m=1}^{M} w_m \quad (5.104b) \\
&v_1 \geq v_2 \geq \cdots \geq v_M \quad (5.104c) \\
&u_m \geq \ln \left(\frac{M-m}{\sqrt{(N-m+1)/(N-M+1)}-1}\right), \quad 1 \leq m \leq M \quad (5.104d) \\
&u_m \geq \ln \frac{1}{(N-M+m)C}, \quad 1 \leq m \leq M \quad (5.104e) \\
&\sum_{m=1}^{M} e^{v_m} \leq p_0 \quad \text{(power constraint)} \quad (5.104f)
\end{align*}
\]

The optimization problem in Formulation 3 is now convex and can be efficiently solved using the interior point method [17]. Here, we should point out the fact that the problem in Formulation 3 is not theoretically equivalent to that in Formulation 1 because of the extra constraints (5.104e) and (5.104f). However, they are practically equivalent when SNR is large.
5.3 Optimum Precoder Designs

As we have shown in Section 5.2, the optimization problem in Formulation 3 is convex and its solution can be efficiently found employing interior point methods. The solution produces numerically the optimum values of \( \{u_m\} \) and \( \{v_m\} \). Therefore, from the optimum values of \( \{u_m\} \), utilizing (5.102a), we can attain the optimum \( \{d(m)\} \), the Cholesky values of \( F^H \Sigma F \) and thus, \( \{\tilde{r}^2_{(mm)}\} \), since \( \{d(m)\} = \{\tilde{r}^2_{(mm)}\} \). In addition, from the optimum values of \( \{v_m\} \), we can attain the optimum \( \{\beta[m]\} \), the eigenvalues of \( F^H F \). Our algorithm for obtaining an optimum precoder based on the optimum values of \( \{d(m)\} \) and \( \{\beta[m]\} \) is now summarized in the following three successive steps:

1. Perform an eigen-decomposition on the given channel covariance, i.e., \( \Sigma = U \Delta_{\Sigma} U^H \), where \( U \) is the eigenvector matrix of \( \Sigma \) and \( \Delta_{\Sigma} = \text{diag}(\gamma[1], \cdots, \gamma[M]) \) is its eigenvalue matrix.

2. Using the eigenvector matrix \( U \) and the optimum eigenvalues \( \{\beta[m]\} \), constitute the optimum precoder:

\[
F_{\text{opt}} = U \text{diag}(\sqrt{\beta[1]}, \cdots, \sqrt{\beta[M]}) \quad S_{\text{opt}} = U \Delta_{F}^{1/2} S_{\text{opt}} \tag{5.105}
\]

where \( S_{\text{opt}} \) is to be determined, and \( \Delta_{F}^{1/2} = \text{diag}(\sqrt{\beta[1]}, \cdots, \sqrt{\beta[M]}) \). This results in

\[
F_{\text{opt}}^H \Sigma F_{\text{opt}} = S_{\text{opt}}^H \Delta_{F}^{1/2} \Sigma \Delta_F^{1/2} S_{\text{opt}} = S_{\text{opt}}^H \Theta S_{\text{opt}} \tag{5.106}
\]

where \( \Theta = \Delta_{F}^{1/2} \Sigma \Delta_{F}^{1/2} \).

3. To obtain \( S_{\text{opt}} \), we apply the closed-form QRS decomposition algorithm ( [46].}
to $\Theta_{1/2}$ with $r_{mm} = \sqrt{d_m}$ and $r_{mm}$ being in *ascending order* (so that \( \{d_{(m)}^{-1}\} \) is in descending order to minimize the objective function as shown in Lemma 4). This optimal $S_{\text{opt}}$, together with the eigenvector matrix $U$ of $\Sigma$, and the optimum eigenvalue matrix $\Delta_F$ of $F^H F$, forms the optimum precoder $F_{\text{opt}}$ determined by (5.105).

It is known from [48,159] that for a system employing the ZF-DF detector, when CSI is perfectly available at both the transmitter and receiver, the optimal precoder is a QRS decomposition of $HF$ having equal diagonal elements in the $R$-factor. However, in the case where CSI is attainable only at the receiver and channel statistics known at the transmitter, the above design tells us that the optimal precoder structure is the QRS decomposition of $\Sigma^{1/2}F$ in which the diagonal entries of the $R$-factor form an increasing sequence. This optimal structure roots essentially in the fact that $\tau_m = r_{mm}^2/d_m$ for $m = 1, \cdots, M$, are $\chi^2$ distributed with decreasing values of degrees of freedoms. As a result, estimation of $x_{m-1}$ turns out more reliable than that of $x_m$ for $1 < m \leq M$. Therefore, when the ZF-DF receiver is employed with a given detection order, to attain a good average error performance, more power ought be distributed to $x_m$ than to $x_{m-1}$ and increasingly so to $x_M$, leading to this non-decreasing diagonal of the $R$-factor in the QRS decomposition.
5.4 Asymptotic Error Performance in Large MIMO Systems

In this section, we will scale up the array size of both the transmitter and the receiver sides to form a large MIMO system. Then, we propose a novel asymptotic SEP analysis approach to a specific precoder $\tilde{F} = \frac{1}{\sqrt{M}}S$ based on the QRS decomposition $[48]$, where $S$ is a unitary matrix such that $\Sigma^{1/2}S = \tilde{Q}\tilde{R}$, with each diagonal entry of $\tilde{R}$ being $\text{det}(\Sigma)^{1/(2M)}$.

Suppose that the ratio of the number of the receiver antennas to that of the transmitter antennas is a constant, i.e., $N/M = \beta$ is fixed. Then, our main results can be formally stated as the following theorem.

**Theorem 9** Consider the QRS-precoded large MIMO system. If the entries of the channel covariance matrix $\Sigma$ are absolutely square summable, i.e., $\sum_{\ell=0}^{\infty} |\alpha(\ell)|^2$ is convergent, and $0 < L_{S_{\Delta}} \leq U_{S_{\Delta}} < \infty$, then, we have

$$
\lim_{M \to \infty} P_e(\tilde{F}) = \frac{4(\sqrt{K} - 1)}{\pi K} \int_{0}^{\frac{\pi}{4}} \Psi(\theta) d\theta + \frac{4(\sqrt{K} - 1)}{\pi \sqrt{K}} \int_{\frac{\pi}{4}}^{\frac{\pi}{2}} \Psi(\theta) d\theta,
$$

where

$$
\Psi(\theta) = \frac{2(K-1)\sin^2 \theta}{3\mu_\gamma} \left( e^{-\frac{3\mu_\gamma}{2(K-1)\sin^2 \theta}} - e^{-\frac{3\mu_\gamma}{2(K-1)\sin^2 \gamma}} \right) \quad \text{and} \quad \gamma = e^{\frac{1}{2\pi} \int_{0}^{2\pi} \ln(s_{\Delta}(\omega)) d\omega}.
$$

**Proof:** First, we notice that for the QRS precoder, all the diagonal entries of $\tilde{R}$ are equal to each other, i.e.,

$$
\tilde{r}_{mm} = \frac{1}{\sqrt{M}}\bar{r}_{mm} = \frac{1}{\sqrt{M}}(\text{det} \Sigma)^{1/(2M)}, \quad (5.107)
$$

for $m = 1, 2, \ldots, M$. Let $F(x) \triangleq \ln(x)$ which is continuous on $(0, \infty)$ and $\mu_{M,1} \leq \mu_{M,2} \leq \cdots \leq \mu_{M,M}$ be the eigenvalues of $\Sigma$. Since $\sum_{\ell=0}^{\infty} |\alpha(\ell)|^2 < \infty$ and $0 < L_{S_{\Delta}} \leq \infty$, we have
\( U_{\Sigma} < \infty \), by Lemma 3 in Chapter 4, we have

\[
\lim_{M \to \infty} (\det \Sigma)^{1/M} = e^{\lim_{M \to \infty} \frac{1}{M} \sum_{\ell=1}^{M} \ln \mu_{M, \ell}} = e^{\frac{1}{2\pi} \int_{0}^{2\pi} \ln(s_{\Sigma}(\omega)) d\omega} = \gamma.
\] (5.108)

On the other hand, under the equal diagonal QRS precoder, equation (5.86) can now be formulated by

\[
\lim_{M \to \infty} P_e(\tilde{F}) = 4 \left( \sqrt{K} - 1 \right) \pi K \int_{0}^{\pi/2} \lim_{M \to \infty} \tau^{-N} \frac{1 - \tau^M}{(1 - \tau)} d\theta + 4 \left( \sqrt{K} - 1 \right) \pi \sqrt{K} \int_{\pi/4}^{\pi/2} \lim_{M \to \infty} \tau^{-N} \frac{1 - \tau^M}{(1 - \tau)} d\theta,
\] (5.109)

where \( \tau \triangleq 1 + \frac{3\rho \tilde{r}_{mm}^2}{2(G-1)\sin^2 \theta} \). Since

\[
\lim_{M \to \infty} \frac{\tau^{-N}(1 - \tau^M)}{M(1 - \tau)} = \lim_{M \to \infty} \frac{2(K - 1) \sin^2 \theta}{3\rho M \tilde{r}_{mm}^2} \times \left( (1 + \frac{3\rho \tilde{r}_{mm}^2}{2(K - 1)\sin^2 \theta})^{-N} - \frac{3\rho \tilde{r}_{mm}^2}{2(K - 1)\sin^2 \theta} \right) \times \left( e^{-\frac{3\rho (G-1)\gamma}{2(K-1)\sin^2 \theta}} - e^{-\frac{3\rho \gamma}{2(K-1)\sin^2 \theta}} \right).
\] (5.110)

Substituting Eq. (5.110) into Eq. (5.109) completes the proof of Theorem 9. \( \square \)

We would like to make the following two comments on Theorem 9:

1. If \( \beta = 1 \), i.e., \( M = N \), then, the diversity gain of the limiting SEP is one with respect to SNR \( \rho \).

2. If \( \beta > 1 \), i.e., \( N > M \), the limiting SEP \( \lim_{M \to \infty} P_e(\tilde{F}) \) decays exponentially in terms of SNR \( \rho \).
5.4.1 A Case Study on Exponential Correlation Model

As an important application of Theorem 9, we consider an exponential correlation model \[38\], where the \((m, n)\)-th entry of \(\Sigma = \Sigma_{\text{KMS}}\) is given by

\[
\alpha(m - n) = \begin{cases} 
\eta^{n-m} & m \leq n \\
\alpha^*(n - m) & m > n 
\end{cases}
\]

with \(\eta\) being the (complex) correlation coefficients of two adjacent antennas. This matrix is sometimes known as (non-symmetric) Kac-Murdoch-Szego matrix. In this case, we have

\[
s_{\text{KMS}}(\omega) = \sum_{\ell=-\infty}^{\infty} \alpha(\ell)e^{-j\ell\omega} = \frac{1 - |\eta|^2}{1 + |\eta|^2 - 2\text{Re}[\eta e^{j\omega}]}
\]

and thus,

\[
\gamma = \gamma_{\text{KMS}} = e\left(\frac{1}{\pi} \int_{-\pi}^{\pi} \ln\left(\frac{1 - |\eta|^2}{1 + |\eta|^2 - 2\text{Re}[\eta e^{j\omega}]}ight)d\omega\right) = 1 - |\eta|^2.
\]

Then we can evaluate the limiting SEP by Theorem 9.

5.4.2 Entropy Power of Channel

From Theorem 9, we know that the asymptotic error performance of our considered system is determined by \(\gamma\), which is the geometric mean of the eigenvalues of the channel covariance matrix \(\Sigma\). This relationship is also known in estimation and information theory, but with different application, e.g., see [144, 160] and references therein.
Consider a stationary Gaussian process \( \{X_\ell\}_{\ell=1}^M \) with a \( M \times M \) Toeplitz covariance matrix equal to \( \Sigma \). As \( M \to \infty \), the differential entropy rate can be expressed by

\[
h(X) = \lim_{M \to \infty} \frac{h(X_1, X_2, \ldots, X_M)}{M}
\]

\[
= \lim_{M \to \infty} \frac{\log(2\pi e)^M \det \Sigma}{2M}
\]

\[
= \frac{1}{2} \log 2\pi e + \frac{1}{2} \lim_{M \to \infty} \log (\det \Sigma)^{1/M}
\]

(5.112)

For the Gaussian process [144], Kolmogorov showed that

\[
h(X) = \frac{1}{2} \log 2\pi e + \frac{1}{4\pi} \int_0^{2\pi} \log s_\Sigma(\omega) d\omega
\]

(5.113)

where \( s_\Sigma(\omega) \) is given in (4.59). Substituting Eq. (5.113) into Eq. (5.112), we have

\[
\lim_{M \to \infty} (\det \Sigma)^{1/M} = 2^{\frac{1}{2\pi}} \int_0^{2\pi} \log s_\Sigma(\omega) d\omega = e^{\frac{1}{2\pi} \int_0^{2\pi} \ln s_\Sigma(\omega) d\omega} = \gamma.
\]

This verifies Eq. (5.108).

### 5.5 Numerical Simulations

In this section, computer simulations are carried out to verify our method for both MIMO system with finite and a large number of available antennas.

#### 5.5.1 MIMO with Finite Number of Antennas

In this subsection, we examine the performance of the optimally precoded system equipped with the ZF-DF detector with finite number of antennas. We compare its
Figure 5.11: Simulation results when $\eta = 0.5e^{0.5j}$ ($N = M$)

Figure 5.12: Simulation results when $\eta = 0.9e^{0.5j}$ ($N = M$)
performance with other schemes in the literatures which can be used in the scenario where channel state information is not completely available at the transmitter. The first scheme that we would like to compare is the optimally precoded system with the linear ZF receiver developed in [40], which first employed majorization theory as a major mathematical tool in the precoder design. With help of the same method, we actually extend the problem with the linear receiver to that with the non-linear ZF-DF receiver in this chapter. The comparison also covers the precoded system minimizing the average arithmetic mean-squared error (MSE) using the same ZF-DF receiver [46]. What is more, our main focus here is on the comparison with the celebrated V-BLAST scheme based on the ZF receiver [150]. In particular, we compare the scheme which combines our proposed optimal precoder for the ZF-DF receiver with the optimally ordered ZF-DF detector.

In the following examples, simulations are carried out for one MIMO system with 6 transmitter antennas and 10 receiver antennas ($N > M$) and another MIMO system with 6 transmitter antennas and 6 receiver antennas ($N = M$) transmitting symbols from a 4-QAM constellation.

Random realizations of correlated channels are generated following the exponential correlation model given in (5.111).

**Example 1  $N = M$**

We first investigate the symbol error rate (SER) performances of two MIMO systems where $N = M = 6$ under a moderately correlated channel fading environment with $\eta = 0.5e^{0.5j}$ and a highly correlated channel fading environment with $\eta = 0.9e^{0.5j}$. In this case, the precoded system [46] minimizing the average arithmetic MSE cannot
Figure 5.13: Simulation results when $\eta = 0.5e^{0.5j} (N > M)$

Figure 5.14: Simulation results when $\eta = 0.7e^{0.5j} (N > M)$
be used anymore, since it requires that the number of the receiver antennas is larger than that of the transmitter antennas, i.e., $N > M$.

The SER performances are shown in Fig. 5.11 and Fig. 5.12 including our proposed optimally precoded system employing the ZF-DF detector, denoted by the star and the V-BLAST detector, denoted by the circle, the originally unprecoded system with the V-BLAST receiver, denoted by the dot, and the optimally precoded system using the linear ZF receiver [40], denoted by the solid line. It can be observed that there is a considerable deterioration of performance in the unprecoded ZF V-BLAST system and the optimally precoded system using the linear ZF receiver when the amplitude of correlation coefficient $|\eta|$ increases. However, the performances of the scheme equipped with the optimum precoder design developed in this chapter are both less sensitive to the correlation of the channels, especially when SNR is high.
What surprises us most is that the performance of our optimal scheme with the correlation coefficient $\eta = 0.9e^{0.5j}$ using the ZF-DF receiver is significantly better than that of the unprecoded ZF V-BLAST scheme. In particular, our system obtains about 10 dB SNR gain at the SER of $10^{-4}$ over the unprecoded V-BLAST system and even more than 15 dB gain over the optimal system using the linear ZF receiver [40]. In addition, our optimal system designed for the fixed detection order with the ZF-DF receiver has almost the same error performance as that of same scheme with the optimally ordered ZF-DF receiver, i.e., the ZF V-BLAST receiver. In other words, optimal ordering does not significantly affect the SER performance on our optimal system when the number of the transmitter antennas is equal to that of the receiver antennas.

Example 2 $N > M$

To make our investigation fair and complete, in this example we examine the case of $N > M$. Here, $N = 10$, $M = 6$, and the channel correlation coefficients are set to $\eta = 0.5e^{0.5j}$, $\eta = 0.7e^{0.5j}$ and $\eta = 0.9e^{0.5j}$ respectively. Figs. 5.13-5.15 show the performances of the various schemes with these correlation coefficients, from which we can see that there is severe error performance deterioration as the correlation coefficient becomes large. However, the system utilizing the proposed optimum precoder in this chapter outperforms all the other systems as the correlation coefficient is increasing. Specifically, at the SER of $10^{-7}$, our scheme obtains a SNR gain of about 1.5 dB over the scheme equipped with the optimum precoder in [46]. We also observe from the Fig. 5.13 that when $\eta = 0.5e^{0.5j}$, our optimally precoded system and the original unprecoded system with the same ZF-VBLAST detector has almost the same
performance. However, as $\eta$ increases, our scheme has the best performance among the other schemes. The larger $|\eta|$, the much better SER performance our scheme will obtain.

### 5.5.2 MIMO with A Large Number of Antennas

![Figure 5.16: Simulated average SER against SNR $\eta$ with $M = 50$ transmitter antennas and $N = 100$ receiver antennas.](image)

In this subsection, computer simulations are carried out to verify our theoretical analysis with a large number of antennas. The error performance of the proposed precoder is plotted in Fig. 5.16 compared with a uniform power allocation method given by $F_U = \frac{1}{\sqrt{M}}I_{M \times M}$ for different $\eta$. We can observe that the proposed precoder outperforms the uniform one, especially in a strong correlation case. In addition, when the channel is nearly uncorrelated (i.e., the curve where $\eta = 0.1 \exp(0.5j)$), the error performance of the proposed approach is almost the same as that the uniform
Figure 5.17: Comparison of simulated average SER to theoretical SEP against SNR, $\eta = 0.75 \exp(0.5j)$ and $M = 50$ transmitter antennas and $N = 100$ receiver antennas.

The theoretical SEP with no error propagation and the asymptotic SEP are illustrated in Fig. 5.17 along with the simulated symbol error rate (SER) of the proposed precoder and the uniform precoding strategy with $M = 50$ transmitter antennas and $N = 100$ receiver antennas. It can be seen that the asymptotic SEP is very close to the theoretical SEP, which verifies the accuracy of Theorem 9. It can be also expected that the simulated SER is larger than the theoretical one due to error propagation in practice.

To further show the asymptotic property of Theorem 9, we plot the theoretical and the asymptotic SEP against the number of transmitter antennas under various correlation coefficients and SNR in both Fig. 5.18 and Fig. 5.19. We can see that as the number of antennas increases, the asymptotic SEP and the theoretical SEP
Figure 5.18: Average SEP against number of transmitter antennas, $M$, with different SNR.

gradually coincide with each other in both figures, which verifies our limiting results. It can be also observed that increasing the SNR or decreasing the channel correlation will improve the error performance, since in both cases, the received SNR will be increased [38]. However, this will results in a lower convergence rate for the limit of Euler’s number $\lim_{x \to \infty} (1 + 1/x)^x = e$ in Eq. (5.110) with the moderate number of antennas.

5.6 Conclusion

In this chapter we developed an efficient technique for the design of an optimal precoder that minimizes the SER of the ZF-DF receiver for the correlated MIMO system in which channel state information is fully available at the receiver, but only the zero-mean and the covariance matrix is available at the transmitter. By a careful and
thorough investigation of the product majorization relationship among the eigenvalues, singular-values and Cholesky values of the design matrix parameters, we derived a necessary condition for the optimal solution to satisfy and hence, characterized the structure of the optimal solution. With the aid of these results, we converted the original non-convex optimization problem into a convex geometrical programming problem which was efficiently solved using an interior point method. Our computer simulations showed that the error performance of our scheme outperformed those in [40, 46]. In addition, with channel correlation increasing and $N > M$, the SER performance of our optimally precoded system with the V-BLAST detector catches up with and surpasses that of the unprecoded system with the same detector. However, when $N = M$, the ZF-DF receiver for our optimal system has almost the same error performance as the V-BLAST receiver, but achieves substantial SNR gains over the unprecoded system with the V-BALST detector.
In addition, we have investigated the asymptotic behavior for the QRS precoded correlated MIMO communication systems with the ZF-DF detector. By fully making use of the characteristic of the large MIMO channels, the structure of the QRS transmitter as well as of the ZF-DF receiver, the Szegö’s theorem [44] on large Hermitian Toeplitz matrices, and the well known limit: \( \lim_{x \to \infty} (1 + 1/x)^x = e \), we have attained a simple expression for the SEP limit with a fast convergence rate, which, therefore, is effective and efficient for error performance evaluation for the large MIMO systems. In addition, an explanation of this approach related to the entropy power of the channel was provided. The effect of channel correlation on error performance has been also studied for an abstract one-parameter exponential correlation model, where the covariance matrix is (non-symmetric) Kac-Murdock-Szegö matrix. Simulation results have verified the effectiveness of our analysis.
Chapter 6

Quadrature Amplitude Modulation Division for Multiuser MISO Broadcast Channels

This chapter considers a discrete-time multiuser multiple-input single-output (MISO) Gaussian broadcast channel (BC), in which channel state information (CSI) is available at both the transmitter and the receivers. The flexible and explicit design of a uniquely decomposable constellation group (UDCG) is provided based on pulse amplitude modulation (PAM) and rectangular quadrature amplitude modulation (QAM) constellations. With this, a modulation division (MD) transmission scheme is developed for the MISO BC. The proposed MD scheme enables each receiver to uniquely and efficiently detect their desired signals from the superposition of mutually interfering cochannel signals in the absence of noise. In our design, the optimal transmitter beamforming problem is solved in a closed-form for two-user MISO BC using max-min fairness as a design criterion. Then, for a general case with more than two
receivers, we develop a user-grouping-based beamforming scheme, where the group-
ing method, beamforming vector design and power allocation problems are addressed
by using weighted max-min fairness. It is shown that our proposed approach has
a lower probability of error compared with the zero-forcing (ZF) method when the
Hermitian angle between the two channel vectors is small in a two-user case. In addi-
tion, simulation results also reveal that for the general channel model with more than
two users, our user-grouping-based scheme significantly outperforms the ZF, time di-
vision (TD), minimum mean-square error (MMSE) and signal-to-leakage-and-noise
ratio (SLNR) based techniques in moderate and high SNR regimes when the number
of users approaches to the number of base station (BS) antennas and it degrades into
the ZF scheme when the number of users is far less than the number of BS antennas
in Rayleigh fading channels.

6.1 Modulation Division for Two-User MISO BC

Our primary purpose in this section is to apply the UDCG based on the QAM con-
stellation to the design of an optimal beamformer for a two-user BC. Toward this
goal, let us specifically consider a MISO BC having two single-antenna receivers and
a BS equipped with $M$ antennas which transmits independent and identically dis-
tributed (i.i.d.) signals $s_1$ and $s_2$ simultaneously to the two receivers. The channel
is assumed to be flat fading and quasi-static. Let $h_1 = [h_{1,1}, h_{2,1}, \ldots, h_{M,1}]^H$ and
$h_2 = [h_{1,2}, h_{2,2}, \ldots, h_{M,2}]^H$ denote, respectively, the channel links between BS and
user 1 and 2, which are perfectly available at the transmitter. Here, our main idea
is that BS treats the two channels to be strongly interfered each other and hence,
in order to serve the two receivers at the same time, the BS transmits a sum signal
$s = s_1 + s_2$, with one common beamforming vector $w \in \mathbb{C}^{M \times 1}$ to be designed, where $s_1$ and $s_2$ are randomly chosen from an aforementioned UDCG $\mathcal{Q} = \mathcal{X}_1 \uplus \mathcal{X}_2$ such that $s_1 \in \mathcal{X}_1$ and $s_2 \in \mathcal{X}_2$. Then, the signal intended for each receiver can be decoded separately by using our fast detection method described in Algorithm [1] or [2].

### 6.1.1 Modulation Division for Two-User Case

The equivalent complex-baseband channel model for the received signals at the two receivers is given by

$$
\begin{align*}
    y_1 &= h_1^H ws + \xi_1, \\
    y_2 &= h_2^H ws + \xi_2,
\end{align*}
$$

where $s$ is the information carrying symbol for both users with $\mathbb{E}[|s|^2] = 1$ and hence the total transmitted power is $P = \mathbb{E}[|s|^2]w^H w = w^H w$. Also, $\xi_1, \xi_2 \sim \mathcal{CN}(0, \sigma^2)$ are additive circularly-symmetric complex Gaussian noise arising at each receiver. It is worth noting that the case where different receivers have different noise levels can be incorporated into our model by performing a scaling operation on the channel coefficients. Hence, the noises are assumed to be of equal variance. The SNRs for the sum signal $s$ at each receiver are expressed by

$$
\begin{align*}
    \text{SNR}_{md_1} &= \frac{|h_1^H w|^2}{\sigma^2}, \\
    \text{SNR}_{md_2} &= \frac{|h_2^H w|^2}{\sigma^2}.
\end{align*}
$$

By using a max-min fairness on the received SNR, we aim to solve the following optimization problem:
Problem 2  Find the beamforming vector $\mathbf{w}$ such that

\[
\max_{\mathbf{w}} \min \{ \mathbf{w}^H \mathbf{h}_1 \mathbf{w}, \mathbf{w}^H \mathbf{h}_2 \mathbf{w} \}, \quad (6.114a)
\]

s.t.  $\mathbf{w}^H \mathbf{w} = P.$ \hspace{1cm} (6.114b)

Without loss of generality, we assume that $\|\mathbf{h}_1\|, \|\mathbf{h}_2\| \neq 0$, since otherwise, the solution is trivial and in fact we cannot achieve reliable communication to both users simultaneously in this case. Now, let

\[
\mathbf{A} = \mathbf{h}_1 \mathbf{h}_1^H - \mathbf{h}_2 \mathbf{h}_2^H. \quad (6.115)
\]

1. If $\mathbf{h}_1$ and $\mathbf{h}_2$ are linearly dependent (or equivalently, $\mathbf{h}_1 = \tau \mathbf{h}_2$ for some $\tau \in \mathbb{C}$), then $\mathbf{A} = (|\tau|^2 - 1) \mathbf{h}_2 \mathbf{h}_2^H$. Hence, if $|\tau| = 1$, we have $\mathbf{A} = 0$. Otherwise, $\mathbf{A}$ has rank one.

2. If $\mathbf{h}_1$ and $\mathbf{h}_2$ are linearly independent (i.e., $\mathbf{h}_1 \neq \tau \mathbf{h}_2, \forall \tau \in \mathbb{C}$), then, the rank of $\mathbf{A}$ is 2. Let the eigenvalue decomposition of $\mathbf{A}$ be given by

\[
\mathbf{A} = \mathbf{V} \Sigma \mathbf{V}^H, \quad (6.116)
\]

where $\mathbf{V}$ is a unitary matrix and $\Sigma = \text{diag}(\lambda_1, -\lambda_2, 0, \ldots, 0)$ with $\lambda_1 > 0$ and $\lambda_2 > 0$. From (6.116), we can obtain

\[
\Sigma = \mathbf{V}^H (\mathbf{h}_1 \mathbf{h}_1^H - \mathbf{h}_2 \mathbf{h}_2^H) \mathbf{V} = \mathbf{h}_1 \bar{\mathbf{h}}_1^H - \bar{\mathbf{h}}_2 \mathbf{h}_2^H, \quad (6.117)
\]
where \( \tilde{h}_1 = \mathbf{V}^H \mathbf{h}_1 = [\tilde{h}_{1,1}, \tilde{h}_{1,2}, 0, \ldots, 0]^T \) and \( \tilde{h}_2 = \mathbf{V}^H \mathbf{h}_2 = [\tilde{h}_{2,1}, \tilde{h}_{2,2}, 0, \ldots, 0]^T \). We also denote \( \tilde{w} = \mathbf{V}^H \mathbf{w} = [\tilde{w}_1, \tilde{w}_2, \ldots, \tilde{w}_M]^T \) and \( \tilde{H} = \mathbf{V}^H \mathbf{H} = [\tilde{h}_1, \tilde{h}_2] \).

(6.118)

Equation (6.117) is equivalent to

\[
|\tilde{h}_{1,1}|^2 - |\tilde{h}_{2,1}|^2 = \lambda_1, \tag{6.119a}
\]

\[
|\tilde{h}_{1,2}|^2 - |\tilde{h}_{2,2}|^2 = -\lambda_2, \tag{6.119b}
\]

\[
\tilde{h}_{1,1} \tilde{h}_{1,2}^* = \tilde{h}_{2,1} \tilde{h}_{2,2}^*. \tag{6.119c}
\]

The above relationships can be characterized by

\[
\begin{bmatrix}
\tilde{h}_{1,1} & \tilde{h}_{2,1} \\
\tilde{h}_{1,2} & \tilde{h}_{2,2}
\end{bmatrix} =
\begin{bmatrix}
\sqrt{\lambda_1} \sec \theta e^{j\beta} & \sqrt{\lambda_1} \tan \theta e^{j(\gamma + \alpha)} \\
\sqrt{\lambda_2} \tan \theta e^{j(\beta - \alpha)} & \sqrt{\lambda_2} \sec \theta e^{j\gamma}
\end{bmatrix} \tag{6.120}
\]

where \( \theta = \arccos \frac{\lambda_2}{|\tilde{h}_{1,1}|}, 0 \leq \theta < \pi/2 \) and \( \beta = \arg(\tilde{h}_{1,1}), \gamma = \arg(\tilde{h}_{2,2}) \) and \( \alpha = \arg(\tilde{h}_{2,1}) - \arg(\tilde{h}_{2,2}) \).

Now, we are ready to state one of our main results in this chapter, i.e., the optimal solution to the two-user beamforming problem in (6.114).

**Theorem 10 (Optimal beamforming for two-user cases)** Let \( f(\mathbf{w}) = \min \{ \mathbf{w}^H \mathbf{h}_1 \mathbf{h}_1^H \mathbf{w}, \mathbf{w}^H \mathbf{h}_2 \mathbf{h}_2^H \mathbf{w} \} \). Then, the optimal solution \( \mathbf{w}^{\text{opt}} \) to Problem 2 is determined as follows:
Scenario 1: $h_1 = \tau h_2, \tau \in \mathbb{C}$.

$$\max_{w^H w = P} f(w) = \min\{P\|h_1\|^2, P\|h_2\|^2\},$$

where $w^{opt} = \sqrt{\frac{P}{\|h_1\|}} = \sqrt{\frac{P}{\|h_2\|}}$.

Scenario 2: $h_1 \neq \tau h_2, \forall \tau \in \mathbb{C}$. The solution is given below:

1. $\lambda_1 \leq \lambda_2$. Then
   
   (a) for $0 \leq \sin \theta \leq \frac{\lambda_1}{\lambda_2}$, we have
   
   $$\max_{\|w\|^2 = P} f(w) = \frac{P\lambda_1\lambda_2 (1 + \sin \theta)^2}{\lambda_1 + \lambda_2} \frac{1}{\cos^2 \theta},$$

   where $w^{opt} = V\tilde{w}^{opt}$ with $\tilde{w}^{opt} = \left[\frac{\sqrt{P\lambda_2}}{\lambda_1 + \lambda_2} e^{j\beta}, \frac{\sqrt{P\lambda_1}}{\lambda_1 + \lambda_2} e^{j(\beta - \alpha)}, 0, \ldots, 0\right]^T$.

   (b) for $\frac{\lambda_1}{\lambda_2} < \sin \theta < 1$, we have

   $$\max_{\|w\|^2 = P} f(w) = \frac{P(\lambda_1 + \lambda_2 \sin^2 \theta)}{\cos^2 \theta},$$

   where $w^{opt} = V\tilde{w}^{opt}$ with $\tilde{w}^{opt} = \left[\sqrt{\frac{P\lambda_1}{\lambda_1 + \lambda_2 \sin^2 \theta}} e^{j\beta}, \sqrt{\frac{P\lambda_2}{\lambda_1 + \lambda_2 \sin^2 \theta}} e^{j(\beta - \alpha)}, 0, \ldots, 0\right]^T$.

2. $\lambda_1 > \lambda_2$. Then

   (a) for $0 \leq \sin \theta \leq \frac{\lambda_2}{\lambda_1}$, we have

   $$\max_{\|w\|^2 = P} f(w) = \frac{P\lambda_1\lambda_2 (1 + \sin \theta)^2}{\lambda_1 + \lambda_2} \frac{1}{\cos^2 \theta},$$

   where $w^{opt} = V\tilde{w}^{opt}$ with $\tilde{w}^{opt} = \left[\sqrt{\frac{P\lambda_2}{\lambda_1 + \lambda_2}} e^{j(\gamma + \alpha)}, \sqrt{\frac{P\lambda_1}{\lambda_1 + \lambda_2}} e^{j\gamma}, 0, \ldots, 0\right]^T$.
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(b) and for $\frac{\lambda_2}{\lambda_1} < \sin \theta < 1$, we have

$$
\max_{\|w\|^2 = P} f(w) = \frac{P(\lambda_1 \sin^2 \theta + \lambda_2)}{\cos^2 \theta},
$$

where

$$
\begin{align*}
\mathbf{w}^{\text{opt}} &= \mathbf{V}\tilde{\mathbf{w}}^{\text{opt}} \\
\tilde{\mathbf{w}}^{\text{opt}} &= \left[ \sqrt{\frac{P\lambda_1}{\lambda_1 + \lambda_2 \csc^2 \theta}} e^{i(\gamma + \alpha)}, \sqrt{\frac{P\lambda_2}{\lambda_1 \sin^2 \theta + \lambda_2}} e^{i\gamma}, 0, \ldots, 0 \right]^T.
\end{align*}
$$

The proof of Theorem 10 can be found in Appendix A.2. We would like to make the following comments on Theorem 10:

1. The problem dealt with in Theorem 10 is different from the physical-layer multicasting problem discussed in [161], where a group of users are interested in a common message. However, in our model, the information symbols intended for separate users are different and form a UDCG. In addition, despite the fact that the optimization problem in [161] is more general, its solution is numerical and not necessarily global. Our Theorem 10 gives the global solution in the closed form for the two-user case.

2. Here, it should be mentioned clearly that work [162] deals with the same optimization problem as ours for the optimal design of a multicast beamformer with superposition coding. Unfortunately, the optimal solution given in [162] holds only when the condition $0 \leq \sin \theta \leq \frac{\min\{\lambda_1, \lambda_2\}}{\max\{\lambda_1, \lambda_2\}}$ in Theorem 10 is satisfied. In other words, under that condition, the optimal solution is achieved in boundary $\mathbf{w}^H \mathbf{h}_1 \mathbf{h}_1 \mathbf{w} = \mathbf{w}^H \mathbf{h}_2 \mathbf{h}_2 \mathbf{w}$, which, however, is not true in general. In fact, the condition under which the solution to the max-min optimization problem is reached in the boundary is thoroughly studied in [163].
6.1.2 The Comparison between MD and ZF Method

In this section, we compare the error performance of our proposed MD beamforming with that of ZF beamforming \( [76] \). For simplicity, we assume that the information rates of the two receivers are the same and that the channel matrix \( \mathbf{H} = [\mathbf{h}_1 \ \mathbf{h}_2] \) has full column rank, whose singular values are \( \sqrt{\mu_1} \) and \( \sqrt{\mu_2} \) with \( \mu_1, \mu_2 > 0 \). Then, the received SNR for ZF beamforming with the max-min fairness criterion is determined by

\[
\text{SNR}_{zf} = \frac{P}{\sigma^2} \frac{1}{\sum_{i=1}^{2} [(\mathbf{H}^H \mathbf{H})^{-1}]_{i,i}} = \frac{P \mu_1 \mu_2}{\sigma^2 (\mu_1 + \mu_2)}. \tag{6.121}
\]

On the other hand, for the MD method, by Theorem \([10]\), the minimum received SNR between the two users for the sum signal is given by

\[
\text{SNR}_{\text{md}} = \max_{\| \mathbf{w} \|^2 = P} \frac{f(\mathbf{w})}{\sigma^2}. \tag{6.122}
\]

Jointly considering (6.118) and (6.120), we can obtain

\[
\mu_1 + \mu_2 = \text{tr}(\tilde{\mathbf{H}}^H \tilde{\mathbf{H}}) = (\lambda_1 + \lambda_2) \frac{1 + \sin^2 \theta}{\cos^2 \theta}, \tag{6.123a}
\]

\[
\mu_1 \mu_2 = \det(\tilde{\mathbf{H}}^H \tilde{\mathbf{H}}) = \lambda_1 \lambda_2. \tag{6.123b}
\]

Hence, (6.121) can be further represented in terms of \( \lambda_1 \) and \( \lambda_2 \) as

\[
\text{SNR}_{zf} = \frac{P \lambda_1 \lambda_2}{\sigma^2 (\lambda_1 + \lambda_2)} \frac{\cos^2 \theta}{1 + \sin^2 \theta}. \tag{6.124}
\]

For discussion convenience, we define \( \kappa = \lambda_1 / \lambda_2 \) and the SNR gain as \( \eta(\kappa, \theta) = \)
10 \log_{10} \frac{\text{SNR}_{\text{end}}}{\text{SNR}_{\text{ef}}}$. Then, by Theorem 10, the SNR gain as a function of $\kappa$ and $\theta$ is given by

**Corollary 4 (SNR Gain in terms of $\kappa, \theta$)**  The following statements are true:

1. If $0 < \kappa \leq 1$ and $0 \leq \sin \theta \leq \kappa$, then $\eta(\kappa, \theta) = 10 \log_{10} \frac{1+\sin^2 \theta}{(1-\sin \theta)^2}$;

2. If $0 < \kappa \leq 1$ and $\kappa < \sin \theta < 1$, then $\eta(\kappa, \theta) = 10 \log_{10} \frac{1+\sin^2 \theta}{\kappa (1-\sin \theta)^2}$;

3. If $1 < \kappa$, $0 \leq \sin \theta \leq \frac{1}{\kappa}$, then $\eta(\kappa, \theta) = 10 \log_{10} \frac{1+\sin^2 \theta}{\kappa (1-\sin \theta)^2}$;

4. If $1 < \kappa$ and $\frac{1}{\kappa} < \sin \theta < 1$, then $\eta(\kappa, \theta) = 10 \log_{10} \frac{1+\sin^2 \theta}{\kappa (1-\sin \theta)^2}$.

By Corollary 4, the SNR gain can be evaluated once $H$ is obtained. To further appreciate the physical meaning of the SNR gain, we have the following lemma.

**Lemma 5**  Given channel $H = [h_1 \ h_2]$, let $\sqrt{\mu_1}$ and $\sqrt{\mu_2}$ denote its two singular values, $\|h_1\|^2 = a$ and $\|h_2\|^2 = b$, and $|h_1^H h_2| = c$. Also we let $\lambda_1$ and $\lambda_2$ be defined in (6.116). Then, we have $\mu_1 = \frac{a+b+\sqrt{(a-b)^2+4c^2}}{2}$, $\mu_2 = \frac{a+b-\sqrt{(a-b)^2+4c^2}}{2}$, and $\lambda_1 = \frac{a-b+\sqrt{(a+b)^2-4c^2}}{2}$, $\lambda_2 = \frac{-a+b+\sqrt{(a+b)^2-4c^2}}{2}$.

The proof of Lemma 5 can be found in Appendix-A.3. By Lemma 5, we can immediately have the following corollary:

**Corollary 5**  Let $\theta$ be defined in (6.120), and $a$, $b$ and $c$ be defined in Lemma 5. Then, we have $\sin \theta = \frac{2c}{a+b+\sqrt{(a+b)^2-4c^2}}$.

To gain more physical meaning of the SNR gain, we now define $\rho = a/b$ and $\cos \varphi = \frac{|h_1^H h_2|}{\|h_1\| \|h_2\|}$, where $\varphi \in [0, \pi/2]$ is called the Hermitian angle between
two channel vectors $\mathbf{h}_1$ and $\mathbf{h}_2$. The SNR gain as a function of $\rho$ and $\varphi$ is defined by $\nu(\rho, \varphi) = 10 \log_{10} \frac{\text{SNR}_{\text{md}}}{\text{SNR}_{\text{zf}}}$. Inserting $\theta$ in Corollary 5 into Corollary 4 and using Lemma 5 and Corollary 5, we can have the following corollary, whose proof is omitted.

**Corollary 6 (SNR Gain in terms of $\rho, \varphi$)** The following statements are true.

1. If $0 < \rho \leq 1$ and $0 \leq \cos \varphi \leq \sqrt{\rho}$ (i.e., $0 < \kappa \leq 1$, $0 \leq \sin \theta \leq \kappa$), then
   $$\nu(\rho, \varphi) = 10 \log_{10} \frac{1 + \rho}{1 + \rho - 2\sqrt{\rho} \cos \varphi};$$

2. If $0 < \rho \leq 1$ and $\sqrt{\rho} < \cos \varphi \leq 1$ (i.e., $0 < \kappa \leq 1$, $\kappa < \sin \theta < 1$), then
   $$\nu(\rho, \varphi) = 10 \log_{10} \frac{1 + \rho}{1 - \cos^2 \varphi};$$

3. If $1 < \rho$ and $0 \leq \cos \varphi \leq 1/\sqrt{\rho}$ (i.e., $1 < \kappa$, $0 \leq \sin \theta \leq 1/\kappa$), then $\nu(\rho, \varphi) = \text{...
\[ 10 \log_{10} \frac{1 + \rho}{1 + \rho - 2\sqrt{\rho} \cos \varphi}, \]

4. If \( 1 < \rho \) and \( 1/\sqrt{\rho} < \cos \varphi \leq 1 \) (i.e., \( 1 < \kappa \), \( 1/\kappa < \sin \theta < 1 \)), \( \nu(\rho, \varphi) = 10 \log_{10} \frac{1 + 1/\rho}{1 - \cos^2 \varphi}. \]

From Corollary 6, it is not hard to obtain \( \nu(\rho, \varphi) \geq 0 \) for all \( \rho > 0, 0 \leq \varphi \leq \pi/2 \). Hence, the SNR gain of our proposed MD beamforming is at least as good as that of ZF beamforming. To see it more clearly, the SNR gain in terms of \( \rho \) and \( \varphi \) are plotted in Fig. 6.20 for \( 0 < \rho < 2 \) and \( 0 < \theta < \frac{\pi}{2} \). It can be observed that for given \( \rho \), the SNR gain is determined by the Hermitian angle \( \varphi \) between two channel vectors. When \( \varphi \) approaches zero, i.e., \( h_1 \) and \( h_2 \) are approximately aligned with each other, the SNR gain is extremely large. For more clarity, the SNR gains for some specific cases are shown in Table 6.2.

<table>
<thead>
<tr>
<th>( \varphi ) (rad)</th>
<th>( \frac{\pi}{180} )</th>
<th>( \frac{5\pi}{180} )</th>
<th>( \frac{15\pi}{180} )</th>
<th>( \frac{30\pi}{180} )</th>
<th>( \frac{45\pi}{180} )</th>
<th>( \frac{90\pi}{180} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho = 1/16 )</td>
<td>35.43</td>
<td>21.46</td>
<td>12.00</td>
<td>6.28</td>
<td>3.27</td>
<td>0</td>
</tr>
<tr>
<td>( \rho = 1/8 )</td>
<td>35.67</td>
<td>21.71</td>
<td>12.25</td>
<td>6.53</td>
<td>3.52</td>
<td>0</td>
</tr>
<tr>
<td>( \rho = 1/4 )</td>
<td>36.13</td>
<td>22.16</td>
<td>12.71</td>
<td>6.99</td>
<td>3.98</td>
<td>0</td>
</tr>
<tr>
<td>( \rho = 1/2 )</td>
<td>36.92</td>
<td>22.96</td>
<td>13.50</td>
<td>7.78</td>
<td>4.77</td>
<td>0</td>
</tr>
<tr>
<td>( \rho = 1 )</td>
<td>38.17</td>
<td>24.20</td>
<td>14.68</td>
<td>8.73</td>
<td>5.33</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6.2: SNR gain in term of \( \rho \) and \( \varphi \) in dB

Corollary 6 is very convenient for the SNR gain evaluation for the two-user case, since \( \|h_1\|^2, \|h_2\|^2 \), and \( |h_1^H h_2| \) are very easy to compute. As an example, we show how the SNR gain can be evaluated for line-of-sight (LoS) channels.

**Example 6** The channel coefficients for a LoS channel \[127\] with two users are given
by

\[ h_1 = \frac{\sqrt{a}e^{j\psi_1}}{\sqrt{M}}[1 e^{-j2\pi\Delta\Omega_1} e^{-j2\pi2\Delta\Omega_1} \ldots e^{-j2\pi(M-1)\Delta\Omega_1}]^T, \]

\[ h_2 = \frac{\sqrt{b}e^{j\psi_2}}{\sqrt{M}}[1 e^{-j2\pi\Delta\Omega_2} e^{-j2\pi2\Delta\Omega_2} \ldots e^{-j2\pi(M-1)\Delta\Omega_2}]^T, \]

where \( a, b \) are the channel gain, \( \Omega_1, \Omega_2 \) are called the directional cosine with respect to the transmitting antenna array and \( \Delta \) is the normalized transmitting antenna distance, normalized to the unit wavelength of carrier. Then, we have \( \rho_{\text{LoS}} = \frac{a}{b} \) and the Hermitian angle between two channel vectors \( \varphi, \varphi \in (0, \pi/2) \) is determined by

\[ \cos \varphi_{\text{LoS}} = \frac{|h_1^H h_2|}{\|h_1\|\|h_2\|} = \frac{1}{M} \left| \frac{\sin(\pi M \Delta (\Omega_1 - \Omega_2))}{\sin(\pi \Delta (\Omega_1 - \Omega_2))} \right|. \]

By Corollary 6, the SNR gain can be computed against the directional cosine \( \Omega_1, \Omega_2 \) and the normalized antenna length \( \Delta \). ■

6.2 Grouped Modulation Division Transmission

for Multiuser MISO BC

Figure 6.21: Illustration of Precoded MISO BC Model
In this section, a novel grouped modulation division transmission method is proposed for the multiuser MISO BC. The grouping algorithm is developed for cases where each group has at most two users. Then, the optimal beamforming vector and power allocation are all given in a closed-form.

### 6.2.1 System Model

We consider a communication system with a BS equipped with a set of $M$ transmitting antennas communicating with $N$ single antenna users $\mathcal{U} = \{U_1, U_2, \ldots, U_N\}$ simultaneously in the downlink as illustrated in Fig. 6.21. The channel links from BS to all the receivers can be stacked together into a matrix $\mathbf{H} \in \mathbb{C}^{M\times N}$, the $k$-th column of which is denoted by $\mathbf{h}_k = [h_{1,k}, h_{2,k}, \ldots, h_{M,k}]^H$, representing the channel link from BS to the $k$-th receiver. The $N$ different receiver nodes can be further divided into $G \leq N$ groups, with $k$-th group containing $N_k$ users, say, $U_{k_1}, U_{k_2}, \ldots, U_{N_{k_k}}$, such that $N = \sum_{k=1}^{G} N_k$. For clarity, all the users are relabelled to represent the grouping results. If we let $\mathcal{S}$ denote a set consisting of all the users, then, it can be partitioned into $\mathcal{S} = \mathcal{S}_1 \cup \mathcal{S}_2 \cup \ldots \cup \mathcal{S}_G$, $\mathcal{S}_k \cap \mathcal{S}_\ell = \emptyset, \forall k \neq \ell$, where $\mathcal{S}_k = \{U_{k_1}, U_{k_2}, \ldots, U_{N_{k_k}}\}$. Correspondingly, the channel vector from BS to $U_{k_\ell}$ is now denoted by $\mathbf{h}_{k_\ell}$ for $k \in \{1, 2, \ldots, G\}$ and $\ell \in \{1, 2, \ldots, N_k\}$ and in turn, the channel matrix between BS and all the users in $\mathcal{S}_k$ is represented by

$$
\mathbf{H}_k = [\mathbf{h}_{k_1}, \mathbf{h}_{k_2}, \ldots, \mathbf{h}_{k_{N_k}}].
$$

(6.126)
Meanwhile, the matrix containing channel links from BS to all the other users in $\mathcal{S} \setminus \mathcal{S}_k$ is represented by

$$\bar{H}_k = [H_1, \ldots, H_{k-1}, H_{k+1}, \ldots, H_G].$$

The grouping strategy of dividing the original user set $\mathcal{U}$ into $G$ mutually disjoint subsets $\mathcal{S}_k$ of $\mathcal{S}$ will be discussed later. For now, let us suppose that the grouping method has been given. Then, the communication process is carried out in the following two steps.

Firstly, we assume that all the users in the group $\mathcal{S}_k$ use one UDCG $\mathcal{Q}_k = \cup_{\ell=1}^{N_k} \mathcal{X}_{k\ell}$, with each sub-constellation $\mathcal{X}_{k\ell}$ adopted by user $U_{k\ell}$. The rate allocation of group $\mathcal{S}_k$ is based on the sum decomposition $K_k = \sum_{\ell=1}^{N_k} K_{k\ell}, \forall k \in \{1, 2, \ldots, G\}$, where $K_k$ is the sum rate for all the users in group $\mathcal{S}_k$ and $K_{k\ell} = \log_2(|\mathcal{X}_{k\ell}|)$ is the rate of user $U_{k\ell}$.

Secondly, a normalized information carrying signal $s_k$ intended for all the users in $\mathcal{S}_k$ is generated by using the UDCG $\mathcal{Q}_k = \cup_{\ell=1}^{N_k} \mathcal{X}_{k\ell}$, i.e.,

$$s_k = \frac{1}{\sqrt{\mathbb{E}[|\sum_{\ell=1}^{N_k} s_{k\ell}|^2]}} \sum_{\ell=1}^{N_k} s_{k\ell}, \quad \forall k \in \{1, 2, \ldots, G\},$$

where $s_{k\ell}$ is assumed to be independently and uniformly drawn from the corresponding sub-constellation $\mathcal{X}_{k\ell}$. It can be showed that the sum signal $s_k$ is also uniformly distributed over the scaled sum-constellation $\frac{1}{\sqrt{\mathbb{E}[|\sum_{\ell=1}^{N_k} s_{k\ell}|^2]}} \mathcal{Q}_k$ such that $\mathbb{E}[|s_k|^2] = 1, \forall k$. It is worth pointing out that due to the power normalization, the minimum Euclidean distance of the constellation points of $s_k$ for different user group $\mathcal{S}_k$ might be different. Since the probability of error for the sum signal $s_k$ is dominated by
the minimum Euclidean distance in high SNR regimes, it is anticipated that more transmitting power is required for $s_k$ when the sum-constellation is large with the same target error performance.

Then, all users in the same group $S_k$ adopt the same precoding vector $w_k$ and the weighted signals are fed into $M$ transmitter antennas at BS. Hence, the received signal at user $U_{k\ell}$ can be expressed by

$$y_{k\ell} = h_{k\ell}^H w_k s_k + h_{k\ell}^H \sum_{m=1,m\neq k}^G w_m s_m + \xi_{k\ell},$$

(6.128)
in which $\xi_{k\ell} \sim \mathcal{CN}(0,\sigma^2)$ is the circularly-symmetric complex Gaussian noise arising at $U_{k\ell}$. Here, the noise variance is assumed to be the same for all the users. The case with different receiver noise level can be incorporated into our model by performing a scaling operation on the channel coefficient $h_{k\ell}$.

In the receiver side, all users $U_{k\ell}$ can detect the information intended for themselves from the uniquely decomposable signal $s_k$ by using our fast detection method, i.e., Algorithms 1 and 2 while treating the out of group interference as additive noise. However, in high SNR regimes, the out of group interference is the dominant term that limits the error performance of our system. In what follows, a novel transmission scheme is proposed so that the out of group interference is completely cancelled out by using the ZF philosophy while the intra-group interference contained in $s_k$ can be eliminated by taking advantage of the uniquely decomposable property of the sum-constellation.
### 6.2.2 Weighted Max-Min Fairness Grouped Transmission with ZF and Modulation Division

From (6.128), we know that the cochannel interference for $U_{k\ell}$ consists of two parts:

1) the inter-group interference (i.e., interference originated from users in $\mathcal{S} \setminus \mathcal{S}_k$) and
2) the intra-group interference (i.e., interference due to users in $\mathcal{S}_k \setminus \{U_{k\ell}\}$). In our scheme, we use a ZF method to cancel the inter-group interference, i.e.,

$$\hat{H}_k^H w_k = 0, \forall k \in \{1, 2, \ldots, G\},$$  \hspace{1cm} (6.129)

where $\hat{H}_k$ is defined in (6.127). Now, user $U_{k\ell}$ only suffers from intra-group interference which can be also eliminated later by utilizing the uniquely decomposable property. Under the ZF constraint (6.129), the SNR for the sum signal $s_k$ at user $U_{k\ell}$ can be expressed by

$$\text{SNR}_{k\ell} = \frac{|h_k^H w_k|^2}{\sigma^2}, \forall k, \ell.$$  \hspace{1cm} (6.130)

Let us denote the total transmitted power for all the users in $\mathcal{S}_k$ at BS as

$$P_k = \mathbb{E}[|w_k s_k|^2] = w_k^H w_k, \ \forall k \in \{1, 2, \ldots, G\}.$$  \hspace{1cm} (6.130)

Therefore, we aim to solve the following weighted max-min grouped beamforming optimization problem:
Problem 3 Find the beamforming vectors $\mathbf{w}_k$ such that the worst case weighted received signal power is maximized, i.e.,

$$
\max_{\mathbf{w}_k, \forall k} \min_{\forall k, \ell} \varrho_k \left|h_{k, \ell}^H \mathbf{w}_k\right|^2
$$

s.t. (6.129) and \( \sum_{k=1}^{G} \mathbf{w}_k^H \mathbf{w}_k = P \). (6.131b)

The quantity $\varrho_k \left|h_{k, \ell}^H \mathbf{w}_k\right|^2$ in Problem 3 is usually called the weighted received signal power for $s_k$ at $U_{k, \ell}$. Using weighted SNR is a common method to balance the QoS among different users [165,166]. The resulting SNR is anticipated to increase with $\varrho_k$ decrease. Since the error performance for each user is mainly determined by the SNR of the sum signal $s_k$ and the minimum Euclidean distance of the sum-constellation of user groups $S_k$, in this chapter we choose $\varrho_k$ to be

$$
\varrho_k = \frac{1}{\mathbb{E}[\left| \sum_{\ell=1}^{N_k} s_{k, \ell}\right|^2]},
$$

which reasonably balances the minimum Euclidean distance for the sum signal $s_k$ in different user groups. Other choices of $\varrho_k$ are possible based on different application requirements.

In order to solve Problem 3, we first examine whether or not its feasible domain, $\mathcal{W} = \left\{ \mathbf{w} = (\mathbf{w}_1^T, \mathbf{w}_2^T, \ldots, \mathbf{w}_G^T)^T : \mathbf{H}_k^H \mathbf{w}_k = 0 \text{ and } \sum_{k=1}^{G} \mathbf{w}_k^H \mathbf{w}_k = P \right\}$ is empty, i.e., Problem 3 is feasible. This essentially checks whether constraint $\mathbf{H}_k^H \mathbf{w}_k = 0, k \in \{1, 2, \ldots, G\}$, can be satisfied. Since $\mathbf{H}_k \in \mathbb{C}^{M \times (N - N_k)}$ has a rank of $N - N_k$, where $N_k \geq 1$, the constraint can be satisfied if $M \geq N - N_k, \forall k$. This
condition is indeed satisfied, since we assume \( N \leq M + 1 \) in this chapter. Therefore, Problem 3 is always feasible. On the other hand, we observe an important fact on the feasible domain. For any fixed \( P_k \), \( 0 \leq P_k \leq P \) for \( k = 1, 2, \cdots, G \), if we let \( \mathcal{W}(P_1, P_2, \cdots, P_G) = \{ (w_1^T, w_2^T, \cdots, w_G^T)^T : \hat{H}_k w_k = 0 \text{ and } w_k^H w_k = P_k, \ k = 1, 2, \cdots, G \} \). Since \( \mathcal{W} \) can be decomposed into a union of all such \( \mathcal{W}(P_1, P_2, \cdots, P_G) \), i.e., \( \mathcal{W} = \bigcup_{\sum_k P_k = P} \mathcal{W}(P_1, P_2, \cdots, P_G) \). Therefore, the original optimization Problem 3 can be equivalently split into the following two kinds of sub-optimization problems:

**Sub-problem 2.1:** For any fixed \( P_k \), \( 0 < P_k < P \), find the beamforming vectors \( w_k, \forall k \in \{1, 2, \cdots, G\} \) such that

\[
\zeta(P_k) = \max_{w_k} \min_{\forall \ell} |h_k^H w_k|^2
\]

\[
\text{s.t. } \hat{H}_k^H w_k = 0 \text{ and } w_k^H w_k = P_k, \quad (6.133a)
\]

**Sub-problem 2.2:** Once sub-problem 2.1 has been solved, find an optimal power allocation strategy for all user groups \( \mathcal{S} \) such that

\[
\max_{P_k, \forall k} \min_{\forall k} \varrho_k \zeta(P_k) \quad \text{s.t. } \sum_{k=1}^{G} P_k = P. \quad (6.134)
\]

In general, the optimization problem (6.133) for arbitrary \( N_k \geq 3, \forall k \) is hard to solve. However, since the power required for using a large sum-constellation \( Q_k = \bigcup_{\ell=1}^{N_k} \mathcal{X}_k^\ell \) with certain error target is huge if \( N_k \) is too large, in this chapter we primarily restrict ourself in the case with \( N_k \leq 2 \). In this case, we assume that \( N \leq M + 1 \).
Let us consider (6.133) first, where $P_k$ is temporarily regarded as a fixed number. For group $S_k$ with $N_k = 1$, by the Cauchy-Swarz inequality we have $w_k = \sqrt{P_k} \frac{h_{k1}}{\|h_{k1}\|}$. For user group $S_k$ with $N_k = 2$, the sub-optimization problem 2.1 can be reformulated as

$$
\zeta(P_k) = \max_{\|w_k\|^2 = P_k} \min \left\{ w_k^H h_{k1} h_{k1}^H w_k, w_k^H h_{k2} h_{k2}^H w_k \right\}
$$

s.t. $\tilde{H}_k^H w_k = 0, \quad \forall k \in \{1, 2, \ldots G\}.$ \hspace{1cm} (6.135)

Let us consider the constraint of (6.135) first. For $N_k = 2$, we have $\tilde{H}_k \in \mathbb{C}^{M \times (N-2)}$, which is a tall matrix of full column rank, since $N \leq M+1$. This constraint essentially requires that $w_k$ lies in the orthogonal complement subspace of $\text{span}(\tilde{H}_k)$. Since $\tilde{H}_k$ has full column rank, the orthogonal complement projector for $\text{span}(\tilde{H}_k)$ is determined by $P_k = I - \tilde{H}_k (\tilde{H}_k^H \tilde{H}_k)^{-1} \tilde{H}_k^H \in \mathbb{C}^{M \times M}$, where $\tilde{H}_k^H P_k = 0$. We know that the rank of $P_k$ is $(M - N + 2)$. Now we want to find an orthonormal basis for $w_k$. To do that, let the QR-decomposition of $P_k$ be $P_k = Q_k R_k$, where $Q_k \in \mathbb{C}^{M \times (M-N+2)}$ is a column-wise unitary matrix. If we let $w_k = Q_k \hat{w}_k$, then, problem (6.135) is equivalent to

$$
\zeta(P_k) = \max_{\|\hat{w}_k\|^2 = P_k} \min \left\{ \hat{w}_k^H \hat{h}_{k1} \hat{h}_{k1}^H \hat{w}_k, \hat{w}_k^H \hat{h}_{k2} \hat{h}_{k2}^H \hat{w}_k \right\},
$$

where $\hat{h}_{k\ell} = Q_k^H h_{k\ell}, \forall k, \ell$. The above optimization problem can be solved by using Theorem 10 with the optimal value, i.e., $\zeta(P_k)$, being linear in terms of $P_k$, i.e.,

$$
\zeta(P_k) = P_k s_k, \hspace{1cm} (6.136)
$$
in which $\varsigma_k$ is determined by channel coefficients and is independent of $P_k$. Our next goal is to solve sub-problem 2.2 in this case. Substituting (6.136) into (6.134) yields

$$\max_{P_k, \forall k} \min_{\forall k} P_k \rho_k \varsigma_k \quad \text{s.t.} \quad \sum_{k=1}^{G} P_k = P.$$  \hspace{1cm} (6.137)

Its optimal value is attained when all $P_k \rho_k \varsigma_k$ for $k = 1, 2, \ldots, G$ are equal to each other, hence, leading to

$$P_{k}^{\text{opt}} = \frac{P \prod_{\ell \neq k}^{G} \rho_{\ell} \varsigma_{\ell}}{\sum_{m=1}^{G} \prod_{n \neq m}^{G} \rho_{n} \varsigma_{n}}, \quad \forall k \in \{1, 2, \ldots, G\}.$$  

Thus far, we have solved the problem (6.131) for given grouping method $S$ with $N_k \leq 2, \forall k \in \{1, 2, \ldots, G\}$.

### 6.2.3 User Grouping for $N_k \leq 2, \forall k \in \{1, 2, \ldots, G\}$

As we have mentioned before, the performance of our proposed transmission method is closely related to the user grouping strategy. In this subsection, we consider the user grouping method for cases with $N_k \leq 2, \forall k \in \{1, 2, \ldots, G\}$. In these cases, we require that $G \leq N \leq 2G$ and as a consequence, there are $N - G$ groups with each having 2 users and $2G - N$ groups with each having one user. For example, if $G = N$, each group has only one user. If $G = N/2$, each group has exactly two users. Since $S$ and $S_k$ are all unordered sets, for the given number of groups $G$, we have \( \frac{\prod_{k=0}^{N-G-1} \binom{N-2k}{2}}{(N-G)!} \) different grouping methods if $G \leq N - 1$ and only one method if $G = N$. Since for $N_k \leq 2$, $\lceil N/2 \rceil \leq G \leq N$, we have in total $1 + \sum_{m=\lceil N/2 \rceil}^{N-1} \frac{\prod_{k=0}^{N-m-1} \binom{N-2k}{2}}{(N-m)!}$ different grouping ways. For small $N$, the optimal grouping method can be found by brute-force search. However, it would be prohibitively complicated for large $N$, which makes our
design hard to implement in practice. Therefore, we now propose a suboptimal user-grouping method to make trade-off between performance and complexity by setting a threshold $\gamma_T$, which is a predefined level to balance the error performance among different groups.

**Example 7** Consider a two-user MISO BC with ZF beamforming, where each user employs a square $K$-ary QAM constellation and hence, the sum-rate of this network is $2 \log_2 K$. In contrast, for the modulation division method, the sum-constellation is set to be a $K^2$-ary QAM constellation such that the sum-rate is $\log_2 K^2 = 2 \log_2 K$, which is the same as ZF method. Assume that the average power of the transmitted symbol $x_k$ for the ZF method and that of $s_k$ for the sum-constellation are all normalized to 1. Then the minimum Euclidean distance of the constellation points of $x_k$ is $d_{zf}(K) = \sqrt{\frac{6}{K-1}}$ and that of $s_k$ is $d_{md}(K^2) = \sqrt{\frac{6}{K^2-1}}$. As a consequence we can set $\gamma_T = 10 \log_{10} \frac{d_{zf}(K)}{d_{md}(K)} = 10 \log_{10}(K + 1)$ to compensate the SNR loss due to using a larger constellation. For example, every user is using a 4-QAM, we would expect $\gamma_T = 6.99$ dB, $\gamma_T = 12.30$ dB for 16-QAM, $\gamma_T = 18.13$ dB for 64-QAM and $\gamma_T = 24.10$ dB for 256-QAM.

**Algorithm 3 (Grouping method)** The grouping method for $N_k \leq 2, \forall k \in \{1, 2, \ldots, G\}$ is given as follows for $N$ receivers such that $N = \sum_{k=1}^{G} N_k$. There are $\binom{N}{2} = \frac{N(N-1)}{2}$ possible grouping methods for one group with exactly two users.

1. **Enumeration:** Find all the possible groups with two users and generate the grouping index.

2. **Grouping gain calculation:** For all the grouping indexes, calculate the coding gain. For example, suppose that users $m$ and $n$ ($m < n$) are grouped
together with channel matrix $\tilde{H}_{m,n} = [h_m, h_n]$ and another matrix containing all the channel links of users in $U \setminus \{U_m, U_n\}$, which is denoted by $\tilde{H}_{m,n} = [h_1, \ldots, h_{m-1}, h_{m+1}, \ldots, h_{n-1}, h_{n+1}, \ldots, h_N]$. Let $\tilde{P}_{m,n} = I - \tilde{H}_{m,n}(\tilde{H}_{m,n}^H\tilde{H}_{m,n})^{-1}\tilde{H}_{m,n}^H$ and its QR-decomposition be $\tilde{P}_{m,n} = \tilde{Q}_{m,n}\tilde{R}_{m,n}$. Compute $\rho_{m,n} = \|\tilde{h}_m\|^2/\|\tilde{h}_n\|^2$ and $\cos\varphi_{m,n} = |\tilde{h}_m^H\tilde{h}_n|/\|\tilde{h}_m\|\|\tilde{h}_n\|$, where $\tilde{h}_m = \tilde{Q}_{m,n}^H h_m$ and $\tilde{h}_n = \tilde{Q}_{m,n}^H h_n$. Then, by Corollary 6, calculate the grouping gain $\nu_{m,n} = \nu(\rho_{m,n}, \cos\varphi_{m,n})$ as a function of $\rho_{m,n}$, $\cos\varphi_{m,n}$ if users $m$ and $n$ are grouped together.

3. Sorting: Now the $\frac{N(N-1)}{2}$ grouping gains $\nu_{m,n}$ are sorted in descending order, forming a vector $[\nu_{m_1,n_1}, \nu_{m_2,n_2}, \ldots, \nu_{m_{\frac{N(N-1)}{2}},n_{\frac{N(N-1)}{2}}}]^T$.

4. Grouping: If $\nu_{m_1,n_1} > \gamma_T$, then, users $m_1$ and $n_1$ are grouped together. Otherwise, go to the next step and no users are grouped together. Then, consider $\nu_{m_2,n_2}$. Again, if $\nu_{m_2,n_2} \leq \gamma_T$, go to the next step and terminate the grouping procedure. Otherwise, if $\nu_{m_2,n_2} > \gamma_T$ and either $m_2$ or $n_2$ has not been grouped yet, then, $m_2$ and $n_2$ are grouped together. Repeat this process until all the $\nu_{m,n}$ have already been considered. The remaining users is left ungrouped.

5. Stop and output the grouping index.

In our model, the grouping operation is carried out at the BS and then, the grouping indexes are informed to all the receivers. In fact, each receiver $U_{k_\ell}$ only needs to know the grouping index $k_\ell$ to obtain the sum-constellation used by the group and the corresponding sub-constellation of itself.

\footnote{Then our method essentially degrade into the ZF method.}
6.3 Computer Simulations and Discussions

In this section, computer simulations are carried out to verify our theoretical analysis and to assess the effectiveness of our proposed modulation division transmission method in a multiuser MISO BC. Throughout our simulations, we assume that the channel links from the BS are potentially correlated, but are uncorrelated between different users, i.e.,

\[
\mathbb{E}[\mathbf{h}_k\mathbf{h}_\ell^H] = \begin{cases} 
0 & \forall k \neq \ell, \\
\Sigma & \text{otherwise}
\end{cases}
\]  

(6.138)
Figure 6.23: Average BER performance against SNR with $M = 6$, $N = 2$ with different $\rho$. Each user uses a 4-QAM.

In addition, to help with our simulation, we assume that the channel covariance matrix $\Sigma$ is the commonly-used non-symmetric Kac-Murdock-Szegő (KMS) matrix [38], the $(m,n)$-th entry of which is denoted by $\sigma(m-n)$, i.e.,

$$
\sigma(m-n) = [\Sigma]_{mn} = \begin{cases} 
\rho^{n-m} & m \leq n \\
[\Sigma]^{*}_{nm} & m > n,
\end{cases}
$$

(6.139)

where $0 \leq |\rho| < 1$ indicates the degree of correlation. In particular, if $\rho = 0$, then $\Sigma = I$, i.e., all the entries of $H$ are i.i.d. Gaussian. Under all these assumptions, we perform five kinds of simulations to test our proposed MD transmission scheme in terms of uncoded BER.
Figure 6.24: Average BER among all users against SNR, $M = 10$, $N = 7, 8, 9, 10$ with $\rho = 0$.

The first kind of simulations is to test our MD method for the two user case. Its error performance comparison with the ZF beamforming method and the time division (TD) method is plotted in Fig. 6.22, where our grouping method for two-user case is examined, with $\rho = 0$ and $M = 2, 4, 6$ transmitting antennas, $N = 2$ receivers. For the ZF method, each user uses 4-QAM and for the MD and TD methods, the sum-constellation is 16-QAM. It can be observed that the BER performance of the proposed MD method is always better than those of the ZF beamforming and the TD methods. Specifically, the SNR gain at BER $10^{-4}$ is approximately 15dB for $M = 2$ and $N = 2$. However, as the number of transmitter antennas is increased to $M = 4$, the BER performance of MD is still better than that of ZF, but the gap between the two methods decreases. Particularly when $M = 6$, the performance of our proposed
method is almost the same as that of ZF.

The second kind of simulations is to examine that how the correlations among the transmitter antennas affect the error performance of our MD method in the two user situation. The simulation results are shown in Fig. 6.23. It can be seen that the error performance gap between the MD and the ZF method becomes large with $|\rho|$ increasing. In this case with mild correlation, e.g., $\rho = 0.3 \exp(0.5j)$, the performance gain of our method is not observable. However, when the transmitter antennas are severely correlated, e.g., $\rho = 0.9 \exp(0.5j)$, our method attains at least 1.5dB gain at BER $10^{-4}$ over the ZF scheme.

The third kind of simulations is to test our proposed suboptimal grouping method for the multi-user ($N \geq 3$) MISO BC, as shown in Fig. 6.24, where $M = 10, N =$
Figure 6.26: Average BER among all users against SNR, $M = 20, N = 20$ with $ho = 0, 0.3 \exp(0.5j)$ and $0.6 \exp(0.5j)$. 7, 8, 9, 10 and the channels are i.i.d. Rayleigh fading. It can be observed that the MD method with user grouping always outperforms the ZF method. Specifically for the case of $M = N = 10$, the SNR gain is approximately 20dB at BER $10^{-4}$. We find that the closer the number of users $N$ is to the number of transmitters $M$, the larger the performance gap between the proposed MD strategy and ZF method becomes, since when $M$ is close to $N$, there is a higher probability that the Hermitian angle between the channel vector of two users is small and as a consequence, the grouping gain becomes large. A similar conclusion can be drawn from the case with $M = 20$, $N = 14, 17, 19, 20$, as shown in Fig. 6.25.

Similar to the second kind of simulations, the fourth kind of simulations is to investigate how the channel correlations among the transmitter antennas affect the
error performance of our proposed MD-based grouping scheme. The simulation results are shown in Figs. 6.26 and 6.27. In Fig. 6.26, we consider the case with $M = N = 20$ and different correlation coefficients. It can be expected that the BER performance of our proposed method is much better than that of ZF method. In addition, it is not surprising that the BER performance becomes worse when the channel links from the BS becomes more correlated. Similar observations are also verified for the case with $M = 20$ and $N = 18$, as shown in Fig. 6.27.

The last kind of simulation is to compare our proposed MD method with other existing precoding methods in Figs. 6.28 and 6.29. Toward this end, in Fig. 6.28 we compare the average BER of the MD approach with SLNR based scheme in [75] and MMSE method with equal power allocation as well as TD and ZF methods when $M = 4, N = 4$. For the MD method, we consider both the proposed suboptimal grouping method described in Algorithm 3 and an exhaustive search grouping scheme.
Figure 6.28: Comparison of the proposed MD method, the exhaustive MD method, ZF, TD, MMSE and SLNR methods with $M = 4$ and $N = 4$.

that enumerates all the possible grouping methods for seeking the best possible max-min weighted SNR in Problem 2. It can be observed that the TD method has the worst BER in low and moderate SNR regimes. It can also be noticed that the SLNR and MMSE methods with equal power allocation have the same BER performance as proved by [167] and both of them outperform the ZF method. In addition, we can see that in a low SNR regime, the MMSE and SLNR methods have a lower BER than the MD method. However, in a moderate and high SNR regime, the MD method outperforms all the other methods in terms of BER. Despite the fact that it has better error performance than the proposed MD approach with the suboptimal grouping
method, the exhaustive grouping MD method obtains the marginal BER gain and costs much higher computational complexity. Therefore, the proposed suboptimal grouping method is greatly desirable in practice. To further demonstrate the error performance comparison of our proposed MD method with other precoding schemes, the scenario with $M = 5, N = 4$ is given in Fig. 6.29 where similar conclusion can be drawn.

Here, it should be pointed out clearly that our optimal beamformer design, the optimal grouping scheme and all the resulting simulations are based on the prior assumption that the BS has the knowledge of the perfect CSI. However, in practice, it is difficult to obtain the perfect knowledge of the CSI at BS. Therefore, it would be
very necessary to analyze the error performance of our proposed algorithm with the imperfect CSI, especially for the case of multiuser massive MIMO BC. Unfortunately, this problem is too big and too important to have space for any investigation in this chapter, but will be further studied in our future research.

In addition, it also should be mentioned explicitly that in terms of computational complexity, channel state information required and other overheads, there are some drawbacks in our proposed MD scheme when compared with the ZF scheme, as listed in Table 6.3.

Table 6.3: Comparison of MD and ZF Method

<table>
<thead>
<tr>
<th>Aspects</th>
<th>MD</th>
<th>ZF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complexity</td>
<td>$O(M^n)$</td>
<td>$O(M^d)$</td>
</tr>
<tr>
<td>CSI</td>
<td>CSIT and CSIR</td>
<td>CSIT</td>
</tr>
<tr>
<td>Overhead</td>
<td>Grouping Index needed</td>
<td>No additional overhead</td>
</tr>
</tbody>
</table>

6.4 Conclusion

In this chapter, we have revealed an important property on PAM and QAM constellations for multiuser communications that any PAM constellation or QAM constellation of large size can be uniquely decomposed into the sum of a group of the scaled version of the PAM or QAM constellations of varieties of small flexible sizes. In addition, we have developed two detection algorithms, showing that one of significant advantages of such unique decomposition is that once the sum signal is detected, each individual user signal can be efficiently decoded. Then, we consider a MISO BC with two users. For the special case with two receivers, the optimal beamforming vector is given in
a closed-form based on a max-min criterion on the received SNR for the sum-signal. In addition, the SNR gain compared with ZF method is also given explicitly, which can be used to evaluate the effectiveness of our MD method in different channel coefficients. In the case with more than two receivers, a novel low-complexity grouping transmission scheme based on MD, which aims at improving the condition number of the channel matrix, is proposed, with each group having one or two users.

Finally, the simulation results have demonstrated that for the Rayleigh channel, if the number of the receivers is far less than the number of BS antennas, our method has the same error performance as the ZF method. However, when the number of users is very close to that of the BS antennas, the error performance of our proposed MD scheme is substantially better than ZF. Moreover, our computer simulations have also shown that when the transmitter antennas are correlated, our presented method is still better than ZF, even if the number of transmitter antennas is larger than that of the receivers.

In conclusion, our QAM MD transmission scheme can be considered as a feasible and concrete approach to the general NOMA method that introduces interference with proper power level superimposed on the desired signal and is possible to be applied to multiuser networks, which would enable a new promising multiple access method.
Chapter 7

QAM Division for Multiuser

Uplink Massive SIMO

Communications

In this chapter, we consider the design of multiuser space-time modulation (MUSTM) for an uplink massive single-input and multiple-output (SIMO) system, where the base station (BS) and all users know the large scale channel coefficients. For such system, a novel concept called uniquely factorable (UF)-MUSTM is invented. In order to assure that each transmitted signal matrix is able to be uniquely determined in a noise-free case when the number of the BS antennas goes to infinity, an important constraint of full row rank on each transmitted matrix is found to assure that the channel is able to be uniquely identified in the noise-free case as well as reliably estimated in the noisy case with the least square error criterion if the transmitted signal matrix is perfectly estimated. A new definition of full receiver diversity gain and coding gain exponent in terms of the number of the BS antennas is introduced. Then, using our
recently developed framework on uniquely decomposable constellation group (UDCG) with quadrature amplitude modulation (QAM) constellations and properly and timely assigning each sub-constellation to each user at each time slot, we develop a machinery method for systematically designing a family of invertible UF-MUSTM with flexible data rates in order to assure the reliable estimation of the transmitted signal as well as of the channel for the multiuser massive SIMO system. In addition, a simple training correlation receiver (TCR) is proposed to efficiently and effectively detect such UF-MUSTM and its pair-wise error probability (PEP) is derived, showing that our proposed UF-MUSTM enables full receiver diversity. Furthermore, the optimal closed-form power allocation and user constellation assignment are found to maximize the worst-case coding gain exponent under a peak power constraint on each user.

7.1 System Model with MUSTM for Multiuser Massive SIMO Communications

Consider an uplink massive SIMO multiple access channel (MAC), where the BS with $M$ antennas serves $N$ single-antenna users on the same time-frequency band ($M \gg N$). In this chapter, the channel links between the BS and all the users are assumed to be in block fading, i.e., the channel coefficients are quasi-static in the current block and change independently to other values in next consecutive block. For such a network, at the $t$-th time slot, a relationship between transmitted signals from all the users and a received signal in a discrete-time complex baseband-equivalent
model can be expressed by

\[ \mathbf{y}_t = \mathbf{Hx}_t + \mathbf{n}_t, \]

where \( \mathbf{y}_t = [y_{1,t}, y_{2,t}, \ldots, y_{M,t}]^T \in \mathbb{C}^{M \times 1} \) is the \( M \times 1 \) received signal vector at the BS, \( \mathbf{x}_t = [x_{1,t}, x_{2,t}, \ldots, x_{N,t}]^T \in \mathbb{C}^{N \times 1} \) denotes an \( N \times 1 \) signal vector from all the \( N \) different users and \( \mathbf{n}_t \sim \mathcal{C}\mathcal{N}(0, \sigma^2 \mathbf{I}) \) is an \( M \times 1 \) circularly-symmetric complex Gaussian (CSCG) distributed noise vector, and \( \mathbf{H} \) denotes an \( M \times N \) channel matrix consisting of small and large scale fading coefficients, i.e., \( \mathbf{H} = \mathbf{GD}^{1/2} \in \mathbb{C}^{M \times N} \), with the \( n \)-th column vector \( \mathbf{h}_n = [h_{1,n}, h_{2,n}, \ldots, h_{M,n}]^T \) representing the channel links connecting User-\( n \) to all the \( M \) antennas of BS. We assume that all the entries of \( \mathbf{G} \) are i.i.d. CSCG random variables with each having zero mean and unit variance (Rayleigh fading), characterizing the local scattering fading, and that \( \mathbf{D} = \text{diag}\{\beta_1, \beta_2, \ldots, \beta_N\} \) is a diagonal matrix capturing the propagation loss due to near-far distances and shadowing. Throughout this chapter, we assume that \( \mathbf{D} \) is available to the BS and all the \( N \) users, since it changes much slower than the first-order channel statistics and can be estimated by using training sequences such as in [168].

Now, we consider a transmission block with \( T \) time slots and thus, all \( T \) received signal vectors can be stacked together into a matrix written by

\[ \mathbf{Y}_T = \mathbf{HX}_T + \mathbf{N}_T, \quad (7.140) \]

where \( \mathbf{Y}_T = [\mathbf{y}_1, \mathbf{y}_2, \ldots, \mathbf{y}_T] \), \( \mathbf{X}_T = [\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_T] \) and \( \mathbf{N}_T = [\mathbf{n}_1, \mathbf{n}_2, \ldots, \mathbf{n}_T] \).

Let us now consider what is the best way for the design of space-time signals in a noise-free case for the multiuser massive SIMO communication system.
**Unique identification of transmitted signals:** For the purpose on the estimation of space-time signals, let us reveal what is a necessary ability for the reliable massive communication system must have. By central limit theorem, we have $\lim_{M \to \infty} \frac{G^H G}{M} = I$ and $\lim_{M \to \infty} \frac{N^H N}{M} = \sigma^2 I$. If we let $R_M = \frac{Y^H Y}{M}$, we must have $\lim_{M \to \infty} R_M = \mathbf{R}$, where $\mathbf{R}$ is an $N \times N$ positive semidefinite matrix satisfying $\mathbf{R} = X^H D X_T$. Now, a necessary condition becomes more clear: any reliable communication for the massive SIMO system must have the ability to uniquely determine each transmitted signal matrix $X_T$ once $R$ has been received. In other words, any reliable communication for the massive SIMO system requires that the transmitter should carefully design such finite transmitted matrix signal set, $\mathcal{X}_T \subseteq \mathbb{C}^{N \times T}$, that if there exist any two matrices $X_T, \tilde{X}_T \in \mathcal{X}_T$ satisfying $X^H_T D X_T = \tilde{X}^H_T D \tilde{X}_T$, then, we must have $X_T = \tilde{X}_T$. This leads us to formally introducing the following concept:

**Definition 6 (UF-MUSTM)** A MUSTM $\mathcal{S} \subseteq \mathbb{C}^{N \times T}$ is said to form a uniquely factorable (UF)-MUSTM if there exists a pair of codewords $\mathbf{S}, \tilde{\mathbf{S}} \in \mathcal{S}$ such that $\mathbf{S}^H \mathbf{S} = \tilde{\mathbf{S}}^H \tilde{\mathbf{S}}$, then, we have $\mathbf{S} = \tilde{\mathbf{S}}$. ■

**Unique identification of channels:** For the purpose on the estimation of the channel, let us reveal another necessary condition for the channel to be uniquely determined if the transmitted signal matrix is perfectly estimated. In other words, can we uniquely solve the equation $Y_T = H X_T$ for the channel matrix $H$ if both $Y_T$ and $X_T$ are known? The answer comes up to us immediately: the unique solution for $H$ requires that $X_T$ must have full row rank, implying coherence time $T_c \geq T \geq N$. Under this condition and even in a noisy case, we can still use the least square error criterion to reliably obtain the estimate of the channel matrix as $\hat{H} = Y_T X_T^H (X_T X_T^H)^{-1}$.

Therefore, the reliable estimation of the transmitted signal as well as of the channel...
for the massive MIMO communication system require that the transmitter should design UF-MUSTM with each codeword matrix having full row rank, i.e., full row rank UF-MUSTM. The following property, which can be directly verified by Definition 6, provides us with another strong evidence to further support our argument.

**Proposition 6** Let $T_c \geq T \geq N$ and $X_T = [X_N, X_{\overline{N}}]$ satisfying

\[
X_T^H DX_T = R = \begin{pmatrix}
R_{11} & R_{12} \\
R_{21} & R_{22}
\end{pmatrix},
\]

where $R$ is known. If $X_N$ is invertible and can be uniquely determined from $R_{11} = X_N^H DX_N$, then, $X_N$ can be uniquely determined from $R_{12} = X_{\overline{N}}^H DX_N$. ■

Proposition 6 reduces the design of UF-MUSTM $X_T$ to the design of invertible UF-MUSTM $X_N$. Therefore, our primary task in the rest of this chapter is to propose a new method for the systematic design of such invertible UF-MUSTM with $T = N$.

### 7.2 Design of UF-MUSTM using QAM Division

In order to fulfill our task, in this section we will develop a novel machinery method for systematically designing a family of invertible UF-MUSTM by making use of our recently developed framework on UDCG with QAM constellations [169].

#### 7.2.1 QAM Division-based Multiuser Space-Time Modulation

Our goal in this subsection is to propose a novel QAMD transmission method for the multiuser uplink massive SIMO systems by taking advantage of UDCG with the
commonly used energy efficient QAM signalling. To this end, each transmitted signal matrix \( X \) has the following structure:

\[
X = \begin{bmatrix}
\sqrt{q_1} & x_{1,2} & x_{1,3} & \cdots & x_{1,N} \\
\sqrt{q_2} & x_{2,2} & x_{2,3} & \cdots & x_{2,N} \\
\sqrt{q_3} & x_{3,2} & x_{3,3} & \cdots & x_{3,N} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\sqrt{q_N} & x_{N,2} & x_{N,3} & \cdots & x_{N,N}
\end{bmatrix} = D^{-1/2} \begin{bmatrix}
1 & s_{1,2} & s_{1,3} & \cdots & s_{1,N} \\
1 & s_{2,2} & s_{2,3} & \cdots & s_{2,N} \\
1 & s_{3,2} & s_{3,3} & \cdots & s_{3,N} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & s_{N,2} & s_{N,3} & \cdots & s_{N,N}
\end{bmatrix} P^{1/2},
\]

where the \((k,t)\)-th entry of \( X \) is transmitted from the \( k \)-th user at the \( t \)-th time slot and \( P = \text{diag}\{p_1, p_2, \cdots, p_N\}, p_n > 0 \) for \( n = 1, 2, \cdots, N \) is a diagonal power loading matrix to be optimized. We assume that the constellations used in each time slot can be permuted, i.e., \( s_{k,t} \in \mathcal{A}_{\pi_t(k)} \), where \( \pi_t = (\pi_t(1), \pi_t(2), \cdots, \pi_t(N)) \), \( t = 2, 3, \cdots, N \) is a permutation on \( N \)-tuple \((1, 2, \ldots, N)\) and \( \mathcal{A}_k, \forall k \) constitute a UDCG with sum-QAM constellation \( \mathcal{A} \), i.e., \( \mathcal{A} = \biguplus_{k=1}^{N} \mathcal{A}_k \). The rate allocation between the \( N \) users are based on the sum-decomposition such that \( \sum_{i=1}^{N} K_i = K \), with \( K_i = \log_2 |\mathcal{A}_i| \) being the rate of the user constellation \( \mathcal{A}_i \). All such transmitted matrices form a set \( \mathcal{X} \), which enjoys the following very interesting and important property.

**Proposition 7** The following statements are true:

1. If there exists a pair of \( X \) and \( \tilde{X} \) belonging to \( \mathcal{X} \) such that \( X^HDX = \tilde{X}^H D \tilde{X} \), then, we have \( X = \tilde{X} \).

2. For any \( X \in \mathcal{X} \), if \( \pi_k(k - 1) = 1 \) for \( k = 2, 3, \cdots, N \), then, \( X \) is invertible.
3. For the channel model described in (7.140), if the transmitted signal matrix $X \in \mathcal{X}$ is perfectly estimated, then, the channel matrix $H$ can be uniquely determined in the absence of noise.

Proof of Statement 1: Let $X = D^{-1/2}SP^{1/2}$ and $\tilde{X} = D^{-1/2}\tilde{S}\tilde{P}^{1/2}$. Then, if $X^HDX = \tilde{X}^H\tilde{D}\tilde{X}$, we have $S^HS = \tilde{S}^H\tilde{S}$. As a consequence, $\sum_{k=1}^{N} s_{k,t} = \sum_{k=1}^{N} \tilde{s}_{k,t}$, where $s_{k,t}, \tilde{s}_{k,t} \in \mathcal{A}_{\pi(k)}$ for $t = 2, 3, \cdots, N$. Since all $\mathcal{A}_k$ for $k = 1, 2, \cdots, N$ form a UDCG, we attain $s_{k,t} = \tilde{s}_{k,t}, \forall k, t$, or equivalently, $S = \tilde{S}$. This completes the proof of Statement 1.

Proof of Statement 2: Recall that $X = D^{-1/2}SP^{1/2}$ in (7.141). Hence, we have $\det(X) = \det(D^{-1/2})\det(S)\det(P^{1/2})$. Since $\det(D^{-1/2}) > 0$ and $\det(P^{1/2}) > 0$, proving that $X$ is invertible is equivalent to proving that $S$ is invertible. In what follows, we will prove that $\det(S) \neq 0$. We know from the construction of all the sub-constellations that the real and imaginary part of $s_{k-1,k} \in \mathcal{A}_1, k = 2, 3, \cdots N$ are odd numbers over two and all the other information carrying signals are Gaussian integers. By using the Laplace expansion, the determinant of $S$ can be represented by

$$\det(S) = \alpha_0 + 2^{-1}\alpha_1 + \cdots + 2^{-(N-1)}\alpha_{N-1},$$ (7.142)

where $\alpha_k$ are the product of $(N-1)$ Gaussian integers whose real part and imaginary part are both odd numbers or odd numbers time a power of two. As a result, we have that $\alpha_k$ is dividable by $(1 + j)^{N-1}$ for $k = 0, 1, \cdots, N - 1$. Multiplying both sides
of (7.142) by $2^{N-1}$, we have

$$2^{N-1} \det(S) = 2^{N-1} \alpha_0 + 2^{N-2} \alpha_1 + \cdots + 2 \alpha_{N-2} + \alpha_{N-1}. \quad (7.143)$$

Since $\alpha_k$ is divisible by $(1+j)^{(N-1)}$ and 2 is divisible by $(1+j)$, then, $2^{N-1} \alpha_0 + 2^{N-2} \alpha_1 + \cdots + 2 \alpha_{N-2}$ must be divisible by $(1+j)^N$. Now, we can finish the proof by contradiction. Suppose that $\det(S) = 0$. Then, we would have $(1+j)^N | \alpha_{N-1}$. Since $\alpha_{N-1} = (-2)^{N-1} \prod_{k=2}^{s_{k-1,k}}$, there exists some $s_{k-1,k}$ such that $2s_{k-1,k}$ is divisible by $(1+j)^2 = 2j$, which is impossible, since $2s_{k-1,k}$ are Gaussian integers whose real and imaginary parts are odd numbers. This contradicts the assumption that $\det(S) = 0$. Therefore, we must have $\det(S) \neq 0$. This completes the proof of Statement 2.

Proof of Statement 3: In the noise-free case, $Y = HX$. If $X^{-1}$ exists, then we have $\hat{H} = YX^{-1} = H$. Hence, $H$ can be uniquely identified and this completes the proof of Statement 3 and hence, Proposition 2. \qed

### 7.3 Training Correlation Receiver, Error Performance Analysis and Optimal Signalling

Our primary purpose in this section is to first propose a training correlation receiver (TCR) for the QAMD MUSTM designed in Section 7.2 and then, analyze its pair-wise error probability (PEP). Particularly when each user constellation is either BPSK or QPSK, a symbol error probability formula will be derived. With all these error performance results, an new power loading scheme is finally developed that either maximizes the worst-case coding gain or minimizes the average symbol error probability subject
7.3.1 Training Correlation Receiver for UF-MUSTM

Here, by taking advantage of each coding matrix structure in the design of QAMD MUSTM, we consider a simple receiver. Since \( \mathbf{x}_1 = [\sqrt{q_1}, \sqrt{q_2}, \ldots, \sqrt{q_N}]^T \), the received noisy training signal at BS in the first time slot can be written as

\[
y_1 = \sum_{k=1}^{N} h_k \sqrt{q_k} + n_1.
\]  

(7.144)

Then, the information-carrying signals from all the users are transmitted concurrently. Hence, the received signal at the \( t \)-th time slot can be represented by

\[
y_t = \sum_{k=1}^{N} h_k x_{k,t} + n_t
\]  

for \( t = 2, 3, \ldots, N \). Now, we attempt to extract the transmitted signals for all the users from \( \mathbf{R}_M \) using a so called training correlation receiver (TCR). That being said, we first calculate the correlation between the received training signal \( y_1 \) and information carrying signal \( y_t \), i.e., the off-diagonal values of matrix \( \mathbf{R}_M \) in the first row, \( r_t = \frac{1}{M} y_1^H y_t, \ t = 2, 3, \ldots, N \). In order to make a reasonable decision on \( r_t \) for estimating all the transmitted signals, we need to establish the following lemma.

**Lemma 6** Let \( S_t = \sum_{k=1}^{N} s_{k,t} \). If all the entries of \( \mathbf{G} \) and \( \mathbf{N} \) are i.i.d. CSCG random variables and independent to each other, then, we have \( \mathbb{E}[r_t] = \sqrt{p_1 p_t} S_t \), \( \text{var}(r_t) = \frac{\delta_t^2}{M} \).
where
\[ \delta_t = \sqrt{(Np_1 + \sigma^2)(p_t \sum_{k=1}^{N} |s_{k,t}|^2 + \sigma^2)}. \] (7.146)

Moreover, as \( M \) goes to infinity\(^1\), \( r_t \) converges in distribution to a complex Gaussian random variable, i.e., \( r_t \overset{d}{\rightarrow} \mathcal{CN}(\sqrt{p_1p_t}S_t, \frac{\delta_t^2}{M}) \).

The proof of Lemma 6 is given in Appendix A.4. Therefore, by Lemma 6, the probability density function (PDF) of \( r_t \) conditioned on \( S_t \) can be approximated by
\[ f(r_t|S_t) = \frac{M}{\pi\delta_t^2} \exp\left(-\frac{M|r_t - \sqrt{p_1p_t}S_t|^2}{\delta_t^2}\right). \] (7.147)

Therefore, TCR is to solve the following optimization problem: \( \{\hat{s}_{k,t}\}_{k=1}^{N} = \arg\min_{s_{k,t}} \frac{|r_t - \sqrt{p_1p_t}S_t|^2}{\sigma_t^2} + \ln\frac{\sigma_t^2}{M} \) for any fixed \( t \). Here, it should be pointed out that TCR has to be implemented by performing an exhaustive search over all the possible values of \( s_{k,t} \), or, equivalently, \( S_t \). However, when each point \( s_{k,t} \) is either binary or QPSK constellation point, TCR is significantly reduced to \( \hat{S}_t = \arg\min_{S_t} |r_t - \sqrt{p_1p_t}S_t| \) for \( t = 2, 3, \ldots, N \). Then, using Algorithm 2, we can quickly obtain all the estimates of user signals \( s_{k,t} \).

### 7.3.2 Error Performance Analysis of TCR

Let us now consider the error performance analysis of TCR. From (7.146), it can be observed that the equivalent noise variance term \( \delta_t^2 \) depends on the transmitted sum signal \( S_t \) and as a result, the exact symbol error probability is hard to be derived.

---

\(^1\)We are interested in the massive MIMO systems, in which there are typically several hundreds or even thousands of available antennas and hence, the above assumption can be justified.
Instead, we aim to derive PEP for the received sum signal. We know that \( S_t \) is taken from a \( 2^K \)-QAM constellation and the \( 2^K \) possible values of \( S_t \) are denoted by \( S_t^{(k)}, k \in \{1, 2, \ldots, 2^K\} \), respectively. Then, the PEP of sending \( S_t^{(k)} \) and detecting it as \( S_t^{(\ell)} \) is given by

\[
P_r(S_t^{(k)} \rightarrow S_t^{(\ell)}) = P_r \left( \frac{|r_t - \sqrt{p_1 p_t S_t^{(\ell)}}|^2}{(\delta_t^{(\ell)})^2} + \frac{\ln(\delta_t^{(\ell)})^2}{M} < \frac{|r_t - \sqrt{p_1 p_t S_t^{(k)}}|^2}{(\delta_t^{(k)})^2} + \frac{\ln(\delta_t^{(k)})^2}{M} \right). \tag{7.148}
\]

To further evaluate this probability, we need the following lemma.

\textbf{Lemma 7} Let a random variable \( r \sim \mathcal{CN}(\mu_c, \nu^2) \), where \( \mu_c \) is the coordinate of point \( C \) in the complex plane. If we let \( P_e \) denote the probability of \( r \) falling into the circle \((a > c)\) as illustrated in Fig. 7.30 or that of \( r \) falling outside the circle \((a < c)\) as depicted in Fig. 7.31. Then, we have \( P_e < \exp \left( -\frac{(a-c)^2}{\nu^2} \right) \), where \( a \) and \( c \) are constant as given in Fig. 7.30 and 7.31, respectively.

The proof of Lemma 7 is given in Appendix A.5. With the aid of Lemma 7, the PEP
expression (7.148) can be significantly simplified as the following theorem:

**Theorem 11** Let $S_t^{(k)} = \sum_{m=1}^{N} s_{m,t}^{(k)}$ and $S_t^{(\ell)} = \sum_{m=1}^{N} s_{m,t}^{(\ell)}$, then, PEP can be upper bounded by $P_e(S_t^{(k)} \rightarrow S_t^{(\ell)}) < \exp\left(-\frac{M p_1 p_t |\Delta S_t^{(k,\ell)}|^2}{(\delta_t^{(k)} + \delta_t^{(\ell)})^2}\right)$, where $\Delta S_t^{(k,\ell)} = S_t^{(k)} - S_t^{(\ell)}$. ■

Theorem 11, whose proof is postponed into Appendix A.6, reveals that TCR achieves full receiver diversity $M^2$. In addition, it also tells us that the upper bound for PEP at the $t$-th time slot is dominated by the following important quantity:

**Definition 7** The coding gain index at the $t$-th time slot is defined as

$$G(p_1, p_t) = \min_{\forall S_t^{(k)} \neq S_t^{(\ell)}} \frac{p_1 p_t |\Delta S_t^{(k,\ell)}|^2}{(\delta_t^{(k)} + \delta_t^{(\ell)})^2}.$$  \hspace{1cm} (7.149)

On one hand, we notice that the minimum value of $|\Delta S_t^{(k,\ell)}|^2$ in the numerator of the objective coding gain index function is one from the construction of our QAMD MUSTM. On the other hand, we note that $(\delta_t^{(k)} + \delta_t^{(\ell)})^2$ in the denominator of the objective coding gain index function is maximized when one of $S_t^{(k)}$ and $S_t^{(\ell)}$ is the corner point and the other is the nearest edge point. Specifically, we denote these two sum signal points as $\hat{S}_t = \sum_{m=1}^{N} \hat{s}_{m,t}$ and $\hat{S}_t = \sum_{m=1}^{N} \hat{s}_{m,t}$, respectively. Correspondingly, we let $\hat{\delta}_t = (Np_1 + \sigma^2)(p_t \hat{E}_{s,t} + \sigma^2)$ and $\hat{\delta}_t^2 = (Np_1 + \sigma^2)(p_t \hat{E}_{s,t} + \sigma^2)$, where $\hat{E}_{s,t} = \sum_{m=1}^{N} |\hat{s}_{m,t}|^2$ and $\hat{E}_{s,t} = \sum_{m=1}^{N} |\hat{s}_{m,t}|^2$. Hence, the coding gain index (7.149) is

---

2It is said that a detector $\text{Det}$ achieves full receiver diversity $M$ if there exist two positive constants $C$ and $\rho < 1$ independent of $M$ such that $P_{\text{Det}}(\mathbf{X}_N \rightarrow \mathbf{X}_N) \leq C \rho^M$ for large $M$. 
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can be significantly simplified into

\[ G(p_1, p_t) = \frac{1}{\left( \sqrt{(N + \sigma^2_p)(\bar{E}_{s,t} + \frac{\sigma^2}{p_t})} + \sqrt{(N + \sigma^2_p)(\bar{E}_{s,t} + \frac{\sigma^2}{p_t})} \right)^2}. \tag{7.150} \]

### 7.3.3 Power Loading under Average Power Constraint

In this subsection, we consider an optimal power loading scheme under an average power constraint where the user constellation permutation is given. As all the \( N \) users are geographically separated, an average power constraint can be imposed on each user over \( N \) time slots in each block, i.e.,

\[ \frac{1}{N} \left(q_k + \sum_{t=2}^{N} \mathbb{E}[|x_{k,t}|^2] \right) \leq \bar{P}_k, \quad k = 1, 2, \ldots, N, \tag{7.151} \]

where \( P_k \) is a predefined average power constraint for User \( k \). From (7.141), we know that \( x_{k,t} = \frac{\sqrt{P_k}}{\sqrt{\beta_k}} s_{k,t} \). Hence, if we let \( \mathbb{E}[|s_{k,t}|^2] = E_{\pi_t(k)} \), then \( \mathbb{E}[|x_{k,t}|^2] = \frac{P_k}{\beta_k} E_{\pi_t(k)} \). Consequently, the average power constraint can be reformulated as

\[ \frac{1}{N} \left( \frac{P_1}{\beta_k} + \sum_{t=2}^{N} \frac{E_{\pi_t(k)}}{\beta_k} p_t \right) \leq \bar{P}_k, \quad k = 1, 2, \ldots, N. \tag{7.152} \]
Inequality (7.152) can be rewritten in a more compact matrix form as

\[
\begin{bmatrix}
1 & E_{\pi_1(1)} & \cdots & E_{\pi_N(1)} \\
1 & E_{\pi_1(2)} & \cdots & E_{\pi_N(2)} \\
1 & E_{\pi_1(3)} & \cdots & E_{\pi_N(3)} \\
\vdots & \vdots & \ddots & \vdots \\
1 & E_{\pi_1(N)} & \cdots & E_{\pi_N(N)}
\end{bmatrix}
\begin{bmatrix}
p_1 \\
p_2 \\
p_3 \\
\vdots \\
p_N
\end{bmatrix}
\leq
\begin{bmatrix}
N \bar{P}_1 \beta_1 \\
N \bar{P}_2 \beta_2 \\
N \bar{P}_3 \beta_3 \\
\vdots \\
N \bar{P}_N \beta_N
\end{bmatrix}.
\]

That is \( Ap \leq b \), where \( A, p \) and \( b \) are given in (7.153). It can be observed that the feasible region of \( p \) is a polyhedron, which is a convex set.

**Power allocation maximizing the worst-case coding gain**

As we have seen from Theorem 11 that PEP is controlled by the coding gain index. Therefore, we now aim to maximize the worst-case coding gain index subject to the average power constraint on each user, i.e.,

**Problem 4** Find a power loading that maximizes the minimum coding gain index over \( N \) time slots subject to the average power constraint, i.e.,

\[
\max_{p \in \mathbb{C}^{N \times 1}} \min_{t} \{ G(p_1, p_t) \} \quad (7.154a)
\]

\[
s.t. \quad p \geq 0 \quad \text{and} \quad Ap \leq b. \quad (7.154b)
\]

In order to efficiently solve this problem, we first establish the following lemma.
Lemma 8 Let $p_u = \min\{N\bar{P}_k\beta_k\}_{k=1}^N$. Then, for any given $p_1$ with $0 \leq p_1 \leq p_u$, the solution to the following optimization problem:

$$\max_{p_1 \in \mathbb{C}^{(N-1) \times 1}} \min_{t \geq 2} \{p_t\} \tag{7.155a}$$

s.t. $p_1 \geq 0$ and $\bar{A}_1 p_1 \leq \bar{b}_1$, \hspace{1cm} \tag{7.155b}

is given by $\bar{p}_1^* = p^* 1_{N-1}$ with $p^* = f(p_1) = \min\left\{\frac{N\bar{P}_k\beta_k - p_1}{\sum_{t=2}^{N} E_{\pi_t(k)}}\right\}_{k=1}^N$, where $\bar{p}_1 = (p_2, p_3, \cdots, p_N)^T$, $\bar{b}_1 = b - p_1 1_N$ and

$$\bar{A}_1 = \begin{bmatrix}
E_{\pi_2(1)} & E_{\pi_3(1)} & \cdots & E_{\pi_N(1)} \\
E_{\pi_2(2)} & E_{\pi_3(2)} & \cdots & E_{\pi_N(2)} \\
E_{\pi_2(3)} & E_{\pi_3(3)} & \cdots & E_{\pi_N(3)} \\
\vdots & \vdots & \ddots & \vdots \\
E_{\pi_2(N)} & E_{\pi_3(N)} & \cdots & E_{\pi_N(N)}
\end{bmatrix}$$

Proof: First, we prove that $\bar{p}_1^*$ is achievable, i.e., it is in the feasible domain. Since $0 \leq p_1 \leq p_u$, we have $\bar{p}_1^* \geq 0$. In addition, substituting $\bar{p}_1^*$ into (7.155b) and using the fact that all the entries of $\bar{A}_1$ are positive yield $\bar{A}_1 \bar{p}_1^* = p^* \bar{A}_1 1_{N-1} \leq \bar{b}_1$. Hence, $\bar{p}_1^*$ is a feasible solution. In what follows, we will show that any point $\bar{p}_1$ for $\max_{p_1} \min_{t=2}^N p_t > p^*$ is not achievable. Suppose that there exists some $\bar{p}_1^* = [p_2^*, p_3^*, \ldots, p_K^*]^T$ in the feasible domain such that $\min_{t=2}^N p_t^* > p^*$. Then, there must exist some $\epsilon > 0$ such that $\min_{t=2}^N p_t^* = (p^* + \epsilon)$, and $\bar{p}_1^* \geq p^* + \epsilon$ for $t = 2, 3, \cdots, N$, i.e., $(p^* + \epsilon) I \leq \bar{p}_1^*$. Combining this with the fact that all the entries of $\bar{A}_1$ are positive results in $p^* \bar{A}_1 1_{N-1} < (p^* + \epsilon) \bar{A}_1 1_{N-1} \leq \bar{A}_1 \bar{p}_1^* \leq \bar{b}_1$, which
contradicts with the definition of $p^*$. This completes the proof of Lemma 8. \qed

**Theorem 12** Let $p_u$ and function $f(p_1)$ be defined in Lemma 8. Then, the optimal solution to Problem 4 is determined by $	ilde{p}$, where $	ilde{p}_1 = \arg\max_{0 \leq p_1 \leq p_u} G(p_1, f(p_1))$ and $\tilde{p}_t = f(\tilde{p}_1)$ for $t = 2, 3, \cdots, N$. \newline

**Proof**: First, from the constraint we know $p_1 \leq N\tilde{P}_k\beta_k$ for $k = 1, 2, \cdots, N$. Hence, we have $p_1 \leq \min\{N\tilde{P}_k\beta_k\}_{k=1}^N = p_u$. On the other hand, we notice that for any given $p_1$ with $0 \leq p_1 \leq p_u$, the coding gain index function in terms of $p_t$ is nondecreasing. Hence, $\min_{2 \leq t \leq N} G(p_1, p_t) = G(p_1, \min_{2 \leq t \leq N} p_t)$ and as a consequence, for any given $p_1$ with $0 \leq p_1 \leq p_u$, we have $\max_{p_1} \min_{2 \leq t \leq N} G(p_1, p_t) = G(p_1, \max_{p_t} \min_{2 \leq t \leq N} p_t)$. Now, by Lemma 8 we obtain $\max_{p_1} \min_{2 \leq t \leq N} G(p_1, p_t) = G(p_1, f(p_1))$. Therefore, we attain $\max_{p_1} \min_{2 \leq t \leq N} G(p_1, p_t) = \max_{p_1} \max_{p_t} \min_{2 \leq t \leq N} G(p_1, p_t) = \max_{p, f(p_1))}$. This completes the proof of Theorem 12.

**The Special Case where $A_k$ are BPSK or 4-QAM with Different Scales**

In this subsection, we will restrict our sub-constellations for each user to be BPSK or 4-QAM with different scales. In this case, $|s_{k,t}|^2 = \mathbb{E}[|s_{k,t}|^2] = E_{\pi(k)}$ and (7.146) becomes

$$\tilde{\delta}_t^2 = (Np_1 + \sigma^2)(p_tE_s + \sigma^2), \quad (7.156)$$

where $E_s = \sum_{k=1}^N E_k$. It can be observed that $\tilde{\delta}_t^2$ keeps constant for different transmitted signal $S_t$. For the considered large SIMO system, if $S_t$ is transmitted,
\( r_t \sim \mathcal{CN}(\sqrt{p_1 p_t S_t}, \frac{\delta_t^2}{M}) \) and the PDF conditioned on \( S_t \) can be approximated by

\[
\frac{M}{\pi \delta_t^2} \exp \left( -\frac{M |r_t - \sqrt{p_1 p_t S_t}|^2}{\delta_t^2} \right).
\] (7.157)

As a result, the sum signal \( S_t \) can be estimated based on the approximated \( f(r_t|S_t) \) above in massive MIMO systems,

\[
\hat{S}_t = \arg \max_{S_t} \ln \left( f(r_t|S_t) \right) = \arg \min_{\hat{S}_t} |r_t - \sqrt{p_1 p_t S_t}|^2.
\]

Once \( \hat{S}_t \) has been detected, \( \hat{s}_{k,t} \) can be determined for each user. Due to the decision region is the same as QAM constellations, the performance measure can be based on the average symbol error rate (SER) for the sum signal. In particular, for the \( N \) users each using \( \mathcal{A}_k \) that are all 4-QAM constellations with different scales, the received sum signal \( S_t \) is taken from a \( 4^N \)-square QAM constellation. The SER over the \( t \)-th time slot for the sum signal \( S_t \) can be approximated by

\[
P_e(p_1, p_t) = 4 \left( 1 - \frac{1}{2^N} \right) Q \left( \frac{\sqrt{M}}{2 \sqrt{(N + \frac{\sigma^2}{p_1})(E_s + \frac{\sigma^2}{p_t})}} \right) - 4 \left( 1 - \frac{1}{2^N} \right)^2 Q^2 \left( \frac{\sqrt{M}}{2 \sqrt{(N + \frac{\sigma^2}{p_1})(E_s + \frac{\sigma^2}{p_t})}} \right).
\]

The case when all the users are using BPSK is similar and hence omitted. As a consequence, the approximated average probability of error

\[
P_e(p) = \frac{1}{N-1} \sum_{t=2}^N P_e(p_1, p_t), \quad (7.158)
\]

where \( p = [p_1, p_2, \ldots, p_N]^T \).

**Problem 5 (Minimize the average SER)** We aim to minimize the average SER of \( S_t \) in one frame by performing optimization on \( p \), i.e., we aim to solve the following
optimization problem

\[
\min P_e(p) \quad (7.159a)
\]

\[
\text{s.t. } p \geq 0 \text{ and } Ap \leq b. \quad (7.159b)
\]

The above problem is a convex optimization problem, and the proof is given in Appendix A.7. As a result, the above problem can be solved efficiently by using an interior-point method [47].

7.3.4 Optimal Signalling under Peak Power Constraints

In this subsection, we consider an optimal power loading scheme that maximizes the worst-case coding gain index when each user has a respective peak power constraint [170] over each time slot (e.g., due to the limited linear region of the radio frequency power amplifier), i.e., \(\max_{x_{k,t} \in A_{\pi(t)}} |x_{k,t}|^2 \leq \hat{P}_k, k, t = 1, 2, \cdots, N\), where \(\hat{P}_k, \forall k\) are predefined peak power upper bound. If we denote the maximum instantaneous power (i.e., the power of the corner point) of sub-constellation \(A_i\) by \(D_i\), then, the peak power constraint is equivalent to \(\frac{p_n}{\beta_k} \leq \hat{P}_k\), and \(\frac{D_{\pi(t)} p_t}{\beta_k} \leq \hat{P}_k\) for \(k, t = 1, 2, \cdots, N\). From Theorem 1 and 2, we have \(D_i = (2^{K_i} - \frac{1}{2})^2 \times 2^{\sum_{n=1}^{i-1} 2K_n}\) for PAM-UDCG and \(D_i = (2^{K_{(c)^i}} - \frac{1}{2})^2 \times 2^{\sum_{n=1}^{i-1} 2K_{(c)^n}} + (2^{K_{(s)^i}} - \frac{1}{2})^2 \times 2^{\sum_{n=1}^{i-1} 2K_{(s)^n}}\) for QAM-UDCG for \(i = 1, 2, \cdots, N\). Without loss of generality and for discussion simplicity, we assume that all the users are labelled such that \(\hat{P}_1 \beta_1 \leq \hat{P}_2 \beta_2 \leq \cdots \leq \hat{P}_N \beta_N\).
Power allocation maximizing the worst-case coding gain index

Now, our optimal power allocation and sub-constellation assignment method under the peak power constraint is formally stated as follows:

**Problem 6** Find a power and sub-constellation assignment with $\pi_t(t-1) = 1$ for $t = 2, 3, \ldots, N$ that maximizes the worst-case coding gain index under the peak power constraint, i.e.,

$$\max_{p \in \mathbb{C}^{N \times 1}} \min_{\pi_t} \left\{ G(p_1, p_t) \right\} \text{ s.t. } p_1 \leq \hat{P}_k \beta_k, \ p_t \leq \frac{\hat{P}_k \beta_k}{D_{\pi_t(k)}} \text{ for } k = 1, 2, \ldots, N \text{ and } \pi_t(t-1) = 1 \text{ for } t = 2, 3, \ldots, N.$$ 

In order to obtain the solution to Problem 6, we need the following lemma.

**Lemma 9** Suppose that two positive sequences $\{a_n\}_{n=1}^N$ and $\{b_n\}_{n=1}^N$ are arranged both in a nondecreasing order. If we let $\mathcal{U}$ denote the set containing all the possible permutations of $1, 2, \ldots, N$, then, the solution to the optimization problem,

$$\max_{\pi \in \mathcal{U}} \min_{k=1}^N \left\{ \frac{a_k}{b_{\pi(k)}} \right\},$$

is given by $\pi^*(k) = k$ for $k = 1, 2, \ldots, N$. 

We are now in a position to formally state our main result in this chapter.

**Theorem 13** The optimal solution to Problem 6 is given as follows: $p_1^* = \min \{ \hat{P}_k \beta_k \}_{k=1}^N = \hat{P}_1 \beta_1$, $p_t^* = \min \left\{ \frac{\hat{P}_k \beta_k}{D_{\pi_t(k)}} \right\}_{k=1}^N$ for $t = 2, 3, \ldots, N$, and is $\pi_t^* = (2, 3, \ldots, t-1, 1, t, \ldots, N)$ for $t = 2, 3, \ldots, N$. 

**Proof:** For any fixed sub-constellation assignment $\pi_t = (\pi_t(1), \pi_t(2), \ldots, \pi_t(N))$, since $G(p_1, p_t)$ is a monotonically increasing function of $p_1$ and $p_t$ for $t = 2, \ldots, N$, we have $p_1^* = \min \{ \hat{P}_k \beta_k \}_{k=1}^N = \hat{P}_1 \beta_1$ and $p_t^* = \min \left\{ \frac{\hat{P}_k \beta_k}{D_{\pi_t(k)}} \right\}_{k=1}^N$. Now, we need to find an optimal permutation with $\pi_t(t-1) = 1$ to further maximize $p_t^*$. Again, since $G(p_1, p_t)$ is monotonically increasing with respect to $p_t$, such optimal sub-constellation permutation can be attained by solving such max-min problem:
max_{\pi_t} \min_k \left\{ \frac{\hat{P}_k}{D_{\pi_t}(k)} \right\} \quad \text{s.t.} \quad \pi_t(t-1) = 1 \quad \text{for} \quad t = 2, 3, \ldots, N. \quad \text{As} \quad \frac{\hat{P}_{t-1}}{E_t} \quad \text{is fixed for} \quad \pi_t(t-1) = 1, \quad \text{the overall optimal permutation can be found by just solving}

max_{\pi_t} \min_k \left\{ \frac{\hat{P}_1^1}{D_{\pi_t}(1)}, \ldots, \frac{\hat{P}_{t-2}}{D_{\pi_t(t-2)}}, \frac{\hat{P}_t}{D_{\pi_t(t)}} \right\}, \quad \text{Notice} \quad \hat{P}_1^1 \leq \ldots \leq \hat{P}_{t-2} \leq \hat{P}_t \leq \ldots \leq \hat{P}_N. \quad \text{Hence, by Lemma 9, the optimal solution to the above max-min}

optimization problem is achieved by seeking for \( \pi_t \) such that

\[ D_{\pi_t(1)} \leq \ldots \leq D_{\pi_t(t-2)} \leq D_{\pi_t(t)} \leq \ldots \leq D_{\pi_t(N)}. \]

From the definition of \( D_i \), we know \( D_1 \leq D_2 \leq \ldots \leq D_N \), and hence, the optimal sub-constellation assignment is

\[ \pi_t^* = (2, 3, \ldots, t-1, 1, t, \ldots, N). \]

This completes the proof. □

The Special Case where \( A_k \) are BPSK or 4-QAM with Different Scales

In this case, the average SER for the sum signal in the \( N - 1 \) time slots can be expressed by

\[ P_e(p) = \frac{1}{N-1} \sum_{t=2}^{N} P_e(p_1, p_t). \quad (7.160) \]

Now, we aim to solve the following optimization problem:

**Problem 7 (Minimize the Average SER)** We aim to minimize the average SER subject to the peak power constraint, i.e.,

\[
\begin{align*}
\min_{p \geq 0} P_e(p) & \quad (7.161a) \\
\text{s.t.} \quad p_1 \leq \hat{P}_k & \quad \text{and} \quad p_t \leq \frac{\hat{P}_k}{E_{\pi_t}(k)}, \quad k, t = 2, 3, \ldots, N. \quad (7.161b)
\end{align*}
\]

Again, we find that \( P_e(p) \) is a monotonically decreasing function of \( p_1 \) and \( p_t \), hence
\[ p^*_i = \min_k \{ \hat{P}_k \beta_k \} = \hat{P}_1 \beta_1 \quad \text{and} \quad p^*_t = \min_k \left\{ \frac{\hat{P}_k \beta_k}{E_{\sigma^2(k)}} \right\}, \quad t = 2, 3, \ldots, N. \]

In conclusion, for both the general case and the special case, the optimal solution to the power allocation problem takes the same form. For the peak power constraint, since the solution has the above special form, we can have the above optimal sub-constellation assignment method.

### 7.4 Comparison with Other Receivers

In this section, we briefly discuss Riemannian distance receiver, non-coherent maximum likelihood receiver and orthogonal pilot training receiver with zero-forcing equalization for our UF-MUST modulation scheme. Then, we compare their error performances with that of TCR by computer simulations.

#### 7.4.1 The Minimum Riemannian Distance Detector

As we have discussed in Sections 7.2 and 7.3, each transmitted signal matrix in the UF-MUST modulation scheme can be uniquely identified in the absence of noise when \( M \to \infty \). Furthermore, the channel matrix can be also uniquely identified in the noise-free case if the transmitted signal matrix is perfectly estimated.

Now, we aim to estimate the transmitted signal matrix and the channel matrix jointly in a noisy environment with a Riemannian distance based receiver when the noise statistic is unknown. In this scenario, it is known from noncoherent communication theory that a simple receiver is the least square error receiver, which is to solve the following optimization problem: \( \{ \hat{X}, \hat{H} \} = \arg \min_{X, H} \| Y - HX \|_F^2 \).

Its solution, in general, is given by \( \hat{H} = Y \hat{X}^H (\hat{X} \hat{X}^H)^{-1} \) if \( X \) has full row rank,
where \( \hat{X} = \arg \max \text{tr}(YXH(XXH)^{-1}XYH) \). It, however, fails if \( X \) is square, since \( XH(XXH)^{-1}X = I \). This is a motivation for us to study the Riemannian distance receiver. Note that

\[
\|Y - HX\|_F^2 = \|Y - GT\|_F^2 = \text{tr}(YHY) - 2\Re \text{tr}(TYHG) + \text{tr}(T^HG^HTG),
\]

(7.162)

where \( T = SP^{1/2} \). On the other hand, we observe that when \( M \) is very large, \( \frac{1}{\sqrt{M}}G \) approaches to a unitary matrix, i.e., \( \lim_{M \to \infty} \frac{1}{M}G^HG = I \). Hence, for a fixed \( T \), we attempt to find \( \hat{G} \) by solving the following optimization problem,

\[
\hat{G} = \arg \max_{G} \text{tr} \left( \frac{1}{M}G^HG \right) = \frac{1}{M} \Re \left( \text{tr}(TYHG) \right).
\]

Its solution can be obtained by using the following property.

**Property 4 (7.4.9, [141])** Let \( A \in \mathbb{C}^{N \times M} (N \leq M) \) be a given matrix of rank-\( N \), and also, let the singular value decomposition of \( A \) be \( A = V_A\Sigma_AW_A^H \), where \( V_A \) is an \( N \times N \) unitary matrix, \( W_A \) is an \( N \times M \) row-wise unitary matrix and \( \Sigma_A = \text{diag}(\sigma_1(A), \sigma_2(A), \ldots, \sigma_N(A)) \) with \( \sigma_n(A) \) for \( n = 1, 2, \ldots, N \) be the singular values of \( A \). Then, the problem \( \max_{U} U^HU = \mathbb{I} \Re \left( \text{tr} \{ AU \} \right) \) has the solution \( U = W_AV_A^H \) and the maximum is \( \sigma_1(A) + \cdots + \sigma_n(A) \).

Now using Property 4 yields \( \hat{G} = \sqrt{M}WV^H \), where the singular value decomposition of \( TY^H \) is \( TY^H = V\Sigma W^H \). Therefore, minimizing (7.162) can be simplified as a so called the Remannian distance receiver into \( \min_T \text{tr}(YHY/M) - 2\text{tr} \left( \frac{TY^HT^H}{M} \right)^{1/2} + \text{tr}(T^HT) = \min_T d_{R_1}^2(T^HT, YHY/M) \), where \( d_{R_1} \) is defined as the first kind of the Riemannian distances [171] and thus, we have \( \hat{X} = D^{-1/2}\hat{T} \).
7.4.2 The Non-coherent ML Detector

Recall that the system model is given by \( Y = GT + N \), The conditional PDF of the received signal at the BS for any given \( T \) is given by \( p(y|T) = \frac{1}{\pi^{NM} \text{det}(R_{y|T})} \exp(-y^H R_{y|T}^{-1} y) \), where \( R_{y|T} = I \otimes (T^H T + \sigma^2 I) \). Note \( \text{det}(R_{y|T}) = (\text{det}(T^H T + \sigma^2 I))^M \) and \( y^H R_{y|T}^{-1} y = \text{tr}(Y(T^H T + \sigma^2 I)^{-1} Y^H) \). Therefore, the non-coherent maximum likelihood detector aims to estimate the transmitted information carrying matrix by solving the following optimization problem, \( \min_T \text{tr}(Y(T^H T + \sigma^2 I)^{-1} Y^H) + M \log \text{det}(T^H T + \sigma^2 I) \).

7.4.3 Orthogonal Pilot Training Receiver with Zero-Forcing Equalization

This method basically uses an orthogonal pilot signal for training. The system model is given by \( Y = HX + N \). In the training phase, the \( k \)-th user uses its peak power \( \hat{P}_k \), i.e., \( X_{tp} = \text{diag}\{\hat{P}_1, \hat{P}_2, \ldots, \hat{P}_N\} \). The estimated channel is given by \( \hat{H} = YX_{tp}^{-1} \).

In the information communication phase, we have \( y_{N+1} = Hx_{N+1} + n_{N+1} \), Then a zero-forcing (ZF) receiver can be used so that \( \hat{x}_{N+1} = (\hat{H}^H \hat{H})^{-1} \hat{H}^H y_{N+1} = (X_{tp}^{-1} Y^H YX_{tp}^{-1})^{-1} X_{tp}^{-1} Y^H y_{N+1} = X_{tp} (Y^HY)^{-1} Y^H y_{N+1} \).

7.5 Simulation Results and Discussions

In this section, computer simulations are performed to verify the theoretical analysis in this chapter. We first consider the channel model and then compare the error performance of the TCR, the modified Riemannian distance receiver and the
non-coherent ML receiver under both average and peak power constraints. The performance of the TCR against the conventional training based method is studied as well.

### 7.5.1 The Combined Path-loss and Shadowing Model

To achieve a tradeoff between accuracy and simplicity, we consider a combined path-loss and shadowing model \[135\] in which the power fall-off due to distance and random attenuation are both captured. We assume that the transmitted and the received power at each antenna element are denoted by $P_t$ and $P_r$, respectively. Then, the pathloss as a function of transmission distance $d$ at antenna far-field can be approximated by

$$
\frac{P_r}{P_t} = \kappa \left( \frac{d_0}{d} \right)^{\gamma} \psi, \quad d \geq d_0,
$$

where $\kappa$ is a unit-less constant that depends on the antenna characteristics and free-space pathloss up to far-filed close-in reference distance $d_0$, $\gamma$ is the path-loss exponent and $\psi$ is the random shadowing attenuation. The detailed explanation of these parameters are given as follows.

- The value of $\kappa$ is sometimes set to the free-space path gain at distance $d_0$ assuming omni-directional antenna:

$$
\kappa = \left( \frac{\lambda}{4\pi d_0} \right)^2,
$$

where $\lambda = \frac{3 \times 10^8 \text{ m/s}}{f_c}$ is the wavelength of the carrier while $f_c$ is the carrier frequency.
The pathloss exponent $\gamma$ depends on the propagation environment and it typically takes values in the range of $[2, 6]$ for most wireless environments. In this simulation, we set $\gamma = 3.71$.

In this model, $\psi$ captures the shadowing fading resulting from blockage of objects in the signal path which gives rise to random variations of the received power at a given distance. Here, $\psi$ is assumed to be random with a log-normal distribution given by

$$p(\psi) = \frac{\xi}{\sqrt{2\pi}\sigma_{\psi_{dB}}} \exp\left(-\frac{(10 \log_{10} \psi - \mu_{\psi_{dB}})^2}{2\sigma_{\psi_{dB}}^2}\right), \quad \psi > 0,$$

where $\xi = 10/\ln 10$, $\mu_{\psi_{dB}} = \mathbb{E}[10 \log_{10} \psi]$ and $\sigma_{\psi_{dB}}$ is the standard deviation of $\psi_{dB}$ in decibels. Assuming that $\psi_{dB} = 10 \log_{10} \psi$, it is Gaussian distributed with mean $\mu_{\psi_{dB}}$ and standard deviation $\sigma_{\psi_{dB}}$ given by

$$p(\psi_{dB}) = \frac{1}{\sqrt{2\pi}\sigma_{\psi_{dB}}} \exp\left(-\frac{(\psi_{dB} - \mu_{\psi_{dB}})^2}{2\sigma_{\psi_{dB}}^2}\right).$$

In our simulation, we assume that $\mu_{\psi_{dB}} = 0$ and $\sigma_{\psi_{dB}} = 3.16$ dB.

From the above discussion, the dB attenuation is given by

$$10 \log_{10} \frac{P_r}{P_t} = 10 \log_{10} \kappa - 10\gamma \log_{10} \frac{d}{d_0} + \psi_{dB}.$$
7.5.2 System Setup

Table 7.4: Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell radius $d_{\text{max}}$</td>
<td>1000 m</td>
</tr>
<tr>
<td>Reference distance $d_0$</td>
<td>100 m</td>
</tr>
<tr>
<td>Carrier frequency $f_c$</td>
<td>3 GHz</td>
</tr>
<tr>
<td>Channel bandwidth $B_w$</td>
<td>20 MHz</td>
</tr>
<tr>
<td>Pathloss exponent $\gamma$</td>
<td>3.71</td>
</tr>
<tr>
<td>Reference temperature / Noise figure</td>
<td>290 K / 6 dB</td>
</tr>
<tr>
<td>Standard deviation of shadow fading $\sigma_{\psi dB}$</td>
<td>3.16 dB</td>
</tr>
</tbody>
</table>

In our simulation, we set $T_0$ to 290 K (“room temperature”) and noise figure $F_0=6$ dB. The channel bandwidth is assumed to be $B_w=20$ MHz and hence, the noise power is $P_n = 3.2 \times 10^{-13}$ W, or equivalently,

$$10 \log_{10} P_n = 10 \log_{10} 3.2 \times 10^{-10} w = -124.95 \text{ dBW}.$$  

The distance dependent pathloss, we assume that $\gamma = 3.71$, $d_0 = 100$ m, the carrier frequency is assumed to be $f_c = 3$ GHz. Hence, the pathloss is

$$10 \log_{10} P_L = -20 \log_{10} \frac{\lambda}{4\pi d_0} + 10 \gamma \log_{10} \frac{d}{d_0} = 81.98 \text{ dB} + 37.1 \log_{10} \frac{d}{d_0}.$$  

The small-scale fading is assumed to be the normalized Rayleigh fading. As a result, the end-to-end SNR is

$$10 \log_{10} \frac{P_r}{P_n} = 10 \log_{10} P_t + 42.97 - 37.1 \log_{10} \frac{d}{d_0}.$$  

For example, if $d=100$ m, then $10 \log_{10} \frac{P_r}{P_n} = 10 \log_{10} P_t + 42.97$ dB and if $d=1000$ m,
we have $10 \log_{10} \frac{P_r}{P_n} = 10 \log_{10} P_t + 5.87$. For clarity, all the simulation parameters are summarized in Table 7.4.

### 7.5.3 Simulation Results

We first examine the error performance of all the different receivers under the average power constraint as illustrated in Fig. 7.32. It is assumed that the average power upper bound is $\bar{P}_k=316$ mW (25 dBm), $\forall k$. All the $N$ users are assumed to be uniformly distributed on the circle with radius $d$ to the cell centre. It can be observed that the

Figure 7.32: Average BER of all users versus $M$, for different $d$, $N = 3$ and 4-QAM are used by all the users with average power constraint.
non-coherent ML receiver (denoted by ML) have the best error performance while the BER of the modified Riemannian distance receiver (labelled by Riemannian) is higher than the ML receiver but it has a better error performance than the TCR (represented by TC). For all the three different receivers, with the increased distance, the simulated BER increases as expected. It can also be observed that, to have an average BER $10^{-3}$, the TCR needs roughly four times more antennas compared with the ML receiver and three times more antennas than the Riemannian distance receiver.

The error performance of all the three receivers against the number of BS antenna...
number $M$ under the peak power constraint is plotted in Fig. 7.33. Likewise, the ML receiver has the best error performance while the average BER of the TCR is highest. From both Fig. 7.32 and 7.33, we argue that the proposed receiver works in an efficient symbol-by-symbol detection mode for the sum-signal in each time slot while the computational complexity of the ML receiver is prohibitively high when there are a lot of users. As a result, when the antenna number is large (e.g., in large MIMO system with hundreds or even thousands of available antennas), the proposed receiver is a good candidate compared with the ML and the Riemannian distance.
Next, we study the error performance of all the three receivers under different power constraints in Fig. 7.34. In our simulation, all the users are assumed to be uniformly distributed over the cell disk with radius from 100m to 1000m and $\bar{P}_k$ and $\hat{P}_k$ are all set to 316mW. It can also be observed that, given the same total transmitted power, the average power constraint case always have a better error performance since it can allocate transmitting power more flexibly among all the users which results in larger feasible regions. On the other hand, the gain of the average power constraint
Figure 7.36: Average BER of all users against $M$, for different $N$, 4-QAM.

case against the peak power constraint case is marginal. Thus, in what follows, we will mainly concentrate on the peak power constraint case due to its simplicity.

The effectiveness of our proposed TCR with different number of users $N$ is studied in Fig. 7.35. To guarantee that $X$ is invertible and the sum-constellation is a rectangular QAM constellation, we assume that $X_1$ is 4-QAM and all the other constellations are BPSK. Again, all the users are assumed to be uniformly distributed over the cell disk with radius from 100m to 1000m. It can be observed that as the number of users increase, the required number of antennas $M$ to achieve the same error performance increases. The case where each user is using a 4-QAM constellation
Finally, we compare the performance of the TCR with the conventional training sequence based receiver in Fig. 7.37. It can be observed that, when the antenna number $M$ is small, the training based outperforms the TCR in term of BER. However, when the antenna number is extremely large, the TCR has a better error performance compared with the training based receiver, especially at the cell edge.

Here, it should be mentioned that a related non-coherent multiuser massive SIMO system is considered by using DPSK constellation in [172] with correlation based receiver. The transmitted information of all the users is modulated on the phase offset...
between successive symbols. In fact, the DBPSK and the DQPSK constellations with optimal scale between every sub-constellation are the special case of our QAMD. However, for larger constellations such as 8-DPSK, our QAMD has greater normalized minimal Euclidean distance. The resulting sum-constellation of two 8-DQPSK is not a regular constellation anymore, just as studied in [111]. Also, in [172], the actual transmitted power of each user is not given explicitly, and hence, the optimal power allocation under both the average and the peak power constraint case is hard to evaluate. To make a comparison, especially when the constellation size is large, we compare the 8-DPSK constellation suggested in [172] with the optimal scale 1.765
between the two sub-constellations with the rectangular 8-QAM constellation in our case. The constellation of the 8-DPSK with the optimal scale is plotted in Fig. 7.39. The error performance of [172] and our TCR with two users, each using 8-DPSK and 8-QAM, is studied in Fig. 7.38. It can be observed that our scheme with 8-QAM sub-constellation has a better error performance than [172] with 8-DPSK constellation, since the normalized minimal distance for our constellation is larger. Also, it should be pointed out that the resulting sum-constellation in [172] is not a regular constellation and it must be either computed or stored in advance. The detection of the sum-constellation typically requires an exhaustive search over the whole constellation. In addition, the optimal power scale for general DPSK needs to be optimized by numerical methods.

Figure 7.39: The sum constellation of two 8-PSK with scale 1.765 between them.

7.6 Conclusion

In this chapter, a QAMD multiple access framework is proposed for the uplink multiuser massive SIMO systems based on the MUSTM scheme. For the MUSTM code
design, a simple and systematic construction method based on the concept of QAM-UDCG is devised. Assuming that the large scale fading coefficients are known to all the terminals, the detailed transmission scheme is proposed followed by an efficient TCR. To enable that the channel coefficients of all the users can be estimated, a sub-constellation allocation method is also proposed. The optimal power allocation problem under the average and the peak power constraint cases are both considered. In particular, for the peak power constraint scenario, the optimal sub-constellation allocation method is given in closed-form. Then, a Riemannian distance receiver, a non-coherent ML receiver are also proposed for our transmission scheme. Computer simulations reveal that, in general, the ML receiver has the best error performance. Although the TCR requires more antennas than the ML and the Riemannian distance receiver for the same error performance, it is much simpler and easier to implement which is especially suitable for the massive MIMO systems with arguably unlimited number of antennas.

Most importantly, in our design, the minimum number of required training sequences is exactly one and it is considerably smaller than the conventional training sequence based method. Therefore, the training overhead can be reduced significantly. Also, more terminals can be supported in fast fading environment where the number of users is limited by the channel coherent time and delay spread for the conventional training based method.

In conclusion, by fully taking advantage of the finite-alphabet property of the digital communication signals to let them cooperate with each other to form a sum-constellation with good geometric structures as well as unlimited number of available antennas at the BS, the design of massive SIMO systems can be greatly simplified
and much more terminals can be supported simultaneously even in the fast fading environment.
Chapter 8

Conclusion and Future Work

In this thesis, we concentrate on the modulation division for multiuser single-hop and multihop wireless communication networks.

In Chapter 1, we first introduce the research motivations and major contributions of this thesis. Then, in Chapter 2, the definition of uniquely factorable constellation pair (UFCP) based on PSK and square-QAM constellations and uniquely decodable constellation group (UDCG) generated from square-QAM constellation are given explicitly.

In Chapter 3, we consider a two-hop relaying network consisting of two single-antenna terminal nodes and a relay node equipped with two antennas. By jointly processing the signals from the two antennas and taking advantage of the Alamouti coding structure twice at the relay node, the proposed code design made the equivalent channel between source and destination be a product of the two Alamouti channels, which is called distributed concatenated Alamouti STBC. The SEP analysis shows that the optimal diversity function is achieved for the maximum likelihood (ML) detector.
In Chapter 4, a single-hop point-to-point correlated MIMO channel is considered in which fully CSI is available at the receiver, but only the zero-mean and the covariance matrix is available at the transmitter. The optimal precoder is first developed for the ZF receiver which minimizes the average SEP over the Rayleigh fading channels. Then, by scaling up the antenna array size of both sides while keeping their ratio constant, simple asymptotic SEP formulas with the PAM, PSK and square QAM constellations are derived when the the correlation matrix is Hermitian Toeplitz with the aid of Szegő’s theorem. This new results has a simple expression and can be used to evaluate the SEP performance conveniently and efficiently. It should be emphasized that the Szegő’s theorem [44] is power mathematical tool for the systematic study of asymptotic behaviors on the large MIMO systems from both information-theoretic and detection viewpoints.

In Chapter 5, we also consider a point-to-point correlated MIMO channel where the optimal precoder is developed for the ZF-DF detector. By a thorough investigation on the product majorization relationship among the eigenvalues, singular-values and Cholesky values of the design matrix parameters, the original non-convex precoder design problem is converted into a convex geometrical programming problem which can be efficiently solved by using interior-point method. In addition, the asymptotic SEP analysis is also proposed for a QRS based precoder when the number of both transmitter and receiver antenna elements go unbounded. By making use of the characteristic of the large MIMO channels, the structure of the QRS transmitter as well as of the ZF-DF receiver, the Szegő’s theorem [44] on large Hermitian Toeplitz matrices, we have attained a simple expression for the SEP limit with a fast convergence rate. In addition, an explanation of this approach related to the entropy power
of the channel is provided.

In Chapter 6, we first show the important fact that PAM or QAM constellations of large size can be uniquely decomposed into the sum of a group of the scaled version of the PAM or QAM constellations of variety of small flexible sizes. Then the application of such a design in multi-antenna MISO BCs is provided. For the special case with two receivers, the optimal beamforming vector is given in a closed-form by adopting a max-min criterion on the received SNR for the sum-signal. In addition, the SNR gain compared with ZF method is also given explicitly, which can be used to evaluate the effectiveness of our MD method in different channel coefficients. For the more general case with more than two receivers, a novel low-complexity grouping transmission scheme based on MD, which aims at improving the condition number of the channel matrix, is proposed, with each group having one or two users. Computer simulation results have revealed that for the Rayleigh channel, if the number of the receivers is far less than the number of BS antennas, our method degrade into the ZF method. However, when the number of users is very close to that of the BS antennas, the error performance of our proposed MD scheme is substantially better than ZF. Moreover, when the transmitter antennas are correlated, our presented method is still better than ZF, even if the number of transmitter antennas is larger than that of the receivers. In conclusion, our QAM MD transmission scheme can be considered as a feasible and concrete approach to the general NOMA method that introduces interference with proper power level superimposed on the desired signal and is potential and applicable to multiuser networks, which would enable a new promising multiple access method.

In Chapter 7, we concentrate on the uplink SIMO channel where a QAMD multiple
access framework is proposed on the MUSTM scheme. First, a simple and systematic construction of the MUSTM scheme based on the concept of QAM-UDCG is devised. Then, the detailed transmission scheme for the SIMO channel proposed followed by an efficient TCR by assuming that the large scale fading coefficients are known to all the terminals. We have developed a sub-constellation allocation method which enables the estimation of the channel coefficients of all the users. The optimal power allocation problem under the average and the peak power constraint cases are both considered where the optimal sub-constellation allocation method is given in closed-form. In addition, a Riemannian distance receiver and a non-coherent ML receiver are also proposed for our transmission scheme. Computer simulations reveal that in general, the ML receiver has the best error performance. It is shown that although the TCR requires more antennas than the ML and the Riemannian distance receiver for the same error performance, it is much simpler and easier to implement and is suitable for the massive MIMO systems with arguably unlimited number of antennas. It should be pointed out that in our design, the minimum number of required training sequences is exactly one and it is considerably smaller than the conventional training sequence based method. Therefore, the training overhead can be reduced significantly. Also, more terminals can be supported in fast fading environment where the number of users is limited by the channel coherent time and delay spread for the conventional training based method.

We will generalize our design to more complicated network topologies such as multi-hop networks with at least three hops or multiuser MIMO systems where each user has multiple antennas. In particular, in large MIMO systems, the transmission scheme when the large scale fading coefficients are unkown to all the terminals should
be addressed. Moreover, the application of modulation division method in interference channels such as the Z-channel and the X-channel will be very promising. Also, the performance analysis for the considered networks with modulation division should be performed in the future.
Appendix A

A.1 Proof of Algorithm 1

For any given $y = g + \xi$, the ML detection of $g$ is exactly equivalent to that of $p = g + \frac{2^{K_i} - 1}{2} \in \{k\}_{k=0}^{2^{K_i} - 1}$ from $p + \xi$, which is given by

$$\hat{p} = \begin{cases} 
0, & y + \frac{2^{K_i} - 1}{2} \leq 0; \\
\lfloor y + \frac{2^{K_i} - 1}{2} + \frac{1}{2} \rfloor, & 0 < y + \frac{2^{K_i} - 1}{2} \leq 2^{K_i} - 1; \\
2^{K_i} - 1, & y + \frac{2^{K_i} - 1}{2} > 2^{K_i} - 1.
\end{cases}$$

leading us to (2.14).

For $K_i = 0$, (2.15) and (2.16) indeed hold. Therefore, we only consider the case $K_i \neq 0$. For presentation simplicity, we define $p_i$ as follows: 1) for any $x_1 \in \mathcal{X}_1$, $p_1 = x_1 + \frac{2^{K_1} - 1}{2}$; and 2) for any $x_i \in \mathcal{X}_i$, $p_i = x_i \times 2^{-\sum_{\ell=1}^{i-1} K_\ell} + \frac{2^{K_i} - 1}{2}$. From the definitions of $\mathcal{X}_i$, we can attain that $p_i \in \{k\}_{k=0}^{2^{K_i} - 1}$. In addition, Theorem 1 tells us that given $\hat{g} \in \mathcal{G}$ defined by (2.14), $\hat{g}$ can be uniquely decomposed into $\hat{g} = \sum_{i=1}^{N} \hat{x}_i$, leading us to (2.14).
where \( \hat{x}_i \in \mathcal{X}_i \) and thus, be equivalently rewritten into

\[
\hat{g} = \sum_{i=1}^{N} \hat{x}_i = \hat{p}_1 + \sum_{i=2}^{N} \hat{p}_i \times 2^{\sum_{\ell=1}^{i-1} K_{\ell}} - \frac{2^K - 1}{2} \tag{A.1}
\]

where \( \hat{p}_i \in \{k\} _{k=0}^{k=2^{K_i}-1} \). It is noticed that for any \( \hat{g} \in \mathcal{G} = \{\pm (k - \frac{1}{2})\} _{k=1}^{k=2^{K_i}-1} \), we have \( \{\hat{g} + \frac{2^{K_i}-1}{2} : \hat{g} \in \mathcal{G}\} = \{k\} _{k=0}^{k=2^{K_i}-1} \). Then, let \( \hat{p} = \hat{g} + \frac{2^{K_i}-1}{2} \) produces an equivalent form of (A.1) as \( \hat{p} = \hat{p}_1 + \sum_{i=2}^{N} \hat{p}_i \times 2^{\sum_{\ell=1}^{i-1} K_{\ell}} \), where \( \hat{p}_i \in \{k\} _{k=0}^{k=2^{K_i}-1} \). Now, we notice that \( \hat{p}_1 = \hat{p} \mod 2^{K_1} \) because of the fact that \( \sum_{i=2}^{N} \hat{p}_i \times 2^{\sum_{\ell=1}^{i-1} K_{\ell}} \mod 2^{K_1} = 0 \). This result gives us that \( \hat{x}_1 = \left( \hat{g} + \frac{2^{K_i}-1}{2} \right) \mod 2^{K_1} - \frac{2^{K_i}-1}{2} \), proving (2.15). Also, we observe that \( \frac{\hat{p}_2 - \hat{p}_1}{2^{K_1}} = \hat{p}_2 + \sum_{i=3}^{N} \hat{p}_i \times 2^{\sum_{\ell=1}^{i-2} K_{\ell}} \) and thus, attain that \( \hat{p}_2 = \frac{\hat{p}_2 - \frac{\hat{p}_1}{2^{K_1}}}{2^{K_2}} \mod 2^{K_2} \), leading to \( \hat{x}_2 = \left( \hat{p}_2 - \frac{2^{K_2}-1}{2} \right) \times 2^{K_1} \). Following this process, we can obtain that for \( 2 \leq i \leq N \), \( \hat{p}_i = \left( \frac{\hat{p}_i - \hat{p}_{i-1} \mod 2^{\sum_{\ell=1}^{i-1} K_{\ell}}}{2^{\sum_{\ell=1}^{i-1} K_{\ell}}} \right) \mod 2^{K_i} \). In addition, our notation \( \hat{p}_i = \hat{x}_i \times 2^{\sum_{\ell=1}^{i-1} K_{\ell}} + \frac{2^{K_i}-1}{2} \) allows us to arrive at the desired (2.16).

Therefore, this verifies Algorithm 1.

\[ \blacksquare \]

### A.2 Proof of Theorem 10

**Scenario 1:** \( \mathbf{h}_1 = \tau \mathbf{h}_2, \tau \in \mathbb{C} \). If \( |\tau| \geq 1 \), then, we have \( \mathbf{w}^H \mathbf{h}_1 \mathbf{h}_1^H \mathbf{w} = (|\tau|^2 - 1) \mathbf{w}^H \mathbf{h}_2 \mathbf{h}_2^H \mathbf{w} \geq 0 \) for any \( \mathbf{w}^H \mathbf{w} = P \) and as a result, the original optimization problem degrades into \( \max_{\|\mathbf{w}\|^2 = P} \mathbf{w}^H \mathbf{h}_2 \mathbf{h}_2^H \mathbf{w} \). Using Cauchy-Schwarz inequality, \( \mathbf{w}^{\text{opt}} = \frac{\sqrt{P \mathbf{h}_2}}{\|\mathbf{h}_2\|} \) (or \( \mathbf{w}^{\text{opt}} = \frac{\sqrt{P \mathbf{h}_1}}{\|\mathbf{h}_1\|} \)). The case when \( |\tau| < 1 \) is similar and we omit it here.

**Scenario 2:** \( \mathbf{h}_1 \neq \tau \mathbf{h}_2, \forall \tau \in \mathbb{C} \). In this case, the overall optimization problem can be divided into the following two problems by introducing restrictions on the original feasible region and the global optimum is the maximum of the two.
• **Case 1: SNR of user 1 is not worse than that of user 2**

\[
\max_w w^H h_2^H h_2 w \quad \text{(A.2a)}
\]
\[
\text{s.t. } w^H A w \geq 0 \text{ and } w^H w = P. \quad \text{(A.2b)}
\]

• **Case 2: SNR of user 2 is better than that of user 1**

\[
\max_w w^H h_1^H h_1 w \quad \text{(A.3a)}
\]
\[
\text{s.t. } w^H A w < 0 \text{ and } w^H w = P. \quad \text{(A.3b)}
\]

Let us consider **Case 1** first. Using the notation in (6.117), the optimization problem can be reformulated as

\[
\max_{\tilde{w}} \tilde{w}^H \tilde{h}_2^H \tilde{h}_2 \tilde{w} \quad \text{(A.4a)}
\]
\[
\text{s.t. } \lambda_1 |\tilde{w}_1|^2 \geq \lambda_2 |\tilde{w}_2|^2 \text{ and } \sum_{\ell=1}^M |\tilde{w}_\ell|^2 = P. \quad \text{(A.4b)}
\]

We have the following two observations on the above optimization problem:

1. From the objective function \( \tilde{w}^H \tilde{h}_2^H \tilde{h}_2 \tilde{w} = |\sum_{\ell=1}^M \tilde{w}_\ell^* \tilde{h}_{2,\ell}|^2 \) and the constraint, one optimal choice of the angle of \( \tilde{w}_\ell \) is \( \arg(\tilde{w}_\ell) = \arg(\tilde{h}_{2,\ell}), \forall \ell \).

2. Since \( \tilde{h}_2 = [\tilde{h}_{21}, \tilde{h}_{22}, 0, \ldots, 0]^T \), we should let \( |\tilde{w}_\ell| = 0, \forall \ell \geq 3 \). Otherwise we could let \( |\tilde{w}_\ell| = 0, \forall \ell \geq 3 \) and increase \( |\tilde{w}_1| \) and \( |\tilde{w}_2| \) slightly without violating the constraint, resulting in an increased objective function.
Hence, the optimization problem can be simplified into

\[
\max_{\tilde{w}_1} |\tilde{w}_1| |\tilde{h}_{2,1}| + \sqrt{P - |\tilde{w}_1|^2} |\tilde{h}_{2,2}|
\]  

s.t. \[\sqrt{\frac{P\lambda_2}{\lambda_1 + \lambda_2}} \leq |\tilde{w}_1| \leq \sqrt{P}.\]  

(A.5a)

With the help of (6.120), we can denote the objective function as

\[
g_1(|\tilde{w}_1|) = |\tilde{w}_1| \sqrt{\lambda_1} \tan \theta + \sqrt{P - |\tilde{w}_1|^2} \sqrt{\lambda_2} \sec \theta
\]

whose derivative is

\[
g_1'(|\tilde{w}_1|) = \sqrt{\lambda_1} \tan \theta - \frac{|\tilde{w}_1|}{\sqrt{P - |\tilde{w}_1|^2}} |\sqrt{\lambda_2} \sec \theta
\]

\[
g_1'(|\tilde{w}_1|) = \begin{cases} 
= 0 & |\tilde{w}_1| = \sqrt{\frac{P\lambda_1}{\lambda_1 + \lambda_2 \csc^2 \theta}}, \\
> 0 & 0 \leq |\tilde{w}_1| < \sqrt{\frac{P\lambda_1}{\lambda_1 + \lambda_2 \csc^2 \theta}}, \\
< 0 & \sqrt{\frac{P\lambda_1}{\lambda_1 + \lambda_2 \csc^2 \theta}} < |\tilde{w}_1| \leq \sqrt{P}.
\end{cases}
\]

Therefore, the solution to problem (A.5) is given below:

1. \[0 \leq \sin \theta \leq \frac{\lambda_2}{\lambda_1} \quad \text{(i.e.,} \quad 0 \leq \sqrt{\frac{P\lambda_1}{\lambda_1 + \lambda_2 \csc^2 \theta}} \leq \sqrt{\frac{P\lambda_2}{\lambda_1 + \lambda_2}}), \quad \text{then}\]
   \[
   \max_{\sqrt{\frac{P\lambda_2}{\lambda_1 + \lambda_2}} \leq |\tilde{w}_1| \leq \sqrt{P}} g_1(|\tilde{w}_1|) = g_1\left(\sqrt{\frac{P\lambda_2}{\lambda_1 + \lambda_2}}\right) = \sqrt{\frac{P\lambda_1}{\lambda_1 + \lambda_2} \frac{1 + \sin \theta}{\cos \theta}}.
   \]

2. \[\frac{\lambda_2}{\lambda_1} < \sin \theta \leq 1 \quad \text{(i.e.,} \quad \sqrt{\frac{P\lambda_2}{\lambda_1 + \lambda_2}} < \sqrt{\frac{P\lambda_1}{\lambda_1 + \lambda_2 \csc^2 \theta}} \leq \sqrt{\frac{P\lambda_1}{\lambda_1 + \lambda_2}}), \quad \text{then}\]
   \[
   \max_{\sqrt{\frac{P\lambda_2}{\lambda_1 + \lambda_2}} \leq |\tilde{w}_1| \leq \sqrt{P}} g_1(|\tilde{w}_1|) = g_1\left(\sqrt{\frac{P\lambda_1}{\lambda_1 + \lambda_2 \csc^2 \theta}}\right) = \sqrt{\frac{P(\lambda_1 \sin^2 \theta + \lambda_2)}{\cos \theta}}.
   \]

For Case 2, by a similar argument on the objective function \( \tilde{w}^H \tilde{h}_1 \tilde{h}_1^H \tilde{w} = \).
$$|\sum_{\ell=1}^{M} \tilde{w}_{\ell}^{*} \hat{h}_{1,\ell}|^2, \text{ we have } \arg(\tilde{w}_{\ell}) = \arg(\hat{h}_{1,\ell}), \forall \ell, \text{ and } |\tilde{w}_{\ell}| = 0, \forall \ell \geq 3. \text{ The resulting optimization problem can be reformulated as }$$

$$\max_{\tilde{w}_1} |\tilde{w}_1||\hat{h}_{1,1}| + \sqrt{P - |\tilde{w}_1|^2} |\hat{h}_{1,2}| \quad (A.6a)$$

$$\text{s.t. } 0 \leq |\tilde{w}_1| \leq \sqrt{\frac{P\lambda_2}{\lambda_1 + \lambda_2}}. \quad (A.6b)$$

With the aid of (6.120), we can represent the objective function as

$$g_2(|\tilde{w}_1|) = |\tilde{w}_1|\sqrt{\lambda_1 \sec \theta} + \sqrt{P - |\tilde{w}_1|^2}\sqrt{\lambda_2 \tan \theta}. \text{ Since its first order derivative is } g'_2(|\tilde{w}_1|) = \sqrt{\lambda_1 \sec \theta} - \frac{|\tilde{w}_1|}{\sqrt{P - |\tilde{w}_1|^2}} \sqrt{\lambda_2 \tan \theta}, \text{ we have}$$

$$g'_2(|\tilde{w}_1|) = \begin{cases} = 0 & |\tilde{w}_1| = \sqrt{\frac{P\lambda_1}{\lambda_1 + \lambda_2 \sin^2 \theta}}, \\ > 0 & 0 \leq |\tilde{w}_1| < \sqrt{\frac{P\lambda_1}{\lambda_1 + \lambda_2 \sin^2 \theta}}, \\ < 0 & \sqrt{\frac{P\lambda_1}{\lambda_1 + \lambda_2 \sin^2 \theta}} < |\tilde{w}_1| \leq 1. \end{cases}$$

Therefore, the solution to (A.6) can be determined as follows:

1. $0 \leq \sin \theta < \frac{\lambda_1}{\lambda_2}$ (i.e., $\sqrt{\frac{P\lambda_2}{\lambda_1 + \lambda_2}} < \sqrt{\frac{P\lambda_1}{\lambda_1 + \lambda_2 \sin^2 \theta}} \leq \sqrt{P}$), then

$$\max_{0 \leq |\tilde{w}_1| \leq \sqrt{\frac{P\lambda_2}{\lambda_1 + \lambda_2}}} g_2(|\tilde{w}_1|) = g_2\left(\sqrt{\frac{P\lambda_2}{\lambda_1 + \lambda_2}}\right) = \sqrt{\frac{P\lambda_1}{\lambda_1 + \lambda_2}} \frac{1 + \sin \theta}{\cos \theta}. \quad (A.6b)$$

2. $\frac{\lambda_1}{\lambda_2} \leq \sin \theta \leq 1$ (i.e., $0 < \sqrt{\frac{P\lambda_1}{\lambda_1 + \lambda_2 \sin^2 \theta}} \leq \sqrt{\frac{P\lambda_2}{\lambda_1 + \lambda_2}}$), then

$$\max_{0 \leq |\tilde{w}_1| \leq \sqrt{\frac{P\lambda_2}{\lambda_1 + \lambda_2}}} g_2(|\tilde{w}_1|) = g_2\left(\sqrt{\frac{P\lambda_1}{\lambda_1 + \lambda_2 \sin^2 \theta}}\right) = \frac{P(\lambda_1 + \lambda_2 \sin^2 \theta)}{\cos \theta}. \quad (A.6b)$$

The overall maximum value of the original problem is the maximum of the two cases.
A.3 Proof of Lemma 5

Let the singular value decomposition (SVD) of $H$ be $H = U_1 \Sigma_1 V_1^H$, where $U_1 \in \mathbb{C}^{M \times 2}$ is a tall column-wise unitary matrix, $V_1 = [v_1 \ v_2] = \begin{bmatrix} v_{1,1} & v_{1,2} \\ v_{2,1} & v_{2,2} \end{bmatrix} \in \mathbb{C}^{2 \times 2}$ is a unitary matrix, and $\Sigma_1 = \text{diag}(\sqrt{\mu_1}, \sqrt{\mu_2})$. Then, we have $[h_1 - h_2] = U_1 \Sigma_1 \begin{bmatrix} v_{1,1}^* && -v_{2,1}^* \\ v_{1,2}^* && -v_{2,2}^* \end{bmatrix}$, and thus, equation (6.115) can be represented by $A = [h_1 - h_2][h_1 \ h_2]^H = U_1 B U_1^H$, where

$$B = \Sigma_1 \begin{bmatrix} |v_{1,1}|^2 - |v_{2,1}|^2 & v_{1,1}^* v_{1,2} - v_{2,1}^* v_{2,2} \\ v_{1,2}^* v_{1,1} - v_{2,2}^* v_{2,1} & |v_{1,2}|^2 - |v_{2,2}|^2 \end{bmatrix} \Sigma_1. \tag{A.7}$$

Notice that matrix $A$ and $B$ have the same non-zero eigenvalues, i.e., $\text{diag}(\lambda_1, -\lambda_2) = \text{eig}(B)$. Hence, in order to use $a, b$ and $c$ to represent $\lambda_1, \lambda_2, \mu_1$ and $\mu_2$, we need to calculate $V_1$. Since $\|h_1\|^2 = a, \|h_2\|^2 = b$ and $|h_1^H h_2| = c$, if we let $\arg(h_1^H h_2) = \phi_c$, then, we have

$$H^H H = V_1 \Sigma_1^2 V_1^H = \begin{bmatrix} a & c e^{j \phi_c} \\ c e^{-j \phi_c} & b \end{bmatrix}. \tag{A.8}$$

Hence, $V_1$ is the eigenvector matrix of $H^H H$ and $\mu_1$ and $\mu_2$ are its eigenvalues, which must satisfy the following characteristic equation,

$$\begin{vmatrix} a - \mu_i & c e^{j \phi_c} \\ c e^{-j \phi_c} & b - \mu_i \end{vmatrix} = 0, \text{ for } i = 1, 2.$$ 

Therefore, we have $\mu_1 = \frac{a + b + \sqrt{(a-b)^2 + 4c^2}}{2}, \mu_2 = \frac{a + b - \sqrt{(a-b)^2 + 4c^2}}{2}$.

Correspondingly, the two column vectors of $V_1 = [v_1 \ v_2]$ must satisfy the following
equations:

\[
\begin{bmatrix}
 a - \mu_1 & ce^{j\phi_c} \\
 ce^{-j\phi_c} & b - \mu_1
\end{bmatrix} \mathbf{v}_1 = 0, \quad \begin{bmatrix}
 a - \mu_2 & ce^{j\phi_c} \\
 ce^{-j\phi_c} & b - \mu_2
\end{bmatrix} \mathbf{v}_2 = 0.
\]

Let \( d = \sqrt{(a - b)^2 + 4c^2} \). Then, we have

\[
\mathbf{v}_1 = \begin{bmatrix}
 -2ce^{j\phi_c} \\
 \sqrt{2d^2 - 2(a - b)d}
\end{bmatrix}^T,
\]

\[
\mathbf{v}_2 = \begin{bmatrix}
 -2ce^{j\phi_c} \\
 \sqrt{2d^2 + 2(a - b)d}
\end{bmatrix}^T,
\]

and \( \mu_1 = \frac{a + b + d}{2} \), \( \mu_2 = \frac{a + b - d}{2} \) and \( \sqrt{\mu_1 \mu_2} = \sqrt{ab - c^2} \). Hence, (A.7) can be expressed by

\[
\mathbf{B} = \frac{1}{d} \begin{bmatrix}
 (a - b)\mu_1 & 2c\sqrt{\mu_1 \mu_2} \\
 2c\sqrt{\mu_1 \mu_2} & -(a - b)\mu_2
\end{bmatrix}
\]

\[
= \frac{1}{2d} \begin{bmatrix}
 (a - b)(a + b + d) & 4c\sqrt{ab - c^2} \\
 4c\sqrt{ab - c^2} & -(a - b)(a + b - d)
\end{bmatrix}.
\]

On the other hand, the eigenvalues of \( \mathbf{A} \), i.e., \( \lambda_1, -\lambda_2 \) must satisfy the following characteristic equation:

\[
\begin{vmatrix}
 \frac{(a-b)(a+b+d)}{2d} - \lambda & \frac{4c\sqrt{ab-c^2}}{2d} \\
 \frac{4c\sqrt{ab-c^2}}{2d} & -(a-b)(a+b-d) - \lambda
\end{vmatrix} = 0. \tag{A.9}
\]

Solving this equation and after some algebraic manipulations, we attain \( \lambda_1 = \)
a-b+\sqrt{(a+b)^2-4c^2}, \quad \lambda_2 = \frac{-a+b+\sqrt{(a+b)^2-4c^2}}{2}.

This completes the proof of Lemma 5. \qed

A.4 Proof of Lemma 6

We first calculate the expectation $E[r_t]$ and variance $\text{var}(r_t)$ of $r_t$. Recall that $y_t = [y_{1,1}, y_{2,1}, \ldots, y_{M,t}]^T$, where $y_{m,1} = \sum_{k=1}^{N} g_{m,k}\sqrt{\beta_k q_k} + n_{m,1} = c^H f_m + n_{m,1}$, and $y_{m,t} = \sum_{k=1}^{N} g_{m,k}\sqrt{\beta_k x_{k,t}} + n_{m,t} = d_t^H f_m + n_{m,t}, m = 1, 2, \ldots, M, t = 2, 3, \ldots, N$, in which $f_m = [g_{m,1}, g_{m,2}, \ldots, g_{m,N}]^T$. Let us denote $z_{m,t} = y_{m,1}^* y_{m,t}$. Then, we have

$$z_{m,t} = (c^H f_m + n_{m,1})^H (d_t^H f_m + n_{m,t}) = f_m^H c d_t^H f_m + n_{m,t}^* d_t^H f_m + n_{m,t}^* f_m^H c + n_{m,1}^* n_{m,t}.$$ 

Hence, the mean value of $z_{m,t}$ is given by

$$E[z_{m,t}] = \text{tr}(cd_t^H E[f_m f_m^H]) + n_{m,1}^* d_t^H E[f_m] + n_{m,t}^* E[f_m^H] c + E[n_{m,1}^*] E[n_{m,t}] = d_t^H c.$$ 

Meanwhile, the variance of $z_{m,t}$ is calculated by taking the expectation over $f_m$ and $n_{m,t}$ again,

$$\text{var}(z_{m,t}) = E[z_{m,t}^* z_{m,t}] - E[z_{m,t}^*] E[z_{m,t}]. \quad (A.12)$$
We first calculate the first term on the right hand side of (A.12) as follows:

\[
\mathbb{E}[z_{m,t}^* z_{m,t}] = \mathbb{E}[(f_m^H d_t^H f_m + n_{m,1}^* d_t^H f_m + n_{m,t} f_m^H c + n_{m,1}^* n_{m,t})^H H \\
\times (f_m^H d_t^H f_m + n_{m,1}^* d_t^H f_m + n_{m,t} f_m^H c + n_{m,1}^* n_{m,t})]
\]

\[
= \mathbb{E}[|f_m^H d_t^H f_m|^2] + \mathbb{E}[n_{m,1}^* f_m^H d_t^H f_m] + \mathbb{E}[n_{m,t} f_m^H d_t^H f_m c] + \mathbb{E}[n_{m,1}^* n_{m,t} f_m^H d_t^H f_m]
\]

\[
+ \mathbb{E}[n_{m,1} f_m^H d_t^H f_m] + \mathbb{E}[n_{m,1}^* n_{m,1} f_m^H d_t^H f_m] + \mathbb{E}[n_{m,1}^* n_{m,1} f_m^H d_t^H f_m c] + \mathbb{E}[n_{m,1}^* n_{m,1} n_{m,t} f_m^H d_t^H f_m]
\]

\[
+ \mathbb{E}[n_{m,1}^* n_{m,1} f_m^H d_t^H f_m] + \mathbb{E}[n_{m,1}^* n_{m,1} n_{m,t} f_m^H d_t^H f_m c] + \mathbb{E}[n_{m,1}^* n_{m,1} n_{m,t} n_{m,t} f_m^H d_t^H f_m]
\]

\[
= \mathbb{E}[^{\setminus(a)}\mathbb{E}[f_m^H d_t^H f_m^H] + \mathbb{E}[n_{m,1}^* f_m^H d_t^H f_m] + \mathbb{E}[n_{m,1}^* n_{m,1} f_m^H d_t^H f_m c] + \mathbb{E}[n_{m,1}^* n_{m,1} n_{m,1} n_{m,t}]
\]

\[
= \mathbb{E}[^{(a)}\mathbb{E}[f_m^H d_t^H f_m^H] + \mathbb{E}[n_{m,1}^* n_{m,1} | f_m^H d_t^H f_m|^2] + \mathbb{E}[n_{m,1}^* n_{m,1} | f_m^H d_t^H f_m|^2]
\]

\[
= \|f_m^H d_t^H f_m^H\|^2 + \|f_m^H d_t^H f_m^H\|^2 + \|f_m^H d_t^H f_m^H\|^2 + \|f_m^H d_t^H f_m^H\|^2
\]

\[
= \|c\|^2 \|d_t\|^2 + |e|^2 \|d_t\|^2 + \sigma^2 \|d_t\|^2 + \sigma^2 \|c\|^2 + \sigma^4,
\]

where (a) holds since the channel coefficients and noise are assumed to be with zero mean and independent to each other, and (b) results from the following lemma.

**Lemma 10** \[\text{[173]}\] In general for \( W \sim \mathcal{CW}_N(\Sigma, m) \in \mathbb{C}^{N \times N} \) which follows the complex Wishart distribution of m degree of freedom, we have

\[
\mathbb{E}[W] = m \Sigma, \quad \mathbb{E}[WRW] = m^2 \Sigma R \Sigma + mtr(R \Sigma) \Sigma.
\]
Let $W_m = f_m f_m^H$. Then, $W_m$ follows the complex Wishart distribution with 1 degree of freedom and covariance $I$, i.e., $W_m \sim CW_N(I, 1)$ and (b) holds. Now, the variance of $z_{m,t}$ can be calculated by

$$\delta_t^2 \triangleq \text{var}(z_{m,t}) = \mathbb{E}[z_{m,t}^* z_{m,t}] - \mathbb{E}[z_{m,t}^*] \mathbb{E}[z_{m,t}] = \|c\|^2 \|d_t\|^2 + \sigma^2 (\|d_t\|^2 + \|c\|^2) + \sigma^4.$$

In what follows, we will consider the distribution of $r_t$. Recall that the random variable $z_{m,t}$ is defined by $z_{m,t} = f_m^H c d_t f_m + n_{m,1}^* d_t f_m + n_m f_m^H c + n_{m,1}^* n_m$ and also

$$r_t = \frac{1}{M} \mathbf{y}_1^H \mathbf{y}_t = \frac{1}{M} \sum_{m=1}^M y_{m,1} y_{m,t} = \frac{1}{M} \sum_{m=1}^M z_{m,t}.$$

From the assumption above, we know that $f_m$ and $n_{m,1}$ and $n_m$ are i.i.d. for different $m$. As a consequence, $z_{m,t}$ are also i.i.d. for different $m$ and hence,

$$\mathbb{E}[r_t] = \frac{1}{M} \sum_{m=1}^M \mathbb{E}[z_{m,t}] = d_t^H c,$$

$$\text{var}(r_t) = \frac{1}{M^2} \text{var} \left( \sum_{m=1}^M z_{m,t} \right) = \frac{\delta_t^2}{M}.$$

By using the CLT and noticing that $z_{m,t}$ are i.i.d. for different $m$, when $M$ is large enough, we have $r_t \sim \mathcal{CN} \left( d_t^H c, \frac{\delta_t^2}{M} \right)$. This completes the proof. \(\square\)

### A.5 Proof of Lemma 7

In Fig. 7.30, $a = |OC|$ and $c = |OA|$ is the radius of the circle where $a > c$. Also, $b(\theta)$ is the length of the line segment in the secant line with $b_L(\theta) = |AC|$ and
\[ b_U(\theta) = |BC| \]. According to the law of cosines and note that \(|OB| = |OA| = c\), we have \(a^2 + b^2(\theta) - 2ab(\theta)\cos\theta = c^2\). As a result, we have
\[
\begin{align*}
b_L(\theta) &= a \cos \theta - \sqrt{a^2 \cos^2 \theta - (a^2 - c^2)}, \\
b_U(\theta) &= a \cos \theta + \sqrt{a^2 \cos^2 \theta - (a^2 - c^2)}.
\end{align*}
\]

We know that \(\theta_{\text{max}} = \arcsin(\frac{c}{a})\), and note that \(c < a\). Thus, \(\theta_{\text{max}} < \frac{\pi}{2}\). For a random variable \(r \sim \mathcal{CN}(\mu_c, \nu^2)\), where \(\mu_c\) is the coordinate of point \(C\), the probability of \(r\) falling into the circle is given by
\[
P_{e_1} = 2 \int_0^{\theta_{\text{max}}} \int_{b_L(\theta)}^{b_U(\theta)} \frac{1}{\pi \nu^2} e^{-\frac{b^2(\theta)}{\nu^2}} b(\theta) \, db(\theta) \, d\theta
\]
\[
= \frac{1}{\pi} \int_0^{\theta_{\text{max}}} \left( e^{-\frac{b_L^2(\theta)}{\nu^2}} - e^{-\frac{b_U^2(\theta)}{\nu^2}} \right) \, d\theta
\]
\[
< \frac{1}{\pi} \int_0^{\theta_{\text{max}}} e^{-\frac{b_L^2(\theta)}{\nu^2}} \, d\theta < e^{-\frac{(c-a)^2}{\nu^2}}.
\]

Similarly for Fig. 7.31 \(a = |OC|\) and \(c = |OA|\) is the radius of the circle and \(b = |AC|\). By using the law of cosines again, \(a^2 + c^2 - 2ac \cos \theta = b^2(\theta)\). As a result, \(b(\theta) = \sqrt{a^2 + c^2 - 2ac \cos \theta}\), where \(\theta \in [0, \pi]\). Note that \(c > a\) and \(b_{\text{min}}(\theta) = c - a\). For a random variable \(r \sim \mathcal{CN}(\mu_c, \nu^2)\), the probability of \(r\) falling outside the circle is given by
\[
P_{e_2} = 2 \int_0^\pi \int_{b(\theta)}^{\infty} \frac{1}{\pi \nu^2} e^{-\frac{b^2(\theta)}{\nu^2}} b(\theta) \, db(\theta) \, d\theta
\]
\[
= \frac{1}{\pi} \int_0^\pi e^{-\frac{b^2(\theta)}{\nu^2}} \, d\theta < e^{-\frac{(c-a)^2}{\nu^2}}.
\]

Hence, in both cases, we can attain \(P_e < e^{-\frac{(c-a)^2}{\nu^2}}\). This completes the proof. \(\square\)
A.6 Proof of Theorem 11

We know that $r_t$, $S_t^{(k)}$ and $S_t^{(\ell)}$ are complex numbers and $\sqrt{p_1 p_t}$, $\delta_t^{(k)}$, $\delta_t^{(\ell)}$ are positive real numbers. Then, (7.148) is equivalent to $P_r(S_t^{(k)} \rightarrow S_t^{(\ell)}) = P_r\left((\delta_t^{(k)})^2 | r_t - \sqrt{p_1 p_t} S_t^{(l)}|^2 - (\delta_t^{(\ell)})^2 | r_t - \sqrt{p_1 p_t} S_t^{(k)}|^2 < \frac{2(\delta_t^{(k)} \delta_t^{(\ell)})^2 \ln(\delta_t^{(k)} / \delta_t^{(\ell)})}{M}\right)$. Now let $\tilde{r}_t = r_t - \sqrt{p_1 p_t} S_t^{(k)}$ and note that $r_t \sim \mathcal{CN}(\sqrt{p_1 p_t} S_t^{(k)}, (\delta_t^{(k)})^2)$. Hence, we have $\tilde{r}_t \sim \mathcal{CN}(0, \frac{(\delta_t^{(k)})^2}{M})$ and as a result,

$$P_r(S_t^{(k)} \rightarrow S_t^{(\ell)}) = P_r\left((\delta_t^{(k)})^2 | \tilde{r}_t + \sqrt{p_1 p_t} \Delta S_t^{(k,\ell)}|^2 - (\delta_t^{(\ell)})^2 | \tilde{r}_t|^2 < \frac{2(\delta_t^{(k)} \delta_t^{(\ell)})^2 \ln(\delta_t^{(k)} / \delta_t^{(\ell)})}{M}\right)$$

$$= P_r\left(((\delta_t^{(k)})^2 - (\delta_t^{(\ell)})^2) | \tilde{r}_t|^2 + 2\sqrt{p_1 p_t} (\delta_t^{(k)})^2 \Re(\tilde{r}_t \Delta S_t^{(k,\ell)})
\right.$$

$$\left. + p_1 p_t (\delta_t^{(k)})^2 | \Delta S_t^{(k,\ell)}|^2 - \frac{2(\delta_t^{(k)} \delta_t^{(\ell)})^2 \ln(\delta_t^{(k)} / \delta_t^{(\ell)})}{M}\right) < 0\right).$$

Now, we consider the following cases:

1. If $\delta_t^{(k)} = \delta_t^{(\ell)}$, then

$$P_r(S_t^{(k)} \rightarrow S_t^{(\ell)}) = P_r\left(2\sqrt{p_1 p_t} (\delta_t^{(k)})^2 \Re(\tilde{r}_t \Delta S_t^{(k,\ell)}) + p_1 p_t (\delta_t^{(k)})^2 | \Delta S_t^{(k,\ell)}|^2 < 0\right)$$

$$= P_r\left(2 | \tilde{r}_t | \cos \vartheta + \sqrt{p_1 p_t} | \Delta S_t^{(k,\ell)}| < 0\right),$$

where $\vartheta = \arg(\tilde{r}_t) - \arg(\Delta S_t^{(k,\ell)})$.

- If $\vartheta \in [0, \frac{\pi}{2}] \cup \frac{3\pi}{2}, 2\pi)$, then $\cos \vartheta \geq 0$, and we have

$$P_r(S_t^{(k)} \rightarrow S_t^{(\ell)}) \leq P_r(\sqrt{p_1 p_t} | \Delta S_t^{(k,\ell)}| < 0) = 0.$$
2. If $\delta > \frac{1}{2}$, then $\cos \vartheta < 0$, and we have

$$P_r(S_t^{(k)} \to S_t^{(l)}) = P_r\left(|\tilde{r}_t| > \frac{\sqrt{p_1 p_t | \Delta S_t^{(k,l)}|}}{-2 \cos \vartheta}\right)$$

$$= \int_{-\frac{\pi}{2}}^{\frac{3\pi}{2}} \int_{-\frac{\pi}{2}}^{\pi} e^{-\frac{M}{2} p_t | \Delta S_t^{(k,l)}|} \exp\left(-\frac{M |\tilde{r}_t|^2}{(\delta_t^{(k)})^2}\right) |\tilde{r}_t| \, d|\tilde{r}_t| \, d\vartheta$$

$$= \frac{1}{2\pi} \int_{-\frac{\pi}{2}}^{\frac{3\pi}{2}} \exp\left(-\frac{M p_t | \Delta S_t^{(k,l)}|^2}{4(\delta_t^{(k)})^2}\right) \, d\vartheta$$

$$< \exp\left(-\frac{M p_t | \Delta S_t^{(k,l)}|^2}{4(\delta_t^{(k)})^2}\right).$$

Hence, regardless of the angle between $\tilde{r}_t$ and $\Delta S_t^{(k,l)}$, we can always attain that

$$P_r(S_t^{(k)} \to S_t^{(l)}) < \exp\left(-\frac{M p_t | \Delta S_t^{(k,l)}|^2}{4(\delta_t^{(k)})^2}\right) = \exp\left(-\frac{M p_t | \Delta S_t^{(k,l)}|^2}{(\delta_t^{(k)})^2 + (\delta_t^{(l)})^2}\right).$$

2. If $\delta_t^{(k)} > \delta_t^{(l)}$, then

$$P_r(S_t^{(k)} \to S_t^{(l)}) = P_r\left(|\tilde{r}_t + \frac{\sqrt{p_1 p_t | \delta_t^{(k)} | \Delta S_t^{(k,l)}|}}{(\delta_t^{(k)})^2 - (\delta_t^{(l)})^2}|^2 - \frac{2(\delta_t^{(k)} \delta_t^{(l)})^2 \ln(\delta_t^{(k)}/\delta_t^{(l)})}{M} < 0\right)$$

$$= P_r\left(|\tilde{r}_t + \frac{\sqrt{p_1 p_t | \delta_t^{(k)} | \Delta S_t^{(k,l)}|}}{(\delta_t^{(k)})^2 - (\delta_t^{(l)})^2}|^2 - \frac{p_1 p_t | \delta_t^{(k)} | \Delta S_t^{(k,l)}|}{(\delta_t^{(k)})^2 - (\delta_t^{(l)})^2} \ln(\delta_t^{(k)}/\delta_t^{(l)}) < 0\right)$$

$$= P_r\left(|\tilde{r}_t + \frac{\sqrt{p_1 p_t | \delta_t^{(k)} | \Delta S_t^{(k,l)}|}}{(\delta_t^{(k)})^2 - (\delta_t^{(l)})^2}|^2 < \frac{p_1 p_t | \delta_t^{(k)} | \Delta S_t^{(k,l)}|}{(\delta_t^{(k)})^2 - (\delta_t^{(l)})^2} \ln(\delta_t^{(k)}/\delta_t^{(l)})\right)$$

$$+ \frac{2(\delta_t^{(k)} \delta_t^{(l)})^2 \ln(\delta_t^{(k)}/\delta_t^{(l)})}{M((\delta_t^{(k)})^2 - (\delta_t^{(l)})^2)}.$$

Note that $M \gg \max_{\forall t} |k|, |l|$, $\frac{2(\delta_t^{(k)} \delta_t^{(l)})^2 \ln(\delta_t^{(k)}/\delta_t^{(l)})}{p_1 p_t | \Delta S_t^{(k,l)}|^2}$ and by our assumption, we have
Now, using lemma 7 for case 1 produces

\[ P_t(S_t^{(k)} \rightarrow S_t^{(\ell)}) < \exp \left( - \frac{p_1 p_t (\delta_t^{(k)})^2 \| \Delta S_t^{(k,\ell)} \|^2}{(\delta_t^{(k)})^2 - (\delta_t^{(\ell)})^2} \frac{2(\delta_t^{(k)})^2 \ln(\delta_t^{(k)}/\delta_t^{(\ell)})}{M((\delta_t^{(k)})^2 - (\delta_t^{(\ell)})^2)} \right) = \exp \left( - \frac{M p_1 p_t \| \Delta S_t^{(k,\ell)} \|^2}{(\delta_t^{(k)})^2 - (\delta_t^{(\ell)})^2} \right). \]

3. \( \delta_t^{(k)} < \delta_t^{(\ell)} \). In this case, we have

\[ P_t(S_t^{(k)} \rightarrow S_t^{(\ell)}) = P_t \left( \left( \frac{(\delta_t^{(\ell)})^2 - (\delta_t^{(k)})^2}{1} \right) | \bar{r}_t |^2 - 2 \frac{\sqrt{p_1 p_t (\delta_t^{(k)})^2 \| \Delta S_t^{(k,\ell)} \|^2}}{M((\delta_t^{(k)})^2 - (\delta_t^{(\ell)})^2)} > 0 \right) \]

\[ = P_t \left( \left| \bar{r}_t - \frac{\sqrt{p_1 p_t (\delta_t^{(k)})^2 \| \Delta S_t^{(k,\ell)} \|^2}}{(\delta_t^{(k)})^2 - (\delta_t^{(\ell)})^2} \delta_t^{(k)} \Delta S_t^{(k,\ell)} \right| > 0 \right) \]

\[ = \frac{2(\delta_t^{(k)})^2 \ln(\delta_t^{(k)}/\delta_t^{(\ell)})}{M((\delta_t^{(k)})^2 - (\delta_t^{(\ell)})^2)} \]

Again for \( M \gg \max_{0 \leq \ell} \frac{2(\delta_t^{(k)})^2 \ln(\delta_t^{(k)}/\delta_t^{(\ell)})}{p_1 p_t \| \Delta S_t^{(k,\ell)} \|^2} \), we have

\[ \lim_{M \to \infty} \sqrt{\frac{p_1 p_t (\delta_t^{(k)})^2 \| \Delta S_t^{(k,\ell)} \|^2}{(\delta_t^{(k)})^2 - (\delta_t^{(\ell)})^2} - \frac{2(\delta_t^{(k)})^2 \ln(\delta_t^{(k)}/\delta_t^{(\ell)})}{M((\delta_t^{(k)})^2 - (\delta_t^{(\ell)})^2)} - \frac{\sqrt{p_1 p_t (\delta_t^{(k)})^2 \| \Delta S_t^{(k,\ell)} \|^2}}{(\delta_t^{(k)})^2 - (\delta_t^{(\ell)})^2} \}

\[ = \frac{\sqrt{p_1 p_t (\delta_t^{(k)})^2 \| \Delta S_t^{(k,\ell)} \|^2}}{(\delta_t^{(k)})^2 - (\delta_t^{(\ell)})^2} \frac{\| \Delta S_t^{(k,\ell)} \|}{\delta_t^{(k)} + \delta_t^{(\ell)}} > 0. \]
Now, using lemma 7 for case 2 results in
\[ P_r(S_t^{(k)} \to S_t^{(\ell)}) < \exp \left( -\frac{p_1 p_t (\delta_t^{(k)})^2 |\Delta S_t^{(k,\ell)}|^2}{(\delta_t^{(k)} + \delta_t^{(\ell)})^2} \right) = \exp \left( -\frac{M p_1 p_t |\Delta S_t^{(k,\ell)}|^2}{(\delta_t^{(k)} + \delta_t^{(\ell)})^2} \right). \]

Therefore, summing up the above all cases, we obtain
\[ P_r(S_t^{(k)} \to S_t^{(\ell)}) < \exp \left( -\frac{M p_1 p_t |\Delta S_t^{(k,\ell)}|^2}{(\delta_t^{(k)} + \delta_t^{(\ell)})^2} \right). \] This completes the proof of theorem 11. \( \square \)

A.7 Proof of the Convexity of Problem 5

The Hessian matrix of \( P_e(p) \) is given as
\[
\nabla^2 P_e(p) = \begin{bmatrix}
\frac{\partial^2 P_e(p)}{\partial p_1^2} & \frac{\partial^2 P_e(p)}{\partial p_1 \partial p_2} & \cdots & \frac{\partial^2 P_e(p)}{\partial p_1 \partial p_N} \\
\frac{\partial^2 P_e(p)}{\partial p_2 \partial p_1} & \frac{\partial^2 P_e(p)}{\partial p_2^2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial^2 P_e(p)}{\partial p_N \partial p_1} & 0 & \cdots & \frac{\partial^2 P_e(p)}{\partial p_N^2}
\end{bmatrix}
\]

We know that \( P_e(p) \) is a convex function of \( p \) iff \( \nabla^2 P_e(p) \succeq 0 \) for \( p > 0 \) by the second-order conditions [47].

For our purpose, we now prefer to use another expression for Gaussian \( Q \)-function [139,140] i.e.,
\[
Q(x) = \frac{1}{\pi} \int_0^{\pi/2} \exp \left( -\frac{x^2}{2 \sin^2 \theta} \right) d\theta, \quad Q^2(x) = \frac{1}{\pi} \int_0^{\pi/4} \exp \left( -\frac{x^2}{2 \sin^2 \theta} \right) d\theta, \quad x \geq 0.
\] (A.17)
As a result, for \( t = 2, \ldots, N \)

\[
P_e(p_1, p_t) = \frac{1}{N-1} \sum_{t=2}^{N} 4 \left( 1 - \frac{1}{2^N} \right) Q \left( \frac{\sqrt{M}}{2 \sqrt{(N + \frac{\sigma^2}{p_t}) (E_s + \frac{\sigma^2}{p_t})}} \right) \\
- 4 \left( 1 - \frac{1}{2^N} \right)^2 Q^2 \left( \frac{\sqrt{M}}{2 \sqrt{(N + \frac{\sigma^2}{p_t}) (E_s + \frac{\sigma^2}{p_t})}} \right) \\
= \frac{1}{N-1} \sum_{t=2}^{N} \frac{4 \left( 1 - 1/2^N \right)}{\pi} \int_{\pi/4}^{\pi/2} \exp \left( -\frac{M}{8 \sin^2 \theta (N + \frac{\sigma^2}{p_t}) (E_s + \frac{\sigma^2}{p_t})} \right) d\theta \\
+ \frac{4 \left( 1 - 1/2^N \right)}{2^N \pi} \int_{0}^{\pi/4} \exp \left( -\frac{M}{8 \sin^2 \theta (N + \frac{\sigma^2}{p_t}) (E_s + \frac{\sigma^2}{p_t})} \right) d\theta.
\]

Then, we have

\[
\frac{\partial P_e(p_1)}{\partial p_t^2} = \frac{4 \left( 1 - 1/2^N \right)}{(N-1)\pi} \int_{\pi/4}^{\pi/2} \exp \left( -\frac{M}{8 \sin^2 \theta (p_1 N + \sigma^2)^2 (E_s + \frac{\sigma^2}{p_t})} \right) \left( \frac{M \sigma^2}{8 \sin^2 \theta (p_1 N + \sigma^2)^2 (E_s + \frac{\sigma^2}{p_t})} + \frac{2N}{p_1 N + \sigma^2} \right) d\theta \\
+ \frac{4 \left( 1 - 1/2^N \right)}{2^N (N-1)\pi} \int_{0}^{\pi/4} \exp \left( -\frac{M}{8 \sin^2 \theta (p_1 N + \sigma^2)^2 (E_s + \frac{\sigma^2}{p_t})} \right) \left( \frac{M \sigma^2}{8 \sin^2 \theta (p_1 N + \sigma^2)^2 (E_s + \frac{\sigma^2}{p_t})} + \frac{2N}{p_1 N + \sigma^2} \right) d\theta > 0.
\]
For \( t = 2, \ldots, N \), we also have

\[
\frac{\partial P_e(p)}{\partial p_t} = \frac{4\left(1 - 1/2^N\right)}{(N-1)\pi} \int_{\pi/4}^{\pi/2} \exp\left(-\frac{M}{8\sin^2(\theta)(N + \frac{\sigma_t^2}{p_t})(E_s + \frac{\sigma_t^2}{p_t})}\right)
\left(\frac{M\sigma_t^2}{8\sin^2(\theta)(N + \frac{\sigma_t^2}{p_t})(E_s + \frac{\sigma_t^2}{p_t})^2}\right)
\left(\frac{M\sigma_t^2}{8\sin^2(\theta)(N + \frac{\sigma_t^2}{p_t})(E_s + \frac{\sigma_t^2}{p_t})^2} + \frac{2E_s}{p_tE_s + \sigma_t^2}\right) d\theta
+ \frac{4\left(1 - 1/2^N\right)}{2^N(N-1)\pi} \int_{0}^{\pi/4} \exp\left(-\frac{M}{8\sin^2(\theta)(N + \frac{\sigma_t^2}{p_t})(E_s + \frac{\sigma_t^2}{p_t})}\right)
\left(\frac{M\sigma_t^2}{8\sin^2(\theta)(N + \frac{\sigma_t^2}{p_t})(E_s + \frac{\sigma_t^2}{p_t})^2}\right)
\left(\frac{M\sigma_t^2}{8\sin^2(\theta)(N + \frac{\sigma_t^2}{p_t})(E_s + \frac{\sigma_t^2}{p_t})^2} + \frac{2E_s}{p_tE_s + \sigma_t^2}\right) d\theta > 0.
\]

Also, we have

\[
\frac{\partial P_e(p)}{\partial p_1\partial p_t} = \frac{4\left(1 - 1/2^N\right)}{(N-1)\pi} \int_{\pi/4}^{\pi/2} \exp\left(-\frac{M}{8\sin^2(\theta)(N + \frac{\sigma_t^2}{p_t})(E_s + \frac{\sigma_t^2}{p_t})}\right)
\left(\frac{M\sigma_t^2}{8\sin^2(\theta)(N + \frac{\sigma_t^2}{p_t})(E_s + \frac{\sigma_t^2}{p_t})^2}\right)
\left(\frac{M\sigma_t^2}{8\sin^2(\theta)(N + \frac{\sigma_t^2}{p_t})(E_s + \frac{\sigma_t^2}{p_t})^2} + \frac{\sigma_t^2}{E_sp_t^2 + \sigma_t^2p_t}\right) d\theta
+ \frac{4\left(1 - 1/2^N\right)}{2^N(N-1)\pi} \int_{0}^{\pi/4} \exp\left(-\frac{M}{8\sin^2(\theta)(N + \frac{\sigma_t^2}{p_t})(E_s + \frac{\sigma_t^2}{p_t})}\right)
\left(\frac{M\sigma_t^2}{8\sin^2(\theta)(N + \frac{\sigma_t^2}{p_t})(E_s + \frac{\sigma_t^2}{p_t})^2}\right)
\left(\frac{M\sigma_t^2}{8\sin^2(\theta)(N + \frac{\sigma_t^2}{p_t})(E_s + \frac{\sigma_t^2}{p_t})^2} + \frac{\sigma_t^2}{E_sp_t^2 + \sigma_t^2p_t}\right) d\theta > 0.
\]

Clearly, \( \nabla^2 P_e(p) \succeq 0 \) for \( \forall p > 0 \). This proves that \( P_e(p) \) is a convex function of \( p > 0 \). The constraint \( p \geq 0 \) is a cone and \( Ap \leq b \) defines a polyhedron which are both convex feasible regions. Hence the overall optimization problem is convex. This completes the proof. □
A.8 Lemma on the Quotient of Ordered Sequences

Let \( m = \arg \min_{k=1,2,\ldots,N} \left\{ \frac{a_k}{b_{\pi(k)}} \right\} = \arg \min_k \left\{ \frac{a_k}{b_k} \right\} \). In other words, \( m \) is the index such that \( q_m = \frac{a_m}{b_m} = \min_{k=1,2,\ldots,N} \left\{ \frac{a_k}{b_k} \right\} \). Now, we want to show that \( q_m = \max_{(\pi(1),\pi(2),\ldots,\pi(N)) \in \mathcal{U}} \min_{k=1,2,\ldots,N} \left\{ \frac{a_k}{b_{\pi(k)}} \right\} \). To that end, we divide \( \mathcal{U} \) into two mutually exclusive subsets, i.e., \( \mathcal{P} = \{(\pi(1),\pi(2),\ldots,\pi(N))|\pi(m) \neq m\} \) and \( \mathcal{U} \setminus \mathcal{P} = \{(\pi(1),\pi(2),\ldots,\pi(N))|\pi(m) = m\} \). Consider the following cases:

1. \((\pi'(1),\pi'(2),\ldots,\pi'(N)) \in \mathcal{P}\). In this case, there exists an \( \ell \neq m \) such that \( \pi'(\ell) = m \) and hence \( b_{\pi'(\ell)} = b_m \). If \( \ell < m \), then, we have \( \frac{a_{\ell}}{b_{\pi'(\ell)}} = \frac{a_{\ell}}{b_m} \leq \frac{a_m}{b_m} = q_m \). If \( \ell > m \), there exits an \( n \leq m \) such that \( \pi'(n) > m \) by the property of permutation. Then, we have \( \frac{a_n}{b_{\pi'(n)}} \leq \frac{a_m}{b_m} = q_m \). Therefore, we conclude \( \min_{k=1,2,\ldots,N} \left\{ \frac{a_k}{b_{\pi(k)}} \right\} \leq q_m \) for any \((\pi'(1),\pi'(2),\ldots,\pi'(N)) \in \mathcal{P}\). Or equivalently, \( \max_{(\pi(1),\pi(2),\ldots,\pi(N)) \in \mathcal{P}} \min_{k=1,2,\ldots,N} \left\{ \frac{a_k}{b_{\pi(k)}} \right\} \leq q_m \).

2. \((\pi'(1),\pi'(2),\ldots,\pi'(N)) \in \mathcal{U} \setminus \mathcal{P}\). In this case, \( \pi'(m) = m \) and hence, we have \( \min_{k=1,2,\ldots,N} \left\{ \frac{a_k}{b_{\pi'(k)}} \right\} \leq \frac{a_m}{b_{\pi'(m)}} = \frac{a_m}{b_m} = q_m \). Therefore, \( \max_{(\pi(1),\pi(2),\ldots,\pi(N)) \in \mathcal{U} \setminus \mathcal{P}} \min_{k=1,2,\ldots,N} \left\{ \frac{a_k}{b_{\pi(k)}} \right\} \leq q_m \).

In conclusion, we have \( \max_{\pi \in \mathcal{U}} \min_{k=1,2,\ldots,N} \left\{ \frac{a_k}{b_{\pi(k)}} \right\} \leq q_m \). In the following, we aim to prove that the equality is achievable for certain \((\pi(1),\pi(2),\ldots,\pi(K))\). By setting \((\pi(1),\pi(2),\ldots,\pi(N)) = (\pi^*(1),\pi^*(2),\ldots,\pi^*(N))\) and then, from the construction process above, we can find that for the given sequences \( a_1 \leq a_2 \leq \cdots \leq a_N \) and \( b_1 \leq b_2 \leq \cdots \leq b_N \), \( \min_{k=1,2,\ldots,N} \left\{ \frac{a_k}{b_{\pi^*(k)}} \right\} = \frac{a_m}{b_m} = q_m \). Hence, the equality is achievable for \((\pi^*(1),\pi^*(2),\ldots,\pi^*(N))\). This completes the proof. \( \Box \)
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