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"0 I..t.t:.u~.>:tJLiow., One, In one :thing above a..t..t have 
I admiJLed you.l!. :teaching~.>. EveJLy:thing I~.> comp..te­
:te..ty c..tea.l!. and p.l!.oved. You ~.>haw :the waJL..td a~.> a 
comp..te:te, unb.l!.o~en chain, an e:teJLna..t chain, ..tin~ed 
:tage:then by cau~.>e and e66ec.t. Neve.l!. hal.> I:t been 
p.ll.e~.>en:ted J.>o c..teaJL..ty, neve.l!. ha~.> I:t been J.>o ~JL.I!.e-
6u:tab..ty demon~.>:tJLa:ted. SuJLe..ty eve.l!.y BJLahmin'J.> heaJL:t 
mw.,:t bea:t mo.l!.e quic~..ty, when :th.l!.ough you.l!. :teaching!.> 
he .tao~!.> a:t :the waJL..td, comp..te:te..ty coheJLen:t, wi:thou:t 
a ..toopho..te, c..tea.ll. a~.> c.l!.y~.>:ta..t, no:t dependent on 
chance, no:t dependent on :the god~.>. Whe:the.l!. I:t 
I~.> good o.l!. evi..t, whe:theJL .line In I:t~.>e..t6 I~.> pain
o.l!. p..tea~.>u.ll.e, whe:theJL ~:t I~.> unceJL:tain--:tha:t I:t may 
pe.ll.hap~.> be :thi~.> I~.> no:t ImpoJL:tan:t--bu:t :the uni:ty
o6 :the woJL..td, :the cohe.l!.ence o6 a..t..t even:t~.>, :the 
emb.ll.acing o6 :the big and :the ~.>ma..t..t 6JLom :the ~.>ame 
J.>:t.l!.eam, nJLom :the J.>ame .taw o6 cauJ.>e, o6 becoming and 
dying: :thi~.> ~.>hineJ.> c..tea.l!...ty 6.1l.om you.l!. exa..t:ted 
:teaching~, O.PeJL6ec:t One. Bu:t accoJLding :to you.l!. 
:teach--i..ng~.> .,· :thi~.> uni:ty and .logical con~.>equence o6 
a..t..t :thing~.> i~.> b.l!.o~en in one p.lace. ThJLough a ~.>ma..t..t 
gap :the.l!.e ~.>:tJLeamJ.> In:to :the woJL..td o6 uni:ty ~.>ome:thing 
J.>:t.ll.ange, ~.>ome:thing new, ~.>ome:thing :tha:t wa~.> no:t 
:the.l!.e be6o.l!.e and :tha:t canno:t be demon~.>:tJLa:ted and 
p.ll.oved: :tha:t I~.> youJL doc:t.ll.Ine o6 JLI~.>ing above :the 
woJL..td, o6 ~.>a..tva:tion. Wi:th :thi~.> J.>ma..t..t gap, :thJLough 
:thi~.> J.>ma..t..t bJLea~, howeveJL, :the e:te.l!.na..t and ~.>Ing..te 
wo.l!..ld law b.ll.ea~~.> down again. Fo.ll.give me i6 I .ll.ai~.>e 
:thi~.> objection." 

He.ll.man He~.>~.>e: SiddhaJL:ta 
(T.Il.an~.>..ta:ted by Hi..tda Ro~.>neJL) 
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SCOPE AND CONTENTS: Although usually only two kinds of 

statistics, namely Bose-Einstein and Fermi-Dirac statistics, 

are considered in Quantum Mechanics and in Quantum Field 

Theory, other kinds of statistics, called collectively 

parastatistics, are conceivable. We critically review 

theoretical studies of parastatistics to date, point out 

and clarify several confusions. 

We first study the "proofs" so far proposed for 

the symmetrization postulate which excludes parastatistics, 

emphasizing their ad hoc nature. Then, after exploring 

in detail the structure of the quantum mechanical theory of 

paraparticles, we clarify some confusions concerning the 

compatibility of parastatistics with the so-called cluster 

property, which has been an issue of controversy for several 

years. We show, following a suggestion of Greenberg, that 

the quantum mechanical theory of paraparticles can be formulated 

in terms of density matrix compatibly with the cluster property. 

We also discuss such topics as selection rules for systems 

with variable numbers of paraparticles, the connection between 
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statistics and permutation characters, and the classification 

of paraparticles. 

For the quantum field theory of paraparticles, we 

study discrete representations of the para-commutation 

relations and illustrate in detail Greenberg and Messiah's 

theorem concerning Green's ansatzes • Also, fundamental 

topics such as the spin-statistic theorem, the TCP theorem 

and the observability of parafields are discussed on the 

basis of Green's ansatzes • Finally, we point out that 

the so-called particle permutation operators do not always 

define multi-dimensional representations of the permutation 

group both in first and second quantization theories. This 

questions the validity of the correspondence between the two 

theories which has recently been proposed. 
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CHAPTER I 

INTRODUCTION 

Among the most interesting applications of Quantum 

Mechanics is the connection between Bose-Einstein (B.E.) 

and Fermi-Dirac (F.D.) statistics and the two choices 

(symmetric or anti-symmetric) of the permutation symmetry 

characters for the wavefunctions (wfn) of the many-body 

problem. However, the Schrodinger equation of the many­

body problem also allows a host of solutions which are 

neither symmetric nor anti-symmetric in character, some of 

them would correspond to the statistics (called intermediate 

statistics) in which the maximal occupation numbers are 

neither 1 nor oo. It becomes customary now to employ the 

term parastatis·tics to refer to all these solutions (in 

this sense, intermediate statistics are special parastatistics). 

The possibility of parastatistics is perhaps the 

reason why the statement that the wfns of N-identical particles 

are either symmetric or anti-symmetric in particle variables 

is usually referred to as a postulate--the symmetrization 

postulate (S.P.). As a matter of fact, the_S.P. has been 

experimentally verified only for photons (e.g. in black-body 

radiation), electrons (e.g. in atoms), neutrons and protons 

(e.g. in nuclei). For other elementary particles, about 

200 in number, S.P. has been merely taken for granted and 

supplemented by Pauli's theorem. This theorem, proved in 
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Relativistic Quantum Field Theory, states that, if para­


statistics are excluded a priori, integer-spin particles 


qbey B.E. statistics whereas half-integer spin particles 


obey F.D. statistics. 


Since it is certainly not prudent to exclude 


something that could exist in principle, the qu~ntum theory 


of particles obeying parastatistics, called paraparticles, 


has frequently attracted interests of physicists in the 


realm of Elementary ParticlePhysics. Such a theory would 


be helpful in answering the question of whether any elementary 


particles obey parastatistics, and if none ever does, why 


.Nature prefers only B.E. and F.D. statistics. Furtbermore, 

even if some simple arguments may be found against parastatistics, 

the theory of paraparticles would still be useful in some 

physical contexts. For exa~ple, when electromagnetic interaction 

is absent or negligible, the neutron and the proton could 

possibly be treated as paraparticles. 

The history of parastatistics goes back probably to 


1940 when Gentile (1940, 1942) proposed the intermediate 


statistics in which the maximal number of particles in a 


non-degenerate state is neitheri(FwD.) ~or oo(B.E.), but 


instead a finite number p. The statistical properties of 


a classical "intermediate gas" have been discussed by 


Sommerfeld (1942), Schubert (1946), ter Haar (1952) and Guenault 

and McDonald (1962). Although of no direct applications 
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to physical systems, the results obtained by these authors 

have helped in understanding the physical properties of B.E. 

and F.D. statistics. Unfortunately, these results, although 

interesting, would not help much in determining the statistics 

of elementary particles for, with only a few exceptions, 

experiments involving a large number of elementary particles 

are not feasible with the present technique. For this reason, 

we shall not attempt any discussion of the classical aspects 

of parastatistics in this thesis. 

As in the case of B.E. and F.D. statistics, the 

question of parastatistics can be attacked in Quantum 

Mechanics or in Quantum Field Theory (see Dresden, 1963: 

Greenberg, 1966 for reviews}. We shall discuss first the 

quantum mechanical theory, or the first quantization theory 

as it is often called. 

The first quantization theory of. paraparticles was first 

explored in detail by Messiah and Greenberg (1964) but 

some indications toward such a theory had already been 

outlined earlier by Dirac (1930). In this theory, it is 

required that dynamical states of a system of N-identical 

particles which are represented by wfns differing only by 

a permutation of the particles cannot be distinguished by 

any observation. such a permutation is realized by an 

operator U(cr) in the Hilbert space HN of the many-body wfns, 

which. when acting on anN-body wfn, effectuates the per­

mutation cr-l of the particle variables, i.e. 
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The starting point of the theory is then the assumption that 

physical observables must commute with all the U(cr) (this is 

·usually referred to as. the indisti·ngui·shabili ty postulate) • 

The permutations cr form what is called the group 

SN (the composition law of the permutation»satisfies certain 

properties called group properties) and the U(cr) have 

the same composition law as the cr; it is said that the U(cr) 

define a representation of SN in HN. This representation 

is highly reducible in the sense that one can decompose HN 

into irreducible subspa:ces ~·d.th respect to the U(cr) and 

each subspace is said to support an irreducible representation 

(I.R.) of SN. Two I.R.'s are said to be equivalent if the 

bases of their two supporting irreducible subspaces can be 

chosen so that the matrix representing each U(cr) in one sub­

space is the same as in the other,otherwise they are said 

inequivalent (the irreducible subspaces themselv~s are 

correspondingly said equivalent or inequivalent). In this 

connection, there is an important lemma, called Schur's 

lemma, which can be stated in two parts: (i) an operator 

in an irreducible subspace which commutes with all the U(cr) is a 

multiple of the identity operator, (ii) there is no non-zero 

transformation from an irreducible subspace toan in­

equivalent irreducible subspace which commutes with all the U(cr). 
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Consider the subspace H[K] spanned by the 

. U(cr}K(x1 , x 2 , ••• ~} where K( x1 , x 2 , ••• ~) = 

<x1 1k~> <x2 1k2 >••. <xNikN>. H[K] can be decomposed into 

irreducible subspaces by a standard method (which makes 

use of the Young diagrams). There are only two one-

dimensional inequivalent irreducible subspaces--one consists 

of only the symmetric wfn and the other of only the anti ­
-

symmetric one--which correspond to B.E. and F.D. statistics 


respectively. There are, however, many linearly independent 


and equivalent multi-dimensional irreducible subspaces 


(the wfns in one of them have the same permutation symmetry 


character as the wfns in the others). Messiah and Greenberg 


proposed that the wfns representing the (pure) states of 


N-identical paraparticles belong to an irreducible subspace.· 


However, there is no criterion for choosing a wfn among the 


others to represent the state of the system. They upheld 


that, since the observables con~ute with all the U(cr) 


(indistinguishability postulate), according to the first part 

of Schur's lemma, measurable results do not depend on which 

wfn of the irreducible subspace is chosen to represent the 

state. They called an irreducible subspace a generalized 

ray and asserted that the state of N-identical paraparticles 

corresponds to a generalized ray. Using the second part of 

Schur's lemma, they also derived a super-selection rule which 

asserts that states represented by (coherent) mixtures of wfns 

belonging to different inequivalent irreducible subspaces 

are not physically realizable (observable). 
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We interruptDur review of historical developments 

in order to give some comments on Messiah and Greenberg's 

theory. It appears to us that Schur's lemma does not imply 

Messiah and Greenberg's result if the physical observables 

have domains of definition extended to many equivalent 

irreducible subspaces, i.e., if physical observables are 

operators that can transform vectors in one irreducible 

subspace to vectors in others (or linear combinations of 

them). Furthermore, in Messiah and Greenberg's theory, the 

fact that the state can be determined up to an irreducible 

subspace presupposes that the equivalent irreducible subspaces 

are physically distinguishable. This is quite questionable 

for, if only the permutation symmetry character is physically 

important, it may not be possible to distinguish the 

equivalent irreducible subspaces; the state may then be 

determined only up to a permutation invariant subspace, which 

is the direct sum of all the equivalent irreducible subs~aces. 

We propose to explore the theory beyond the assumptions 

implicit in Messiah and Greenberg's theory. 

The use of multi-dimensional representations of SN 

allows the possibility of parastatistics but does not answer 

the question of whether paraparticles exist in Nature. Some 

efforts have been made to exclude parastatistics. Some 

proofs of the S.P. (Jauch, 1960; Jauch and Misra, 1961: 

Galindo, Horales and Nunez-Lagos, 1962, Pandres, 1962) 

have been rightly criticized by Messiah and Greenberg (1964); 

they involve either faulty formulation of the indistinguishability 
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of identical particles in terms of properties of wfns, or they 

make assumptions of a rather technical nature about the alge­

·bra of observables, which are difficult to justify on physical 

grounds (into this category also fall a paper by Borcher , 1965, 

*which treated the problem in the framework of the C-algebra 

approach to quantum theory and a paper by Girardeau, 1969, 

which involves some topological assumption related to the 

connectivity properties of. the configuration space). The 

derivation of S.P. from the cluster property, as proposed by 

Casher, Frieder, Gluck and Peres (1965) and Steinmann (1966) 

has been>however, subjected to controversy. 

Literally, the cluster property requires that the 

theory of an N-particle system yield the same results wheth­

er or not other far-away particles of the same species are 

taken into account, so long as their interactions with the 

system remains negligible. Steinmann (1966) argued that 

the cluster property allows a measurement to distinguish 

the wfns belonging to a generalized ray, in contradiction 

with Messiah and Greenberg's assertion that measurable re­

sults do not depend on which wfn of a generalized ray is 

chosen to represent the state. Hartle and Taylor (1968) 

and Arons (1969), on the contrary, claimed that the cluster 

property, in Steinmann's argument, actually allows the dis­

tinction between wfns belonging to different generalized rays. 

Leaving aside the question of whether these authors 

are technically right, we wish to remark that they argued 

in the spirit of Messiah and Greenberg's theory which involves 
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some implicit assumptions that we have pointed out. Further­

more, their conclusions depended on their assignments of the 

encountered wfns to the generalized rays; an incorrect conclusion 

could have been drawn from an incorrect assignment. Because 

the indistinguishability postulate is a condition imposed on 

the physical observables, we believe that the question of 

whether parastatistics is compatible with the cluster 

property could be answered1 more unambiguously_-,by examining 

whether the physical observables allowed by the cluster 

assumption satisfy the indistinguishability postulate, for 

parastatistics. Even if an answer could be arrived at in 

this way, we should still make sure, before excluding para­

statistics, that the indistinguishability postulate is the 

only expression of the indistinguishability of identical 

particles. We call to mind that the indistinguishability 

postulate has been derived from the assumption that the state 

of paraparticles can be represented by a wfn. But, due to 

the nature of paraparticles, one might have to represent the 

state by a density matrix. Would the indistinguishability 

postulate be still the only solution to the indistinguishability 

condition in the density matrix formalism? 

Now, what is the connection between the I.R. of SN 

and the statistics of paraparticles? The work of Okayama (1952) 

suggests that all I.R. associated with Young diagrams of at 

most p columns yield the intermediate statistics. Other I.R. 

associated with Young diagrams of unlimited numbers of 

columns, although providing no new statistics other than B.E. 
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and F.D. statistics, possess physical properties different 

from the completely symmetric wfns Stolt and Taylor (1970) 

have classified the paraparticles into I.R. of SN: the 

particles are called parafermions (parabosons) of order p 

if their N-body states are associated with Young diagrams of 

at most p columns (p rows) , paraparticles of infinite order 

if they are neither parabosons nor parafermions. This scheme 

of classification, we conjecture, is acceptable if i~ satisfies 

the self-consistent condition that many systems of paraparticles 

of one type form again a system of paraparticles of the same 

type. 
'S 

So far, we supposed that the number of particles in 

the system is fixed in time. Messiah and Greenberg (1964) 

have also formulated the theory for the case in which the 

particles can be created or destroyed. It consists in 

taking the Hilbert space of dynamical states of the system 

as the Fock spacef(H), which is the direct sum of the HN, 

N = 0, 1, 2 ••• oo. However, it is more difficult to formulate 

the indistinguishability of identical particles iny(H) 

because the permutation operations are not defined in the 

whole~(H) but in each component HN of FCH). It is required 

that the observables in each subspaces HN satisfy the 

indistinguishability postulate. As in the case of a fixed 

number of particles, we should explore the theory beyond 

Messiah and Greenberg's scheme which led them to the notion 
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of generalized rays. In addition, the derivation of selection 

rule involving operators of the whole P(H) should be subjected 

to critical considerations. 

We stop now our development of the quantum mechanical 

theory in order to discuss the quantum field theory of 

paraparticles, or the second quantization theory as it is often 

called (it is also called parafield theory) • 

In the second quantization theory, the system -of 

identical particles is described by the field operators ~(x) 

and ~ * (x), and no particle variables need to. be introduced. 

One does not have to use the permutation operators to impose 

the indistinguishability of particles for the particles have 

no identity in the second quantization theory. The statistics 

of the particles reflects in the method of quantization one 

adopts. For example quantization with the commutation relation 

yields B.E. statistics Whereas quantization with the anti-

commutation relation yields F.D. statistics. One would then 

tend to start from the first quantization theory of paraparticles 

and follow the familiar Pock method to obtain, for para­

statistics, the commutation relations from the permutation 

symmetry character of the wfns. However, this method of 

field quantization is quite formidable for it requires the 

knowledge of the matrix representations of SN corresponding 

to the paraparticles under consideration. Furthermore, Galindo 

and Yndurain (1963) have shown that such a method would give 

no commutation relations of finite order which allow us to 
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write, in an "almost normal" form, the state vectors, 

obtained by applying a certain number of creation and 

annihilation operators to the vacuum (i.e. to arrange them 

so that only a fixed finite number of successive creation 

operators stand to the right of one destruction operator) 

or to express the particle permutation operator as a polynomial 

in certain suitable operators. We recall, in this connection, 

that Okayama (1952) obtained from the representations of SN 

some commutation relations, which have been shown by Kamefuchi 

and Takahashi (1962) to be.., unacceptable for field theory. 

Green (1953) was the first to obtain some commutation 

relations from the Lagrange equation of motion for free 

fields by a simple modification of the free Hamiltonian. 

The Green method could be considered as an inspiration from 

Wigner's observation (1950) that the Heisenberg equation 

of motion of a harmonic oscillator does not determine the 

commutation relations for the operators p and q uniquely, 

(Wigner's analysis has been extended by O'raifeartaigh 

and Ryan (1963) and by Boulware and Deser (1963) . These 

authors showed that the essential non-uniqueness of the 

commutation relations arises from the possibility of employing 

Fermi or para-Fermi statistics). Green's commutation relations, 

in terms of creation and annihilation operators, are as 

follows 
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These commutation relations (also called paracommutation 

relations) turn out to be general enough to accept as solutions 

the commutation relations obtained later by Volkov (1959) 

and by Kamefuchi and Takahashi (1962). The (+) sign 

referred to parabose and the (-) to parafermi commutation 

relations. There exists a generalized Pauli theorem which 

states that tensor fields must be quantized with the parabose 

commutation relation and spinor fields with the parafermi 

commutation relation(Dell'Antonio, Greenberg and Sudarshan, 

1964). 

The quantum field theory constructed on the para­

commutation relations is now known as Parafield Theory (for 

reviews, see Dresden (1963) and Greenberg, 1966). In this 

theory one could construct the S-matrix by the usual procedure 

(Volkov, 1959; McCarthy, 1955). Some applications of 

Parafield Theory to elementary particles have been made by 

Feshback (1963) and by Kamefuchi and Strahdee (1963) with the 

desire to relate the strangeness quantum number to para­

statistics or to find out whether any of the known elementary 

particles can be described by parafields. However, the results 

obtained by various authors did not agree with one another. 

The reason for this was perhaps the lack of an acceptable 

method of constructing an I.R. of the paracommutation relations 

in a Hilbert space. Although Green (1953) had early provided 

with some ansatzes for computing the expectation values of 

functions of fields, it was not until 1965 that Messiah and 
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Greenberg published a proof that Green's ansatzes actually 

exhaust all possible I.R. of the paracommutation relations 

of physical interest. With the aid of Green's ansatzes:-­

they also derived the selection rules which imply that no 

known elementary particles, except perhaps the hypothetical 

quarks (Greenberg, 1964; Mitra, 1966), are paraparticles 

associated with the parafields. This result has been 

strengthened by a theorem due to Araki, Greenberg and Toll 

(1966). In view of the importance of Green's ansatzes, 

their significance should be confirmed and clarified. Also, 

as in the case of the commutation relation and the anti ­

commutation relation, the non-Fock representations of the 

para-commutation relations, if existing, should be exhibited. 

Green's ansatzes state that, within the framework of 

Lagrangian Field Theory, any parabose (parafermi) field can be 

expressed as a sum of a finite number p of ordinary bose 

(fermi) fields which obey the anomalous commutation relations 

(some different bose fields may anti-commute and some different 

fermi fields may commute). It has been proved (Kinoshita, 

1958; Araki, 1961) that a set of ordinary fields obeying anomalous 

commutation relations can be transformed to a set of fields 

obeying normal commutation relations by a set of Klein 

transformations. Although these Klein transformations are 

essentially non-unitary, a question may arise as to whether 

a parafermi (parabose) field is physically distinct from a 
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corresponding fermi field (a fermi field of the same mass and 

spin as the parafield) as far as measurable quantities are 

concerned. It might be of some help in understanding the 

properties of ordinary fields to see whether the results 

of Wightman's axiomatic field theory, transfered to parafields, 

are useful for the proofs of the T.C.P. and spin-statistic 

theorems for parafields. 

We have seen that Parafield Theory has been d~veloped 

independently of the quantum mechanical theory of paraparticles 

and owes no result to that theory. Is there by any chance 

some correspondence between the two theories? Previously, 

we formulated the first quantization theory in the 

configuration space but it would be more appropriate for our 

present discussion to formulate it in the abstract Hilbert 

space HN spanned by tensors of the form lki>lk2 >•.• fkN>. 

The effect of a U(a) in HN is to shift the single particle 

state lk.> at the jth place of the tensor product to the ajth
1 

place whatever that single particle state is. It has been 

proved by Yamada (1968) that the U(a) do not define multi ­

dimensional I.R. of SN in the second quantized Hilbert space HN 

spanned by the tensors *ak 
1 

*ak 
2 

•.. *ak 
N 

IO> . This means that 

one cannot establish a correspondence between the first 

and the second quantization theories of paraparticles in 

the same way as for ordinary bosons and fermions. For this 

reason, several authors (Landshoff and Stapp, 1967; Ohnuki 
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and Kamefuchi, 1969; Hartle and Taylor, 1968; Stolt and Taylor, 

1970; Ohnuki and Kamefuchi, 1971) have resorted to the use 

of the so-called particle permutation operators V(a) defined 

as follows: acting on a tensor product of the first or the 

second quantization theory, V(a) replaces a ki by ~ai whatever 

the places of k. and k . are.Assuming that the V(a) are 
J. aJ. 

well-defined in both first and second quantization theories, 

a correspondence between the two theories has been proposed 

by giving the same physical significance to the V(a) in both 

theories. However, the physical interpretation of the V(a) 

has not always been agreed on by different authors. -For example 

Landshoff and Stapp (1967) argued on physical grounds that 

the V(a) have observable effects and proposed a theory of 

identical particles, known as the unified theory, in which 

every physical observable is a function of the V(a). On the 

other hand, Ohnuki and Kamefuchi (1971) asserted that the V(a) 

are not physical observables for systems of interacting 

particles. The trouble with the particle permutations is, 

we think, besides their physical interpretation, they are 

queer objects when acting on an N-particle state, in which 

some of the k. are equal: the statement "replace k. by k ." 
l. l. Ol. 

cannot be carried out uniquely when some of the k. are equal.
l. 

We would also wonder whether, in this case, the V(a) can 

define multi-dimensional representations of SN. Since the 

works connected with the V(a) made use heavily of the group-

theoretical properties of the V(a), it would be serious if the 

V(a) do not always define representations of SN either in 

the first or in the second quantized Hilbert space. 
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The organization of this thesis is as follows: 

In Chapter II, after stating what are known as 

the basic assumptions in quantum mechanics of identical 

particles, we discuss the nature of the symmetrization 

postulate following the works of Dirac (1930}, of Jauch 
N 

and Misra, of Galindo, Marales and Nunez-Lagos and of 

Messiah and Greenberg. 

In Chapter III, we give a precise mathematical 

formulation of the theory of N-identical particles in 

the language of group algebra of SN. Special attention is 

given to the calculation of matrix elements of a physical 

observable and the preparation of paraparticle states. We 

try to exploit the theory with as few assumptions as we think 

they are reasonably allowed. 

In Chapter IV, we discuss the connection between 

the I.R. 's of SN and the statistics. In particular, we 

generalize the proof of a theorem due to Okayama and 

we check the self-consistency condition of Stolt and Taylor's 

classification of paraparticles. 

In Chapter v, we study the cluster property as applied 

to the quantum mechanical theory of paraparticles. This 

chapter is self-contained and could be considered as an illus­

tration of the theory developed in Chapter III with special 

consideration given to a 3-particle system. 

In Chapter VI, we generalize the theory to a 

system with a variable number of particles. We give a critical 
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comment on Messiah and Greenberg's selection rule and derive 

a selection rule which, we think, may explain the observed 

fact that electrons (photons), for example, are always 

fermions(bosons). 

In Chapter VII, we review various schemes of second 

quantization leading to parastatistics. We first illustrate 

the problem by the example of an harmonic oscillator and 

then concentrate our attention on Green's and Kamefuqhi 

and Takahashi's methods. 

In Chapter VIII, we study the representations of the 

paracornmutation relations. We exhibit the discrete (Fock 

or non-Fock) representations following the method of Wightman 

and Schweber (1955), we give a mathematical picture of 

Green's ansatzes and elaborate a proof of Messiah and Greenberg 

theorem concerning these ansatzes . Finally, as a verification 

of this theorem, we show the existanceof parastatistics 

in any Fock representations. 

In Chapter IX, we discuss some topics of parafields 

in the framework of Lagrangian theory and axiomatic theory. 

In particular, we discuss, with the aid of Klein's trans­

formations, the T.C.P. theorem and spin-statistics theorem 

and the question of whether parafields are physically distinct 

f~om the ordinary fields. 

In Chapter X, we study the correspondence between 

the first and the second quantization theories. We give 

a proof (which is similar to but somewhat simpler than 

Yamada's) that the U(cr) do not define multi-dimensional I.R. of 
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SN in the second quantization theory and we study, in 

some detail, the mathematical nature of the particle 

permutation operators. 

In Chapter XI, we summarize our results and their 

significance. 



CHAPTER II 

SYMMETRIZATION POSTULATE 

1. Basic Assumptions 

Consider a system of N identical particles of a certain 

species. Particles of other species may be present and can be 

viewed as some external interactions acting on this system. We 

shall suppose that the number N of particles is fixed in time. 

The fact that the particles of our system are identical 

implies that no observation can distinguish them from one 

another, both in classical and in quantum theory. Yet there 

· is a great difference in the classical and quantum description 

of such a system. In classical mechanics, one describes motion 

by specifying the orbits of the individual particles, and 

although they are indistinguishable from one another, if the 

initial conditions have been set, it makes perfect sense to say, 

at a given time, the particle 1 is moving along orbit A, particle 

2 along orbit B, and so on. In quantum theory, however, instead 

of specifying orbits, one only can attribute wavefunctions to 

individual particles. The wavefunctions generally overlap in 

-
space so that one can no longer identify the particles by 

identifying the wavefunctions which they occupy. A quantum 

theory of identical particles must be such that the identity 

of the particles is completely irrelevant. 

The starting point of the quantum theory of N identical 

particles is that of N distinguishable particles. Each particle 

in the system may be considered as a dynamical system by itself. 

19 
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To treat all the particles on the same footing, one assumes that 

theHilbert spaces of dynamical states of the particles, each 

considered as a dynamical system by itself, are all identical 

to a Hilbert space H spanned by a certain orthogonal basis {I k. >};
J. 

runs over discrete and continuous indices. This is of course 

a bold assumption since nothing guarantees that each particle 

is subjected to the same physical condition. 

Consider now the Hilbert space HN spanned by all the 

tensor products of the form 

IK> = lk. >lk. >••.. lk. > (1)
1 1 1 2 1 N· 

(The letter I< stands for the set {I k. >,I k. >, ••• Ik. >} of N 
1 1 1 2 1 N 

single particle states.) For many statistical descriptions of 

an N-particle s_ystem, one assumes that HN is an appropriate 

approximate Hilbert space of dynamical states of N-interacting 

particles. In other words, the basis given by (1) can be used 

as a complete set for dynamical description of N interacting 

particles. 

Let x be the set of dynamical variables characterizing
1 

the particle 1, c~aracteriz~ng the particle 2, etc. Thex 2 

configuration space for N particles is the tensor product space 

of tensors of the form 

lxl, x2, .•• x~l = lxl>lx2>·•· lxN> 

The configuration space wavefunction corresponding to the state 

IK> given by (1) is 

K(x1 , x 2 , ••• xN) 	 = <x1 , x 2 , ••• ~1K> 

= <x 1k. ><x2 !k. > •.. <~-lk. > (2)1 1 1 1 2 N 1 N 
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This interprets the fact that IK> is the state in which 

particle 1 occupies lk. >, particle 2 occupies lk. > and 
1 1 ~2 

so on. Thus, in the tensor product IK>, the single particle 

h . h t th . th . t. b d t ds t a t e w ~c appears a e J pos~ ~on can e un ers oo as 

occupied by the particle j. With this convention, the position 

of a single particle state in the tensor product is important. 

Following Yamada (1968) we write IK> of eqn. (1) as 

1 2 

(3)IK> = 
k. k' - 0. .. 

~1 ~2 

where the figures 1,2, ..•N in the first line of the bracket 

simply indicate the places in which the lk. >, lk. >..• 1k. >are 
~1 ~2 ~N 

situated, and only the combinations of place 1 and the state 

lk. >, 
~1 

of 2 and lk. >, 
~2 

etc. are significant on the right hand 

side of (3), so that the absolute positions of the pairs (l,k. ) , 
~1 

(2,k. ) 
~2 

and (N,k. ) 
~N 

do not matter at all. A state like 

jK> will be called an N-particle state specified by giving N 

pairs (j,k.), j=l, 2, ...N; and i takes N values. 
~ 

2. Place Permutation Operators 

To take into account of the indistinguishability 

of the particles, it is convenient to introduce the operators 

representing the permutations of the particles over the single 

particle states. 

For each permutation cr of the numbers 1, 2, .•• N, we define 

a place permutation operator U(cr) as 



. -1 cr-i 21 cr 1 ... cr N2 ••• N) -1)
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U(cr) = 
k. k ... -k. k. k. k. 

l.l 1 2 1 N l.l 1.2 . l.N 

(4) 

For example 
1 2 :1)k3 k2 

1 3 
= :)k2 

= lk3>1kl>lk2>
kl 

1 2 ~2)= 
Thus, a place permutation operator shifts the single particle 

. th . . t th - 1 . th . t . h t . h s t a t e a t the J pos1.t1.on o e cr J pos1. 1.on w a ever ~ e 

single particle state is. 

All the permutations cr form a group, called the symmetric 

group SN. The operators U(cr) obviously obey the same composition 

law as the permutations cr; they are said to define a representation 

of the group SN. This representation is reducible in the sense 

that we can decompose HN into a direct sum of subspaces which 

are irreducible with respect to the U(cr). The rule for decomposing 

HN into irreducible subspaces with respect to the U(a) is 

presented in Appendix A and is applied for classification of 

states of identical particles in Chapter III. 

Other kinds of permutation operators can be introduced 

and will be discussed in Chapter X. 

http:pos1.t1.on
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3. Indistinguishability Postulate 

Suppose that I~> is a state of N-identical particles. 

The state U(cr) I~> differs from I~> by a permutation of the 

particles over the single particle states. Since the particles 

are indistinguishable from one another, none of the dynamical 

properties of the system is modified by such a permutation. 

This is the indistinguishability postulate which can be 

expressed as follows: 

"Dynamical states represented by vectors which differ 

only by a permutation cannot be distinguished by any observation 

at any time." 

If A represents a physical observable of.· the system 

of N identical particles, one requires 

<$IAI$> = <$IU-1 (cr)A U(cr) I$> 

for any cr £ SN. From this it follows that all observables 

must commute with the U(cr). 

[A, U(cr)] = 0 (5) 

Eqn. (5) is sometimes referred to as the indistinguishability 

postulate. 

4... Symmetrization Postulate 

The indistinguishability postulate imposes invariance 

of all observables under the U{cr). From this invariance 

property, important deductions can be made concerning the law 

of motions and the dynamical states of the system. Here we 
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shall discuss the connection between the indistinguishability 

postulate and the symmetrization postulate {S.P.), which states 

that the wavefunctions describing identical particles must 

be either symmetric or anti-symmetric in all particle variables. 

a) Finite dimensional case 

As a first application of the indistinguishability 

postulate, the Hamiltonian H of the system must be permutation 

invariant 

[U(o), H] = 0, (6) 

From this equation and the equation of motion 

i 	 ~ G{t,t ) = HG{t,t )
dt 0 0 

G { t , "to ) = 1
0 

where G(t,t ) is the evolution operator, one can show easily
0 

that G{t,t
0 

) is also permutation invariant, 

[ U { a ) , G ( t , t ) ] = 0 {7)
0 

Now, all states U{o) lw>'s are degenerate with respect 

to all observables {exchange degeneracy) , the state of the system 

is in general a linear combination of the U(o) lw>'s, 

where ~ indicates the special linear combination. We are 

interested in linear combinations such that 

for any observable and for any O£SN. The apparatus of group 

theory enables us to find exhaustively these linear combinations. 

In section III.l, we shall write them out explicitly. Here, 
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we are content to remark that the states of identical particles 

~an be cla~sified into irreducible representaiions of SN. 

To go further, one assumes there exists a maximal 

observation for the system. In a general way, a maximal 

observation would be such that other observation would either 

yield no new information or the new-information would void 

some of the information previously obtained. If the Hilbert 

space of dynamical states is finite dimensional, the work of 

Dirac (1932) suggests that a maximal observation would be 

appropriately described.by a complete set of commuting operators. 

There exists a non-degenerate ray which is the simultaneous 

eigenstate of all members of the complete set. 

For identical 	particles, the cond~tion of non-degeneracy 

is expressed by 

where 

It is clear that states satisfying this must belong to one-

dimensional representations of SN. There are two such states: 

the completely syinrn.etric state ltP8 
(K)> belonging to the 

identity representation and the completely anti-symmetric state 

ll/JA(K)> belonging to the alternating representation. Explicitly, 

ll/J
8 

> = 1 L U(cr)ll/J> (8) 
r-- cr 

Nl 

ll/JA> = 1 	 L o ( cr) U(o)ll/J> <a'> 
cr~ 

http:described.by
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where o(cr) is the signature of cr which equals to 1 for an 

even permutation and -1 for an odd permutation. 

Because the evolution operator is permutation invariant 

(equation (7)), the permutation symmetry property is conserved 

in time; no transition from a symmetric state to an anti ­

symmetric state is allowed and vice versa. 

This selection rule applies for any observables; no 

observable has non-vanishing matrix elements between an anti ­

symmetric states and a symmetric state. This is the situation 

in which one expects that the selection rule becomes a super­

selection rule; the-states represented by coherent superposition 

of symmetric state vectors and anti-symmetric s-t::ate vectors 

are not physically realizable. Thus, we state, "The states 

of a system containing identical particles are necessarily 

either all symmetric or anti-symmetric with respect to any 

permutation of the particles." 

It is a consequence of (B) and (8') that particles 

whose N-body states are of the type (8) obey Bose-Einstein 

statistics and particles whose N-body states are of the type 

(8') obey Fermi-Dirac statistics. The symmetrization postulate 

is thus the postulate that only Bose-Einstein and Fermi-Dirac 

statistics are obeyed by identical particles. 

b) General Case 

In the previous section, we have seen how the symmetri ­

zation postulate is connected with the indistinguishability 

postulate and the assumption that there exists a maximal 
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observation, in the finite dimensional case. In more important 

'·infinite dimensional case, Dirac's definition of states corres­

pending to maximal observation as simultaneous eigenfunctions 

of a complete set of commuting observables is not suitable 

because operators may possess continuous spectrum then 

eigenvectors do not exist in a Hilbert space. In this section, 

we shall discuss the generalization to infinite dimensional 

case using the results obtained by Jauch (1960)* and Jauch 

and Misra (1961). 

(i) Superselection rules 

In the general case,. one considers the set A ={A.}
]. 

of all bounded observables in a Hilbert space H. Observables 

are in general non-bounded, yet the restriction to bounded 

operators involves no loss of generality. This is so because 

observables are represented by self-adjoint operators for 

which there exist unique spectral resolutions and we can always 

use the spectral projectors, which are of course bounded, to 

replace operators. 

It is usually assumed that A is irreduable in H. Yet 

as Wick, Wightman and Wigner (1952) point out, there are 

important physical systems in which this is not the case; H 

may be decomposed into certain orthogonal subspaces such that 

(i) the relative phase of the components of a state vector 

along these subspaces are intrinsically irrelevant and (ii) 

the matrix elements of all observables between these subspaces 

vanish. In such a case A is reducible in H and there exists 

* A more rigourous discussion has been given by Galindo, Morales 

and Nunez-Lagos (1962). 
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superselection rule; states represented by linear super­

·.position of vectors belonging to different subspaces are 

not physically realizable. The subspaces are then called 

superselection sectors. For example, a state which is a 

superposition of states with different charge Q has never 

been observed. It also seems that every physically realizable 

state must be an eigenstate of B, the baryon number and 

(-l)F-, where F is an even integer for states of integer spin 

and an odd integer for .states of half odd integer spin. 

In a natural attempt to provide the simplest substitution 

for irreducibility, Wightman (1959) makes the hypothesis 

that the commutantt A' of A is commutative (that is sometimes 

called the hypothesis of commutative sup~rselection rules). 

Then H breaks up into a direct sum (actually. direct integral) 

of subspaces in which the relative phas.e of vectors in the 

different subspaces cannot be measured. 

Jauch (1960), on the other hand, proposes to study 

the Von~eumann algebra 0 generated by A,defined as the 

double commutant of A, 

0 =A"= (A')' (12) 

It is the smallest Von Newman algebra containing A, 

A CO (13) 

An important property of a Von Neumann algebra is that it 

is identical 'tvith its double commutant. 

0" = 0 (14) 

t By definition, the commutant A' is the set of all bounded 

operators which commute with all members of A. 
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Much of the structure of the physical system is 

already contained in the structure of the algebra o. For 

instance it is an essential feature -of quantum theory that 

. 0 is not a commutative algebra. In the finite dimensional 

case, as it is easily checked, the Von Newman algebra P 

generated by the observables {A.} coincides with the algebra
l. 

of polynomials of a suitably chosen operator A. If {Ai} 

is a complete set of commuting observables then it can be 

shown that (Jauch, 1960) 

(i) P is maximal abelian, i.e. 

P' = p 

(ii) There exists a generating element g such that 

every element f in H can be represented by f = P (A) g with 

some polynomial P(A). In this case the operator A is said 

to have simple spectrum. Jauch (1960) transcripts this 

definition to the infinite dimensional case; a self-adjoint 

operator A is said to have simple spectrum if the linear 

manifold {Ng} is dense in H, where N is the VonNet~ann algebra 

generated by A. 

Now the set of commuting observables generates a 

commutative agebra MCO. Jauch (1960) shows that M is maximal 

abelian, i.e. M' = M, if and only if the operators in M are 

generated by a single observable with simple spectrum. Then 

it is said that ~1 is generated by a complete set of commuting 

observable in analogy with the finite dimensional case. Thus, 

the notion of a maximal observation finds its mathematical 
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expression, in terms- of maximal abelian algebra. 


After these preliminaries about Von Neumann algebra 


out of the way, one can proceed to find what kind of 


·structure of 0 would yield the superselection rules. The 

center Z of 0 will play an important role. It is defined· 

as the set of elements in 0 which commute with all elements 

of o, 

Z = 0 ('\ O' (14) 

Consistent with the assumption that there exists 


a maximal observation, we assume there exists at least a 


maximal abelian algebra M contained in o, 


MCO (15) 


From (15) it follows that 


O' C M' 

and since 

M' = M 

we have 

(16) 


This says that O' is commutative and that the center z · 


coincides with O', 


Z = O' (17) 
' ' 

Since it can be shown that O' is a Von Newman algebra, Z is 

also a Von Neumann algebra. From the theory of the direct 

integral of Hilbert spaces*, Z determines a decomposition of 

*The theory of direct integral is due to Von Neurnann(l949). 

It is a generalization of the concept of direct sum. The theorem 

which is used here is "every weakly closed commutative *-algebra 
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H into a direct integral and 0 is decomposed into invariant 

subalgebras, each acting irreducibly in the subspaces of ~· 

if and only if the center Z is maximal abelian in 0'. This 

·is indeed the case because Z = O'. ·One concludes: 

"The Hilbert space H can be decomposed into super­

selectors if there exists at least a complete set of commuting 

observables." 

We remark that Wightman's hypothesis of commutative 

superselection rules can be proved if there exists a complete set 

of commuting observables. Loosely speaking, in this case all 

operators in A' are functions of operators of this complete 
. t 

set, hence they commute with one another. Thus, Wightman's 


hypothesis has a direct physical interpr~tation. 


(ii) Supersyrnmetries and Essential Observables 

We now discuss, following Jauch and Misra (1961), 


the concept of supersymmetry •. A unitary operator U is a 


supersymmetry if it is a non trivial operator which commutes 


with all members of the set A of all observables. ·That is 


U e; A' 

* of bounde~ operators in H determine uniquely a de­


composition of Hinto a direct integral." 


t The equivalence between Wightman's hypothesis and Jauch's 


assumption that 0 has a maximal abelian subalgebra is rigourously 


proved by Galindo, Morales and Nunez-Lagos (1962). 
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' Recalling that A' is a Von Neumann algebra, we have 

O' =A"' = (A')" =A' 

therefore 

U e: O' = Z (18) 

One can show the converse of (18) ; if O' is non trivial, 

there must exist at least one unitary ·operator U e: O'. 

This follows from the property that every Von Neumann algebra 

can be generated by its unitary operators (VonNeumann, 1949). 

Thus, a quantum mechanical system has supersymmetry if 

and only if the algebra 0 is reducible, that is, there exist 

superselection rules. 

The supersymmetries are connected with essential 

observables. They are defined as the intersection of all 

complete sets of commuting observables. The essential 

observables generate a VonNeumann, algebra which is called 

the core C of 0, 

c ,; n M: (19>
i l. 

where {M.} is the set of all maximal abelian algebras
l. 

contained in 0. Jauch and Misra show that the core C is 

actually identical with the center Z of o, 

C = Z = O' (20) 

This says that observables in the center are essential observables. 

One concludes: Superselection rules are connected with 

supersymmetries and essential observables. 

(iii) Symmetrization Postulate 

We are now in a position to relate the assumption that 

there exists a maximal observation with the symmetrization 
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postulate. 

For identical particle systems, the indistinguishability 

postulate requires that H carries a representation U(a) of 

the symmetric group SN. The U(a) 's commute with all observables. 

They are therefore supersymmetry of the system. According 

to (18), the U(a) 's are contained in the center Z, hence they 

commute with one another, 

U(a) U(a') = U(a') U(a) (21) 

for any a, a' E SN. Since only the identity and the alternating 

representations have this property, the vectors in H must belong 

to these representations. 

Now, some self-adjoint operator in Z may not be 

observables because 0 is larger than the set of all observables. 

It may happen that the U(a)'s are self adjoint operators in H 

(it turns out that this is the case), but they are not necessarily 

observables. Hmvever, some self-adjoint functions of the U(a) 's 

may be observables. If we·assume that the projectors onto 

symmetric states and anti-symmetric states, 

1·s = -- ~ U(a) (22) 
0'1";1 
.
1A = r o (a) U(a) (23) 

1";1 a 

are observables, then they are essential observables because 

they are elements of Z. They commute with all other observables 

so that one may call them superselection operators. States 

which are different eigenvectors of the superselection operators 
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belong to different superselection sectors. Thus, states 

which are superpositions of symmetric and anti-symmetric 

states are not physically realizable. 

In conclusion: The existance of superselection 

rules is consistent with theexistance of at least one 

complete set of commuting observables for the system, the 

latter implies the summetrization postulate. 

s. 	 l'he Nature of the Symmetrization Postulate 

a) Theoretical Foundation of the Symmetrization 

Postulate (S.P.) 

Previously, we derived S.P. without much question 

about the assumptions involved. Here, we shall offer some 

critical comments. 

(i) In the derivation of S.P., the notion of a 

complete set of commuting observables plays an important role. 

For one.particle system, such .a set can be determined as 

consisting of position, spin and internal quantum numbers. 

For simple but more complicat~d systems, it is very difficult 
I 

in general to specify what set of operators can serve as a 

complete set. For many particle sy_stems, no set of operators 

is known to satisfy Dirac.' s requirement. 

(ii) Strictly speak~ng, all experiments in elementary 
-t. 

particle physics are collision experiments consisting of a set 

of one-body measurements. By a one-body measurement, it is 

meant a measurement performed on individual, widely separated, 
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non-interacting particles. Quantities expressing the 

correlation effects between the particles cannot be measured 

directly. Informations about these quantities can be obtained 

only through the study of correlation between several sets 

of one-body measurements (e.g. angular correlation experiment), 

and the determination through such studies always requires 

some assumptions about the dynamical properties of the observed 

systems. Thus, in general, a set of one-body measurements, 

no matter how complete, does not yield a maximal observation. 

This has been discussed in details by Messiah and Greenberg (1964). 

(iii) The physical meaning of the algebra generated 

by the observable has not been clarified. For example, one 

has to answer the question posed by Wigner as to what experiment 

corresponds to the operator p + q (p: momentum, q: coordinate) 

Accepting that the mathematical technique employed previously 

is appropriate and that the assumption about maximal observation 

is reasonable, we still have to justify the following additional 

point. Previously, an operator A is said to have simple spectrum 

if the linear manifold {Ng} is dense in H, where N is the 

VonNeumann algebra, generated by A. Now, the linear manifold 

H' = {Of}, where f = {fi} is the set of all physically realizable 

state vectors, is a subspace of H. Physically, one would 

require {Ng} to be dense in H' instead of H. Then one cannot 

show that M is maximal abelian. In this case it does not follow 

that O' is commutative nor does the symmetrization postulate 

follow. 
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b) Experimental Foundation of the Symmetrization Postulate 

It is clear that the theoretical foundation of the 

symmetrization postulate (S.P.) is of an ad hoc nature. The 

validity of S.P. should be tested by experiment. Historically, 

S.P. was introduced as a consistent way to account for the 

exclusion principle postulated by Pauli in 1925 as an explanation 

of the periodic table of chemical elements. Thus, electrons 

obey Fermi-Dirac statistics. From the study of black body 

radiations and the success of quantum electrodynamics, one 

concludes that photons are bosons. For nucleons, although the 

inte~action between them have not been fully understood, their 

statistics reflect~ in the forbidden lines in the rotational 

spectra of homonuclear diatomic molecule~since the lines do 

not depend on the details of nuclear forces. It can be 

shown* that, for such a molecule with spin I, the intensities 

of a line of odd angular Inomentum to that of the next line of 

I even angular momentum is if the nuclei are fermionsI+l 

( I+l
I 

if bosons). It turns out that the nucleons are fermions. 

Since S.P. is well established for electrons, photon 

and nucleons, one tend~ to apply it to other particles without 

too much question~ In fact, with present experimental techniques, 

one cannot determine the statistics of elementary particles 

unambiguously because,with a few exceptions, one cannot obtain 

large numbers of particles. In assigning the spin and parity 

* See for example Elton (1965), section 2.5. 
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to elementary particles, one usually takes for granted the 

usual spin statistics theorem. This theorem is again of an ad 

hoc nature because, to prove itt, one excludes a priori 

other statistics different from Bose-Einstein and Fermi-Dirac 

statistics. 

Tests of S.P. are proposed by Messiah and Greerberg. 

Since in practice, except for pions, it is very hard to produce 

systems containing more than two identical particles, they 

propose to test S.P. by looking for the S.P. violating terms 

in the state of two identical particles. The S.P. violating 

terms would contain incoherently both symmetric and anti ­

symmetric states. They found no direct evidence for the 

statistics of the particles K, A, r, > a~d ~. 

In conclusion, we say that so far we find no compelling 

reason to suppose all particles obey S.P. 

t See for exampleStreater and Wightman (1964) section 4.4. 



CHAPTER III 

QUANTUM MECHANICS OF PARAPARTICLES 

1. Classification of States of Identical Particles 

We have stated at the beginning of Chapter II that 

one of our basic assumptions is that states of an N-identical 

particle system are defined in HN. In this section we study 

a classification of these states. 

It has already been remarked that an N-identical 

particle state is a linear combination of vectors of the form 
I 

(eqn. II-5) ; 

j~[K]> = E a(cr) U(cr) IK> 

where IK> is a tensor product 

Suppose that the base {lk.>} of the single particle Hilbert 
1 

space H can be ordered in some way, then it is easy to see that 

NH can be spanned by the base {U(cr) IK> s : IK> s E NH , a E SN} 

where IK>s is given by the ordering 

jk. > > lk. lk lk1~ - 1N-l> ~ ••• ~ . > > . > 
L~ 12 - 11 

It will be convenient to consider the group algebra 

X1 which accept the U(cr) as a base, i.e., the elements of ~t 

are of the form 

X = E a(cr) U(cr) 
(J 

~,.; 

The structure of the group algebra LL and its relation with 

38 
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the representations of SN are summarized in Appendix A. The 

main features are: 

)lL is reducible and can be decomposed as 

·x:c = G> Lt 11 

11 

where the "XJ 11 are the simple two-sided ideals. t..t 11 contains 

n independent left ideals
11 

n11 
~'?"11-~ ll
)o..;l... -- [., u . 

j=l J 

tz11While the can be chosen uniquely, the choice of the u~ 
J 

is not unique: the decomposition of a two-sided ideal into n 
ll 

independent left ideals is not unique. A possible choice of 

the left ideals is given by the idempotent £~ defined as 
J 

1 
n ­

£~ =(~) 2 p~ Q~
J N! J -J 

where P~ is a syrnrnetrizer and Q~ is the anti-syrnrnetrizer of a 
J J 

standard Young tableau j of a Young daigram ll· The unit 

element U(e) of IT is decomposed into series of idempotents as 

£ 11U(e) = l: 
11 

n11 
= l: £~ 

j=l J 

11 11 is obtained by left or right multiplications of every 

element of Lr with £ ll, u ~ is obtained by left multiplication
J 

with £,
11' I.e. left multiplication with £~ is a projection
J J 

ull
into j . 
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A state of the system can be written as 

I~> = /dK f[K] X[KJ IK>
8 

where dK = dk1 dk2 dkN is an integration (measure), f[K] 

is a scalar function of the set K = {I k. >, Ik. >, • • • Ik. >}
11 12 1N 

and X[K) is an element of Lt, also a function of K. If every 

X[K] of 11/J> belongs to a two-sided ideal 1J~, the state 

I~> (then written as ~~~>) will be said to be of ~-symmetry 

type. It can be shown that states of different symmetry types 

are orthogonal: 

Let us define 

u+(cr) = u(cr-1 ) 

so that X+ = E a (cr) U+(cr), where a (cr) is the complex conjugate 

of a(cr), then 

+ + 
X~ (eY x>+ = x+ eY E u= 

+ + 
Furthermore, it can be verified that £ 

]J 
= £~ , hence X~ £ 1:r~ 

+ 
because X~ = x+ £~ and 'Lt~ is a two-sided ideal. As a result, 

we have 

(1) 

Thus, we have 
+ 

<~~~~V> = /dK dK' f[K] f[K') <KjX~ [K] Xv[K') jK>
s s 

= 0, ~ '=I v 

upon using eqn. {1). 

HN is thus decomposable into direct sum of orthogonal 
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subspaces of definite symmetry types as* 

{2) 

Each HN is invariant with respect to the U(cr) but contains 
]1 

a finite number of irreducible subspaces. The projection 

operators onto the subspaces HN are the idempotent5Ell
]1 

generating the two-sided ideals of 1t . Note, however, that 

the idempotents £~ generating the left ideals are not projection
J . 

operators onto irreducible subspaces of HN. 
]1 

An important point is that, with respect to the scalar 

product of the Hilbert space HN, states belonging to different 

irreducible subspaces of a HN are not necessarily orthogonal.
]1 . 

To see this, let us consider the scalar product of a state 

N 
£ H .X~l~> and xhlll¢>, where X~ £ u~, xll £ ull and

J ~ J h h 

If <~lx~ x~l¢> vanishes for all I~> and I¢> and for all X~, 
~ 

]1
Xh' we must have 

+ 
x~ xh = o, i ~ h 

for all X~, X~. In particular, we must have 

+ 
xi £~ = 0, for all xi £ u~ (3) 

I 1" + 
Since x. 

]l'T 
= £~ X+, X £ 1~ and since E~ is also an idempotent, 

+ ~ 

the set r of all X~ forms a right ideal. However, because eY 
~ ~ 

~ h 

is the idempotent generating the left ideal u~, eqn. (3) 

* In this thesis, Q denotes a direct sum of orthogonal 

subspaces, +denotes a direct sum of non-orthogonal subspaces. 
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implies that r is a left ideal* different from u~. Therefore,r 

is a two-sided ideal so that~~ is a two-sided ideal in 
J. 

contradiction with the hypothesis that it is a primitive left 

ideal. 

In the sequel, we shall often concentrate our attention 

on a subspace H[K] spanned by the U(cr) jK> . H[K] can be s 

decomposed as 

H[K] =@ H~[K] 
~ 

H~[K] can be decomposed further into direct sum of irreducible 

subspaces with respect to the U(cr), 

H~ [K] = Hi [K] + ••• + H~ [K] + ••• + H~ [K]. (22)
J n~ 

The above analysis implies that we cannot choose the left 

ideals such that the H~[K] are all mutually orthogonal
J 

for all K. We note that,when some of the single particle 

states in !K> are equal, some of the subspaces H~[K] may vanish. 
J 

Although the H~[K] are not in general orthogonal, it 
J 

is always possible to choose an orthogonal basis·{~~[K]}, for 
J 

each H~ [K] , i.e., it is possible that 
J 

<~. 
i [K] ~~I [K] > = (4)0' 'IJ.J.J J 

Since the representations of U(cr) in different H~[K] are 
J 

equivalent, we can choose the base ~~~[K]> such that it satisfies 
J 

(4) and such that the H~[K], for each~' support identically
J 

* Remember that left multiplication with s~ is a projection 

onto uh. 
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the same irreducible representation of SN' i.e., such that 

nJ.l 
U(cr) IJ.l~ [K] > = ].1 I kE D:ik (cr) J.lJ. [K] > (5)

J k=l 

il iThe scalar product of two vectors, IJ.l> = E J.l. J.l. [K] > 
J Ji,j 

and lv> = E v~IJ.l~[K]>, is given by
J J 

where 

and the matrix p = {p~ ~} is not completely diagonal. The 

result obtained previously implies that it is impossible to 

find a· matrix T such that TpT-l is completely. diagonal and 

TU(cr) T-l is represented by a direct s~~ of equivalent matrices, 

for all cr e: SN. 

In H[K], there exist a natural scalar product defined as 

-i i
(J.l,V) = E ].1. V. 

i,j J J 

This scalar product is related to the scalar product of 

the Hilbert space HN by the relation 

It is the scalar product <].llcr> but not (].l,v), which determines 

dynamical properties of the system. This point seems to 

escape from being emphasized in the literature. 

From (2), it is convenient to classify identical 

particle states according to their symmetry types. Each 
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symmetry type is associated with a representation of SN 

which contains, in maximum, a number of equivalent irreducible 

representations equal to the dimension of the irreducible 

representations. 

States of symmetry types associated with the one­

dimensional representations describes the bosons or the 

fermions. We shall call para-particles those whose N-particle 

states are associated with multi-dimensional irreducible 

representations of SN. 

2. 	 Matrix elements of Observables. A Superselection Rule 

a) A Remark 

Consdier the matrix element, between a state ~~~[K]> EH~[K] 

and a state l~v[K)> £Hv[K], of an observable A satisfying 

the indistinguishability of postulate 

If, for some reason* we omit all but one equivalent 

irreducible subspaces of H~[K] and Hv[K] in our dynamical 

description of the system, ~~~[K] belongs definitely to 

an irreducible subspace and so d?es l~v[K], eqn. (6) can be 

transformed into a matrix equation. 

* One reason is the hypothesis that the equivalent irreducible 

subspaces are physically. indistinguishable. 
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where oll (a) = {D~. (a)} is the irred'ucible matrix representation 
~J 

of a. Then Schur's lemma implies that A= 0 for ll ~ v and A 

is a multiple of the identity matrix for ll=V : no transition 

between states of different symmetry types and every state, 

of a irreducible subspace , . .1~ degenerate with respect to 

all observables. For this reason, an irreducible subspace 

has been called a generalized ray. 

However, there is no reason to omit the equivalent 

irreducible subspaces in our theory. l~ll[K] and l~v[K] 

may have non-zero components in each irreducible subspaces, 

the operator A may have consequently domain of definition 

as the whole Hll[K]. Eqn. (6), in matrix form, would then be 

oll(a) A= AOV(a) (7) 

where Dll(a) = &nl-IDll(a) ~V(a) = ~ nVDV(a) and nll, nV are 

the dimensions of the irreducible representations. Because 

~ll(a) and ~v(a) are not irreducible. Schur's lemma cannot 

be applied as done previously. This point escaped from 

attention in the literature of paraparticle theory. 

b) A Superselection Rule 

Consider now the matrix element <~lliAI~v> where 

Making use 
+ 

of the definition of the EY and remembering that Ell = Ell, 

we have 

because Ell is a function of the U(a), the indistinguishability 

postulate implies that EP commutes with A, hence 
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<1/Jll.IAI¢\)> = <1/JlliA Ell E\),<1>\)> 

0 if ll +\) (8) 

because Ell Ev = 0 if ll ~ v. Eqn. (8) implies that the 

observables act irreducibly in each HN. This is the situation
ll 

which leads to the following superselection rule: 

"Each HN is a superselection sector
ll 

This superselection rule is well-known but its derivation, 

as found in the literature, based on Schur's lemma, is quite 

unsatisfactory as pointed out in the above remark. 

c) Matrix Elements 

We study here in detail the matrix elements of a 

physical observable in a subspace H[K] •. Since the observables 

are irreducible in Hll[K], it is sufficient to consider operators 

defined in a subspace Hll[K]. With the choice of the base {jll~[K]>}
J 

satisfying (5), an observable A must satisfy 

[A, oll (o) ] = 0 

where 

where oll{o) = {D~.} In Hll[K], A can be represented by a matrix
l.J 

n 
p 

where ~k~ is a n~ x nll matrix, 

ik i~ 
{Ak~ },ik, i~ = 1,2, •.. nll~kt = 

1Eqn. (7 ) requires 
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for all .a E SN. Since the D~(cr) are irreducible, Schur's 

lemma implies 

(8) 

where Akn are constants and o. . . h k 
N 1k 1R. 1s t e Kronec er -symbol. 

From this, 

(9) 

We see that the physical observable A is not a 

multiple of the identity operator on each irreducible subspace 

H~[K]. On the contrary, A can mix vectors of a subspace H~[K]
J . J 

to vectors of other subspaces. This confirms our remark at 

the beginning of this section. 

It is important to note that, due to the non-orthogonality 

of the !11~ [K] , the opera·tor
J 

1: ~~~[K]><~~[K]
i,j J J 

is not the projection operator onto H~[K]~ Therefore, we 

have the inequality 

. (10) 

I.e. (9) does not imply = 

contradiction with what. is usually believed. It only implies 

that 
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From eqn. (9) we obtain 

= (11) 


which shows that the expectation value of an observable 

depends on the vectors of an irreducible subspace H~[K).
J 

It turns out that the states in an irreducible subspace 

'~, 	 are not degenerate with respect to all observables contrarily 

to what we expect. This result is due to the inclusion 

of the equivalent irreducible representations of the synunetry 

group*. 

Among the operators (8), we consider those operators 

for which 

(12) 


These operators act as a miltiple of the identity operator 

on each irreducible subspace, every state.. in each irreducible 

subspace is degenerate with respect to these operators. It 

can be seen that operators satisfying (12) are linear com~ 

binations of the projection operators P~[K) onto the subspaces
J 

* 	 In the usual applications of group theory to physical 

problems, each irreducibl~ representation occurs only 

once in the Hilbert space of dynamical states so that 

the states belonging to an irreducible representation 

are degenerate with respect to all observables which 

are invariant under the symmetry group. 
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Hj[K] (P~[K] is the operator for which Aj = 1, Ah = 0 if 

h "I j). 

3. Preparation of the State 
I 

So far, we have studied the structure of the theory, 

based ·on the permutation invariance, which is a supersymmetry 

in the sense that it holds for every physical observables 

including the evolution ?Perator G(t). We have seen that 

this supersymmetry implies that the physical observables are 

not irreducible in HN. This is the situation which leads to 

the superselection rule stated earlier. For paraparticles, 

the quantum mechanics is more complicated than for bosons and 

fermions because the supersymmetry operators are not abelian. 

A point to be discussed 'is the extent to which the 

state can be prepared by experiment. Usually, quantum mechanics 

deals with phenomena in w~ich a maximum of information is 

available about the system under consideration. States of 
' ' 

maximal information are often called pure states:* a pure 

state is· characterized by the existance of a complete 

experiment that yields a result predictable with certainty 

when perfor.med on the system, For example, linear polari ­

zation of light beam in a given plan is characterized by 100% 

transmission of each photon through a suitably oriented 

Nicol prism; no other state of polarization is fully transmitted 

by the same prism. Filtration through a Nicol prism defines a 

*See, in this·connection, Fano (1957) for an excellent exposition. 
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·state of polarization completely because beams thus filtered 

behave identically with respect to all other polarization 

analyse·rs. An experiment that yields a unique pre-determined 

result for a system in a given state can be designed to act 

as a filter which leaves the system undisturbed. The experiment 

may then be repeated again and again on the same system, 

at least in principle, always with certainty as to its outcome. 

A pure state can, in fact, be prepared by subjecting systems 

to a filter-type experiment. Mathematically, a pure state is 

defined as an eigenstate of a variety of commuting hermitian 

operators. Given such a set of operators it proves possible 

in most cases to design, at least in principle, an experiment 

that constitutes a measurement of the corresponding observables. 

For paraparticles, it may not be possible to prepare 

a pure state in the above sense. For example, no experiment 

could distinguish pure states differently only by a per­

mutation of the particle variables. Nevertheless, the 

preparation of the paraparticle state would also consist in 

performing a set of compatible measurement~ with the result 

that the state vector belongs to a common eigensubspace of 

the corresponding commuting obse~vables. Since these observables 

are permutation invariant, the eigensubspace is also permutation 

invariant. With Messiah and Greenberg, we agree that the most 

complete preparation is achieved if the subspace is irreducible 

with respect to physical observables, that is, no other commuting 

observable could separate vectors of this subspace. However, 

we do not anticipate that the subspace is irreducible with 
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respect to the permutation operators, the U(cr). Furthermore, 

we assume that the projection operator onto the symmetry type 

belongs to a set of commuting observable otherwise the 

introduction of paraparticles would be completely fortuitous. 

Then, the least complete preparation would yield the result 

that the state belongs to a superselection sector Hu[K] 

assuming, of course, that the set K is physically observable. 

We note that the subspace H~[K] is not irreducible with respect 

to the U{cr). We cannot assert whether there exist other 

physical observables that can split the subspace H~[K], neither 

can we be sure that some of these observables, if existing, 

commute with the projection operator£~. 

Thus, we are faced with the larger indeterminacy of 

the state of the system. It is usually believed that this 

indeterminacy causesno difficulty if we assume that the 

preparation could yield an irreducible subspace, that is, 

that the projection operator onto a Hj[K] is a commuting 

observable, because, measurable results do not depend on which 

state vector of H~[K]we choose to represent the system. This 
J 

belief is based on mistaken application of Schur's lemma 

to the calculation of the expectation value of an observable. 

According to eqn. (11) measurable resul~ do depend on the state 

vectors in H~[K].
J 

In the following, we shall not assume that the pro­

jection operator onto an irreducible subspace of H~{K] is a 

physical observable. Such an assumption may not be correct 
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because the choice of the irreducible subspace is not unique, 

therefore, the projection operators onto the irreducible 

subspaces can be chosen in m~ny different ways; an operator 

which cannot be defined uniquely possesses unlikely any 

physical significance. 

4. Density Matrix Description 

So far, we have established only that the state belongs 

to a H~[K] but have not been able to specify to what extent 

it can be determined. If this situation is also the nature 

of the theory, that is, if no complete experiment can give a 

unique results predictable with certainty, we have to describe 

the system by a density matrix. Adopting the base defined 

previously, we can write the density matrix as 

(13) 

iwhere w. represent the probability in the incoherent super-
J 

position 

11/Jll[K]> = l: (14) 

The indistinguishability postulate finds itself in the relation 

(15) 

where A is a physical observable and, for an operator 0, the 

trace is defined as 

TrO = l: <Jl~[K] loi~~[K]> (16)
J . Jij 



53 


Note that, in our theory, the trace of an operator is not 

the usually defined trace of its representing matrix. Eqn. (15) 

is always satisfied if 

A = UAU+ 

for any U(a). We remark that Eqn. (15) is a condition imposed 

on A but not on p~. In fact, as pointed out by Greenberg (1972) 

if we choose p~ such that p~ = U p~U+, for all U(cr) ,_then (15) 

is always satisfied. 

The above remark permits us to build up a theory of 

identical particle in another direction. 

The theory discussed so far is based on the condition 

(7), the indistinguishability postulate, imposed on the physical 

observables. However, it could be argued that,to formulate 

a theory, one should know a priori the physical observable 

quantities, then determine the state such that the symmetry 

property of the theory is satisfied. Thus, we may regard the 

indistinguishability of particles as a condition imposed on the state 

According to our discussion in the last section, 

it appears appropriate to describe the state of N-paraparticles 

by a density matrix which, in the chosen base, could be 

written as eqn. (13). Equation (15) is then considered as 

a condition imposed on a "physical" density matrix. This 

condition is satisfied if we choose the density matrix such 

that 

[p~, U(cr)] = 0, (17) 
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This equation does not determine pll uniquely in Hll[K]; the 

matrix· representing pll can be obtained from eqn. (9) by 

replacement of A by pll. Also, it is not the only solution 

of eqn. (15). 

A trivial solution of eqn. (17) is 

p~ = Elll~[K]><lJ~[K] I (18) 
ij J J 

Note that pt is not the projection operator onto Hll[K] 

although the latter is also a trivial solution of (17). 

We note the simil~rity with the case of bosons 

and fermions: for bosons and fermions, the state of the system 

is described by a unique ray I~> so that U(cr) I~> should be 

the same ray as I~> because the physics is unaltered by the 

action of U(cr); for paraparticles,the state is described by 

a density matrix p that would be required to satisfy U(cr)pU+(cr)=p. 

This condition would determine p uniquely if we require p 

to be defined in an irreducible representation of SN because, 

for such a representation, there exists only one invariant 

form due to Schur's lemma. However, this requirement does 

not seem compelling on physical grounds. 



CHAPTER IV 

CLUSTER ASSUMPTION 

We cannot take the whole universe into account whenever 

we consider a particular system. That is why we considered 

so far a system of N identical particles of certain species 

although these are not the only particles of that species in the 

Universe. In treating this system as a distinct entity from 

the rest, we assume that the presence of other particles do 

not affect dynamical properties of the system because they are 

so far away from the system that their interaction with the 

system is negligible. A question arises whether such an assump­

tion, called the cluster assumption, is consistent with the 

theory of identical particles discussed in Chapter III when 

certain correlation between N particles in the systems and 

others are established. 

In practice, the particles of a system are all inside a 

certain spatial domain D. It is well known* that, if these 

particles are bosons or fermions, all other bosons or fermions 

outside D may simply be ignored so long as their interaction 

with the particles in the system remains negligible. We shall 

examine in this Chapter whether this result is also valid 

for paraparticles. 

1. 	 General Discussion 

We consider first the example of a 3-particle system C 

* See for example Messiah (1965), Chapter XIV, 8. 

55 



56 


consisting of a cluster c of two particles and a particle c21 
sufficiently far away from c so that the cluster assumption1 

is applicable, i.e., it is possible to treat c as a distinct
1 

system without taking c into account at all. This means2 

that it makes no difference whether we treat c as an isolated1 

system or a subsystem of C. We assume especially that all 

conservation laws, superselection rules, and the observable 

quantities found for Care applicable to c •1 

Let us consider first c as a subsystem of c. We1 

shall deal with the non-relativistic Schrodi~ger situation in 

which the state of the 3 particles, at time t, is represented 

by a wavefunction ~(x1 , x 2 , x 3 ). Then the wavefunction of the 

3 identical particle system is of the form 

~~ (x1 , x 2 , x 3 ) = E a~ U(~) ~ (x1 , x 2 , x 3 ) 

where U(cr), cr e:: s 3 , is the permutation operator defined as 

and a~ are scalar quantities. We suppose that C is in the 

parastatistic state belonging to the representation of s3 

associated with the triangular Young diagram. As is well 

known, this representation of s is faithful so that the U(cr)3 

are not commutative. The wavefunction of C is an eigenfunction 

of the projection operator 

P = ?3"1 EX (cr) U(cr) (2) 

where X (cr) is the character of cr in the representation 
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associated with the triangular Young diagram. 

Consider the operator Q defined as 

Q = ~ [l+U{l2)] {3) 

which is the projection operator onto symmetry type of c
1 

. 

Since Q commutes with P, a measurement of Q, if possible, would 

not destroy the symmetry type of C. However, in the representation 

associated with the triangular Young diagram, Q does not 

commute with all U{cr) and consequently cannot be measurable 

{or physical observable) according to the indistinguishability 

postulate,(eqn. Chapter III-1), 

[A, U{o)] = 0 {4) 

if A is an observable. 

Let us consider now c as a dist~nct system from c2 .1 

In this case, c has two symmetry types associated with the2 

symmetric wavefunction · and the anti-symmetric wavefunction. 

Q is just the projection qgerator onto the symmetric wavefunction,. ~~------

therefore, by ass~ption, it is a physical observable of c
1 

. 

This is in contradiction with the property of Q when considered 

as an operator of system C. 

In order to escape from this contradiction, we have 

to restrict ourselves to states s-atisfying the symmetrization 

postulate for which Q satisfies {4) and thus can be accepted as 

a physical observable of C. 

Thus, the indistinguishability postulate expressed as 

in eqn. 4 is incompatible with the cluster property. The 

question is whether this incompatibility constitutes a proof 
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of the symmetrization postulate. 

The answer depends on how seriously one relates eqn. 4 

to the indistinguishability condition of identical particles. 

If we regard eqn. 4 as an obvious relation for identical 

particles, then the cluster property provides a proof of the 

symmetrization postulate. However, if we consider eqn. 4 as a 

necessary condition, as derived by Messiah and Greenberg (1964) 

from the indistinguishability postulate, then we must know 

to what extent this derivation is valid. 

Recalling that eqn. 4 was derived from the condition 

for every state I~> of N-identical particles. Clearly, I~> 

was taken to be a pure state (or coherent mixture of pure state) 

otherwise the expectation value of an observable cannot be written 

as in (5). However, as already discussed in Chapter III, due 

to the nature of paraparticles, it may not be possible to 

describe paraparticles by a pure state (or coherent mixture 

of pure state) . We might have to describe paraparticles 

by an incoherent mixed state represented by a density matrix 

p. The indistinguishability of identical particles then finds 

itself in the expression 

Tr[pA] = Tr[U+ (cr) pU(cr) A] (6} 

Eqn. (4) is just a solution of this equation but not the 

only one. We may regard (6) as a condition imposed on p 

and choose an appropriate p to describe identical particles. 
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An obvious choice would be p such that 

u+(cr)p u(cr) = p (7) 

We have shown in Chapter III that there exists at 

least one density matrix satisfying (7); the projection operator 

onto the invariant subspaces of paraparticle states. The 

theory of paraparticle formulated in terms of density matrix, 

therefore, possesses solutions. 

Now, in the density matrix description of paraparticles, 

no condition is imposed on the physical observables; the in­

compatibility with the cluster property, as discussed previously, 

does not exist, neither does it constitute a proof of the 

symmetrization postulate. 

This line of reasoning can be applied to an N-particle 

system C consisting of a cluster c of M particles whose variable
1 

are x 1 , x 2 , ..• xM and a cluster c2 of N-M particles. Suppose 

that the system C is in the eigenstates of the projection 

operator E~ onto the symmetry type associated with the ~-rep-

resentation of SN, 

-hf-~ (6)- N . I 

where n is the dimension of the representation and X~(cr) is the 
~ 

character. The state of the cluster c can be determined when
1 

is far away from c1 by a measurement of the projector operatorsc2 

E Xv (cr) U(o) (7) 
crESM 



60 
where the v are the representations of SM obtained by the 

restriction ~f SN to SM. 

2. An Illustration 

We have shown that the cluster property is incompatible 

with the indistinguishability postulate, eqn. {4), for para­

particles. It is so because the projection operator onto the 

symmetry type of a cluster, allowed to be physical observable 

by the cluster property, does not satisfy {4). In this 

section, we shall illustrate the three-particle situation in 

more details by constructing explicitly the three-particle 

states and, when conveniently, we shall point out some con­

fusions in the literature concerning·steinman's argument. 

Suppose that our 3-particle system C is found in the 

state belonging to the subspace spanned by¢ (xal' xa2 ' xa 3 > • 

We assume that the state of the system belong to representation 

of s associated with the triangular Young diagram. A base3 

of this representation can be constructed as 

i e. = 
J 

{9) 

which obviously satisfy the relation 

i k
U{a) e.= E eJ. Dki{a) (10) 

J k 

if D{a) ={D .. (a)} is the matrix representation of s associated
lJ 3 

with the triangular Young diagram. The orthogonal D(a) are 

well known and is listed in Appendix B from which we obtain 

e 
1 

= --
1 [2¢(x

1 
, x2, x3) + 2¢ (x X x3) - ¢ {xl' X , X )

1 ' ' 2213 2 1 3 
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- <f>(x3, x2, xl) - <f>(x2' x3, xl) - <f>(x3, xl, x2)] 

2 1 
e2 = 2 [<f>(xl, x3' x2) - <f>(x3' x2' xl) 

+ <f>(x2' x3, xl) - <f>(x3' xl, x2) J 

e2 
1 = 2 

1 
[<f>(xl' x3' x2) - <f>(x3, x2' xl) 	 (11) 

Assuming the usual normalization of the wavefunction 

<I> (x1 , x 2 , x ) as
3


1 = <<f>(x1 , x2 , x3), <f>(x1 , x2 , x3)> = 


We have, 	 from ( 9) : 

i i • >. _ 1 "' 0 11 < ) 0 11 < -1 ><e . , e . - '-' . . a ·t. , a 
J J"' 3 a J ~ ~J 

+ 1 2: D~. (a-1 ) D~,., (a'-l) <U(a)<f>, U(a')<f>>
10 a =1 a• 	 l.J J 

+ 1 ll ( ,-l)Dll ( ,-l)f( ')= 0.. \ 0, 	~I L D .. a .,.,a a,a 
~~ 	 b ~J J ~JJ a =I a 

where 

We see that, due to the second term in the above equation 

the e i. cannot be mutua11y orthogona1 • In the sequel, we shall 
J 

assume that 

f(a,a') = 0, a =I a• 
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so that 

i i 1 

<e • I e • I > = 8 ·. • 1 8 • • I (12)
J J JJ ~~ 

We remark that the arguments in the following would not hold 

without this assumption. 

iA point to remark is that e., j fixed, i = 1, 2, span . J 

an irreducible representation space H. which contains both 
J 

the symmetric state and the anti-symmetric state with respect 

to U(l2), 

U(l2} e~ = e~ 
J J (13) 
2 2U(l2) e. = -e. 
J J 

and, contrarily to what was claimed by Landshoff and Stapp (1967) 

by Hartle and Taylor (1968} and by Arons (1969}, it is not possible 

to choose the base such that the symmetrical states belong to 

one irreducible representation space and the anti-symmetrical 

states belong to. its equivalent irreducible space because ( i) 

U(l2) would be represented by the identity matrix in one re­

presentation (the one containing only symmetric states) in 

contradiction with the faithfulness of the representation 

associated to the triangular Young diagram, (ii) the base of H. 
J 

can be chosen such that H1 and support identically the sameH2 

irreducible representation; vectors in H have the same trans­1 

formation property with respect to U(l2) as vectors in H and (iii)
2 

the restriction of the representation of s associated with the
3 

triangular representation is reducible and contains both the 

symmetric and anti-symmetric representations, as already stated 

by Steinmann (1966). 
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We calculate now the expectation value of a physical 

observable A satisfying the condition (4). The matrix 

representing A in H = H + H is1 2 

A= 

where A.. is 	a 2 x 2 matrix. With the base given by (11),
1J 

the U(a) is represented by 

D(a) 1 0 
--·--1- --­U(a) = 

0 1 D(a) 

Eqn. (4) requires 

[A .. , D(a)] = 0, a E s
1] 	 3 

Schur's lemma 	 implies 

A .. = A . . I, A. • • are scalars 
1] 1] 1] 

where I is 2 x 2 unit matrix,i.e.* 

i \" ' iAe. = L. 1\J·k ek 
J k 

From this and from (12) we have 

i i
<e . , A e . > = A .. 	 (14)

J J JJ 

for a physical observable A. This means that the expectation 

value of an observable is the same for all rays in a H.. We 
J 

call an H. a generalized ray as defined by Messiah and Greenberg.
) 

It was recognized by Steinmann that the projection 

operator onto the symmetric state of H. is not physical
J 

observable by observing that (14) implies that no physical 

observable could distinguish the symmetric state of H. from the 
J 

*This result is independent of the assumption leading to eqn. (12). 
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anti-symmetric state. He then argued that the cluster property 

allows a measurement of the symmetry type of the cluster c1 , 

therefore, allows a distinction of the symmetric state from the 

anit-symmetric state in contradiction with the property of a 

generalized ray. Landshoff and Stapp, Hartle and Taylor and 

Arons, however, objected Steinmann's argument claiming that 

the symmetric states belong to representation different from 

the anti-symmetric states. we have remarked previously that 

this claim is in fact incorrect, therefore, it validates their 

objection to Steinmann's argument. 

In Steinmann's argument, it must be assumed that 

the projection operators onto the H. are not physical observables 
J 

otherwise the cluster property, as Steinmann put it, would 

allow the distinction between the symmetric state of H1 , say, 

from the anti-symmetric state of H2 (and there is no reason that 

it could not be so if the projection operators onto the H. are 
J 

physical observables). We shall confirm, in the following, 

Steinmann's argument relaxing this assumption. 

Consider the space H+ spanned by 1 e 1 and 1 e 2 and H spanned 

by 2 e 1 and 2 e 2 . Eqn. (12) and eqn. (14) show that for each state 

a(x1 , x 2 , x 3 ) = a 1 e 1 
1+ S e 2 

where a, s are scalars , there exists a state 

such that the expectation value of an observable is the same 

to specify experimentally which one of the spaces H+ and H the 
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state of the system belongs to. We can express this by the 

statement that the projection operators onto H+ and H are 

not physical observable quantities. This is precisely what we 

have shown in the last section because the projection operator 

onto H+ is Q and that ont.o H_ is (1-Q) . 

We show now that the cluster property allows Q to 

be a physical observable. Suppose that our system C of 3­

particles consists of a cluster c and c as before. Then the
1 2 

3-particle state has the cluster form 

hypothesis, ~does not overlap x, i.e. 

~(x3 , x.) = ~1(x., x 3 ) = 0
1 1 . 

X (x.) · = 0_1 ·. 

for i = 1,2. Then (11) becomes 

el 
1 = ~ 

+ 
(xl' x2) X{x 3 > 	 (15) 

.,,· ·,. 

e2 	
2 = ~ 

-
(xl, x2) ~ (x 3) (16) 

1 2 
= = 0e2 el 

where 

The cluster property allows a measurement on c without1 

disturbing the symmetry type of C. This measuremen·t is re­

presented by an operator A(x1 , x )depending only on the variables2 

of the particles in c1 . From (15) and (16) we have 
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-1 1 + ...

<el, Ae1 > = Jdx1 dx2 1jJ (xl, x2} A(x1 , x2} 1jJ . (xl' x2} 

2 2 - ­
<e2' Ae 2 > = Jdx dx 1JJ (xl, x2) A(x1 , x2} 1JJ (xl' x2}1 2 

Because of the superselection rule operating on c1 , c must1 

be either in 1JJ+(x1 , x } or in ~-(x1 , x }, the measurement2 2 
+

of A should determine which of the 1JJ-(x1 , x 2 } c is in. Therefore,
1 

it should specify which of the H+ and H_ the state of C belongs 

to. This is in contradiction with the physical indistinguishability 

of H+ and H if c is considered as a subsystem of c.1 

The derivation of S.P., based on the indistinguishability 

postulate, eqn. (4}, and the cluster property, as presented 

in this section is valid only for the particular case for 

w~ich eqn.(l2) holds. Furthermore, it is base-dependent; an 

incorrect conclusion can be drawn from an incorrect construction 

of the base. This has been done actually in the literature. 

The derivation presented in section 1 holds in general case 

and base-independent. 

So far, we have derived S.P. from the indistinguishability 

postulate expressed by eqn. (4} assuming that the state correspond 

to a ray in H = H + H However, it appears no less physically2 .1

reasonable to describe the state by a density matrix p satisfying 

eqn. (6}. We could choose pas 

p = E 
ij 

le~><e~l 
J J 

where le~ > is the state corresponding to e~(x1 , x 2 , x 3 ) of 

eqn. (11). To calculate the symmetry type of c1 , we calculate 

the expectation value of the operator U(l2): 
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<0(12)> 	= Tr[U(l2)p] 


= <eilu(l2) lei> + <eilu(l2) lei> 


+ <e~ju(l2) le~> + <e~IU(l2) le~> 

= 0 

upon using (12) and (13). Thus, p correspondsto the state 

of minimal information in similarity with the state of random 

spin. If we repeat Steinmann's experiment discussed earlier, 

we would find that the cluster c has 50% of being in the1 

symmetric state and 50% in the anti-symmetric state. No 

contradiction would arise from the measurement of the symmetry 

type of the cluster c1 . 

3. Conclusion 

We have seen that the cluster property is incompatible 

with condition (4) for an observable. Thus, the theory of 

paraparticles formulated from eqn. (4) is not acceptable. 

Instead, we should relax eqn. (4) and describe the state of the 

system by a density matrix satisfying eqn. (6) for any physical 

observable A. 



CHAPTER V 

CONNECTION BETWEEN SYMMETRY TYPES AND 


STATISTICS AND CLASSIFICATION OF PARAPARTICLES 


1. Statistics of order p 

States of identical particles can be classified 

according to irreducible representations of SN. It is 

well known that the identity and alternating one-dimensional 

irreducible representations are connected with the Bose­

Einstein and Fermi-Dirac statistics. Are higher dimensional 

representations connected with other statistics? In this 

section, we wish to establish the connection between the 

irreducible representations of SN and a special statistics 

which we call statistics of order p. It is the statistics in 

which the maximal occupation number is an integer P. We 

will prove a theorem, firs·t proved by Okayama (1952) for p=2, 

using the place permutation operators*. 

Theorem: 

"Particles whose N-body states belong to irreducible 

representations associated with Young diagrams of p columns 

obey statistics of order p". 

Proof: 

The proof is quite lengthly and follows the same line 

of reasoning of Okayama (1952). 

*Okayama (1952) made use of the particle permutation operators 

which will be discussed in chapter X. 
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According to eqn. IV-9, a state of~ symmetry type 

is a linear combination of elements of the following matrix 
n 

l'iJ~(K)> = N~ l: D~(cr-l) U(cr)j'iJ(K)> (1) 
. cr 

For our purpose, we record the one particle states and their 

positions in l'iJ(K)>. If the particles obey parastatistics 

of order p, lw~(K)> should satisfy two conditions: 

(i) lw~(K)> vanishes identically when we equate more 

than pone-particle-states, 

(ii) lw~(K)> does not vanish identically when we equate 

p or less than p one particle states. 

First, we show that it is sufficient to consider only 

the case in which we equate first q one-particle-states at 

position 1,2, ... q in lw(K)>(q>p or q<p},- In fact, q states at 

arbitrary positions in lw(K)> can always be shifted to the first 

q positions by a permutation y. It is possible to write every 

lw' (K}> = U(y) jw(K)> 

Since D(y~1 )is not a zero matrix, lw(K)> vanishes if and only 

if the sum on the right hand side of (2) vanishes when we 

equate the first q states in lw• (K)>. 

Now, we find among the representations of SN those 

which satisfy condition (i) when we equate more than the 

first q one particle states. Consider the subgroup Sp+l of 
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SN of all permutations of 1, 2, ••. , p+l. Lagrange's theorem 

permits us to decompose the group SN into a series of left cosets 

where ai is an element of SN not contained in ai-l Sp+l" 

Any element of SN can be written as a product aiah with 

ah £ sp+l so that equation (1) becomes 

~~~(K)> = :i L D~(ah 1ai-l) U(ai)/U(ah)l 
i,h 

where 

Since the first more than p states are the same 

then 
n 

N~.. { L D~ (ah-l)) (LD~ (a -:- 1 ) IU(a . ) >)
h i 1 1 

The requirement that ~~~(K)> vanishes identically is equivalent 

to 

L D~(ah1 ) = L D~(a ) = 0 (3)
h h h 

We seek for representation of Sp+l satisfying equation (3). 

Firstly, equation (3) requires 

L X~(ah) :: 0 (4) 
h 

where x~(ah) is a character. Since the sum of all characters 

divided by the total number of elements of a group is the number 

of times the identity representation is found in a representation, 

equation (4) requires that we must exclude the identity re­
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presentation. Secondly, since the matrix E D~(crh) commutes 
h 

with all D~(crh) 's, in view of Schur's lemma it is a multiple 

of the identity if D is irreducible, 

E D~(crh) = A.I~ 
h 

The exclusion of the identity representation implies >..=0 in 

order that (3) is satisfied. Hence, condition (i) is satisfied 

for any irreducible representation associated with Young 

diagrams of at most p columns. 

It remains to satisfy condition (ii) when we equate 

the first less than p states. Again, we write ~~~(K)> as 

n 

N ~.' ( E D~ ( crk-l) ) ( E D~ (cr . ) 11/J ( cr _. ) >) 
h j J J 

Consider first the case q=p, then 

crk £ Sp. Condition (ii) is equivalent to 

E D~(crk) "1- 0 (5) 
k 

Since lu(cr.)>'s are independent and D~(cr.) 's are not 
J J 

identically equal to zero, the only representation which 

satisfied (5) , as a result of our previous reasoning concerning 

equation (3), is the identity representation which is associated 

with the horizontal Young diagram of p blocks. Since we can 

add to the identity representation any other representation, 

D~ = I @ Dv , (6) 

condition (5) is still satisfied, we require that the 

representation of S must contain the identity representation
p 

at least once. Obviously, this condition satisfied condition (ii). 
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also for the case q<p. 

The representation of S are known, the representation
p 

of Sp+l for elements which are contained in Sp can be obtained 

from them by applying the branching law*: the representation 

of Sp+l associated with a Young diagram T~, for elements 

contained in S , is a direct sum of all representationsp 

associated with the Young diagrams obtained from T~ by 

regular removal of one block. Because_we require that the 

representations of S contain the identity representation,p 

the representation Sp+l must contain a representation associated 

with a Young diagram which yields a single row of p columns 

after removal of one block. Thus, the representation of ~p+l 

must contain the irreducible representation associated with 

the Young diagram of p blocks in the first row, and only one 

block in the second row. 

The representation of SN for elements contained in 

S can be built up by successive application of the branchingp+1 

law. We require that the representations of SN are those 

associated with Young diagrams which, after successive removal 

of (N-p-1) blocks, yield at least one diagram of the type 

mentioned above. The necessary and sufficient condition for 

such a diagram is that it has p columns. 

We make the following remark: 

(i) The connection between statistics and the symmetry 

* See for example Hamermesh (1962) , page 215. 
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types is not unique (all symmetry types associated with 

Young diagrams of p columns are connected with the statistics 

of order p) . The symmetry type plays a role more important 

than that played by the statistics in the sense that the 

former, but not the latter, determine the physical property 

of the system. 

(ii) Condition (ii) on page 69 seems to be too 

restrictive because it implies that particles obeying 

statistics of order p do not have N-body state with N<p 

because in this case we cannot obtain Young diagrams of p columns. 

To overcome this difficulty we can 

(a) drop the condition (ii) and accept ~11 Young diagrams 

of at most p columns. 

(b) impose no restriction on the symmetry types of 

the systems of less than p particles. i.e., for N>p, we take 

states satisfying the theorem and for N<p, we take states of any 

symmetry type. 

Whether (a) or (b) has to be adopted depends on the 

nature of the system. 

2. Classification of Paraparticles 

Can we assign to each species of identical particles 

symmetry type of N-body states unambiguously? The super­

selection rule discussed in section III-1 implies that for 

each system of identical particles of a species, there exists 

a unique symmetry type of the N particle states, but does not 

assert that the symmetry type is the same for all systems of 
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N particles-of the same species. A different question arises 

whether there is any relation between the symmetry type 

of the N particle states and that of the M particle states. 

Suppose for example a 3-particle system has the symmetry 

type associated with the triangular Young diagram tj-1 
What is the symmetry type of the 2-particle systems: symmetric 

type associated with Young diagram [JJ or anti-symmetric 

type associated with The superselection rule forbids8 ? 

coherent linear combination of states of two different symmetry 

types. There is no known reason for prefering one particular 

symmetry type to the other. The question should be answered 

by experiment. 

Thus, we cannot answer on the theoretical ground alone 

the posed questions. We may expect, however, certain class of 

symmetry types is to describe certain kind of paraparticles 

so that we can classify the paraparticles according to the 

associated class of symmetry type. In general, in order 

to define these classes of symmetry types, one has to impose 

certain physical conditions. Stolt and Taylor (1970) classify 

the paraparticles by requiring them to satisfy the cluster 

assumption. We shall take Stolt and Taylor's classification as 

definition of special types of paraparticles: 

(i) The paraparticles are called parabosons (or para­

fermions) of order p if their N-particle states have symmetry 

types associated with Young diagrams of at most p rows (or 

columns). 
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(ii) paraparticles of infinite order if they are 

not parabosons or parafermions. 

Parafermions satisfy condition (i) on page 69 

but not condition (ii). Bosons (or fermions) are parabosons 

(or parafermions) Of order 1. 

3. 9onsistency 	of the Classification 

For the sake of consistency, we demand that many 

systems of parabosons for parafermions of the same species 

in interaction form a system of parafermions (or bosons) (we 

assume they conserve the numbers of identical particles) . 

Let us see whether this condition can be met. 

Consider, without loss of generality, an N-parafermion 

system in interaction with an M-parafermion system. Suppose 

when isolated one·system has (N-~) symmetry type and the other 

has (M-v) symmetry type. We demand that the system of N+M 

parafermions is in the states of symmetry type associated with 

Young diagrams of at most p columns where p is the order of 

parafermions under consideration. 

The states of N+M particles must have the symmetry 

types associated with the representations found in the de­

composition of the outer product (N-~) Q9 (M-v) of representations 

(N,~) of SN with representation (M-v) into irreducible re­

presentations (N+M,y) 's of SN + M' 

(N-~) ~ (M-v) = 	r (N+M-y) (1) 
y 
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We must show that, among the (N+M,y) 's, there is at least 

one associated with Young diagr,am which has no more than p 

columns. 

The rule for finding all (N+M,y) 's are well known:* 

(i) draw the Young -diagram for (N-~) representation, (ii) 

in the (M-v) Young diagram assign the same symbol a to all 

boxes in the first row, the same symbol ~ to all boxes in 

the second row, etc. (iii) apply symbols ~ to the (N-~) Young 

diagram and enlarge it in all possible ways subjected to 

the rule that no two a's appear in the same column and that 

the resultant graph be regular (iv) repeat with the b's, 

etc. (v) after all symbols have been added to (N-~) Young 

diagram, select those tableaux in which the symbols, read from 

right to left in the first ~ow, then the second row, etc. form 

a lattice permutation of a's, b's, etc. 

Now, we wish to show that, among the Young tableaux 

obtained by applying rule (iii) , there exists at least one 

in which the symbol ~ does not appear in the first row. In 

fact, let us suppose that the (N-~) Young diagram is square. 

Then the symbol a can be assigned by enlarge the (N-~) Young 

diagram as 

. t ' 
(2) 

[a ia I
I 

a ; a j a) 

* See Hamermesh (1962) 
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In general, the ith row of (N-~) Young diagram is 

shorter than .the (i+i)th row so that we can assign a as------ . 

1. row 

(i+l) th row 

. th 

8~~~---~. 

It is easy to convince oneself that the a's can be put into 

the boxes in this way without putting any ~ on the first row. 

Applying rule (iv) and (v) to this Young tableau whose number 

of columns is equal to that of (N-~) Young diagram. The 

representation given by the obtained Young tableau is thus 

acceptable for the state of (N+M) parafermions. 

For parabosons, the number of columns is not limited, 

it is very easy to check the consistency of the classification. 

Consider the example of two -particle systems whose 

symmetry type is associated with the Young diagram EtJ 
We can consider these paraparticles as parabosons or para­

fermions of order 2. The symmetry types of the 6-particle 

system are given by the decomposition 

EP 
+ 

+ 

I I I 
+ 2 

If the particles are parabosons, then the symmetry 

type must be chosen, if they areor 
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parafermions then the symmetry types or 

must be chosen. 

Thus, in general, the choice of the symmetry types 

for a system of many systems of paraparticles is not unique. 

However, it can be easily shown that the choice is unique 

for systems of bosons or fermions by applying the rules 

on page 76. 



CHAPTER VI 

SYSTEMS WITH VARIABLE 	 NUMBER OF PARAPARTICLES 

1. Indistinguishability Postulate 

So far, we discussed only quantum mechanics of systems 

with a fixed number of identical particles. When the number 

of particles is not conserved, the state vectors of the 

system are assumed to be in the Pock space f(H) which is the 

direct sum of all space HN constructed from H with the convention 

that H0 denotes the space of constant functions, 
00 

'j:.(H) =(f) HN (1) 
N=O 

Any vector in .f(H)is of 	the form 

lw> = lwo> + lw1 > + 

where lwo> £ H0 
, lw 1 > 	 £ H1 , etc. We can define in f(H) 

N N
projection operators E onto H as follows 

ENiw> = lwN> 

EN ll1> = 0 if N f M (2) 

We have 

(3) 

where 1::~ is the projection operator onto the subspace of HN 

of ~symmetry type. A state is specified by (N-~) and will be 

called the state of (N-~) symmetry type. Furthermore. 

l:N = L:N +··'+EN . + .. ·+ L:N . (4) 
~ ~,1 ~,J ~;n~ 

where EN . is the projection operator onto an irreducible
jJ,J 
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subspace of the decomposition (III-2 2 ). 

The indistinguishability postulate can be formulated 

in t<H). Some care must be exercised because the permutation 

operators U(cr) are not defined in the whole ~(H) but instead 

Nin each subspace H • The equations of operators, however, 

must be applied to vectors in ~(H). Following Messiah and 

NGreenberg (1964) we make use of the projection operators ~ 

to impose the indistinguishability postulate on an observable 

AN in each subspace HN. Note that 

(5) 

The indistinguishability postulate would find itself 

in the expression in each subspace HN 

(6) 

where 	UN(cr) are the permutation operators previously defined 

. N 
l.n 	H . 

Consider an observable AM in HM and let GCt) be the 

evolution operator. Since ~N is certainly a physical observable, 

the operator ~N G(t) AM G(t) ~N, being product of physical 

observables, is also a physical observable. Furthermore, 

~N G+(t) AM G(t) ~N is a physical observable in HN, eqn. (6) 

requires 

(7) 

for all a £ SH, where we have made use of the fact that AM= ~MAM~M. 

2. Messiah Greenberg's Selection Rule 

It is usually believed that eqn. (7) implies the 

following selection rule derived by Messiah and Greenberg (1964): 
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"Transitions from a symmetry type to a symmetry type of smaller 

dimension* are absolutely forbidden". We wish to give a 

critical comment on the derivation of this selection rule. 

Messiah Greenberg's selection rule has been derived 

in the following fashion: 

"Consider a transition from a state in an irreducible 

subspace HN . [K], say, to a state in an irreducible subspace
ptJ 

HM [K'] (the definition of HN . [K] and HM [K'] were givenv,k ll,J v,k 
in Chapter III); K is anN-particle state and K' is an M-particle 

state. The transition under consideration is obviously 

described by the operator. 

Q = LM k[K'] G(t) ~N . [K] (8)
v ' ].1 'J 

where ~N . [K] and ~M k[K'] are the projectors onto HN . [K] and 
ll,J v, ]l,J 

HJl [K'].]l,k 


From eqn. (7) taken with L~ k[K'] for the observable 

' 

AM, it follows that Q+Q is invariant under all UN(a). Since 

in HN . [K], due to Schur's lemma, there exists only one in­
]l,J 


N
variance, the operator~ . [K], we must have]l,J 

c ~N . [K] (9)
]l,J 

where c is a constant. 

Let n be the dimension of HN . [K) and mv be that 
].1 ]l,J 

* By definition, the dimension of a symmetry types is the 

dimension of the irreducible representation of the symmetric 

group to which it is associated. 
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of ~ k[K' 1. Then Q can be represented by an n x m matrixv, 
and Q+ can be represented by an m x n matrix. Eqn. (9) writes 

as 

(10)I:Q* Q =co,
mn' nm nnm 

where Q = {Q },1 <n<n).l, 1 <m<m , and o - is the Kr.oneckor 
nm v n',n 

symbol. 

The ranks of the matrix Q and Q+ are at most equal to 

This implies that the rank of Q+Q is also 

at most equal to rnv. However, the rank of I:N .[K] is equal to).l,J 
n.,. Hence, if m <n , eqn. (9) or (10) implies that c = 0 

v 'V J.l 

or equivalently Q = 0. From this follows Messiah Greenberg 

selection rule. 

A weak point of this derivation is that the 

operators I:~ k[K'] and I:N .[K] must be assumed to be physicalv, J.l, J 

observables, an assumption which is not necessarily valid 

as shown in sectioniii.3.However, this weak point can be remedied 

easily. In fact, we should consider a transition from a state 

in an invariant subspace H~[K] to a state in an invariant 

subspace H~[K'], ·which is determined by the operator 

(11) 


where I:~[K] and I:~[K'] are projectors onto H~[K] and H~[K'] 

respectively. Then T+T must be permutation invariant so that 

it could be represented by the matrix 

>.lli .Al2 I >-1n I 
J.l 

A21I _A22I .A2nJ.l IT+T- = (12) 

A .I A IAn 2 I1nll nJ.lnJ.lJ.l 
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where Aij are constants and I is the n~ x n~ identity 

+matrix. The above argument about the rank of T T could 

be applied here to obtain Messiah and Greenberg's selection 

rule. Now we can show that Messiah and Greenberg's selection 

rule implies the conservation of the dimension of the symmetry 

type. In fact, if T f 0, then T+ f o. But, an argument 

similar to the above leads us to the result that T+ f 0 only 

This, coupled with the condition n < m , yields 
~ v 

From this follows the conservation law which we 

shall call Messiah and Greenberg's conservation law : The 

dimension of the symmetry type is conserved in any transition. 

3. Carpenter's Selection Rule 

In this section, we present a derivation of a selection 
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rule similar to that obtained by Carpenter (1970) for s~matrix 

within the framework of Landshoff and Stapp's {1967) unified 

theory of identical particles. Our selection rule will be 

applicable to the evolution operator G(t)and derivable from 

eqn. (6) • 

Consider two transitions described by T defined 

by eqn. (11) and R defined by 

R = EM[K"] G(t) EN[K] (13)v y 

where EN[K] is the projector onto the symmetry type (N,y).y 

The operator R+T is a physical observable in HN[K] so 

it must satisfy eqn. (6). i.e. 

(14) 

for all 0N(cr). But R+T is a mapping from H~[K] to H~[K], 

eqn. (14) implies that it must be a zero mapping as a con­

sequence of the superselection rule operating between the 

symmetry types in HN[K]. That is 

R+T = 0 (15) 

Now Messiah and Greenberg's conservation law implies 

that Tis a mapping of HN[K] onto HM[K']. Putting K' = K", 

we see that if 

(16) 

for any I~N(K]> £ HN[K], then eqn. (15) requires that 

R+ I~M [K' ] > = 0 

for any I~M[K']> E HM[K'], or equivalently 

R = 0 (17) 
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Eqns. (16) and (17) imply the following selection 

rule: If an N-particle system. of symmetry type ~ undergoes 

a transition to an M-particle system of symmetry type v, 

then it cannot make .tra.nsitions.to ather.M-.-pa.rticle systems 

of.. a. differant:.symmetry ty.pe· •. ·-~We shall .call.this Carpenter's 

selection rule . 

• 

4. Discussion 

Carpenter's selection rule has been derived for 

systems of identical particles of one species. However, as 

already stated in the beginning of this thesis, the presence 

of particles of other species can be viewed as external inter­

actions acting on our considered system. Thus, Carpenter's 

selection rule may be applied to each species of particle in a 
I 

complicated system. 

Consider an N-boson (fermion) system. Carpenter's 

selection rule states that if the system can make a transition 

to an M-boson (fermion) system, then it cannot make a 

transition to an M-fermion (boson) system. We wish to show 

that if the particles can be created or destroyed freely then 

it is always possible for an N-boson (fermion) system to make 
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a transition to an M-boson {fermion) system; M is arbitrary. 

This would mean that a system of bosons always remains to be 

a system of bosons; a fact that has been observed. 

To prove the stated proposition, we perform the 

following experiment: 

Suppose that we have an N-boson system in our 

laboratory. Since the bosons can be created freely, we create 

M'bosons of the same species in a region very far from the 

laboratory. This creation, according to the cluster assumption, 

would not disturb the symmetry type of the N-bosons in the 

laboratory. The system N + M' bosons is again a system of 

bosons. Here, an objection can be raised: The system of N + M' 

particles may not be a boson system. We' take the condition 

that two system of bosons form a system of bosons as a de­

finition of bosons. By an appropriate preparation of the 

wave packet of the initially created M'bosons, we could make 

these M'bosons enter, at some time, into the laboratory 

through a window. Since the symmetry type of the system of 

N + M'bosons is conserved, we would have at the time the M'bosons 

enter the laboratory, a system of N + M' bosons in the laboratory. 

To an observer inside the laboratory, the N-boson system have 

made a transition to a system of N + M' = M bosons. Since M' 

can be arbitrary, M is arbitrary and greater than N. To shew 

that the N-boson system can make a transition to M-boson 

system with M<N, we suppose that the wave packet of the N-bosons 

systent has been prepared such that M' bosons could escape from 
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the laboratory through the window and travel to a region 

very far away from the laboratory, where they can be destroyed. 

This destruction, again according to the cluster assumption, 

cannot disturb the symmetry type of the system of N - M" = M 

remaining particle in the laboratory. To the observer inside 

the laboratory, the whole process appears as if theN-boson 

system has made a transition to an M-boson system, M<N. 



CHAPTER VII 


SECOND QUANTIZATION THEORY OF PARAPARTICLES 


In this chapter, we shall discuss the second quanti ­

zation theory of paraparticles. This theory, however, has 

been developed independently of the first quantization theory 

discussed so far and owes no result to that theory. 

In second quantization theory, the system of identical 

particles of a species is described by the field operators 

~(x) and ~*(x) and no particle variable need to be introduced. 

One does not have to use the permutation operators to impose 

the indistinguishability of the particles since the particles 

have no identity in the second quantization theory. The statistics 

of the particles are reflected in the method of quantization 

one adopts: quantization with the commutation relation yields 

Bose-Einstein statistics, quantization with the anti-commutation 

relation yields Fermi-Dirac statistics. The theory of second 

quantization of paraparticles consists in adopting algebraic 

rules, different from the usual commutation or anti-commutation 

relations, for the field ~ (x) , ~~* (x) , while still reserving 

the equation of motion. This may imply that the equation of 

motion in fact does not determine uniquely the algebraic rules 

for the operators representing observables. 

The possibility that the equation of motion does not 

determine uniquely the commutation rules for the operators .p 

and 9 was first discussed bywigner (1950) in the example of a 

88 
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harmonic oscillator. Wigner's analysis has been extended 

by O'raifeartaigh and Ryan (1963) and by Boulware and 

Oeser (1963). Before going into the second quantization 

theory of paraparticles, we shall illustrate the content 

of this theory in the method of quantization of a harmonic 

oscillator. 

1. Quantization of a Harmonic Oscillator 

Consider a linear harmonic oscillator of unit mass 

and frequency l/27f. The classical Hamiltonian of this 

system is 

1 2 2
H = 2 (p + q· ) (1) 

and the Lagrange equation of motion is 

q = p, p = -q (2) 

Let a and a* be defined as 

a = g + ip (3) 
12 

a* = q - ip (4) 
12 

Then the Hamiltonian can be written as H = a*a (5) 

equation of motion (2) become 

a = - ia (6) 

• 
a* = ia* (7) 

The passage to quantum theory consists of 

(i) replacing the c-number variables a, a* by 

operators defined in a Hilbert space 
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a + a 

op 

(B) 
a + a* op 

In making this change in H, however, some care must be 

exercised. In the classical theory, the ordering of a and a* 

in H is unimportant so that we could write the classical H as 

H = ~aa* + (1-~)a*a 

= a*a + ~[a,a*] (9) 

with 

0 2 ~ 2 1 (10) 

to guarantee the positive definiteness of H. 

The ordering of a and a*, however, is important in 

quantum theory. Hence, to obtain the most general quantum 

mechanical Hamiltonian we should make the replacement (B) in 

the H of (9) rather than the H of (5), 

H p = a* a + ~ [a a* ] (11)
0 op op op' op 

(ii) usually postulating the commutation relation 

(12) 

The results of this method of quantization is well 

known. We mention here two points. Firstly, there exists 

a unique infinite dimensional Dirac representation of a p and 
0 

a~p; secondly, if we use the He~senberg rule 

. 
0 = i[H , 0 ] (13}op op op 
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then 

. 
a = -i a (14)op op 

a* = i a* (15)op op 

which coincides with the classical Lagrange equations of 

motions (6) and (7). 

The point of importance is that one can alternatively 

carry out the step (ii) by a different method. One does not 

adopt any commutation rule for a and a* but rather demand op op 

that the Heisenberg rule (13) together with the Hamiltonian 

H of (11) yield the equation of motion for a and a* identical op - op op 

to the classical Lagrange equations, that is, one demands that 

- a (16)op 

a* (17)op 

with H given by (11),op 


1
H = * +· [ aop' aop * (11op aop aop ~ ] ' ) 

0 < ~ < 1 

From now on we drop the subscript "op" on the a and a * op op· 

A recurring problem in quantum theory is that of finding the 

representations of the a and a* obeying (16) and (17) in a 

Hilbert space. In general, the commutators [a*, a] are 

different in each representation. The results due to O'Raifeartaigh 

and Ryan (1963) can be classified into three cases depending 

on J1 and the lowest eigenvalue of H (zero point energy) :Eo' 0 
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Case 1: ~ = 0, E = 0 
0 

The representations of a are of finite dimension 

D = 1,2 ... with 

and all other matrix elements are zero so that 

(a+)D <Po= 0 

where cp is eigenvector of H corresponding·to eigenvalue E. 
0 0 0 

The representation D = 2 is just the Fermi oscillator 

and the representation D + oo is the normal Bose oscillator. 

All other cases give para-Fermi statistics in which the 

occupation number is (D-1) 

+ NCase 2: -( 1!-~r + 

The representations are of even dimension N corresponding 

to (+) sign or odd dimension N corresponding to (-) sign. 

Boulware and Deser (1963) show that, in this case, there exist 
c:ldJYI, ts 

a transformation U such that A = Ua ~ the representation 

of Case 1, and that the Hamiltonian becomes 

so that its zero point energy is shifted by E (~,N).
0 

Case 3: ~ t 0, E t 0 
0 

This includes the case ~ = 2 
1 treated by Wigner (1950). 

The representations of a are infinite dimensional and, as showed 
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by Boulware and Deser, can be transformed to the normal 

Bose oscillator by a transformation whose effect on 

the Hamiltonian is to shift its zero point energy. 

The commutation relation [a,a*] are different in 

all three cases. We have seen that the essential non-uniqueness 

of the commutation relation arises from the possibility of 

employing Fermi or para-Fermi statistics. All other apparently 
-

possible commutation relations merely shift the zero-point 

energy. 

2. Second Quantization of Paraparticles 

In this section we shall discuss various known methods 

of field quantization allowing parastatistics. We shall consider 

in some detail the two well-known methods due to Green (1953) 

and to Kamefuchi and Takahashi (1962)and shall briefly touch 

upon the others. To avoid complications arising from anti ­

particles, we shall restrict ourself to quantization of a non-

relativistic field. 

a) Green's Method 

Green studies paraparticles by requiring that the free 

Hamiltonian be properly symmetrized as 

1 3 +
H = 4 !d x[~~ (x,t), ~~(x,t)]± (18)

0 

For a reason which will become clear later, H is symmetrized
0 

(+ sign) for parabosons and anti-symmetrized (- sign) for 

parafermions. 

Green's method consists in requiring that the field 

~(x,t) satisfied the Heisenberg equation: 
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a1/J(x,t) = i[H, 1/l(x,t)] 	 (19)at 	 0 

Let {!k>} be a complete set of one particle states and 

consider the Fourier expansions 

1/J(x,t) = 	 E <x,tlk> ak (20) 
k 

1/l+(x,t) = 	 E <x,tlk> a~ (21) 
k 

+In terms of the creation and annihilation operators, ak and ak, 

the free Hamiltonian take the form 

(22) 

where 

1 3 Iwk = 2 Jd 	x~(<x,t k>) (23) 

and the Heisenberg equation (19) becomes 

(24) 

Green finds that the necessary and sufficient 

condition for which (24) is satisfied is 

(25) 

and that this relation supplemented by the relation 

(26) 

may be used as the condition of quantization for paraparticles. 

From (25), (26) and the relations obtained from them 

by taking the herrnitean conjugate, it can be verified that there 

exists an operator defined to a constant by 
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(27) 


which has the property of a number operator, 

+ +a .[Nk I at] = 0 (2 8)kt k 

[Nk I at] = - 0kt ak (2 9) 

[Nk I Nt] = 0 (30) 

A different way to obtain Green's commutation 

relations, (25) and (26), is proposed by Bialynicki-Birula 

(1963) who demands that equations (28), (29) and (30) be 

invariant under any unitary transformation of the one particle 

states, 

I 'k> = E (okt- akt) It> 
t 

where the unitary condition in terms of the infinitesimal 

parameters akt has the form 

+Under this transformation, ak and ak transform as 

An explicit construction of ak and a~ satisfying 

Green's coinmutation relations is provided by Green's ansatzes 

(1953): 

For parabosons, consider a set of operator a~a), a= 1,2 .•• p, 
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obeying the relations 

(a) (a)+] ~ [ak , a~ _ = vk~ 

(31) 

(a) (S)] = [ (a)+ a(S)] = .[ ak ' a 0, a =I S~ + ak ' ~ + 

Then ak' a~ defined as 

(32) 

satisfy Green's commutation relations. For par.a-fermions, 

the (+) and (-) signs in (3t) are interchanged. (32) will 

be called Green's ansatz of order p. 

With the usual definition of the vacuum state lo> 
(a) (a)+ .for the Green components ak ak , 1. e. 

(a) Iak 0> = 0 

Green's ansatzes give 

(33) 

This equation together with (25), (26) and their hermitian 

conjugate are sufficient for calculating the expectation value 

of any function of ak and a~. 

Given the irreducible representation of a~a), aia)+ 

satisfying (31), the representation of Green's para-commutation 

relation rules via Green's ansatzes , are not in general 
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irreducible. However, in the next chapter we shall show 

that Green's an.sa:t.ze.s yield all irreducible representations 

with a unique vacuum state. Therefore, (33) is the general 

rule for calculating the expectation values. In the following, 

we shall frequently use Green's ansatzes and shall discuss 

the meaning of these ansatzes for field theory in Chapter VIII. 

b. Kamefuchi and Takahashi's Method 

Kamefuchi and Takahashi (1962) determine the commutation 

relation by considering the unitary infinitesimal, linear 

transformation which leaves the following quantities invariant 

(34) 

namely, the transformation 

(35) 

where 

G = 1-i L: N .Q_ 
.Q_m m 

§ .Q_m· -
1 
2 imL.Q_m n Q.m 

1 i L:- 2 MQ,m §.Q_m
.Q_m 

with the conditions 

* * 
§ km = §mk' n km = 

= 0 

::­
L+ M (36)X.m ::: m.Q_ 


M.Q_m ± M.m.Q_ = 0 




98 
and 

= a[ak, NR-m] okR­ m 

[ak, LR-m] -- okR- a+ 
m ± 0km a.Q.

+ 
(37) 

The upper and lower signs are referred to s-type 

and R-types transformations respectively. 

Kamefuchi and Takahashi demand that these transformations 

are representations of a group so that G satisfies the closure 

relations which establish a Lie algebra of the generators N_Q,m 

and L It turns out that the operators ak and a~ are subjectedmn 

to unitary transformation corresponding to the group 0(2f) or 

Sp(2f), the generators of these transformations NR-m' LR-m' Mmm 

satisfying (36), (37) and the following relations 

[Nk.Q.' Nmn1 = 0 im Nkn - 0kn NmR. 

[Lkt' Lmn 1 = 0 

][~R,' M mn = 0 

[LkR-, Nmn] = - 0kn L~R, ± oR-n Lmk (38) 

[Mk.Q.' Nmn 1 = 0km MnR- + oR-m Mnk 

M ] = - ± 0 N ­[LkR- I mn 0km NR-m kn R-m 0R-n Nkm 

± 0 R.n Nkm 
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Here, the upper and lower signs correspond to the 

cases 0(2f) and Sp (2f) respectively. 

It can be shown that the simplest form of the generators 

+as functions of ai's and ai's are given by 

+ + 
LkR, = K[ak, a R,] (39)+ 

= K[ak, a R, ]_ (40)~ + 


where K is a real constant~ The operator 


Nk = Nkk + const. 

satisfies (28), (29), (30) and thus can be identified as the 

·number operator. Furthermore, with a conventional normalization 

of ak and a~ one can take K = ±~. We consider various cases: 

1Case 1: K = 2"' R type 

Ohnuki, Yamada and Kamefuchi (1971} point out that the set 

+of operators Nkt' Lkt' Mkt' when supplemented by ak and ak' form 

the Lie algebra for 0(2f+l). This coincides with a result 

obtained by Ryan and Sudarshan (1963), namely, that the algebra of a 

+set of operators ak and ak' k = 1, 2 .•• f, is isomorphic to 

the Lie algebra of 0(2f+l). This suggests that case 1 corresponds 

to Green's para-Fermi quantization. In fact, Bialynicki-Birula 

(1963) points out that Green's ansatzes satisfy all the 


commutation relations found by K.T. Since we shall show in 
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Chapter VII that Green's ansatzes actually exhaust all possible 

irreducible representation with .unique vacuum state of Green's 

commutation relations, Green's quantization is included in 

Kamefuchi and Takahashi's method. 

Case 2: K = 2
1 , S type 

This corresponds to Green's parabose quantization due 
+he ft'd thctr 

to,, the last remark for case 1, about Green's ansatzes , is 

applicable to this case. 

In both cases 1 and 2, one can prove that, for the 

representation characterized.by the parameter s,the number 

o'perator defined as 

1 + 1Nk = 2 [ak , ak ] __ ± 2 s ( s-1) 

+ 


has zero as its lowest eigenvalue. Defining the vacuum 

state lo> as 

one obtains 

This relation together with (37) enables one to 

evaluate the vacuum expectation values of product of field 

operators. Comparing this result with the results given by 

Green's ansatzes , equations (33), one arrives at the equivalence 

of Case 1 and Case 2 to Green's quantization method. 

Case 3: K = - ~' R type or s type 

This case corresponds to the method proposed by 

http:characterized.by
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Kamemova and Kraev. (1971) Ohnuki, Yamada and Kamefuchi show 

that this case is not applicable to field theory because it 

yields negative norms for the completely anti-symmetric N-

particle states or negative eigenvalues for the number 

operators. 

Further generalization of the method of quantization 

may be obtained by adopting, instead of (39) and (40), a 

different ansatz for the generators Nk~' Lk~' Mk~· K.T. (1966) 

also considering the following ansatz for the generators 

(a) + (a) C (a)Nk n = 2: (A ak •• • a n C ' :--· 
~ · m ~ m .•. m" •••a=l, 2 ••• 


m,m' ,m" 


A(a) a B (a) + c<a)) 
m. • • ~ m' ak m" 

B(a) C(a)L = 2: (A (a) ak I an m"k~ m m • • • Na=l, 2 ••• 

m,m 1 ,m" 


(A (a)
~~ = 2: m•••a=l,2 


m,m' ,m" 


I +B (a) a 1 SHere A (a) and C (~) are functions of ams and m••• ' m' ••• m ••• m 

A(a) B(~) c<~>such that (i) the expression L as a m. • • m • • • m m,m 1 ,m" 
whole remains invariant under the orthogonal transformations . 

of ak 1 s and ak+ 1 s, (ii) the resulting Nk~' Lk~' and ~.x, satisfy 

the conditions (36) and (iii) the operators Nk = Nkk become 

traceless. 
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K.T. find that this ansaltz yields the commutations 

relations for ak and a~ which take the forms different from 

those of Green. The same result is also obtained by Ohnuki 

who finds that the bound states of particles associated to 

Green's method do not obey Green's conditions of quantization. 

It is not known whether these bound states obey the quantization 

conditions by the ansatz (41) or others within the K.T. 

framework of quantization. 

Note that Green's and T.K. 's para-Fermi quantization, 

in the one dimensional limit, does not correspond to the quanti ­

zation of the harmonic oscillator considered by O'raifeartaigh 

and Ryan (Case i discussed in section 1) in contrast to the 

claim of Boulware and Deser that the non-uniqueness of the 

commutation relations for a harmonic oscillator arises from 

the possibility of para-Fermi statistics in Green's sense. In 

fact, Green's para-Fermi ansaltz does not satisfy equation (17) 

(with ~ = 0 for case 1 on page 92). To see this, let us write 

the first hand side of equation (17) using Green ansatz 

* * 	 (a)* (a) (a)*
[a a, a ] = a - 2 	 E a a a 


a 


(a)* (S) (y) * - E a(y)*a(a)*a(S)+ E a a a 
a~S 	 a~S 
y=S a'=S 

This equation does not agree with (17) because of 

the presence of the last 3 terms which do not cancel one 

another when acting on any state vector, a fact easily verified 

by letting them act on the vacuum. 
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c) Other Methods.of Quantization 

Different sets of commutation rules are given by 

Volkov (1959), by Okayama (1952). Volkov studies the 

properties of a fields associated t.o the commutation rules: 

a m 

= 0 (42) 

These commutation relations are satisfied by Green's 

ansaltzes of order 2 so that they are just a representation 

of Green's commutation relations. 

Okayama (1952) proposes a set of commutation relations 

which permit statistics of occupation number n = 2 as max 

follows 

a m 

T.K. (1962) proves that this algebra allows only a trivial 

solution so that it cannot be applied to field theory. 

We note that there exists a different method of 

quantization due to Roman and Aghassi. Kamefuchi (1966) 

http:Methods.of
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point out that this method can be obtained by modifying 

Okayama's method in an appropriate way. Roman and Aghasshi's 

method has not been applied to relativistic field theory. 

In the following chapters,we shall study field theory resulted 

from Green's quantization and the terminology para-commutation 

relations will be referred to Green's commutation relations. 



CHAPTER VIII 


REPRESENTATIONS OF GREEN'S COMMUTATION RELATIONS 


We propose to study in this chapter all representations 

of Green's commutation relations. We shall exhabit for the 

para-Fermi commutation relations, a maze of infinite number 

of inequivalent irreducible representations among them figures 

the Pock representation used in second quantization theory. 

We shall obtain the representations given by Green's ansatzes 

from the well-known representations of the commutation and anti-

commutation relations. We shall prove that Green's ansatzes 

exhaust all possible irreducible representations of Green's 

conunu.tation relations with a unique vacuum state. Finally, 

as a verification of this result, we shall prove the existance 

of para-Fermi statistics in any representations with a unique 

vacuum state. 

1. 	 Discrete Representations of the Para-Fermi Commutation 

Relations 

We propose to study, in this section, the represen­

tations of the para-Fermi commutation relations, 

(1) 

, 	 (2)[ ~ (a j , ak ) , a J= 0 

in a Hilbert space. Unlike the anti-commutation relations, 

(1) 	 and (2) do not imply that the a. and a. * are necessarily
J J 

105 
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bounded. Unbounded operators, as is well known, cannot be 

defined everywhere. We tacitly assume that a. and a. * are 
' J J 

defined at least in certain domain satisfying the condition 

which 	permit unique closed linear extension of a. and a. * 
J 	 J 

in the 	whole space H. 

Let 

n. = 
1 	 [a.* a.] (3)

J 2 J ' J 

then (1) and (2) imply: 

[n. a.]* = a. * 	 ( 4)
J ' J J 

[n. a.] = -a. 	 (5)
J J J 

[nj , nk] = 0 (6) 

Note that (3) (4) and (5) form the Lie a'lgebra of 0(3) (Jordan, 

Mukunda and Pepper 1963). In fact, if one puts 

then one has 

[J , J J = iEk 0 J , k, t, m = 1,2,3
k t Nm m 

which is the algebra of the angular momentum. It is well~-

knmvn 	from the theory of angular momentum that the operator n. 
J 

is self-adjoint admitting the spectral resolution: 

(J) 1 3 n. = 2:: p. J=O 1, . . . (7)
J 	 J J ' ' 2 ' 2 

J(J) 	 (J ,m)p. = 2:: m p. 	 (8)
J 	 Jm=-J 

E p. (J ,m) = 1 (9) 
Jm J 
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·Furthermore 

1
(J ,m) 	 (J ,m-1) (10)p. = IJ(J+l) - m(m+l))- 2 a. * p. a. 

J 	 J J J 

or 

1 
(J ,m) 2 (J ,m+l) * p. = [J (J+l) - m(m+l)] a. P a.

J 	 J J 

Let us consider the self-adjoint operator 

N. = n. + Jl 	 (11)
J 	 J 

and its spectral resolution 

(J) 	 1N. = r P. J = o, 	 (12)
J 	 J J ' 2 

p ~J) 
2J (J ,n)

= r nP. 	 (13)
J 	 Jn=O 

with 
1 
2 * (J,n-1)P j (J ,n) = {J- (J+l)- (n-J) (n-J+l >] a. P a.

J . J 

1 

= 	 ~ ~ J(J+l)-(r-J) (r-J+l)l- 2 (a~)n P(j,o) (a.)n (14) 

r=l f J J J 

or 1 
p(J,n) = 	 (J(J+l)-(n-J) (r-J+l~~ aj Pj(J,n+l)a; 

2J 	 ~ 2
1 

2J P. (J, 2J) (a~) 2J-n 
- II J (J+l)- (r-J) (r-J+l)J (aj) -n J J 

r=nI
note that p {J,n)P (J,m) _ p (J,m)P (J,n)We · j k - k j as a consequence 

of (6) and that none of P. (J,n) ever vanishes. 
J 

Following Wightman and Sch\veber {1955), we define a set 

of projection operators, E(~), where a stands for the infinite 
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sequence of integer a 1 , a • With a.= 0,1,2, ... 2J. a can2 J 

be regarded as the real number whose binary fraction expansion 
a -n

is al, a2 ... ,i.e. r 2 E(J)is defined as 
n=l a 

lim E(J,M) 
M (J,a.)= = lim IT P . J (15) 

M-~oo H-+00 j=l J 

The physical significance of E(J) is that it is the 
(a) 

operator whose occupation nunilier distribution is a 1 , a 2 ... As in 

the case of the anti-commutation relations, some of the E(J) may
a 

vanish for a representation of a. and a. * in a separable Hilbert 
J J 

space H. A representation in which all E vanish is called a 

continuous and a representation in which no trivial subspace on 

which all E(J)vanish is called discrete. In the following we 
a 

shall concentrate only on discrete representations. It is quite 

"* easy to show that all properties found by WS for the anti-

commutation relations hold also for the para-Fermi commutation 

relations. They are: 

Lemma 1 


E(~) E(J) = 0 = E(J) E(J) if a~ a'. 

a a a a' 

r E(J) is a projection operator. (E E(J)) Hand (1- r E(J))H are aa a a a a 
* E(J))Hmanifolds of H invariant under the a. and a .. In (r aJ J a 

the representation is discrete,·in (1- raE(J))H it is continuous. a a 

A necessary condition that two representations be unitary 

equivalent is that E(J) be equivalent for all oo. Representations
a 

(J) (J')
corresponding to different J are inequivalent and Ea Ea' 

E(J') EJ ~ 0 if J ~ J'.
a' a 
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Proof: 

The proof of every statement except the last one of 

this lemma may be proceeded in the same way as given by WS * . 

For later use, we sketch here the main argument of the proof. 

The manifold belonging to E(J) is characterized by the a 

fact that if 

. (16) 


then 

P (J,a.) 
j J ¢ = ¢ (17) 

for all 	j = 1,2, Consequently, if a~ a~ E(J) E(1) = E(~)E(J)=O 
a a a a 

The sum 	E E~is a projection operator since it is the sum 
a 

of orthogonal projection operators. From the relations 

[P (J,a.) a.]* = a. * 	 (18). J 	 ' J J J 

[P(J,aj) 
I a.] = 	- a. (19)

J J 

it follows that if ¢ satisfy (16) and hence (17) then a. ¢ 
J 

and a. * 	¢ satisfy (17) with a. changed by one and therefore (16)
J J 

for some E(~). The net result is that ¢ satisfying (16) for a 

some a 	 are carried by application of a. or a. * into ¢ satisfying
J J 

(16) for some other a. Consequently, (E EJ)H is invariant under a a
* a. and 	a .. 

J 	 J 


The representation of the a. and a. * is continuous in 

J J 


(1- E E(J)) follows from the definition of (1- E E(J)) and is 

a 	 a a a 

discrete in (E E(J))H follows from the fact that the vanishinga a 

* Hereafter we shall use the abbreviation·w.s. for Wightman and 

Schweber (1955) . 
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of E ~ for all a implies the vanishing of ~­a 

If two representations are unitarily equivalent there 

exists an operator U such that 

(21) 


From the theory of angular momentum, it is obvious that 

representations corresponding to different J are inequivalent and 

that E (J) E(J') -- E(J')EJ -- 0 1.'f J r ~ J'. The representation 

of a. and a. * is thus the direct sum of representations each 
J J 

of which is characterized by a:. p9sitive integer p=2J and is in 

term direct sum of a discrete and a continuous representations. 

Although many of E(J) may vanish, if one is non­
a 

vanishing so are an infinity of others. In order to deal 

with this situation, WS define equivalence class, [a], of 

the sequence a: a and a' lie in the same equivalent class if 

they differ in at most a finite number of digits. 

Lemma 2 

All E(J) whose a's belong to the same equivalencea 

class have the same dimension. Furthermore 

a • •• a. (22)
2 J-n 

* n(a.)
J 

n(a.)
J a. 

J+IT 

With the definition that E ,, = 0 for a. negative.
al a2 J 

Proof 

Let ¢be a non-null proper function of E • If a. = 0 
a J 
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*consider a.~, if a. t 0 consider a.¢ and a.~. As we have 
J J J J 

seen in Lemma 1, these are non null proper function of Ea', 

where a' is different from a by only in the jth place, i.e., 

* *a! = a. + 1. Furth,ermore, if a = 0, a.~ t 0 since if a.~ = 0 
J J J J 

*(141 ) implies P(J,O)~ = 0, a contradiction. If a. t 0, a.~ 
J J 

*and a.¢ t 0 since if a.~ = 0, a.¢= 0, (14) and (14 1 ) imply
J J J 

a contradiction. Consequently, a. * is a non singular mapping
J 

of the manifold of E into the manifold of E ,, and a. is a a a J 

non singular mapping of the manifold of E , into the manifold 
a 

of E • Thus, the manifolds of E and E , have the same a a a 

dimension. In fact, the mappingsare one to one for every 

(J) * (J)solution of P. ~=~is of the form~= a.~ where P. ~ = 0 
J J J 

(set ¢ = a.~) while every solution of P~J)~ = 0 is of the 
J 

(J) . * J 
form a.~ where P. ~ = ¢ (set¢= a.~).

J J J 

Lemma 3: 

Let [a] and [a'] be distinct equivalence class of 

dual fractions. Then E E and E EB are orthogonal
B s[a] B B e:[a'] 

projectors whose manifolds, (I ES)H = m(a) and (I ES)H, 
B e:[a] B e:[a'] 

are invariant under the a's and a * 's. The representations 

induced in m(a) and m(a') are equivalent if one of them is non 

trivial. 

The representation induced .in m(a) is a direct sum of 

irreducible equivalent representation. 

Proof: 


The proof of the first two statements can be given in 
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the same way as WS. The last statement can be checked as 

follows. 

Consider the representation of the a's and a * 's in 

m(a). If the manifolds belonging to the ES' S £ [a] are one 

dimensional, then the representation is irreducible because 

it is cyclic and contains a projection operator onto the 

cyclic vector (Haag and Schroer: 1962). In fact, every vector 

of m(a) is a cyclic vector of the representation. If the 

manifolds belonging to ES are greater in dimension than one, 

we pick up an orthogonal basis in one of them, ~ , i = 1, 2, •.• a. 
1 

Then the argument of WS shows that m(a) is a direct sum of 

orthogonal closed linear manifolds, R. 's spanned by vectors 
1 

of the form ITa¢ (i fixed), and that the representation of a. 
* 1

a's and a 's in the R. 's are ~11 unitarily equivalent.
1 

Lemma 1, 2, and 3 can be summarized in 

Theorem 1 

Every discrete representation of the para-Fermi 

commutation relations is a direct sum of irreducible re­

presentations. 

The number of inequivalent irreducible representation 

is infinite, each corresponds to one class [a] of binary 

fraction. Among these represen·tations only for the one whose 

equivalence class contains zero does a no particle state 
co 

(vacuum state) and the number operator, L: N., exist. This is 
j=l J 

the Fock representation. used in the theory of second quantization. 
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2. 	 Representations given by Green's ansaltzes 

Consider a set of operators b., b.,* j = 1,2, ... 
J J 

in a Hilbert space H satisfying the anti-commutation relations 

(22) 

(23) 

b. (a), 	b.<a>*,Let a set of operator 	 = 1, 2, ..• , p
J J 

in the subspace Hp = H® H®."' C}H (p times) of the tensor power 

space ®
p 

H defined as follows: 

{a)b. 	 (¢1 ® <1>2 ® ® <P a ® ••• ~ <Pp) = 
J 

®b. (2 4)~1 ® <1>2 ® J <Pa ® <Pp 

® . ) =bj (a)* (¢1 ® <1>2 ® 3> <Pa ® <Pp 

* 
I& ® b . <P ® •. •fJ <P<Pl ® <1>2 J a 

i.e. b. 	(a) and b. (a)* effect only the ath factor in the tensor 
J J p 


products. Since the space Hp is dense in~, the b.(a) and 

J 

b. (a)* have unique closed linear extension in the whole space 

~- Clearly, bj (a)* bk (a) + bk (a) bj (a)*- Ojk (25) 

b J' {a) bk (a) + b (a) b . { a) = 0 	 ( 2 6)k . J 

b. (a) ' b {S) * = b. (a) , b {S} = 0, a 'I S ( 2 7)
J k J k 

Let a. 	and a.,* j=l, 2, ... ,a set of operators in 
J 	 Jp

&H defined as 

a. 	= ~ b. (a) 
J a=l J ( 28) 

* p 	
b. (a)*

a. = E 	 ( 29)
JJ a=l 
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Then relations (25) 1 (26) 1 (27) imply a.' a. * satisfy the para-
J J 

Fermi commutation relations. In this way, we obtain a represen­

tation, induced by the representations of the anti-commutation 

relations, which coincides with the representations given by 

the Green's ansatz (Green 1953). 

It is natural to ask the questions as to whether (i) 

the representations as given by (28) , (29) are irreducible and 

(ii) exhaust all possible representations. As to (i), one 

can be contented to subrepresentations obtained by the res­

* p
triction of a., a. to closed invariant subspace of ®H. Instead 

J J 
of trying to answer (ii) for every representations induced by 

every representations of b., and b.,* we shall consider the 
J J 

representations which admit a unique vacuum state ¢ . 
0 

By letting equation (1) act on the vacuum state ¢ ,
0 

Greenberg and Messiah (1965) finds that any irreducible repre­

sentation cf the para-Fermi (Bose) commutation relations with 

a unique vacuumsatisfies the relations 

0 (30) 

= (31) 

where p is a positive integer. They observe that (30) and (31) 

imply the representations given by Green's ansatz actually 

exhaust all possible representations with a unique vacuum state. 

We shall give a proof for this statement with the aid of 2 lemma: 

Lemma 4: 

Equations (1), (30) and (31) are sufficient to eliminate 
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a. from any function of both a. and a *.• 
J J J 

Proof: 

It is sufficient to justify the lemma torfunctions 

of the form 

f (n) = a * (32)
n 

Taking the self-adjoint of equation (1) we have 

f(2) = 

{33} 

Let (33) act on the vacuum and using (31) we have 

{34) 

The annihiliation operator ak has been eliminated on the left 

hand side of {34). For f(3), we right-m~ltiply (33) by ak* 

f { 3) = 2okm a-t * ah + a m 
* ah * ak ah * 

- a * * * 
m ah a-t ah 

using {31) we have 

f{3)cj> = {- 2okm a-t * ah * + pokh- f(2)) cpo0 

where f(2)¢ contains only creation operator acting on the vacuum 
0 

state (equation 34). To obtain f{n)cj> , we right-multiply f(2)
0 

by a product of {n-2) creation operators. Using the same 

method we have applied to eliminate a.'s in f(2)~ and f(3)~J ·o ~o 

we can eliminate all a.'s in f(n)cp .
J 0 
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Lemma 5: 

Two representations with vacuum state are unitarily 

equivalent if the vacuum expectation values of any polynomial 

in the creation and annihilation operators are equal in b1o 

representations. 

Proof: 

This lemma is a consequence of a theorem in the theory 

of symmetric ring (Naimark, 1960) which states that a cyclic 

representation x + A with cyclic vector ¢ is uniquely determined
X 0 

to within unitarily equivalence by the positive functional f(x)= 

(A ~ ~ ) It is useful to illustrate this theorem for re­x'~'o''~'o · 

presentation of polynomial algebra of creation and annihilation 

operators. 

Let the vacuum state vector in the two representation 

H and H' be ¢ and cp' respectively. The vector in H and H' 
0 0 

are the closures of vectors of the form p(a*)¢ and p(a*)¢' . 
0 0 

We define a mapping from H to H' by assigning to each vector 

1/J. = p. (a * ) cp of H the vector 1/J'. = p. (a* ) ¢' of H'. We have 
1. 1. 0 1. 1. 0 

( 1/J • , 1/J • ) = (cpo , P . (a) P . (a* ) cpo )
1. J 1. J 

(35) 

and 

(36) 

where ph is a polynomial. If the vacuum expectation value 

of any polynomial of aa * in H is equal to that in H', then (35) 
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and (36) imply (~. ,~.) = (~'. ,~' .) • The mapping is thus an 
1 J 1 J 

unitary mapping. Furthermore, this mapping maps a dense set 

p(a*)¢ of H into a dense set p(a* ) ¢' of H', it can be 
0 0 

linearly extended to unitary mapping of H into H'. We conclude 

that the two representations are equivalent. 

Theorem 2: 

Every irreducible representation with a unique vacuum 

is unitarily equivalent to a representation given by the Green's 

ansaltz. 

Proof: 

Let ¢' be the unique vacuum which is the p time tensor 
0 

product of the vacuum of H. It is easy to verify that the Green's 

a.nsatzes give 

* tk I 1: tk I (37)aj ak ~ o = p ujk ~ o 

which coincides with (31). By lemma 1, all the anihilation 

operators in p(aa *)¢ and p(aa* )¢' can be eliminated in a unique
0 0 

way. Now, for free fields, all states p(a* )¢ (p(a* )¢' ) are 
. 0 0 

orthogonal to the vacuum ¢ (¢' ) so that lemma 1 leads to the 
0 0 

result that the expectation values of all p(aa*) in any represen­
p 

tation (with unique vacuum) are equal to those in~. By lemma 

2, all irreducible representations with a unique vacuum are 

unitarily equivalent to the representation (with vacuum} in ~H. 

So far, we only deal with the para-Fermi commutation 

relations in this section. For para-Bose commutation relation, 

we take H for the representation space of the commutation relations 
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b. *I ( 3 8)
J 

I I I I 

bj bk - bk bj = 0 (39) 

(a)' (a)'* (a)' (a)'*and define b. , b. as (3), (4). Clearly b. and b. 
J J J J 

satisfy 

*(a)'* (a)' (a)' (a)'* 
(4 0)bj bk - bk bk = ojk 

(a)' (a)' (a)' (a)' (41)bj bk - bk bj = 0 

. (a)' (S)*'J
b. I bk ( 42)

[ J . ­

Using a set of klein transformations (H. Araki, 1961), 

we can change b. (a)' to b. (a) and b. (a)'* to b. (a)* satisfying 
J J J J 

(25), (26) and {27) with all (-) sign changed to {+) sign. The 

a. and a. * defined as (28) and (29) satisfy the para Bose cornrnu-
J J 

tation relations. Lemma 1, Lemma 2, and theorem 2 hold also 

for para Bose case. 

3. Existance of para-Fermi Statistics 

In the representation given by Green's ansatzes , 

it is easy to verify, for para-Fermi case, that 

{a.) * n ¢ = 0 if n~p+l
J 0 

which exhibits the existance of para-Fermi statistics in which 

the maximal occupation number is p. As a verification of theorem 2, 

let us prove the existance of para-Fermi statistics in any 

representation with unique vacuum ¢ . 
0 

First, we verify the relation 

* n * n-1a(a ) ¢ = n (p-n+l) {a ) ¢ ( 43)
0 0 
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for para-Fermi case. In fact this relation is verified for 

n=l, n=2. Suppose-it is verified for n=3, 4 .•. m-1. We 

prove that it is verified for n=m. 

Let us right-multiply the equation 

a(a * ) 2 = - 2a * + 2a * a a * -(a* ) 2 a 

* m-2by (a ) to get 

* ma (a ) = 

Let this equation act on the vacuum state, using (43) for 

n=m-1, m-2, we have 

a(a) * m ¢ =[- 2 + 2(m-l) (p-m+2)
0 

* m-1- (m-2) (p-m+3)] (a ) ¢ 
0 

which is nothing but equation (43). 

Equation (43) shows that 

* na (a ) ¢ = 0 
0 

for n>p+l. Since ¢ is unique this implies
0 

n.:_p+l (44) 

where c is a constant,
n 
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Using again ( 4 3) ' we obtain 

lc 12 
= II j (p-j+l) (45)n j=l 

which shows that C = 0 for n~p+l. Consequently, (44) impliesn 

(a* )n <P = 0' n>p+l.
0 

Thus, for para-Fermi case, p is the maximum occupation number 

of the corresponding para-Fermi statistics. 



CHAPTER IX 


PARAFIELD THEORY 

This chapter is devoted to parafield theory based 

on Green's quantization and on the results of representation 

theory of Green's commutation relations in chapter VIII. 

We shall study parafields within the framework of Lagrangian 

theory and of axiomatic theory. 

1. 	 Lagrangian Parafield Theory 

a) Relativistic Parafields 

The method of quantization presented in chapter VII 

can easily be applied to a relativistic field theory. The 

Fourrier decompositions (VII-20) and (VII-21) should be 

extended to take account of the creation and annihilation 

operators of anti-particles bk * Then for the commutationand bk. 

* 	 *relation between ak and ak and for those between bk and bk 

one adopts the same commutation relations as in the non-

relativistic case. To obtain the commutation relations 

involving ak' ak'* bk and bk'* one can consider bk( or bk)* as 

one of the ak (or a£)* with a suffix different from any of 

those of the ak and then apply to commutation relations for 

* ak and 	ak. 

Contrary to the non-relativistic case where both para-

Fermi and parabose commutation relations can be applied to 

one and the same Schro~dinger field, there exists a generalized 

Pauli theorem concerning spin and statistics. {Kamefuchi 
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and Takahashi, 1962; Kamefuchi and Strahdee, 1963; Dell' 

Antonio, Greenberg and Sudarshan, 1964). This theorem* 

which we shall prove in section 2, states that tensor 

fields must be quantized according to the parabose scheme 

and spinor fields according to the parafermi scheme. 

Hence, for a scalar field ~(x), the following commutation 

relation hold 

[[¢ * (x), ¢(y)]+, ¢(z)] = -2li(x-z)¢(y) 

[[¢(x), ¢_(y)]+, ¢(z)] = 0 	 (1) 

and for a Dirac field ~(x) = {~~(x)}, 

[ [~rv (x), ~a (y)] , ~ (z)] = -2S (x-z) ~ 
"" ..., - Y 	 ay S 

(2) 


where li(x-z) and S (x-z) are the familiar Green's functions 
ay 

(distribution) encountered in the ordinary Bose and Fermi 

field theory. Further commutation relations can be obtained 

from (1) and (2) by taking the hermitian conjugate or using 

the Jacobi identity. 

Scharfstein (1963) realized that the commutation 

relations (1) and (2), at equal time, can be derived from 

* 	 The ordinary Pauli theorem (see, for example, Streat and 

Wightman, 1964, page 148) states that, if the parastatistics 

are excluded, tensor fields must be quantized by the commuta­

tion relation and spinor fields by the anti-commutation 

relation. 
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Schwinger action principle. Recalling that, in the context 

of Schwinger action principle, the generators G(~) (G(~)) 

-

and G(~) (G(~*)) which generate the infinitesimal transformation 

of the spinor field ~(x) (tensor field ~(x)) satisfy the 

following equations. 

[~(~), G(~)) = io~(X) 1 (3) 

(4)[~(x), G(~)J = -io~<:;> 

[~(~), G(1jj)] = [~(x), G(~)] = 0 (5) 

and similar equations for ¢(x), ¢ * (x), G(¢) - * and G(¢ ) 

Scharfstein showed that, if one defines 

G(l/J) = if [1jj (x) , y5 o~<?5>J_d 3x (6) 

G (~) = if h 5 ~ <?5>, o1jj(~)J d 3x (7) 

3*G ( ~) = f[~ (x) , o~<~>J+d x (8) 

3
G(~*)= [~ (x), o¢ * (~) )+d X (9) 

then eqns. (1) and (2), taking at equal time, are the 
·' 

solutions of eqns. (3), (4) and (5). He also proved the 

generalized Pauli theorem by showing that some inconsistency 

arises if in eqns. (6), (7), (8) and {9) the commutations 

(anti-commutators) are replaced by the anti-commutators 

(commutators) . 

The results of the representation theory of the 

para-commutation relations suggest that Green's ansatzes can 
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be applied to represent a relativistic parafield. Let 

(a)
¢ (x) , a=l, 2, .•• , p ,be a set of tensor fields obeying 

the commutation rules 

* 
[¢(a) (x), ¢(a) (y)] = .6 (x-y) 


[¢(a) (x)' ¢(a) (y)] = 0 (10) 


* 

Then 	a parabose field can be represented as 

¢ (x) 	 = ~ ¢ (a) (x) (11) 
a = 1 

The ¢(a) (x) are called Green components of the parabose 

field of order p. 

The same presentation (11) holds also for a parafermi 

field of order p with all (-) signs changed to (+) signs and 

l:l(x-y) changed to S(x-y). 

b) Case of Several Different Interacting Fields 

So far, we have considered only the case of a single 

free parafield. It is necessary to generalize the formalism 

to the more realistic case of several different interacting 

fields. 

In the conventional field theory, it is usually 

assumed that different spinor fields anti-commute while tensor 

fields commute with different tensor fields and spinor fields. 

such an arrangement is usually referred to as nomal case. 

Even within the framework of ordinary field theory, there are 
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also other possibilities. Some of the spinor fields may 

be allowed to commute with other spinor fields and some tensor 

fields may be allowed to anti-commute with other tensor 

fields or spinor fields. Such an arrangement is referred 

to as an anomalous case. A main difference of the anomalous 

case from the normal case is that, in general, additional 

restrictions have to be set on the interaction Hamiltonian 

in order to preserve locality, the practical consequence 

of which is the occurence of some additional conservation 

rules, module two. (Araki, 19 64) 

For parafields, there also exists the reciprocity 

relations between the form of the Hamiltonian and the cornmu­

tation relations between different fields. For example, 

as pointed out by Kamefuchi and Strathdee, the choice of 

the normal case as mentioned above for parafields would 

be inconsistent with the following equation deduced from 

relativistic invariance, 

where P is the 4~momentum operator, if one considers a 
11 

Fermi-type interaction between the spinor fields ~a, ~b··· 

It is thus necessary to generalize the commutation relation 

between parafields. The simplest generalization is probably 

the one made by Greenberg and Messiah who demand the following 

i) The left-hand side must have the form 



126 
with E, n = ± 1, and the right hand side must be linear 

(to preserve covariance). 

(ii) When the internal pair [A,B) refers to the 
E 

same field, its E must have the form related to the number 

operator (E = + 1 for para-Bose, E = -1 for para-Fermi) 

and it must commute with c(n=-1) if C refers to another field. 

(iii) These relations must be satisfied by ordinary 

Bose or Fermi fields. 

Applying these conditions, Greenberg and Messiah find 

the follmving set of commutation relations 

* [ [ak, a.R-)Ea, b ] = 0 (12a)
m 

[[ak, a.R-]Ea, b ] = 0 (12b)m 

[[ak, = 0*" a 
~ 

..R-J Ea, bm] (12c) 

[ [b , ~ a J _a 0 (12d)ak]n, = m 1 -nc 

[ [a .R,, * = b (12e)bm]n, ak]nEa 2nok.R- m 

where Ea, -Eb = ±1 depending whether the field ¢a (¢b) is of 

para-Bose type or para-Fermi type. The important point is 

that, owing to condition (iii), the same value n must be 

taken everywhere. The set of commutation relations corresponding 

to n = +1 is called relative para-Bose, that corresponding to 

n = -1 is called relative oara-Fermi. All other commutation 

relations can be obtained from the set (12) by hermitian 
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conjugate and by the generalized Jacobi identity 

The problem of finding Fock representations 

satisfying the commutation relations (1), (2) and (12) 

is solved by the following theorem due to Greenberg and 

Messiah (1964). 

Theorem 1: 

All Fock representations are given by Green's ansatzes 

p 
b = E (13)

k a=l 

where for each pair of components belonging to the same 

field, one assumes the commutation rules of Green's ansaltz 

(Section VIII-2) 1 i.e., the para-Bose rule if£= +1 and the 

para-Fermi rule if £ = -1 and for each pair a~a) 1 b~B). 

We assume the para-Bose rule if n = +1 and the para-Fermi 

rule if n = -ll that is 

[ (a) b (a) ] [ (a) b(a)*]= 01 0ak I ak I = m -n m 

(14)
[ (a) b ( S) ] [a (a) b(S)*]
ak I = 0 1 

I = 0, a ~ Skm n m n 

Proof: 

The proof follows the same line of argument as given 

in Section VIII-2. It consisting in proving that any re­

presentation with unique vacuum state satisfied the conditions 
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* (lSa)ak at <Po = P 8kt <Po 

*b b <Po = P 8mn <Po (lSb)m n 

* = 0 (lSc)ak b <Pom 

b * = 0 (15d)
m ak <Po 

which are satisfied by Green's ansaltzes and in applying 

lemma 4 and lemma 5 of section VIII-2. 

Conditions (15) can be proved by letting (12d) , 

with a and b interchanged, act on the vacuum state, 

From the uniqueness of the vacuum state, one has 

a k b m 
* <P o = ckm <Po 

Using (1) and (2) in terms of ak * and bk' one gets 

* * -2Ea * (16)[[ak, at]Ea, a£ bm] _ = ak b 
m 

and using 

* p (a)=ak a£ <Po okt <Po 

b b * <P = p (h) 0 <Pom 11 0 mn 

obtained by letting (1) and (2) act on the vacuum, the 

two members of (f6) applied to <P give
0 
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which proves (..). (~) is proved in the same way. 

Equation 

applied to <Po' taking account of (15 C) 1 (lSd) gives 

0 = (ak * ak * - b m bm)<Po 

= (p (a) - p(b))¢ 
0 

hence 

and (lSa) and (lSb) are proved. (QED) 

An important point of theorem 1 is that all the 

parafields must have the same order p. Therefore, the 

commutation relations (12) should be applied only to para­

fields of the same order. 

Different commutation relations must be adopted 

for parafields of different orders. It is assumed they 

commute or anti-commute. 

The fields are divided into families, each containing 

all parafields of the same order p. The normal commutation 

relations are determined uniquely by the conditions: 

(i) Inside a family the relative commutation rules 

are all para (trilinear type) . 
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(ii) The relative rules are of Fermi-type if 

and only if both fields are Fermi or para-Fermi. 

Each fields can be expanded into Green's components 

as 

Pi 
<f>. (x) = E <P~a) (x) (17) 
~ a=l ~ 

The normal commutation rules can then be expressed in a 

general form as 
~'-' . . 
~J 

<t> ~a) (x) <t>~S) (y) = (-) <t> ~S) (y) <t> ~a) (x) 
~ J J ~ 

for (x-y) 2 <0, where, cS 
pipj 

and cSaS are Kronecker symbols 

and 'C. . is a function which takes 0 when both $~a) and ~~S)
~J ~ J 

are Bose fields or when one of them is a Bose field and 

takes 1 when both of them are Fermi fields. 

The Hilbert space G in which Green's component fields 

act is larger than the physical Hilbert space H in which the 

parafields act. It is believed that G has no physical inter­

pretation but is only a convenient mathematical space for 

physical description. 

c) Observability of Parafields 

We have seen that, within' the framework of Lagrangian 

theory, a parafield can be expanded in terms of a set 

of Bose of Fermi fields obeying anomalous commutation 

relations. On the other hand, it has been shown (Kinoshita, 

1958; Araki, 1961) that a set of Bose and Fermi fields 
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obeying anomalous commutation relations can be transformed 

into a set of Bose and Fermi fields obeying the normal 

commutation relations by a set of Klein transformations (Klein, 

1938}. These Klein transformations 1/J~a} (x)~ \jJ~a}'(x},
1 1 

contrary to the symmetries, cannot be represented by unitary 

or anti-unitary operators so that the fields \jJ~a} '(x} are 
1 

in general physically distinct from the fields \jJ~a}. A 
1 

question arises whether the field 
p,

1 

\jJ (x} = l: 1/J~a}(x} 

i a=l 1 


and the field 

p.
1 

1/J'(x} = l: 1/J~a}'(x} (18}
1i a=l 

are physically distinct.In other words, we want to ask 

the following question. If, in the parafield theory, a 

certain function, say F(ljJJ is observable and corresponds 

to certain well-defined measurement in the laboratory, then 

the Klein transformations can be regarded as leading to a 

new theory in which F[\jJ'] corresponds to the very set of 

measurement. De the two theorie's predict the same result 

for all experiments? To answer this question, a detailed 

knowledge of the observables in the theory is required. In 

general, there is not much change that the two theories are 

physically equivalent (Streater and Wightman, 1964). 

We shall study the case of a single interacting para-Fermi 

field. 

http:distinct.In
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Since all relevant informations can be derived from 

the S-matrix, we study the transformation property of the 

S-matrix under the Klein transformations. In the inter­

action picture, the S-matrix is written formally as 

4S = P exp{ -ifd x H (x) (19)
- I 

where Hy(x) is the interaction Hamiltonian written in 

terms of the free field. We require that H (x) satisfies 
I 

the locality (or integrability condition), 

[H (x), H (y)] = 0 for (x-y) 2 <0 (20)
I l ­

in the space H. In order that the theory be a local 

Lagrangian field theory, we must require further that locality 

should hold also between ¢(x) and Hr(x) in the space H, i.e~ 

2[¢ (x), H I(y)] _ = 0 for (x-y) <o (21) 

(It is known (Takahashi and Umezawa, 1953) a theory which 

satisfied (20) but not (21) leads to essentially non-local 

results). 

Because Araki, Greenberg and Toll (1966) have 

already shown that locality in H is equivalent to locality 

in G, we can express equations (19) and (20) in terms of Green's 

components via Green's ansaltz. Hence, eqn. (19) and (20) yield 

r = 0 

m,m' 


r E [1jJ (a) (x), H (m) (1jJ (S) (y))] = 0 

a=l m I 
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where (m) labels those terms of H (x) which are generated 
I 

by Green's ansaltz. Ohnuki and Kamefuchi (1968) show that 

(20 1 ) and (211 ) imply 

Theorem 2: 

H (x) consists only of terms of the type [~(x) ,~(x)J ~ 
I 

[~(x) ,~(x)]_ ..• [~{x) ,~(x)J_ where ~(x) stands for either 

~ (x) or ~ (x) • 

Now, the Klein transformation defines, for some set 

of ~(a) , ~(a.) ' (x) = -ljj (a) (x) if the domain of definition of 

that very set belong to some part of G. Under such a trans­

formation, [~(x) ,~(x)J in general is changed, so HI is 

qhanged, hence the S-matrix is changed. I.e., the theory in 

which ~(x) is replaced by ~' (x) predicts different result 

for S-matrix. But ~' (x) is just an ordinary Fermi field, 

the parafield ~(x) is physically distinct from a Fermi field. 

In other words, the paraphermia is physically observable~ 

experiment can in principle tell us whether a particle is 

just boson or fermion or a paraparticles. 

2. Axiomatic Parafield Theory 

Consider a field ¢(x) satisfying the Wightman Axioms 

about the domain D and continuity, the Lorentz transformation 

law and the local commuta.tillt't 'j 

[l!J(f) 1 ~(g) J±' 1/J(h)] = 0 

if the support of f and the support of g are space-likely 

separated from the support of h (i.e. f(x)h(y) = 0 and 
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2g(x)h(y) = 0 if (x-y) <0) when the left hand side is applied 

to any vector in D, where ~ may stand for its self-adjoint 

~ * • In terms of unsmeared field, the local commu.t!l!. t I V, r j-
axioms is simply 

[[~(x), ~(y)]±, ~(z)] = 0 

(22) 


We have seen that a free parafield admits the Green 

expansion (17) as a result of Chapter VIII. For interacting 

parafields, it is not known whether the local commutativity 

postulate does imply an expansion as (17). The expansion, 

however, satisfies. (22) so that it can be used·to define a 

special class of interacting parafields which we shall 

call special parafields. 

We remark that the special parafield theory involves 

a set of Bose and Fermi fields obeying anomalous commutation 

rules. As already stated, such a theory can be transformed 

to a theory with normal commutation rules by means of a 

set of Klein transformations without changing the physical 

content (all vacuum expectation values are changed by a factor 

±1) so that the connection between spin statistics and 

T.C.P. theorem also hold in the anomalous case. Because the 

special parafield theory is a sub-theory of ordinary Bose 

and Fermi fields obeying anomalous commutativity, we obtain 

Theorem 3: 

"The usual connection between spin and statistics 

and the T.C.P. theorem holds for special para-Bose and para-

Fermi fields." 



135 

This theorem has also been proved by Dell'Antonio, 

Greenberg and Sudarshan (1964) without relying on the Klein 

transformations. 

For non-special parafields, the theorem is not 

obvious although all properties of the Wightman functions 

which do not depend on the local commutivity still hold. 

Let us consider the case of Volkov's parafield satisfying 

the local commutativity as follows 

~(x)~(y)~(z)± ~(z)~(y)~(x) = 0 (2 3) 

2 2(x-z) <0, (y-z) <0 

which is the generalization of a Lagrangian parafield of 

order 2 (see equation VII-42) . 

Consider, in particular, the relation 

~(x)~ * (y)~(z) ± ~(z)~ * (y)~(x) = 0 

2 . 2
(x-y) <0, (y-z) <0 (24) 

Using the cluster decomposition property* , we find that 

(2 4) implies 

[(1/Jo' ~(x) ~ * (y) 1/Jo) ± (l)Jo' ~ * (y) ~(x) 1/Jol (1/Jo' ~(z) 1/Jo) = 0 

(2 5) 

* See Streater and Wightman (1964), page 111 
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(26) 

where ~0 is the vacuum state vector. It is known that if ~0 
is invariant under the proper Lorentz group then (~ ,¢(x)~ )

0 0 

vanishes for all field other than a proper scalar field * • 

Thus, for a proper scalar field, (25) requires 

The argument used in the proof of the spin statistics 

theorem for ordinary fields can be repeated here to show 

that (26) implies 

Theorem 4: 

"The (-) sign in (23) must be chosen for a proper 

scalar field, i.e., the spin statistic theorem holdS for 

proper scalar fields". 

Now, let us see whether (24) implies weak locality 

condition, i.e. 

(~o 11 ¢(xl) ¢(x2) · · • ¢(xn)~o) =±(~o' ¢(xn) · ·· ¢(x2) ¢(xl)~o) 

(2 7) 

for all (x. - x.) 2<0. 
l J 

Because equation (18) implies that the vacuum 

expectation value of any product. of fields is changed by a 

factor ±1 under any interchange of 2 fields at odd or even 

positions, (27) is satisfied if n is odd (one check this by 

reversing the orders of all fields at odd positions then at 

even positions). However, this is not true for even n as seen 

* See Roman (1970), page 284, problem 5.1. 
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from the simple example 

(1jJo' <l>(xl) ¢(x2) ¢(x3) ¢(x4)1/Jo) = 

± ( 1jJ0 1 ¢ (X1 ) ¢ (X4 ) ¢ (X3 ) ¢ (X2 )1)!0) 

where it is not possible to pull 1jJ(x ) to the extreme right
1 

of the product of fields. Thus, because we do not know the 

rule for interchanging a field at even position with a field 

at odd position, we cannot obtain (27) for even n. Thus, 

we cannot assert whether the weak local condition is satisfied 

by parafields of order 2. 



CHAPTER X 

CORRESPONDENCE BETWEEN THE FIRST AND SECOND 


QUANTIZATION THEORIES 


1. States of N Paraparticles in Parafield Theory 

In the ordinary field theory, the states ak* ak* 
1 2 

ak * IO> form a complete set in the space1f, the Hilbert 
N 

space of dynamical states of N quanta of the field .. That 

is, 

•
l /dK * * (1)1 = - M ak ak ak IO><Oiak 
1 2 N N 

so that a normalized N particle state is given by 

(2) 

where M is the normalization constant and dK stands for 

1/J ( k 1 ' k 2 ' . . • kN) 

Furthermore, in ordinary field theory, the normalized function 

1/J(k1 
, k 2 , ... kN) has the same permutation property as the 

wavefunction of N identical particles so that the former can 

be identified with the latter. The ordinary field theory is 

completely equivalent to the quantum mechanical theory of 

identical bosons or fermions. 

In parafield theory, we expect that (1) also holds, 

138 
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and hence (2), because it is a result of the irreducibility 

of the operators ak, ak* and the self adjointness of the 

number operator. For N=3 and for para-Fermi fields of 

order 1 and 2, eqn. (1) can be verified as follows. Using 

the relation 

ak lo> = 0 

and the commutation relations, we obtain 

* * * 
<Oja.a.akana a IO> = 

J. J ;v m n 


(p.:..2) [p (p-2) ok o. o. + pok o. o. 1 

m Jn 1 1 m JQ,l.n 

+ (p-2 > ok [p (p-2 > o . o. + po . o. 1 
n J m J. Q, J 2 J.m 


+pok n [p (p-2) 0 . 0. + po . 0. ]
;v Jn 1m Jm 1n 


-2okn [p(p-2)o.no. + po. o. 0 ]
J.>V 1m Jill J.~, 

from which it follows that 

* * * * * * 
1 Jdidjdkaka.a. IO><O!a.a.aka 0 a a IO>
M Jl. l.J ;vmn 

1 *** *** 
= M {(p-2) [p(p-2) a a an+ p a ana]m n ;v m ;v m 

(3) 


http:p(p-2)o.no
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For a para-Fermi field of order 1, 

and 

p = 1 

the right hand side of eqn. 3 is * * * a 0 a a jO>
"" m n 

if we take M = 2. 

For a para-Fermi field of order 2, 

ana a + a a an = 0 .... m n n m "" 

p = 2 

* * * The right hand side of (3) is again a9,aman!O> if we take 

M = 8. 

Thus, the state I~> given by (2) can be taken as 

the definition of an N-parapartic1e state in parafield theory. 

2. Permutation Symmetry in Parafie1d Theory 

As in the first quantization theory, we shall write 

an N-particle state as 

* * * IK> = IO>ak. ak. ak. 
11 12 1N 

= lk. k. k. > 
11 12 1N 

1 2 N )

k. k. k. (4)= 

11 12 1N 

where the numbers 1,2, N of the first line in the bracket 

indicate the position of ak. * 
I 

* , • • • I 
* in the state IK>.ak. ak. 

11 12 1N 
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then we can define a place permutation operator as follows 

(5) 

-1
2 ••• CJ 

u (cr) IK> = 
k. . . . ~1 

Contrary to the ordinary field theory, the application 

of the U(cr) in general yields independent states, i.e., 

the U (cr) IK> are, in general, linearly independent. We shall 

show in this section that, unlike in the first quantization 

theory, the U(cr) do not define multi-dimensional representations 

of SN in the second quantization theory. 

We consider first a para-Fermi field of order 2 

satisfying the commutation relation: 

* * * * * * aka!am + ana!ak = 0 (5) 

Suppose that a representation of SN can be built up from 

vectors of the form I¢>=~ a(cr) U(cr) IK>. Relation (5) 

implies that a permutation of two creation operators at 

even positions or at odd positions in the states U{cr) IK> 

changes them by a factor -1. i.e. 

U(i, i+2) I¢> =-I¢> , i=l,2 ...N-2 

Clearly, all the permutations (i, i+2) must be represented 

by the operator -1, where 1 is the unit operator. In other 

words, the representation must be unfaithful. As is well ­

knmvn, a representation of a group is a homomorphism of the 



142 


group to a set of operators. The kernel of the homomorphism 

must always be an invariant subgroup. If the kernel consists 

of the unit element only, this is a faithful representation, 

and if otherwise the representation is not faithful. On 

the other hand, the invariant subgroup~are completely known 

as listed in Appendix C. The irreducible representations 

of SN whose kernel is SN or~ is, of course, the identity 

or the alternating representation. For N f 4, it can be 

concluded on account of Appendix C that an unfaithful 

representation must be either the identity representation 

or the alternating representation, i.e., a one-dimensional 

representation. This result is well-known.* Thus, the 

representations of SN defined by the U(a), if existing in the 

Hilbert space of para-Fermi field of order 2, cannot be 

multi-dimensional. 

The proof can be proceeded in the same way for a 

paraBose field of order 2 by observing that the commutation 

relation,in this case, implies that a permutation of two 

creation operators at even or odd positions do not change 

the u (a) IK>. 

The proof can be easily generalized for parafields 

of any order following an observation made by Green (1953) 

that, for parafields of order p, the creation operators in 

the U(a) IK> are divided into p groups such that the exchange 

* See for example Boerner (1963) 
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of two creation operators in the same group changes the 

U(cr) IK> only by a factor of ±1. (+1 for paraBose fields 

and -1 for para-Fermi fields (two creation operators in 

the same group are always separated by p creation operators) • 

Green's observation also allows us to conclude 

that the Hilbert space of paraBose fields supports only 

the identity representation of SN and that of para-Fermi 

fields only the alternating representation. 

Thus, the second quantization theory of para­

particles is not equivalent to the first quantization theory. 

The quantum mechanical theory Hilbert space always supportS 

a multi-dimensional representation of SN defined by the U(cr) 

whereas the quantum field Hilbert space does not. 

The fact that the U(cr) may not be unitarily represented 

in the second quantized Hilbert space was first observed by 

Galindo and Yndurain (1963). Yamada (1968) provided a proof 

of the non-equivalence between the first and the second 

quantization theory of para-particles. Our proof is similar 

to but simpler than Yamada's. 

3. 	 Particle Permutation Operators in First and Second 

Quantization Theories of Paraparticles 

It is possible to define~ both in first and second 

quantization theories, a different kind of permutation 

operators, called the particle permutation operators (Landshoff 

and Stapp, 1967; Yamada, 1968), as follows 
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1 21 2 . . . N 
V (cr) (6)k. k.= 

... :. )k. k. 1 1 1Jk. crl cr2 crN11 12 lN 

The following discussion is applied for both first and 

second quantization theories, except when otherwise stated. 

A particle permutation operator V(cr) replaces 

k. by k. whatever the position of k. is. Clearly, the1 1 1 m crm m 
particle permutation operators depend on the way in which 

we label the k. by the symbols . . . iN. Consideril' i2'l 

for example the three particle state lkl k2 k3>. If we 

label k 1 by k. ' 11 k2 by k. 
12 

and k3 by k. '13 
then 

(7) 

However, if we label k by k. , k by k. and k by k. then
1 2 312 13 11 

which is different from eqn. (7). It has been suggested by 

Stolt and Taylor (1970) that one can define the particle 

permutation operators with the aid of the labelling satisfying 

the condition 



I 

145 


assuming that a certain ordering of the k. has been adopted.
J. 

,t

/\ 	 However, as noted by Steinmann (1971). this still does not 

determine the particle permutation operators uniquely 

because the equal k. can be labelled by the i. in many different 
J. J 

ways. For example, consider the state lk k k >and suppose
1 2 2

k > k • One can write this state as lk. k. k. > or equally2 1 1 1 1 2 1 3 
well as lk. k. k. > (with k. = kl, k. = k. = k2)

1 1 1 3 1 2 1 1 1
2 1 3 

and obtain different results for the V(o). For this reason, 

Steinmann (1971) rejected any physical interpretation of 

the V(o) although they may be useful sometimes in some 

calculations. * 

Despite this difficulty with the V(o), one finds a good 
I 

('~' c. 

deal of works on the connection between the first~,quantization 

theor~ '\Arhich made use of the V(o) (Landshoff and Stapp, 1967;1 
Ohnuki and Kamefuchi, 1969; Hartle and Taylor, 1969; Carpenter, 

1970; Ohnuki and Kamefuchi, 1971). The idea was to classify 

the second quantized N-paraparticle states into irreducible 

representations of SN defined by the V(o), assuming that these 

representations exist, exactly in the same fashion as the 

classification of the first quantized N-paraparticle states 

into irreducible representations of SN defined by the U(o) 

(See Chapter III). The correspondence between the first 

quantized states and the second quantized states was proposed 

* 	 For example, Dirac (1930) found that the V(o) are convenient 

variables in the determination of the energy level of 

N electrons to first order in perturbation method. 
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by adopting the same classification with the aid of particle 

permutation operators for both first and second quantization 

theories. A second quantized state belonging to an irreducible 

representation (defined by the V(o)) corresponds to a first 

quantized state belonging to the same irreducible representation, 

also defined by the V(o). 

Leaving aside the question of physical interpretation 

of the V(o), we wish to raise an objection to the correspondence 

between the first and the second quantization theories, as 

proposed in the literature, by showing that the particle per­

mutation operators do not, in general, define multi-dimensional 

representations of SN' both in first and second quantization 

theories. 

It sufficies to consider an N-particle state jK> in 

which some of the k. are equal. We suppose, for definite, 
l.j 

that k. = k. = ... = k .. Let SM be the group of permutations 
J..M1 1 1 2 

of 1,2, ••• M. If the subspace JeN[K] spanned by the V(o) IK> 

supports a representation of SN defined by the V(o), then all 

the a £ SM must be represented by the unit operator because 

the permutations over the equal k. do not change the vectors 
J.., 

J 
at all. Therefore, the representation is unfaithful. Such 

a representation, as proved in section 1, is not multi ­

dimensional. 

NThus, the space J-t of second quantized states (or 

first states) contains subspaces which do not support multi ­
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dimensional representations of SN defined by the V(0). This 

observation, of course, questions the valadity of numerous 

published results concerning the correspondence between the 

first and second quantization theories of paraparticles. 

4. Right Regular Representations 

The particle permutation operators are frequently 

identified with the permutation operators U' (A) defined as 

follows 

0 N-1 ) 
U' (A) = 

k. 
1. TIN . 

-1 
A2 •••0 

k. 
1.'112 (8) 

This identification, however, should be understood properly: 

Consider the action of a particle perrnutation.operator 

on a vector of the form 

jX[K]> = ~ a(0) U(0) IK>, 
0 

i.e., consider 

V(;r) jx[K]> = ~ a(0) V(n) U(0) IK> (9) 
0 


Previously, we have pointed out that there is an "ernbarras 


du choix" for the V(n) if some of the k. in IK> are equal.

1.. 

J 
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To avoid this difficulty, we consider only the case for 

which all the k. in IK> are distinct 
1. 

J 

It is usually believed that 


[U(0), V(1T)] = 0 (9) 

for all 0 and 1T, both in first and second quantization theories 

of paraparticles, so that one can write (9) as 

V(1r) lx[K]> = L: a(0) U(0) V(1T) jK> (10) 
(J 

It can be seen easily that, for each V ( n) IK>., there exists 

a 0 £ such that 
Tf 

V(n) IK> = u ( 0 ) IK> (11)
Tf 

Hence, (10) writes as 

V(n)IX[K]> = L: a(0) U(0) U(0 ) jK>
1T 

0 

= U' ( 0 ) IK> (12)
Tf 

This shows that a particle permutation operator is just an 

operator U' (A). 

The operators U' (A) coincide with the operators V(n) 

for those IK> in which all the k. are distinct but the U' (A)
1. 

J 
are determined unambigously also for those IK> with some equal 

k. • This suggests that we should consider the operators
1. 

J 
U' (A) instead of the V(n). However, in doing this, we face 

two difficulties: 

(i) Looking at eqn. (12), we see that the commutation 
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relations 	do impose some relations between the U' (A), as they 

< 	do between the U(cr) (in eqn. (12), all the U{cr'IT) IK> are not 

linearly independent because of the commutation relations). 

Like the U(cr), these relations imply that multi-dimensional 

representations * defined by the U' (A) do not exist in the 

Hilbert space of second quantized states of paraparticles. 

(ii) Following the same line of reasoning as in the 

last two paragraphs of section 3, we can show that, when 

some of the k. in IK> are equal, there exists no multi ­
1. 

J 
dimensional representation defined by the U' (A) (eqn. (12) 

implies that U(cr'IT} IK> = IK> if cr'IT is a permutation of the 

places occupied by equal k. ) . 
l. 

J 
Result (i) questions the validity of eqn. (9) in 

the second quantization theory.· To see this, we shall 

show that if eqn. (9) holds any representation defined by 

the V(rr) must coincide with a representation defined by the 

U' (A). In fact, consider a representation defined by the 

V(rr) and given by the base {!ei[K]>}, i=l,2, ... h, 

lei[K]> = 	 l: ei(rr) V(1r) IK> (13) 
'IT 

iwhere e (rr} are scalars(We suppo~e again that all the 

k. 	 in K are distinct}. According to eqn. (10}, eqn. (13)
l. 

J 

* These representations, if existing, coincide with the 

right regular representation of SN, a mathematical terminology 

in the algebraic representation theory of SN. 
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Qan be written as 

lei[K]> = 	l: ei(rr) U(arr) IK> (14) 
'IT 

Now if eqn. (9) holds, we have from ( :3 .) 

Again, eqn. (11) yields 

= l: 
7T 

This means that the base {lei[K]>} constitutes also a 

representation defined by the U' (cr). I.e. if no multi ­

dimensional representation defined by the U' (cr) exists then 

neither does a multi-dimensional representation defined by the 

V(rr). However, it is quite easy to construct a multi ­

dimensional representation defined by the V(rr). For example, 

consider a three particle state of a para-Fermi field of 

order 2 

lk. k. k. > * * * IO>, k. k. k.= ak. ak. ak. 	 f -1
1.1 1.2 1.3 	 1.1 1.2 1.31.1 1.2 1.3 

and consider 

lel> * * * IO> * * * IO>= ak. ak. ak. = - ak. ak. ak. 
1.1 1.2 1.3 	 1.3 1.2 1.1 

le2> * * * IO> - * * * = ak. ak. ak. = ak. ak. ak. IO> 
1.2 1.3 1.1 1.1 1.3 1.2 

3le > = ak. * ak. * ak. * I > = - ak. * ak. * ak. * IO> 
1.3 1.1 1.2 	 1.2 1.1 1.3 
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Let 

...1 

lei> = -- [lel>+le2>+1e3>]


13 

le~? = --1 [je2 >-le >J312 

2 1 
le3> = 3 [I e 

1
>- 2 <lel>+le2>] 

It is easy to check that le{> constitutes a one dimensional 

representation defined by the V(TI) le 1 > and Ie 1 > 
2 3 

constitute a two-dimensional representation defined by the 

V(TI). This example suggests that eqn. (9) is violated in 

the second quantization theory. In fact, for a para-Fermi field 

of order e, we have 

so that 

U(l2) V(l3) lk. k. k. > (15)
11 12 13 

On the other hand 

Comparing this with (15) we have 

U(12) V(l3) =I V(l3) U(l2} 

which violates eqn. (9). 
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Thus, if the commutation relations are applied 

at each stage of the calculation, the particle permutation 

operators do not commute with the place permutation 

operators in the second quantization,theory. 



CHAPTER XI 

CONCLUSIONS 

We have seen in chapter II that the Symmetrization 

Postulate (S.P.) is related to the assumption that there ex­

ists a complete set of commuting observables characterizing 

a maximal observation. More precisely, the maximal obser­

vation is compatible with the existance of the superselect­

ion rule connected with the commuting supersymmetries which, 

when applied to the U(o), lead to the S.P. Besides the quest~on 

of Whether the .mathematical techniques employed to arrive at 

this result were physically appropriate' we agreed with Messiah 

and Greenberg that the assumption about maximal observation 

was too strong to be verified in the present status of Quantum 

Mechanics and experimental technique. 

We then formulated, in chapter III, a theory of identi­

cal particles not obeying S.P. in the language of the alge­

braic representation theory of finite groups. We begin by 

classifying the states of identical particles into the two-

sided ideals of the group algebra which accepts the U(o) 

as a base (a two-sided ideal contains a whole class of I.R.'s 

of~): each two-sided ideal corresponds to a symmetry type 

of identical particle states. We distinguished the "physical" 

scalar product of the many-body problem Hilbert space HN 

from the cartesian scalar product and emphasized that it 

is the former, but not the latter, which determines the 
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physical properties of the particles. We found that, with re­

spect to the physical scalar product, states of different sy­

mmetry types, and only these, are always orthogonal and that 

there exists a superselection rule operating between tne symm­

etry types. This superselection rule is, however, connected 

with the non-commuting supersymmetries, which shows_that the 

assumption about maximal observation, though compatible with 

the superselection rules, is by no means responsible for the 

existance of all s~perselection rules. It is also well-known 

but its derivation as found in the literature based on Schur's 

le~~a ,we criticized, is quite unsatisfactory due to the in­

clusion of the equivalent I.R's into our physical problem. 

We remarked that this inclusion renders invalid the state­

ment, also usually found in the literature, that the expec­

tation value of a physical observable is the same for all 

normalized states belonging to an irreducible representation 

of S~ (defined by the place permutation operators) . This re­

mark had been subsequently confirmed by our calculation of 

the matrix representing a physical observable. We pointed 

out that, with respect to the base chosen for the theory 

of paraparticles, the elements of this matrix are not the 

"physical" matrix elements of the observables (for example, 

the diagonal elements are not the expectation values of the 

observables). The reason for this is that the basis vectors 

are not ·always mutually orthogonal with respect to the phy­

sical scalar products. It seems to us that this simple but 

important point has not been recognized. Consequently, the 
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structure of the theory of paraparticles is quite different 

from what is usually believed. In examining the extent to 

which the state of a paraparticle system can be prepared by 

experiment,we only assumed that the symmetry type is phy­

sically observable. We agreed with Messiah and Greenberg 

that the most complete preparation is acheived if it yields 

the result that the state belongs to a common eigensubspace 

of a set of commuting observables. However, we did not find 

any reason to anticipate that the eigensubspace is irreducible 

with respect to the U(cr). Moreover, even if we did,tne theory 

does not possess the property of the generalized rays, namely, 

measurable results do not depend on which rays of a general­

ized ray is chosen to represent the state. Our statement, 

which concerns the least complete preparation rather than 

the most complete one, has been that the eigensubspace is the 

non-zero eigenvalued eigensubspace of the projection operator 

onto a symmetry type. We think that, for paraparticles, it 

might be necessary to represent the state by a density matrix 

as shown in Chapter III rather than by a ray. In tpe density 

matrix description, however, the indistinguishability postulate 

is only one solution of the indistinguishability of identical 

particles, another solution could be the permutation invariance 

of the density matrices. A theory of identical particles 

could be built up from the permutation invariance of the 

density matrices. 

In chapter IV, we found that the idistinguishability 
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postulate is incompatible with the cluster property for para­

statistics. Our result agrees with Steinmann's but not with 

Arons' and Hartle and Taylor's. Our approach made more direct 

use of the indistinguishability postulate than these authors', 

therefore, our result should be more unambigous. Furthermore, 

these authors relied on the property of the generalized rays 
. 

which, as we have repeatedly stated is not valid for every 

measurement. Upon reconsidering Steinmann's argument, we found 

that it is valid and leads to our result only under special 

assumption about the orthogonality property of the 3-particle 

wavefunction. Our approach, furthermore, offers a very easy 

generalization to N-particle systems. ,While quite sure that 

the indistinguishability postulate is incompatible in the 

cluster property, we did not claim that this constitutes a 

proof of the symmetrization postulate. On the contrary, we 

think that it is necessary, or perhaps more correct,to use 

the theory in which the state is represented by a permutation 

invariant density matrix. No incompatibility with the cluster 

assumption arises in such a theory. 

In chapter V, in establishing the connection between 

the permutation symmetry types and the intermediate statistics 

(which we called statistics of order p) , we found that many 

symmetry types correspond to the same intermediate statis­

tics and that the conditions which define these statistics are 

too restrictive for physical applications. Thus, it is more 
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physically reasonable to classify paraparticles according 

to the permutation symmetry types than the statistics. We 

argued that Stolt and Taylor's classification of para­

particles into I.R's of SN is self-consistent by showing 

that the outer product of two I .R. 1 s '=<>rresponding to one 

kind of paraparticles always contains at least one I.R. 

corresponding to the same kind of paraparticles. 

In chapter Vl, we studied the implication of the in­

distinguishability postulate in systems with variable numbers 

of particles. We found that the well-known selection rule 

first derived by Messiah and Greenberg, remains applicable in our 

theory and then derived a selection rule which we called 

Carpenter's selection due to its similarity with that obtained 

by Carpenter for S-matrix in Landshoff and Stapp's theory. 

This selection rule, which states that an N-particle system 

of a certain symmetry type can make transition to an M-par­

ticle state of one and only one symmetry type, is capable of 

explaining the observed fact that electrons for example are 

always fermions. We do not take this selection rule for a 

superselection rule for, due to the cluster property, we do 

not wish to impose the indistinguishability postulate on all 

physical observables, although it-can be imposed on the evo­

lution operator (of course, with the aid of the projection 

operators onto subspaces of fixed number of particles). 

We began our discussion of Parafield Theory in 

chapter VII in which we reviewed various schemes of second 
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quantization with the emphasis on Green's and Kamefuchi and 

Takahashi's methods. Kamefuchi and Takahashi's method, while 

capable of accounting for the paracommutation relations, a:so 

yields different commutation relations (C.R.). In this con­

nection, we recall that it has been shown (Ohmuki, 1966) that 

bound states of particles associated to the paracommutation 

relations do not obey the para C.R.'s. It is interesting to 

find out whether they obey other C.R. 's obtained by Kamefuchi 

and Takahashi's method. 

In chapter VIII, we studied the discrete representa­

tions of the parafermi C.R. 's following the method of Wightman 

and Schweber and focussed our attention on the representation 

given by Green's ansatzes. We have exhibited an infinite 

number of inequivalent I .R. 's among them only the Pock I .R. 

used in the second quantization theory possesses a unique vacuum 

state. We showed that the representation given by Green's 

ansatzes are those induced by representations of the anti C. R. 

or the C. R. in the tensor power space ~PH of the representa­

tion space H of the (anti). C.R. In particular, we illustrated 

in details the proof of a theorem, due to Greenberg and Messiah, 

which states that Green's ansatzes exhaust all I.R. 's of the para 

C.R.'s with a unique vacuum. Finally, as a verification of this 

theorem, we proved the existance of parafermi statistics in 

any Pock representations. 

In chapter IX, we studied the class of parafields 

generated by Green's ansatzes with the aid of the Klein 
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transformations. We made it clear that, although a parafield 

theory can be transformed to a theory of ordinary Bose and 

Fermi fields, a parafield theory predicts different results 

from the same theory in which every parafields are replaced by 

ordinary fields. This means that it is possible to determine 

experimentally whether a particle is associated with a para­

field or an ordinary field. However, a physical significance 

of Green's ansatzes would be that parafields may not describe 

the true paraparticles but instead particles with some hidden 

variables reflected in the Green component fields. One of our 

results asserts that these hidden variables yie.ld observable 

effects. 

In chapter X., perhaps our most significant "result" 

was the awareness that many published results concerning the 

correspondence betwen the first and the second quantization 

theories cannot be trusted. The reason for this is that 

these results have been obtained by heavy use of the group­

theoretical properties of the particle permutation operators, 

but we have showed that these operators do not define multidimen­

sional representations of SN. Our analysis admittedly is scanty 

but have clarified many aspects of the particle permutation 

operators which we think, have been a source of confusions. 

The particle permutation operators usually identified with 

the right regular representations of the place permutation 

operators, but strangely enough, it has not been recognized 

that, in the second quantization theories, the para C.R.'s impl)' 

the same thing for both left and right regular representations: 
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no multidimensional representations of SN exist. We have 

adopted Yamada' definition of particle permutation operators 

which we believe expresses precisely what the people mean by 

particle permutation operators. It turns out that, in the 

first quantization theory where the particle permutation opera­

tors coincide with the operators defining the right regular 

representation, whenever the particle permutation operators 

can be defined unambigously (in many cases, we are faced with an 

"embarras du choix" for the particle permutation operators) . 

The fact that multidimensional representations of SN do not 

exist in the right regular representation in the second quan­

tization theory has suggested to us, and we have verified, that 

the particle permutation operators do not commute with the place 

permutation operators in this theory. This is also a differ­

ence between the first quantization theory and the second 

quantization theory. 

In summary, we have gained an insight into the struc­

tures of the first and the second quantization theories of 

paraparticles. Several confusions in the first quantization 

theories, the significence and applications of Green's ansatzes, 

and the nature of the permutation operators in the two theories 

have been clarified. While having not attempted an answer 

to the question of whether any existing elementary particles 

are para, we have made it quite clear that the attempts to 

rule out parastatistics have not been successful. 
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APPENDIX A 


SOME RESULTS OF THE ALGEBRAIC REPRESENTATION THEORY 
OF A FINITE GROUP 

In this appendix, we summarize some results of the 

theory of group algebra of a finite group which are relevant 

for our discussion in Chapter III. We shall not give proofs 

to all our statements since they can all be found in the literaturet 

The vector space Jlt constructed on the basis formed 

by the elements of a finite group G is called the group 

algebra of G. An element of 1f is of the form 

X= E a(a)a, a £ G (A.l) 
a 

a(a) 's are constants. 

There can exist, within the algebra~, a linear set 

tf which, with two elements, <.::ontains their product, tl will be 

called a subalgebra of 11 . The most interesting subalgebras 

are the left (or right) ideals: if x is an element of a left 

(right) ideal, and y £ 11, yx (or xy) will also be an element 

of the left (or right) ideal. A subalgebra which is simul­

taneously a left and a right ideal is called a two-sided ideal 

or an ~nvariant subalgebra. The invariance property can be 

expressed conveniently as ll J s J y :Lt ~ ;J 

An algebra is said to be reducible if it is the sum 

of two subalgebras J and 0 satisfying J.:C= f.J=~, fn 'C = ~ 

(an empty intersection) . l'l is called the direct sum of f 
and r ' with the notation 

t 
See for example Boerner (1963), Chapter III & IV; Weyl (1966), 

Chapter III. 
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lc = f0 'L 

One can show that the condition f'C = 'Cf =¢ is 

equivalent to requiring the invariance of J and ~ (or f 
and~ are two sided ideals). 

An element E: e :It such that t: 2 = E: is called an idempotent. 

An idempotent € is said to be primitive if there exists no 

idempotent o such that t:o = os = t:. 

A left ideal is called primitive if it contains no 

left ideal other than itself. A two-sided ideal is called 

simple if it contains no other two-sided ideal. A simple two-

sided ideal may contain a finite number of left ideal s 1 , 

s 2 ••• s r in which case one writes 

J = sl + 52 + . . . + s 
r 

It can be shown that any left ideal is generated 

by a primitive idempotent t:, i.e. any element of the left ideal 

can be written as Xs, Xtit. E: is called the generating unit 

of the left ideal. A two-sided ideal can also be generated by 

an idempotent (which is not primitive) . The following important 

theorem is well known in the theory of group algebra. 

Theorem A-1 

"The group algebra is reducible and decomposable into 

a series of simple two sided ideals, 

1.1 = 111 ~ Ll2 ~ ••• $ r{, (A. 2) 

each of them contains a finite number of equivalent primitive 

left ideals (which can be mapped into one another) . 

]1"'"'"'r l-1 = ul-1 + ul-1 + u (A. 3)l-v,l.l 1 2 ..• nl-1 
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Let £~ be the generating unit of 11~ and e:j the 

generating unit of u ~.• The following decompositions hold 
J 


1 2 r 
e = £ + £ + .. . + £~ + ... + £ (A. 4) 

£11 = £11 + £~ + . . . £~ + . . . £~ 1 2 J n~ (A. 5) 

with 

£~£ \) 
0, \)= ~ ~ 

(A. 6) 
£~ 

]. 
£~ = 0 , i j~ 

J 

where e is the unit element of l'( . 

The vector space 11 supports a repre.sentation of the 

group G, called the regular representation. Each element TI£G 

corresponds to a linear transformation n: x+y given by 

y = Xn = E a(a)an 
a 

and effectuated by the matrix whose element are the a(an-1 ) ­

which is the representative of TI in It. 
The matrix representing n, with the basis chosen, has 

no non-zero element on its principal diagonal except when n=e 

-1 . 1'f or an = a J.mp J.es a = e. Therefore the characters of a regular 

representation are zero except the one corresponding to the 

unit element which is equal to g, the number of elements of G. 

Given a representation ~ of G, the number of time it is found 

in the regular representation is given by (with X denoting the 

character) : 

= 1c~ E (a) X (a)
g X~ a 


= ~ x~ (e) X(e) = n

11 
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n being the dimension of the ~-representation. Thus, any 
~ 

irreducible representation of G is contained in the regular 

representation, each representation occuring a number of times 

equal to its dimension. 

From this, there follows a method of finding all 

irreducible representation of G. Since the irreducibility 

covers the notion of invariant subspace, we can obtain all 

irreducible representations by determining all primitive left 

ideals. Equivalent left ideals yield equivalent irreducible 
(V-./ 

representations. With a special choice of the basis of ~l, the 
r'N 

matrices representing an element of ~l, in particular an element 

of G, are the same in every left ideals. In this connection, 

it can be seen that each two-sided ideal yields an unequivalent 

irreducible representation. 
,_,.rJ 

l 

The set of elements of ,L l which commute with all 

,..Jl -/
elements of is called the center ([: of Ll • Since any 

,...,. 'V 

element X s LL can be written as 

x = x1 + x2 + • • . + x~ + • • . + xr 

where X~ e Ll~ and 

X~ XV= XV X~ = 0, ~ ~ V 

Schur's lenuna implies that, if X e ((', then X~ = ), ~ £~, A~ 

is constant. The center <C consists of elements of the form 

1 2 2 +X= Al e + A- £ ••• + Ar er (A.7) 

A different basis for the center ~ can be obtained by 

noting that an X s ( is characterized by 

cr-l X a = X 

or 
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1 l: a-l X a = X 

g a 


if X= l: a(a)a, we have 

l: 	 a-l X a = l: a(A)a-l A a 

a,A 


= l: a(A) (l: a-l A a) 
a 

Let us denote k the sum of elements of the pth class 
p 

of G. Obviously, 

th gp being the number of elements of the p class, so that X 

appears as a linear combination of the elements of the k , 
p 

X= Al + + ••• + Ar kr (A.8)k 1 A2 k 2 

We summarize the results concerning the center in 

the 

Theorem A.2 

11 The center of th~ group algebra is a r dimensional 

vector space, r being the number of classes of the group, with 

a basis constructed on the idempotents generating the simple 

two-sided ideals or on the sums of elements of the classes." 

For the symmetric group SN' the problem of finding 

all left ideals has been solved completely long time ago. 

The primitive idempotent is given by 
n 


Ell = _ll_ PQ

N! 

where P is the Young symmetrizer of all the rows in a standard 

Young tableau and Q is the Young anti-symmetrizer of all columns. 



0 
['-.. 

..... 

APPENDIX B 

IRREDUCIBLE REPRESENTATIONS OF s ASSOCIATED WITH
3 

THE TRIANGULAR YOUNG DIAGRAMEj=J 

(e) (12) (2 3) (13) (123) (132) 

1 0 1 0 -2 +~1 -2 

1 I13 10 -10 0 

1 

[-~ 
13 

2 2 2 

See Hammermesh (1962), page 224. 

1 13
-2 2 

13 1
-2 -2 

~ 

1 13
-2 -2 

13 1
-22 
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APPENDIX C 

INVARIANT SUBGROUPS OF THE SYMMETRIC GROUP SN 

N Invariant Subgroups 

2 s2, {e} 

3 s3' A3' {e} 

4 s4, A4 v4 {e} 

>5 SN AN {e} 

{e} is the subgroup of SN consisting only of the unit element. 

~is the alternating group of degree N. ,i.e. subgroup of SN 

consisting only of even permutations. v is the set {e, (12)
4 

(34), (13) (24), (14) (23)} usually called Klein's group. 
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