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Abstract

In this thesis, we study stripe states in underdoped cuprate superconductors using the Bogoliubov-de Gennes (BdG) method with appropriate models. In non-self-consistent calculations, the nature of stripe states with coexisting unidirectional Pair Density Wave (PDW), Charge Density Wave (CDW), and Spin Density Wave (SDW) order is studied, and it was found that among these coexisting stripe orders, the SDW order plays a key role in reconstructing the Fermi Surface (FS), and the magnitude of SDW order needs to be relatively small in order for Fermi arcs to be realized, while strong SDW order necessarily leads to completely gapped spectra. In self-consistent calculations, we mapped out parameter regions where stripe SC states can be stabilized, which are in qualitative agreement with the generic phase diagram of cuprate superconductors. In addition, self-consistent PDW solutions with small SDW order are stabilized in some parameter region, forming small FS pockets in antinodal regions. This parameter region is a promising one to explore in future work, where self-consistent BdG calculation is to be carried out with a magnetic field in order to study the effect of magnetic field on the stability of stripes along with the possible quantum oscillations.
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Chapter 1

Introduction

The main goal of the research presented in this thesis is to study the so called striped superconducting state, a spatially modulated superconducting state that is suggested to exist in cuprates superconductors. Some background on cuprate superconductors is given first in section 1.1. There are many review papers available for more extensive reviews of cuprate superconductors [1, 2, 3, 4]. In section 1.2, an introduction to stripe states in general and the striped superconducting state in particular is given.

1.1 Cuprate Superconductors

Since the discovery of a new superconducting state in Sr-doped La$_2$CuO$_4$ with $T_c$ close to 30K in 1986 [5], other doped Copper-oxide materials (cuprates) have been found to be superconducting. Cuprate superconductors are classified as high-$T_c$ superconductors (HTS), along with iron-based superconductors discovered in 2006 [6].
1.1.1 Lattice Structures

Most high-$T_c$ superconductors with the highest $T_c$ are cuprates with perovskite structure, which consists of the tetragonal or orthorhombic (close to tetragonal) structure composed of 2D copper-oxide layers, separated by a variety of spacing layers along the $c$ ($z$) direction, which work as charge reservoir layers that provide extra electron or hole carriers on CuO$_2$ planes upon doping (substituting different ions). The transport between CuO$_2$ planes along the $c$ direction is very weak, hence they are classified as quasi-2D systems; series of 2D layers stacked in the $c$ direction, which are only weakly coupled. These are the generic features of all the cuprate families, which reduces the problem of understanding high temperature superconductivity in the cuprates largely to understanding the physics of strongly correlated CuO$_2$ layers as we see in the next section. Different cuprate families tend to be used in different experiments due to their particular properties, but the data and conclusions based on different families are usually put together to make some general statement about the entire cuprate family.

1.1.2 CuO$_2$ planes

It is widely, although not universally\footnote*{There are some studies which consider the three-band Hubbard model which includes p orbitals at O atom site, where some interesting properties that can't be explained in a single band model such as orbital currents are found\cite{7}.}, accepted that the essential physics of the cuprates can be captured in a single band, tight binding model with appropriate local interactions\cite{8,9,10}. Only the $3d_{x^2-y^2}$ orbital is considered in the model, while all the other lower energy 3d orbitals of Cu and 2p orbitals of O are filled and neglected. Within the tight-binding description with a single band provided by $3d_{x^2-y^2}$ orbitals on the Cu sites, all the physics is simplified to particles hopping between sites on a square lattice with magnitude given as a
function of the distance and direction of the hopping. Without doping, the band is half-filled, i.e. each site is occupied with one electron, but particle/hole doping on CuO$_2$ planes changes the local carrier density, hence leaving some sites empty or doubly occupied. Note that, generally, in the band theory picture, one would expect the system to be metallic with a half-filled conduction band, but in reality, the undoped cuprates are an antiferromagnetic insulator with a Neel temperature of $T_N \approx 280K$, which results from strong electron correlations\cite{4}. This is called a Mott-Hubbard insulator\cite{11}, and in order to account for the strong correlations in this Mott-Hubbard insulator, appropriate local interactions must be included in the single-band, tight-binding model, as in the Hubbard and t-J model, which are two of the most studied models for cuprates that can realize various orders such as antiferromagnetic (AF) order and superconducting (SC) order. The details of the specific models used in this thesis are discussed in Chapter 2.
1.1.3 Phase diagram

The Fermi Liquid ground state that describes conventional metals turns out to be quite unstable in strongly correlated electron systems, especially in low dimensional ones. Such systems give rise to various (Fermi surface) instabilities, and the system energy can be lowered by opening a gap at Fermi level through the formation of various orders such as antiferromagnetism (AF), superconductivity (SC), Charge Density Wave (CDW), and Spin Density Wave (SDW), which are all stabilized by some type of interactions.

Cuprate superconductors have been one of the most studied correlated electron materials, both theoretically and experimentally, and the phase diagrams for these materials as a function of temperature and electron or hole doping are very rich and complex, with many different phases existing with similar $T_c$. This phenomenology of multiple orders with similar transition temperatures and which coexist in parts of the phase diagram has inspired the term “intertwined order” by Kivelson, Fradkin and others[1]. Turning to the theoretical models, this near degeneracy of multiple orders, on the one hand, makes the identification of the true ground state extremely difficult, on the other hand, it implies that the t-J model in the physically relevant regime is at or close to a phase transition between competing phases. Consequently, small additional and/or anisotropic terms in the model can stabilize one phase over the others. Since these additional terms will depend on the details of cuprate compounds, this can explain, for example, why stripes are only found in certain cuprates. Experimentally, the exact details of the cuprate phase diagrams may differ depending on the type of experimental techniques and samples used. However, there is a consensus on some generic behaviors of the phase diagram, which are depicted in Fig. 1.1, a typical phase diagram for cuprate superconductors, where the definition of each phase is given in the caption.
Figure 1.1: A typical temperature ($T$) vs hole-doping ($\rho$) phase diagram for the non-La-based cuprates. The ground state of the undoped parent compound is an antiferromagnetic (AF) Mott insulator, which upon hole doping leads to a d-wave superconductor (SC) with transition temperature $T_c$. The highest $T_c$ is achieved at the optimal doping $\rho^*$, the doping range below (above) which is called the underdoped (overdoped) region respectively. The familiar Fermi-Liquid (FL) behavior appears at the extreme overdoping region. The two mysterious phases are the pseudogap (PG), which onsets at a high temperature ($T^*$), and the strange-metal (SM). Inside of the PG phase at the lower temperature ($T_{DW} < T^*$) exists a density-wave (DW) phase, where some type of short-range charge density wave order is observed. The CDW is probably stripe like, although there is some ongoing discussion of whether it is 2d or 1d like.

1.1.3.1 Pseudogap phase

Among the various phases in the phase diagram given in Fig. 1.1, the pseudogap phase, which shows Non-Fermi-liquid-like behavior, is a particularly mysterious phase. “Non-Fermi-liquid-like” here means that, unlike the Fermi liquid behavior observed in most metals, the sharp fermionic excitations are broadened even close to the Fermi Surface[12,13]. The gapless spin excitations are suppressed as seen by NMR experiments[14], leading to a suppressed
but nonzero density of states (DOS) at the Fermi level[15], i.e. this gap is not a full gap, but a partial gap, therefore the name, pseudogap. The source of the pseudogap is not well understood, and different theories view it as, among other possibilities, a form of order, or a density wave competitor to SC, or a remnant of SC with phase-incoherent Cooper pairs without long range order[16]. The complete understanding of the nature of psuedogap is yet to be accomplished, which is considered to be a key to constructing a theory for the mechanism of high $T_c$ superconductivity in the cuprates. More specifically, understanding the electronic properties of the non-Fermi-liquid normal states around the pseudogap region and how they give rise to the SC phase is one of the key issues to be resolved.

1.1.3.2 Fermi Arcs observed by ARPES

The appearance of “Fermi arcs” observed by angle-resolved photoemission spectroscopy (ARPES) is one of the key experimental signatures for the psuedogap phase[17]. Fermi arcs are line segments in momentum space centered near the four (d-wave) nodal points at diagonals where zero-energy excitations can occur, while anti-nodal regions are gapped out or at least do not have any well-defined low energy electronic quasiparticles.(Fig. 1.2). The length of the arcs is reduced with decreasing $T$, consistent with shrinking to the nodal points in the $T \rightarrow 0$ limit, where the uniform d-wave superconductivity (dSC) is expected[18].

1.1.3.3 Quantum Oscillations

Quantum oscillations (QO) is another important experimental technique, which is used to map the Fermi surface of a metal in the presence of a magnetic field at low temperatures. Various experimental measurements on metals in strong magnetic fields, such as resistance
Figure 1.2: (Top) The angle dependence of the superconducting gap $\Delta_{SC}$ (blue line) and the effective pseudogap $\Delta_{PG}$ (red line) overlayed on the large Fermi surface (dashed curve) shown in one quadrant of the First Brillouin zone (FBZ). (Bottom Right) The Fermi arcs observed in the pseudogap phase. (Bottom Left) The four nodal points of the uniform dSC state. These arcs may get reconstructed into small pockets at the nodal regions once charge order with the wave vector $Q = (Q, 0)$ sets in, as revealed by QO measurements. Note that the origin of the effective pseudogap $\Delta_{PG}$ which produces the Fermi arcs is not well understood.
(the Shubnikov-de Haas effect), Hall resistance, and magnetic susceptibility (the de Haas-van Alphen effect), exhibit oscillatory behavior as a function of the inverse of magnetic field strength, and based on the frequency of such oscillations, the area of underlying Fermi Surface can be calculated (The detailed theory of QO are given in condensed matter text books such as [19, 20]). A superconductor typically exhibits QO at low temperatures for magnetic fields that are sufficiently close to or above the upper critical field, $H_{c2}$. For the cuprates, quantum oscillations in the underdoped cuprates were first observed in the electrical resistivity of YBCO in 2007[21], and since then, QO have been observed in various other measurements and are now a well-established phenomenon in the cuprates[22, 23, 24, 25, 22, 26, 27], which suggests the existence of small closed Fermi pockets in the normal state of the underdoped cuprates†. More careful recent experiments[28] see the oscillations expected for a small closed pocket to coincide with doping regimes where some type of charge order is seen. Note that the Fermi arcs observed by ARPES and the small closed Fermi pockets suggested by QO seem to contradict each other, but one possible scenario is that ARPES observes only one side of the pocket with significant weight, and the arcs could be just a piece of a Fermi pocket‡. The problem in this scenario, however, is that the existing pocket then would be too large to quantitatively explain the observed QO. Other possible scenarios are, among others, that QO experiments only see one pocket despite the existence of multiple pockets, or that QO might in fact be

† Here, what is meant by ’normal’ state is ambiguous, since QO measurements are performed in a resistive state where the superconducting paring, however, can still be present if the magnetic field is below $H_{c2}$ and the sample is in a vortex liquid state which gives rise to finite resistivity. Note also that the application of strong magnetic field necessary for QO measurements itself might alter the respective stability of various states observed in underdoped region, which is one of the important research directions.

‡ Small electron pockets at the anti-nodal region is also likely in this scenario, but ARPES may not see this only because they are incoherent, or in more technical many body language, the quasiparticle renormalization factor $z$ is small, where $z = 1$ means free electron like and $z = 0$ means no electronic quasiparticles, and sections with small $z$ are generally hard to see with ARPES, which detects a real electron extracted by the photo emission.
consistent with multiple pockets through some theoretical explanation. Overall, it remains an unexplained puzzle exactly what the Fermi surface is in the underdoped regime.
1.2 Stripe states

The definitions of some terms regarding stripe states, which are particularly important in this thesis but often used ambiguously in different contexts, are clarified here:

- Density wave (DW): a periodic modulation of some local parameters, such as charge density \( n_i = n_{i\uparrow} + n_{i\downarrow} \), magnetization \( m_i = n_{i\uparrow} - n_{i\downarrow} \), and pair density \( \Delta_i \), corresponding to Charge Density Wave (CDW), Spin Density Wave (SDW), and Pair Density Wave (PDW) respectively. Note that the periodicity and direction of DW is defined by the wave vector \( \mathbf{q} \), which is unidirectional for stripe-like DW.

- Stripe state: a state with unidirectional density wave(s), such as CDW, SDW, PDW, or combination of these. The physical properties of a stripe state, such as whether it is metallic or superconducting, depend on the type of DW(s) present and their relative magnitudes and configurations, but by “stripe state”, it typically means non-superconducting stripe unless otherwise mentioned. The terms “charge stripe” and “spin (or magnetic) stripe” are also used to refer to the unidirectional CDW and SDW respectively.

- Pair Density Wave (PDW): In this thesis, PDW or stripe SC is used, by default, for the stripe-like PDW order which has no uniform SC component and therefore with a sign change in \( \Delta_i \) across the anti-phase domain walls, and the concomitant CDW and SDW are presumed unless otherwise stated.

- modulated d-wave SC (mdSC): a special case of PDW with finite uniform SC component, which is usually larger than the magnitude of the modulation, hence \( \Delta_i \) oscillates around the uniform component without a sign change.
1.2.1 Introduction

As seen in the previous section, the undoped parent compounds of the high $T_c$ cuprates are neither metallic nor superconducting in the ground state, but instead they are AF Mott insulators\[^{11}\], where both the AF and the insulating behavior are due to strong electron-electron interactions. In order to induce SC, hole doping is necessary, which disrupts the originally half-filled, long range AF order. Unlike in conventional metals and insulators, where the energy scale in the system is set by the kinetic energy and potential energy of interactions respectively, in the doped cuprates, both kinetic and potential energy need to be considered on equal footing, since even though the short range repulsive interaction is still the largest in energy, the ground state shows a rich structure in both real and momentum space, hence neither of them is a good quantum number. For example, while concentrating all the injected holes at one region would minimize the area where the original AF order is disrupted, therefore minimizing the energy cost associated with loss of AF condensation energy, this configuration would come with a high energy cost due to the long range Coulomb repulsion between the concentrated holes, and it would also come with higher kinetic energy. As a compromise between the AF interactions, the long range Coulomb interactions, and the kinetic energy, numerical studies of simple models thought to describe the cuprates find that the optimum configuration in the lightly hole-doped Mott insulator is a stripe structure, where the doped holes are concentrated along spontaneously generated domain walls between AF insulating region. In other words, stripe states come with unidirectional CDW and SDW order. Such stripe behavior is also seen in some parts of the phase diagram in some cuprate materials. This stripe configuration is schematically depicted in Fig. 1.3, and the charge and spin stripes are mostly observed near $x = 1/8$ hole doping, although they are also observed over a broader doping in some cuprate materials (more details in section 1.2.2).
The importance of the stripe phase with regard to SC in cuprates is suggested naturally due to the proximity of the two phases. The major difficulty in understanding cuprate superconductors come from the fact that there is no consensus on the nature of the underdoped normal state from which the superconductor condenses. The stripe state is one of the candidate states which might play a key role for understanding some properties of the underdoped cuprates.

1.2.2 Experimental studies of stripes

Experimentally, the most direct evidence for (charge) stripes comes from neutron scattering studies\ref{note1}, where extra Bragg peaks appear due to the new periodicity of stripes and the position and magnitude of the new peaks provide a measure of direction, periodicity, and amplitude of the modulation in stripes. For spin stripes, the long-period incommensurate SDW was first observed by inelastic neutron scattering of superconducting La$_{2-x}$Sr$_x$CuO$_4$ (LSCO). Later, Tranquada et.al. suggested, based on their neutron scattering data, a particular form

\begin{footnote}{Note that neutrons which have neutral charges are scattered by the underlying ionic displacements (also studied with electron and x-ray diffraction) induced by the charge modulation.}

\end{footnote}
of coexistent charge and spin stripes in hole-doped cuprates, with three-legged AF spin ladders separated by metallic lines, as shown in Fig. 1.3. The doping region over which spin and/or charge order is seen, as well as the correlation length of the order, typically increases if a magnetic field is applied\cite{29}. The hole-rich, non-magnetic metallic lines form anti-phase domain-wall boundaries between the almost half-filled AF stripes. Near $x = \frac{1}{8}$ hole-doping, SDW order is enhanced while SC is suppressed, and unusual behavior in various measurements are also observed, hence called “$\frac{1}{8}$ anomaly”\cite{30}.

Quantum oscillations in the underdoped region of some cuprate materials is also taken as indirect evidence of charge order, since the quantum oscillations are consistent with small Fermi pockets of a reconstructed FS. The details of connecting QO experiments to specific order, whether stripes or two-dimensional order, is an active field of investigation and it is still an open question as to exactly what order is needed to explain these experiments\cite{31, 32, 29}.

1.2.3 Theoretical studies of stripes

Historically, the existence of charge and spin stripes was theoretically predicted for cuprates even before their experimental discovery. The AF stripe formation was first found in MF solution of a two-band Hubbard model\cite{33, 34}, and after the experimental discovery of stripes, the concept of a striped phase, one-dimensional hole rich chains separating stripes of AF order, was developed by a number of theoretical groups, using the Hubbard, t-J and related models\cite{35, 36, 37, 38}. The single-band t-J model was found to be a useful approach for the stripe formation in hole-dope cuprates, and it was then studied extensively by various numerical methods such as exact diagonalization\cite{39}, density matrix renormalization group (DMRG) methods\cite{40, 41, 42}, Monte Carlo simulations\cite{43}, all of which point to the stripe formation in t-J model.
A stripe SC state, where Cooper pairs with finite center-of-mass momenta $q$ and $-q$ co-exist, hence forming the Pair Density Wave (PDW) with the wave vector $q$ was suggested to explain some of the observed properties of striped cuprates, especially the 1/8 anomaly, and consequently the stripe SC state is studied mostly around this doping range. Note that while the existence of a non-SC phase with static charge or magnetic stripes is reasonably well-established as seen in section 1.2.2, the direct evidence of stripe SC state is not found yet. The best experimental motivation to study these states are the decoupling effects in a magnetic field seen near $x = 1/8$, which can be explained with the PDW state [44].

Stripe SC states (PDW and mdSC) have been found in several mean-field theories of the t-J and related models [43, 45, 46, 47, 48]. In a series of studies especially related to this thesis [49, 50, 51], where a $t-t'$ tight binding model with a realistic FS for cuprates with attractive nearest neighbor interaction $V$ is studied in the framework of a BCS mean-field theory using a self-consistent BdG calculation, it is found that the PDW and mdSC state can be stabilized as a self-consistent solution, but only for fairly large attractive interaction $V = 1 \sim 3$, while the uniform d-wave SC state is found for small $V$, which is consistent with the findings in earlier studies of the t-J model using variational Monte Carlo simulations [43, 45] and mean-field theory [46]. The fact that the fairly large attractive interaction $V$ is necessary to stabilize stripe SC states is, on one hand, somewhat understandable, since no generic band structure has a divergent PDW susceptibility, but on the other hand, the physical plausibility of such large effective attractive interaction in actual systems is somewhat questionable.

One possible mechanism of the formation of stripe SC is based on the effect of a magnetic field that may stabilize stripe SC, since the pinning effect of magnetic field is to enhance both CDW and SDW order, which are intertwined with PDW order. In addition, upon introducing magnetic field and hence driving the system into the mixed state, a stripe SC state can accom-
modate vortices with lower cost in vortex core energy than a uniform SC state, since there are already zeros in the SC order parameter where the resulting vortices can sit. In these contexts, the PDW state in the presence of magnetic field was studied using a non-self-consistent BdG calculation\cite{48,52}, where it is found that the pockets of Bogoliubov quasiparticles of the PDW state can give rise to quantum oscillations (QO) in the mixed state in an approximation which neglects the effects of vortices, and the area of the pockets are consistent with some experiments. In general, the observation of QO is associated with closed pockets, hence it was originally unexpected for the pseudogap region, where the Fermi arcs, 1D sections of FS, are observed. One possible explanation is that stripe SC states, due to their translational symmetry breaking, reconstruct the FS into small electron and hole pockets located at anti-nodal and nodal regions respectively, and in the PDW state, the hole pockets give rise to the QO, while the electron pockets are gapped out by the PDW order, and the observation of the Fermi arcs can be understood as experimental measurements such as ARPES are only detecting one side of the hole pockets with significant spectral weights. On the other hand, the pockets formed by a PDW are mixtures of quasiparticles and quasiholes, and so it is not clear that they give rise to QO beyond the approximation used by Zelli. In any case, the nature of the Fermi surface and arcs versus pockets is investigated in Chapter 4 and 5 of this thesis.

The rest of this thesis is organized as follows. In chapter 2, theoretical models used in this thesis to study the stripe SC states in cuprates are introduced. In chapter 3, the construction of the self-consistent BdG calculation, a numerical method used in this thesis, is introduced. In chapter 4, the results of the non-self-consistent BdG calculation for the stripe SC states are presented to qualitatively understand various stripe states. Upon gaining some insights from chapter 4, the results of the self-consistent BDG calculation of stripe SC states, the main results of this thesis, are presented in chapter 5. These results both reproduce and extend the works of Loder and others\cite{47,49,50} by determining the phase diagram in doping and
parameter space where the PDW state is stable in BdG. Finally, in Chapter 6, some concluding remarks on the results and open questions are made.
Chapter 2

Models

In this chapter, the two different microscopic models, the extended t-J model (t-J model with on-site repulsive Coulomb interaction) and the extended Hubbard model (UV-model), are introduced in section 2.1 and 2.2 respectively, and the qualitative similarity of the two models is shown at mean-field level. Upon establishing the bridge between two models, the UV-model will be used for the numerical calculations and subsequent discussion.

2.1 Hubbard model and tJ-model

The Hubbard model and t-J model are the most studied models for cuprate superconductors, and they are believed to contain many of, if not all of, the important physics observed in the cuprate[53].

The Hubbard model is defined as[54]

\[ \sum A_i A_j = \frac{1}{2} \sum_{i, \delta} A_i A_{i+\delta}, \]

where \( A_i \) is any local operator at site i, and \( \delta \) corresponds to the four nearest neighbors on 2D square lattice, \( \delta = \pm \hat{x}, \pm \hat{y} \). \( \delta \) in the hopping term shall be used to include the next-nearest neighbors as well if mentioned so.

* For the rest of this thesis, \( \sum_\delta \) (the sum over all the nearest neighbors) notation will be used rather than \( \sum_{(i,j)} \) (the sum over all the bonds) notation:
the strong U limit of which leads to the t-J model,

$$H_U = - \sum_{i,\delta,\sigma} t_\delta c_{i,\sigma}^\dagger c_{i+\delta,\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow}, \quad (2.1)$$

the strong U limit of which leads to the t-J model,

$$H_{t-J} = - \sum_{i,\delta,\sigma} t_\delta \hat{c}_{i,\sigma}^\dagger \hat{c}_{i+\delta,\sigma} - \mu \sum_{i,\sigma} n_{i,\sigma} + J \sum_{i,\delta} \left( S_i \cdot S_{i+\delta} - \frac{n_{i\uparrow} n_{i\downarrow}}{4} \right), \quad (2.2)$$

where $\hat{c}_{i,s} = c_{i,s}(1-n_{i,-s})$ is the projected annihilation operator which disallows the double occupancy on site $i$, and $\delta$ is typically constrained to nearest-neighbors (nn) or to nn and next-nn (nnn) only. The spin operator is $S_i = \sum_{s,s'} \hat{c}_{is}^\dagger \hat{\sigma}_{ss'} c_{is'}/2$ with the Pauli matrices $\hat{\sigma} = (\sigma^x, \sigma^y, \sigma^z)$. The complexity due to the double occupancy constraint enforced by the projected operators is the major obstacle in solving the t-J model.

Kagan and Rice introduced a way to go around this obstacle to solve the t-J model, by using the extended t-J model[55],

$$H_{t-J-U} = - \sum_{i,\delta,\sigma} t_\delta c_{i,\sigma}^\dagger c_{i+\delta,\sigma} - \mu \sum_{i,\sigma} n_{i,\sigma} + J \sum_{i,\delta} \left( S_i \cdot S_{i+\delta} - \frac{n_{i\uparrow} n_{i\downarrow}}{4} \right) + U \sum_i n_{i\uparrow} n_{i\downarrow}, \quad (2.3)$$

where the conventional $c$ operators replaced the projected $c$ operators, and an additional Hubbard repulsion term is introduced to enforce the local constraints. In $U \to \infty$ limit, (2.2) and (2.3) become equivalent, since the infinitely large $U$ disallows double occupation at each site. However, in the strong U limit, the magnitude of the overestimation of AF order over SC order in the mean-field solutions becomes stronger in (2.3) than (2.2) (Kampf et al., 2008). Hence,
choosing the proper $U$ in (2.3), which is small enough to avoid the overestimation in AF order but still big enough to disallow double occupancy, is important for obtaining solutions that can be considered as approximate solutions of the original t-J model (2.2).

MF-decoupling of (2.3) leads to the MF Hamiltonian\[56],

\[
H_{t-J-U}^{MF} = -\sum_{i,\delta,\sigma} (t + \tau_{i,\sigma}^\delta) e^{i\phi_i^\delta} c_{i,\sigma}^\dagger c_{i+\delta,\sigma} + \sum_{i,\sigma} (\mu - \eta_{i,\sigma} + \sigma e^{iQ \cdot r_i} \sum_{\delta} m_{i,\delta}) n_{i,\sigma}
\]

\[
+ \sum_{i,\delta} (\Delta_{i,\delta}^\delta [c_{i+\delta,\uparrow}^\dagger c_{i,\downarrow} + c_{i,\uparrow}^\dagger c_{i+\delta,\downarrow}] + h.c.)
\]

(2.4)

with the self-consistent conditions,

\[
\Delta_{i,\sigma}^\delta = \frac{J}{4} (\langle c_{i+\delta,\downarrow} c_{i,\uparrow}^\dagger \rangle - \langle c_{i+\delta,\uparrow} c_{i,\downarrow} \rangle)
\]

\[
m_{i,\sigma} = \frac{J}{2} (\langle n_{i,\uparrow} \rangle - \langle n_{i,\downarrow} \rangle) e^{iQ \cdot r_i}
\]

\[
\tau_{i,\sigma}^\delta = \frac{J}{2} \langle c_{i+\delta,\uparrow}^\dagger c_{i,\downarrow} \rangle
\]

\[
\eta_{i,\sigma} = U \langle n_{i,\uparrow} \rangle - \frac{J}{4} \sum_{\delta} \langle n_{i+\delta} \rangle,
\]

(2.5)

where $\tau_{i,\sigma}^\delta$ is the Fock shift, which renormalizes the hopping at site $i$ along direction $\delta$, while $\eta_{i,\sigma}$ is the Hartree shift on site $i$, which renormalizes the local chemical potential. The AF order on site $i$ is represented by $m_i$, with the sign difference of the local moments between adjacent sites denoted by the exponential term containing the AF ordering vector $Q = (\pi, \pi)$. $\Delta_{i,\sigma}^\delta$ is the d-wave SC order defined on the bond between site $i$ and site $i+\delta$. 
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2.2 UV-model (the extended Hubbard Model)

Variational Monte Carlo calculations on the Hubbard and t-J model have found superconducting solutions with d-wave symmetry\[57\]. The d-wave SC (dSC) can be studied within mean-field theory using the following effective model,

$$H_{UV} = - \sum_{i,\delta,\sigma} t_{\delta} c^{\dagger}_{i,\sigma} c_{i+\delta,\sigma} - \mu \sum_{i,\sigma} n_{i,\sigma} + U \sum_{i} n_{i\uparrow} n_{i\downarrow} - V \sum_{i,\delta} n_{i\uparrow} n_{i+\delta\downarrow}$$  \hspace{1cm} (2.6)

with $V > 0$ and $U > 0$. Note that in order to study SC within mean-field theory, the effective microscopic Hamiltonian must include an explicit attractive interaction term, and for d-wave SC (dSC), one needs to have an attractive term between nearest-neighbors (nn) sites\[\dagger\].

MF-decoupling of (2.6) leads to the MF Hamiltonian,

$$H_{UV}^{MF} = - \sum_{i,\delta,\sigma} t_{\delta} c^{\dagger}_{i,\sigma} c_{i+\delta,\sigma} + \sum_{i,\sigma} (\mu + \eta_{i\sigma}) n_{i\sigma} + \sum_{i,\delta} \left[ \Delta_{i}^{\delta} c^{\dagger}_{i\uparrow} c^{\dagger}_{i+\delta\downarrow} + h.c. \right]$$ \hspace{1cm} (2.9)

with self-consistent conditions,

\[\dagger\] In t-J model, the nn-attraction necessary for dSC is included in the (AF) Heisenberg interaction as we can see by rearranging it as,

$$H' = \frac{J}{2} \sum_{i,\delta} (S_{i} \cdot S_{i+\delta} - \frac{1}{4} n_{i} n_{i+\delta})$$  \hspace{1cm} (2.7)

$$= \frac{J}{2} \sum_{i,\delta} \left[ S_{i\uparrow}^{\dagger} S_{i+\delta\downarrow} - n_{i\uparrow} n_{i+\delta\downarrow} \right]$$ \hspace{1cm} (2.8)
\[
\eta_{i\sigma} = U \langle n_{i,-\sigma} \rangle - V \sum_{\delta} \langle n_{i+\delta,-\sigma} \rangle \\
\Delta_i^\delta = -\frac{V}{2} (\langle c_{i+\delta\downarrow} c_{i\uparrow} \rangle - \langle c_{i+\delta\uparrow} c_{i\downarrow} \rangle).
\]

(2.10)

This is the main MF model to be studied for the rest of the thesis.

Note that, in general, MF Hamiltonian of a given microscopic Hamiltonian is not unique, and one typically only includes the mean field order parameters of interest in the MF model, while excluding other insignificant mean-fields. For example, in (2.9), some terms with the mean-fields \( \langle c_{i\uparrow} c_{i\downarrow} \rangle \) and \( \langle c_{i\uparrow} c_{i+\delta\downarrow} \rangle \) are not included since such spin-flipping scattering is not present in the absence of local magnetic impurities. In addition, the term with the mean-field \( \langle c_{i\downarrow} c_{i\uparrow} \rangle \) is excluded in (2.9) and (2.9), since for the stripe dSC states that we are interested in, such on-site SC pairing has little relevance, and the triplet SC contribution is not considered in (2.9), with the connection to \( H_{t-J}^{MF} \) (2.4) in mind, which has no triplet SC channel.

### 2.3 Connection between tJ-model and UV-model

Comparing \( H_{t-J}^{MF} \) (2.9) with \( H_{t-J-U}^{MF} \) (2.4), the mean-field Hamiltonian of the two models are almost identical if one identifies the interaction parameters \( \{J, U\} \leftrightarrow \{V, U\} \) in \( H_{t-J-U}^{MF} \) and \( H_{UV}^{MF} \) respectively, except that there is no Fock shift present in \( H_{UV}^{MF} \), which makes no qualitative difference since the effect of Fock shift is simply to renormalize the hopping \( t \). Hence, \( H_{UV}^{MF} \) and \( H_{t-J-U}^{MF} \) are qualitatively equivalent at mean field level, and using another connection between \( H_{t-J} \) and \( H_{t-J-U} \) (as established in section 2.1), one can justify that \( H_{UV}^{MF} \) and \( H_{t-J} \) are qualitatively equivalent at mean field level too. Note that both mean-field
models $H_{MF}^{t-f}$ and $H_{UV}^{MF}$ have a major drawback in that they lack the proper physics necessary for the Mott insulator-to-metal transition, but away from the transition this drawback becomes insignificant and their solutions are physically relevant.

In summary, by solving the UV-model, an effective model that is qualitatively equivalent with the t-J model at mean-field level, we can obtain useful insights on the solutions of the t-J model and hence the physics of cuprate superconductors.
Chapter 3

Numerical Methods

3.1 Bogoliubov-de Gennes calculation

The Bogoliubov-de Gennes (BdG) calculation solves the MF Hamiltonian exactly by diagonalizing the Hamiltonian matrix with a unitary transformation called the Bogoliubov transformation. In the following, the formalism for the self-consistent BdG calculation with the UV-model is presented concisely, and further details are given in Appendix A.

For the UV-model, the MF Hamiltonian to solve is given as (2.9) (repeated here for convenience),

\[ H_{MF}^{UV} = -\sum_{i,\delta,\sigma} t_{\delta} \sigma c^\dagger_{i,\sigma} c_{i+\delta,\sigma} + \sum_{i,\sigma} (-\mu + \eta_i \sigma)n_{i\sigma} + \sum_{i,\delta} \left[ \Delta_i^\delta c^\dagger_{i^\uparrow,\delta} c^\dagger_{i^\downarrow,\delta} + h.c. \right], \]  

with self-consistent conditions,
\[ \eta_{i\sigma} = U \langle n_{i,-\sigma} \rangle - V \sum_\delta \langle n_{i+\delta,-\sigma} \rangle \]  

(3.2)

\[ \Delta_i^\delta = -\frac{V}{2} (\langle c_{i+\delta\downarrow} c_{i\uparrow} \rangle - \langle c_{i+\delta\uparrow} c_{i\downarrow} \rangle) , \]  

(3.3)

which can be diagonalized by a unitary transformation to give:

\[ \mathcal{H}_{UF}^{MF} = E_0 + \sum_{n,\sigma} E_n \gamma_{n,\sigma} \gamma_{n,\sigma}^\dagger, \]  

(3.4)

where \( E_0 \) is the ground state energy, \( \gamma_{n,\sigma}^\dagger \) and \( \gamma_{n,\sigma} \) are fermionic quasiparticle creation and annihilation operators respectively for the \( n \)-th quasiparticle excitation energy \( E_{n\sigma} \).

The Bogoliubov transformation, the unitary transformation that diagonalizes (3.1) to give (3.4), has the form,

\[ c_{i\sigma} = \sum_n (u_{i,n,\sigma} \gamma_{n,\sigma} - \sigma v_{i,n,\sigma} \gamma_{n,-\sigma}) , \]  

(3.5)

where in order to assure the transformation from (3.1) to (3.4) the coefficients \( u_{i,n,\sigma} \) and \( v_{i,n,\sigma} \) must satisfy the following eigenvalue equation, the so-called the BdG equation,

\[ \begin{pmatrix} \hat{h} & \hat{\Delta} \\ \hat{\Delta}^* & -\hat{h}^* \end{pmatrix} \begin{pmatrix} u_{i\sigma}^n \\ v_{i\sigma}^n \end{pmatrix} = E_{\sigma}^n \begin{pmatrix} u_{i\sigma}^n \\ v_{i\sigma}^n \end{pmatrix} , \]  

(3.6)
where $u_i^n = (u_{1i}^n, u_{2i}^n, \cdots, u_{Ni}^n)^T$ and the corresponding column vector $v_i^{-}\sigma$ define the wave-function for the n-th eigenstate with energy $E_{n,\sigma}$, and the operators in the Hamiltonian matrix act on $u_i^n$ and $v_i^{-}\sigma$ as,

\[
\hat{h}u_i^n = -\sum_\delta f_\delta u_{i+\delta,\sigma}^n + (-\mu + \eta_{i,\sigma})u_{i,\sigma}^n
\]  
\[\hat{\Delta}v_i^{-}\sigma = \sum_\delta \Delta_{i,\delta} v_{i+\delta, -\sigma}^n\]

The above equations are written in real space, but for a system with the full lattice symmetry, such as a uniform superconductor, they could equally well be written in momentum space. In this thesis, we are interested in different stripe states mentioned in Chapter 1, all of which are periodic in both $x$ and $y$ direction, and the supercells can be defined in the system according to the translational symmetry of the state, where $l_x$ and $l_y$ define the size of a unit supercell, and $M_x$ and $M_y$ define the number of supercells in the system.

Performing the Fourier transform with respect to the supercells, it can be block-diagonalized as,

\[
\begin{pmatrix}
\hat{h} & \hat{\Delta} \\
\hat{\Delta}^* & -\hat{h}^*
\end{pmatrix}
\begin{pmatrix}
{\begin{bmatrix} u_{i,\sigma}^n(k) \\ v_{i,\sigma}^n(q) \end{bmatrix}}
\end{pmatrix}
= E_{\sigma}(k)
\begin{pmatrix}
{\begin{bmatrix} u_{i,\sigma}^n(k) \\ v_{i,\sigma}^n(k) \end{bmatrix}}
\end{pmatrix}
\]

where $k = (k_x, k_y) = \left(\frac{2\pi m_x}{l_x M_x}, \frac{2\pi m_y}{l_y M_y}\right)$ with $m_x = 1 \cdots M_x$ and $m_y = 1 \cdots M_y$ is the Bloch wavevector defined in the reduced FBZ*.

* Note that the extra $k$-dependent phases should be added for the boundary crossing hopping and pairing (the details in Appendix A: Bloch)
In summary, the block-diagonalization reduces the original eigenvalue problem defined in real space (3.6), which requires diagonalizing a $2N \times 2N$ matrix one time, to another eigenvalue problem (3.9), which requires diagonalizing a $2l \times 2l$ matrices $M$ times ($l = l_xl_y$ is the number of sites in a supercell and $M = M_xM_y$ is the total number of supercells in the system), therefore leading to a significant reduction of computational effort. All the results given in this thesis are produced using this block-diagonalization technique.

### 3.2 Free Energy

In the BdG calculation, free energy $F$ is given by the well-known Helmholtz expression,

$$F = \langle H \rangle_{MF} - TS, \quad (3.10)$$

where $\langle H \rangle_{MF}$ is the expectation of the microscopic Hamiltonian evaluated with the BdG solutions and $S$ is the system entropy\[58\].

For the UV-model, the microscopic Hamiltonian is given in (2.6) (repeated here for convenience).

$$\mathcal{H}_{UV} = - \sum_{i,\delta,\sigma} t_{i\delta} c_{i,\sigma}^{\dagger} c_{i+\delta,\sigma} - \mu \sum_{i,\sigma} n_{i,\sigma} + U \sum_{i} n_{i\uparrow} n_{i\downarrow} - V \sum_{i,\delta} n_{i\uparrow} n_{i+\delta\downarrow} \quad (3.11)$$

Applying Wick’s theorem to the interaction terms (the subscript $\langle \rangle_{MF}$ is dropped from here on),
\[ U \langle n_i^n_i \rangle = U \langle n_i \rangle \langle n_i \rangle \tag{3.12} \]

\[ V \langle n_i^n_{i+\delta} \rangle = V \langle n_i \rangle \langle n_{i+\delta} \rangle + V \langle c_i^{\dagger} c_i^{\dagger} \rangle \langle c_{i+\delta} c_{i+\delta} \rangle, \tag{3.13} \]

where some terms with mean-fields such as \( \langle c_i^n c_i^\dagger \rangle \), \( \langle c_i^{\dagger} c_i \rangle \) and \( \langle c_i^{\dagger} c_{i+\delta} \rangle \) which do not appear in the mean-field Hamiltonian \( \langle n_i \rangle \) have been dropped on the right sides. Then the internal energy is given as:

\[ \langle \mathcal{H}_{UV} \rangle = - \sum_{i,\delta,\sigma} t_{i\delta} \langle c_i^{\dagger} c_{i+\delta} \rangle - \mu \sum_{i,\sigma} \langle n_i \rangle + U \sum_i \langle n_i^{\dagger} \rangle \langle n_i \rangle \]

\[ - V \sum_{i,\delta} \left( \langle n_i^{\dagger} \rangle \langle n_{i+\delta} \rangle + \langle c_i^{\dagger} c_{i+\delta} \rangle \langle c_{i+\delta} c^{\dagger} \rangle \right). \tag{3.14} \]

The entropy \( S \), which in the BdG construction is the entropy of the system of non-interacting fermionic quasiparticles, is calculated as:

\[ S = - \sum_{n,\sigma} \left[ f_{n,\sigma} \ln f_{n,\sigma} + (1 - f_{n,\sigma}) \ln (1 - f_{n,\sigma}) \right], \tag{3.15} \]

where \( f_{n,\sigma} = \frac{1}{1 + e^{\frac{E_n - \mu}{\beta}}} \) is the usual Fermi function with the quasiparticle energy, \( E_n^\sigma \).

In summary, using (3.14) and (3.15), the free energy is calculated as in (3.10). Note that all the free energy results presented in this thesis are given in terms of free energy density (average free energy per site).

\[ \text{† With the block-diagonalization, the summation is only over the sites in a unit supercell, and the free energy density is obtained by dividing the resulting free energy by the number of sites in a unit supercell.} \]
3.3 Density of States (DOS) and Spectral Weight Function

Based on the quasiparticle wave functions \( \Psi_{\sigma}^n = (u_{n\sigma}, v_{n\sigma}) \) \((n = 1 \cdots N)\), the Local Density of States (LDOS) at site \( i \) is calculated as,

\[
LDOS(i, E) = \sum_{n=1}^{N} \left[ |u_{i\sigma}^n|^2 \delta(E - E_{\sigma}^n) + |v_{i\sigma}^n|^2 \delta(E + E_{\sigma}^n) \right],
\]

(3.16)

where \( N \) is the total number of lattice sites in the system.

The spectral weight function is calculated as, using the Fourier transformed quasiparticle wavefunctions given in k-space,

\[
A(q, E) = \sum_{n=1}^{N} \left[ |u_{\sigma}^n(q)|^2 \delta(E - E_{\sigma}^n) + |v_{\sigma}^n(q)|^2 \delta(E + E_{\sigma}^n) \right],
\]

(3.17)

For the case where there are \( l = l_x l_y \) sites per supercell, the LDOS at site \( i \) can be written as,

\[
LDOS(i, E) = \frac{1}{M} \sum_{k, \sigma} \sum_{n=1}^{l} \left[ |u_{i\sigma}^n(k)|^2 \delta(E - E_n) + |v_{i\sigma}^n(k)|^2 \delta(E + E_n) \right],
\]

(3.18)

where \( M = M_x M_y \) is the number of super cells defined in the system which is equal to the number of k-points defined in the reduced BZ, and the spectral weight function can be calculated
as in (3.17), although the wavefunction defined in the reduced BZ first needs to be converted to the one defined in the original BZ.\footnote{One way to obtain the wavefunctions in the original BZ is to first perform a Fourier transform to reconstruct the real space wavefunctions, then perform another a Fourier transform to go from the full real space to full k-space, i.e.,

\[ u_i^\prime(k) \xrightarrow{FT} u_i^\prime(R) = u''(r) \xrightarrow{FT} u''(q) \]}

The average Density of States per site (DOS) is calculated by averaging the LDOS over all sites,

\[ DOS(E) = \frac{1}{N} \sum_i LDOS(i,E) \] (3.19)

where \( N \) is the number of sites to be traced over.
Chapter 4

Results (Non-self-consistent)

In this chapter, the nature of the Fermi surface for stripe states is studied by means of a non-self-consistent BdG calculation. One result of self-consistency (studied in the next chapter) is that a PDW state is only stable with sufficiently large interactions. Here, with non-self-consistent results, we can study weaker interactions that leave parts of the original Fermi surface intact in the PDW state.

4.1 Method

A simple effective MF model for stripe SC states with coexisting PDW, CDW and SDW order is given as,

\[
\mathcal{H}^{MF} = - \sum_{i, \delta, \sigma} t_\delta c_{i, \sigma}^\dagger c_{i+\delta, \sigma} - \mu \sum_{i, \sigma} n_{i \sigma} + \sum_{i, \sigma} \eta_{i \sigma} n_{i \sigma} + \\
+ \sum_{i} \Delta \left\{ \cos \left[ Q_x \left( x - \frac{1}{2} \right) \right] \left[ c_{i \uparrow}^\dagger c_{i+\xi \uparrow}^\dagger + c_{i+\xi \downarrow}^\dagger c_{i \downarrow}^\dagger \right] - \cos \left[ Q_y i_x \right] \left[ c_{i \uparrow}^\dagger c_{i+\gamma \uparrow}^\dagger + c_{i+\gamma \downarrow}^\dagger c_{i \downarrow}^\dagger \right] + h.c. \right\},
\]

(4.1)

(4.2)
with

\[ \eta_{i\sigma} = V_C \cos [2Q_x (i_x + 1)] + \text{sign}(\sigma) V_S (-1)^{(i_x + i_y)} \sin (Q_x i_x) \tag{4.3} \]

where \( \text{sign}(\sigma) = \pm 1 \) for \( \sigma = \{\uparrow, \downarrow\} \), and \( \langle \Delta, V_C, V_S \rangle \) are the mean fields which drive PDW, CDW, and SDW order respectively, and all the wave vectors and respective phases are chosen to give typical coexisting stripe SC solutions as shown in Fig. 4.1. The resulting non-self-consistent solutions upon a diagonalization \[ ^*$ \] can be used to calculate the resulting charge, spin and pair density on each site as,

\[ n_i = \langle n_{i\uparrow} \rangle + \langle n_{i\downarrow} \rangle \tag{4.4} \]

\[ m_i = \langle n_{i\uparrow} \rangle - \langle n_{i\downarrow} \rangle \tag{4.5} \]

\[ P \delta_i = \frac{\langle c_i \delta_i \delta_{i\uparrow} \rangle - \langle c_i \delta_{i\uparrow} \delta_{i\downarrow} \rangle}{2} \tag{4.6} \]

and the magnitude of each density wave is given as,

\[ \Delta n = \frac{\max(n_i) - \min(n_i)}{2} \tag{4.7} \]

\[ \Delta m = \frac{\max(m_i) - \min(m_i)}{2} \tag{4.8} \]

\[ \Delta P = \frac{\max(|P^d_i|) - \min(|P^d_i|)}{2} \tag{4.9} \]

\[ \Delta P = \frac{\max(|P^d_i|) - \min(|P^d_i|)}{2} \tag{4.10} \]

---

* block-diagonalization as discussed in Chapter 3. The super cell size is set based on which order(s) exist, i.e. \((l_x, l_y) = (8, 2)\) by default, and \((l_x, l_y) = (8, 1)\) without SDW, and \((l_x, l_y) = (4, 1)\) with only CDW.
with

$$P_i = \frac{1}{4} (P_i^x + P_i^{-x} - P_i^y - P_i^{-y}).$$

(4.11)

Note that, in general, the calculated spin, charge and pair densities will not follow the simple sinusoidal spatial dependence of the mean fields because the density of states (in the absence of order) is not a constant away from the bottom or top of the band, and it usually requires the Fourier transform with the first few harmonics of the natural wave vector to fully describe the density waves. Here, the resulting solutions are found to take almost sinusoidal forms, hence the real space configuration of non-self-consistent stripe solutions can be characterized conveniently by a set of parameters ($\rho, \Delta P, \Delta n, \Delta m$). This is demonstrated in Fig. 4.1 with a typical non-self-consistent PDW solution as an example, where the corresponding spectral weight function at the Fermi level and Fermi Surface (FS) are also shown.

### 4.2 Results

All the results given in this Chapter are produced with the same band parameters $(t, t', \mu) = (1, -0.4, -1.14)$, which give the target filling $\rho = 0.875$ for the non-interacting case. The temperature is $T = 0.01t$, and the lattice size is $(N_x, N_y) = (320, 320)$ to obtain enough resolution for the plots given in k-space.

Fig. 4.2 shows the spectral weight and FS of the PDW solutions obtained with varying input parameters $(\Delta, V_c)$ but with fixed $V_s = 0$, in order to study the simplest case with co-existing PDW and CDW order without SDW order, one likely scenario in stripe SC states. Fermi arcs near the nodal points resulting from open orbits are observed for the states with relatively weak PDW and CDW, but as PDW order becomes strong, the FS is reconstructed to
Figure 4.1: A typical non-self-consistent PDW solution obtained with a set of input parameters $(\Delta, V_c, V_s) = (0.2, 0.4, 0.2)$. (Bottom) the real space configuration characterized with a set of order parameters $(\Delta_P, \Delta_n, \Delta_m) = (0.09, 0.21, 0.16)$ shown in a unit supercell. (Top) (Left) the spectral weight function at the Fermi level $A(q, E = 0)$ in BZ, and (Right) Fermi Surface in the extended zone scheme.
form small pockets. Note that these pockets cannot be characterized as either hole or electron pockets, since quasiparticles which form the FS are superposition of both particles and holes. Instead, the pockets are characterized as “hole-like”, which can be most directly seen in the occupation number plot $n(k)$, where the occupation number inside of the pockets are close to zero$^{59}$.

Fig. 4.3 shows the spectral weight and FS of the PDW solutions obtained with varying input parameters $(V_c, V_s)$ but with fixed $\Delta = 0.2$, in order to study the effect of CDW and SDW on stripe SC states. The first thing to notice in this figure is that SDW order is mostly responsible for the reconstructions of FS, and the spectrum is completely gapped for $\Delta_{SDW} \geq 0.4$, while CDW order is found to have little qualitative effect over the parameter range studied. Although the arc-like structures are also seen in the finite SDW cases obtained with $V_s = 0.4$, this arc is qualitatively different in that the arc is actually one side of small hole-like pockets in anti-nodal regions where the other side with small spectral weight is not seen, another likely scenario especially in ARPES measurements.

Another important thing to note is that the magnitude of SDW order has little effect on that of PDW order, therefore both orders can coexist. This is actually reflected in the model itself, where the two potentials to drive SDW and PDW order are out of phase to each other. Kampf et.al. gave another description of coexisting SDW and PDW order by calculating the correlation function for both orders, $P^2(k) = \sum_q \langle c_{-k+q} \downarrow c_{k+q} \uparrow \rangle^2$ and $\rho_s = \sum_q \sum_s \langle s c_{k+q}^\dagger c_s \rangle$, with the self-consistent PDW solutions obtained with the U-model, which suggests that SDW correlation mostly lives along the diagonal parts of FS connected by AF wave vector $Q_{AF} = (\pi, \pi)$, while PDW correlation lives in anti-nodal regions (Kampf et.al., 2011).

Fig. 4.4 is analogous to Fig. 4.3 but with PDW order turned off by setting $\Delta = 0$. Comparing Fig. 4.4 with Fig. 4.3 one can conclude that the anti-nodal regions are gapped out by
Figure 4.2: Spectral weight function at the Fermi level $A(q, E = 0)$ and the Fermi Surface of non-self-consistent PDW solutions with different sets of input parameters $(\Delta_d, V_c)$ with fixed $V_s = 0$, hence no SDW order $(\Delta m = 0)$ for all the solutions shown here. Spectral weight is plotted on the left half of FBZ, and FS is plotted on the right half for each solution. The colorbar is applicable only for spectral weight (left half). The fixed chemical potential $\mu = -1.14$ is used for all, which gives the target filling $\rho = 0.875$ for the non-interacting case $(\Delta, V_c, V_d) = (0, 0, 0)$ and $\rho = 0.84 \sim 0.87$ for the other interacting cases.
Figure 4.3: varying \((V_c, V_s)\) with fixed \(\Delta = 0.4\), which gives \(\Delta_{PDW} = 0.126 \sim 0.134\) for the solutions shown here.
PDW order. The fact that SDW is mostly responsible for FS reconstruction is also confirmed at strong CDW with weak SDW limit in Fig. 4.5, although this limit is not a physical regime for cuprates since some sites are more than half-filled.

Figure 4.4: analogous to Fig. 4.3, but with PDW turned off by setting $\Delta = 0$.

The effect of SDW order on FS reconstruction is further studied in Fig. 4.6 where $V_s$ is the only variable with fixed $(\Delta, V_c) = (0, 0.2)$. The top left plot corresponds to pure CDW state,
Figure 4.5: analogous to Fig. 4.4 (no PDW) but at strong CDW with weak SDW limit.

where the spectrum shows a signature of CDW gap at parts of FS which can be connected by the wave vector $2Q_x = (\pi/2, 0)$. As SDW order increases with increasing $V_s$, further gaps are introduced at parts of FS which can be connected by AF and SDW wave vector, $Q_{AF} = (\pi, \pi)$ and $Q_x = (\pi/4, 0)$. In the bottom left plot, the FS is similar to that of uniform AF order, where small hole pockets and electron pockets exist at nodal and anti-nodal regions respectively, and
the difference in FS can be understood as the effect of CDW and SDW order. Then once the magnitude of SDW order exceeds a certain limit, the FS becomes 1D like, where the Fermi velocity is in the y direction, hence corresponding to a 1D metal. This 1D metal/SC behavior is also found in all the self-consistent stripe solutions discussed in the next chapter, all of which come with strong SDW order.

Figure 4.6: analogous to Fig. 4.4, but with fixed $(\Delta, V_c) = (0, 0.4)$, in order to study the effect of SDW on the FS reconstruction specifically.
Overall, in the non-self-consistent calculations for stripe SC states carried out in this section, the Fermi Arcs are observed most vividly in the solutions with PDW and CDW but without SDW order, which is suggested to be the physical regime, both theoretically and experimentally. While the Fermi arcs may exist with small coexisting SDW order as discussed, all the self-consistent solutions found in the next chapter have strong SDW and the FS is fully gapped, which casts some doubt on the applicability of the models used or the mean field approach itself. Another interesting finding is that SDW order or AF stripe can produce a rich FS structure due to the symmetry breaking and nesting based on the two associated vectors $Q_{AF} = (\pi, \pi)$ and $Q_{SDW} = (2\pi/l_x, 0)$, which might play an important role in the mechanism of superconductivity in cuprates.
Chapter 5

Results (self-consistent)

In this chapter, the results of self-consistent BdG calculations with the UV-model are presented. The BdG equations used in this chapter are given by (2.9), and the self-consistency conditions are given by (2.10) for the UV-model, where the Hartree shift contribution from V term is set to be zero for the U-model[49].

In section 5.1, the physical properties of PDW solutions obtained with two models, the UV-model and U-model, are discussed. In section 5.2, the stability of various self-consistent stripe SC solutions is investigated with varying input parameters in the model, which leads to a good understanding of the parameter regions where the stripe SC states are stabilized.

Note that in this chapter, all the solutions are self-consistent unless otherwise mentioned (e.g., when they are compared to the non-self-consistent solutions), the fixed band parameters \((t, t') = (1, -0.4)\) are used to give a realistic FS for cuprates, and all the values of interactions and other energies are given in the unit defined by nearest-neighbor hopping parameter \(t = 1\). The details of the implementation, such as the convergence criteria and a method to adjust the chemical potential to achieve the target filling, are given in Appendix A (and a sample pseudocode which demonstrates the flow of calculations is given in Appendix B).
5.1 Physical properties of PDW solutions

Figure 5.1: LDOS plots for self-consistent PDW solutions obtained with (Left) UV model and (Right) U model with $(U, V) = (3, 1.5)$. The definitions of $n_i$, $M_i$, $\Delta_{i,x}$ and $\Delta_{i,y}$ are the same as in Chapter 4. For both solutions, the Fermi surface is entirely gapped out, hence the plots of their spectral weight function at the Fermi level and the Fermi Surface are not shown here. Note that $DOS(E = 0) \neq 0$ is a numerical artifact due to the finite width of the energy window $\delta E = 0.01t$ used.

Fig. 5.1 shows the real space configuration and Local Density of States (LDOS) of PDW solutions obtained with two different MF models, the UV model given in (2.9) and U model. Both solutions are obtained with the same parameters $(U, V) = (3, 1.5)$ at $(\rho, T) = (0.875, 0.01)$.

The generic properties of a PDW solution obtained with UV-model are as follows. The system is separated into (a) hole-rich, non-magnetic, close to quarter filled ($\rho = 0.5$) SC re-
regions (b) almost half-filled ($\rho = 1$), three-legged AF regions. SC order is suppressed in the AF region and vice versa, due to the competition between SC and AF order. SC order also shows a directional dependence, where the significant SC order parameters exist only along the vertical non-magnetic lines, i.e. the system shows a quasi-1D SC behavior along the vertical non-magnetic lines. This can be understood as a Non-SC stripe state, which was quasi-1D metallic along the vertical lines and insulating in AF regions, making a SC transition at low temperature.

Compared to the PDW solutions of the UV-model, those of the U-model come with smaller CDW and SDW, and the SC order parameter is more isotropic, less one-dimensional. This is because, while in UV-model, the spins in AF region are almost fully polarized to give a strong AF order and the phase separation between SC and AF regions is strong, hence SC is mostly along non-magnetic vertical lines, in the U model, the weaker AF order due to the smaller Hartree shift allows some SC to exist in AF region and hence the system shows more 2D-like SC behavior. This PDW solution obtained with U-model is qualitatively equivalent to the non-self-consistent PDW solutions with strong SDW order studied in chapter 4, where the original FS without PDW has a 1D FS, hence showing a 1D metal behavior but the resulting PDW order still extends beyond the 1D metallic stripes, resulting in more 2D-like behavior. The 2D nature of superconductivity in the PDW solution of the U-model was additionally confirmed by observing an oscillating behavior in the effective hopping amplitude $\rho c(r_i) = \sum_s \langle c_i^\dagger c_{is} \rangle$ and pairing amplitude $P(r_i) = \langle c_{0i} c_{ri} \rangle$ in both x and y directions[49].

The qualitative difference between PDW solutions of the two different models is also clearly seen in the LDOS plots shown in Fig. 5.1. For the PDW solution in the UV-model, the LDOS varies significantly over different sites and the low energy excitation near the Fermi
level is predominantly from the SC site ($\chi_i = 2$), while for the PDW solution in the U-model, the LDOS does not have any significant site dependence.

In summary, both UV and U model support the PDW solutions self-consistently, although the nature of these PDW solutions vary, namely the nature of superconductivity being 1D-like and 2D-like in the UV and U model respectively. However, the interactions strong enough to stabilize PDW solutions inevitably lead to the strong SDW order in both PDW solutions, making the underlying FS 1D-like as seen in the non-self-consistent solutions with strong SDW order in Chapter 4. This leads to the completely gapped FS upon introducing PDW order.
5.2 Stability of stripe SC states

In this section, the stability of various SC states is studied with varying parameter sets \((U, V, \rho, T)\). The \((U, V)\) dependence of stability of PDW solutions is studied first with fixed \(T = 0.01\) in section 5.2.1 in order to determine the physically relevant parameter region \((U, V, \rho)\) for the PDW states, and then the \(\rho\) and \(T\) dependence of various stripe SC states is studied in detail for a set of parameters \((U, V)\) in section 5.2.2.1 and 5.2.2.2.

For the rest of this thesis, the SC and PDW order parameters are defined as

\[
\Delta_{SC} = \text{average}(\Delta^d_i) \quad (5.1)
\]

\[
\Delta_{PDW} = \max(\Delta^d_i) - \Delta_{SC}, \quad (5.2)
\]

where the d-wave SC pairing at a site \(\Delta^d_i\) is given as,

\[
\Delta^d_i = \frac{1}{4}(\Delta_i^\hat{x} + \Delta_i^{-\hat{x}} - \Delta_i^\hat{y} - \Delta_i^{-\hat{y}}). \quad (5.3)
\]

In addition, in order to characterize the directional dependence or the effective “dimensionality” of SC found in stripe SC solutions, a new parameter \(d_{xy}\) is used, which is defined as,

\[
d_{xy} = 1 + \frac{\max(|\Delta_i^\hat{x}|)}{\max(|\Delta_i^\hat{y}|)}, \quad (5.4)
\]

* Note that the SC paring \(\Delta^\delta_i\) is generally a complex number, but in the absence of magnetic field, if one sets all the initial \(\Delta^\delta_i\) to be real, all the converged \(\Delta^\delta_i\) after the self-consistent iterations are also real.
where the maximum is taken over sites \( i \) and the ratio of the maximum magnitude of SC order parameter in \( x \) and \( y \) direction approaches 1 if SC in the system is isotropic, hence giving \( d_{xy} = 2 \), while the ratio approaches 0 if the system has quasi-1D SC behavior, hence giving \( d_{xy} = 1 \).

The specific heat at a given temperature is calculated based on entropy \( S \):

\[
C_V(T = T_n) = T_n \frac{dS(T_n)}{dT_n} \simeq T_n \frac{S(T_{n+1}) - S(T_n)}{T_{n+1} - T_n} \tag{5.5}
\]

where the entropy at two neighboring temperatures \( T_n < T_{n+1} \) are used, hence it is not calculated for the calculations with fixed \( T \).

5.2.1 \((U, V)\) dependence

Fig. 5.2 shows the filling dependence of the PDW order parameter \( \Delta_{PDW} \) of PDW solutions obtained with UV model with varying interactions at constant \( T = 0.01 \), as well as the magnitude of concomitant CDW and SDW order. The main finding here is that the magnitude of the PDW order parameter \( \Delta_{PDW} \) is almost solely dependent on \( V \). The filling or doping range where PDW states are stabilized is mostly dependent on the band parameter \((t, t')\) used and how well the resulting FS at a given filling is nested by the stripe wave vector \( Q_x = (2\pi/l_x, 0) = (\pi/4, 0) \), consequently showing a complimentary dependence on the interaction strength \((U, V)\), since strong interactions allow the nesting to happen more easily even at parts of FS not exactly nested.

In general, the magnitudes of CDW and SDW monotonically increase as \( U \) and \( V \) increase, since both \( U \) and \( V \) scale the magnitude of the Hartree shift and hence of inhomogeneity, but
Figure 5.2: The $(U, V, \rho)$ dependence of (Top) the PDW order parameter $\Delta_{PDW}$, (Bottom) the magnitude of CDW and SDW, $\Delta n$ and $\Delta m$, and the effective dimensionality of SC, $d_{xy}$, for the PDW solutions in the UV-model. The inset in the $\Delta_{PDW} - \rho$ plot shows the $V$ dependence of the maximum PDW order parameter at small $V$ limit ($V = 0.5 \sim 1$ with fixed $U = 3$), which occurs near $\rho = 0.78 \sim 0.8$. The dashed line shown in the $\Delta n - \rho$ plot corresponds to a scenario where all the holes go into the hole-rich regions with half-filled AF regions. Data points for each state terminate where the states become unstable and the convergence is not achieved. The peculiar behavior observed at the tails of some curves toward the upper cut off in $\rho$ are due to either finite size effects or change in domain structures, which are further discussed in the text.
for the parameter region investigated, the effect of $V$ is more dominant. For the CDW order, the filling sets an upper-bound on the magnitude of modulation. At a given filling $\rho$, the maximum amplitude of CDW $\Delta n$ is achieved if all the holes go into the hole-rich SC regions and all the AF sites are half-filled (i.e. $\langle n_i \rangle = 4\rho - 3$ for a SC site, $\langle n_i \rangle = 1$ for three AF sites), which gives $\Delta n = 2(1 - \rho)$. Strong interaction approaches this limit, but the linear dependence of $\Delta n$ on $\rho$ is found to be generic for all sets of $(U, V)$ investigated. For the SDW order, $\Delta m$ corresponds to the magnetization at the center of AF region, where it is almost half filled, and the spin at that site can be fully polarized in the strong interaction limit.

![Figure 5.3: Spectral weight function at the Fermi level and the FS for PDW solutions obtained at $(U, V, \rho) = (3, 1, 0.8)$ with (Top Left) UV-model and (Top Right) U-model. (Bottom) the underlying Fermi Surface for the corresponding non-SC stripe states.](image-url)
Fig. 5.3 shows the spectral weight function at the Fermi level and the FS for the PDW solutions obtained with the UV-model and U-model at the same parameters $(U, V, \rho) = (3, 1, 0.8)$, and the underlying FS is also investigated by setting the PDW order to be zero in each solution. For the PDW solutions of the UV-model, the spectrum is completely gapped out with the PDW order, and the underlying FS is 1D-like due to the strong SDW order present, while for the PDW solutions of the U-model, the hole-like pockets are observed at the nodal regions, and the underlying FS without PDW order additionally has a 1D-like FS at antinodal regions, which is gapped out by PDW order. Note that these hole-like pockets are the consequence of the relatively weak SDW order, and hence they get destroyed once strong enough SDW order sets in, and the FS becomes 1D-like as in the PDW solution of the UV-model.

5.2.2 $(\rho, T)$ dependence

In this section, the filling $\rho$ and temperature $T$ dependence of stripe SC states are studied with a set of parameter $(U, V) = (3.5, 1.5)$. Although the stripe SC solutions can be stabilized with smaller $V \leq 1$ in more physical regime as discussed in section 5.2.1, the stabilization is possible only near the optimal doping at lowest $T$. This corresponds to small PDW order parameter $\Delta_{PDW} < 0.05$, which suffers from finite size effects, which affect the stability as well as the numerics. Therefore, a larger $V = 1.5$ is used in the following sections, in order to study the $(\rho, T)$ dependence, and $U = 3.5$ is chosen so that the stripe SC states can be stabilized in both UV-model and U-model.

Note that along with the PDW and mdSC solutions which have the three-legged AF stripes and vertical lines of non-magnetic SC sites, other stripe SC states with the same stripe wave vectors but with a different domain structure can be stabilized. Some examples of such states are schematically depicted in Fig. 5.4. It turns out that the Free energy of these states (e.g.
Figure 5.4: Schematic pictures of PDW and mdSC solutions with different domain structures. PDW and mdSC are the ones that have been studied in the previous sections, which come with three-legged AF regions separated by non-magnetic SC lines. PDW* and mdSC* are alternative states which have two-legged AF regions separated by slightly magnetic 2-legged SC regions. Note that PDW has a sign change in $\Delta^d_i$ while mdSC does not.

PDW* and mdSC*) are either degenerate or higher than that of the PDW and mdSC in the parameter regions studied, and therefore not included in the figures in the following sections, for the sake of clarity.

5.2.2.1 $\rho$ dependence

The $\rho$ dependence of the stripe SC solution with the UV-model and U-model are studied in Fig. 5.5 and Fig. 5.6 respectively, with the same set of parameters $(U, V, T) = (3.5, 1.5, 0.01)$

The main finding in Fig. 5.5 is that in the UV-model for the given parameter set, the uniform SC is the lowest in energy over the filling region of $\rho < 0.83$, which corresponds to the overdoped region, while both stripe SC states, PDW and mdSC, are the lowest in energy at the filling region of $0.83 < \rho < 0.89$. Once the chemical potential $\mu$ exceeds a critical value, the lowest free energy state is the almost half-filled, uniform AF state with almost complete spin polarization (i.e. $m_i \simeq 0.92$), in qualitative agreement with the generic phase diagram for cuprates given in Chapter 1. It is also interesting to note that the PDW order parameter takes its maximum value in each stripe SC solution near the critical filling $\rho^* = 0.82$, below
Figure 5.5: The $\rho$ dependence of several parameters describing the PDW, mdSC and uniform d-wave SC (dSC) solutions obtained with the UV-model with $(U, V) = (3.5, 1.5)$ at fixed $T = 0.01$. The subscript 1 represents the UV-model. (Top) The $\rho$ dependence of order parameters $\Delta_{PDW}$, $\Delta_{SC}$ and the magnitude of CDW $\Delta n$. (Bottom) $\rho$ dependence of the magnitude of SDW $\Delta m$, Free energy $F$, and the effective dimension of SC in the system $d_{xy} = 1 + \frac{|\Delta_{y}^{\text{max}}|}{|\Delta_{y}^{\text{max}}|}$ (the further details discussed in the text). Note that a constant increment of the chemical potential, $\delta\mu = 0.02$, is used to trace over the filling region (further details in Appendix A).

which SC becomes the lowest in energy. The effective dimensionality of SC is $d_{xy} \simeq 1.1$ for both stripe SC states obtained with the UV-model, suggesting that quasi 1D-like SC behavior is generic over the studied filling range.
The main finding in Fig. 5.6 is that in the U-model for the given parameter set, both stripe solutions are stabilized in a broader region of filling, and their Free energy is lower than that of the uniform dSC state in the entire filling region. Also due to smaller SDW order, the mdSC state at low filling $\rho < 0.75$ has coexisting AF stripes and uniform SC. The effective dimensionality of SC $d_{xy}$ also suggests that at low $\rho$, SC becomes 2D-like. Note that the parameter set used $(U, V) = (3.5, 1.5)$ is probably not in the physical regime for the U-model, and small $V \leq 1$ is the physical regime for the U-model, as found in Fig. 5.3, since ignoring...
the Hartree shift from the V interaction is only reasonable if V is relatively small. This fact is also mentioned in a previous work[49].

5.2.2.2 T dependence

The T dependence of the stripe SC solution with the UV-model and U-model are studied in Fig. 5.7 and Fig. 5.8 respectively, with the same set of parameters \((U, V, \rho) = (3.5, 1.5, 0.875)\).

The main finding in Fig. 5.7 and Fig. 5.8 is that at \(\rho = 0.875\), both stripe SC states have lower free energies than the uniform SC state at low T, in agreement with the finding in the previous section that at \(T = 0.01\) stripe SC states are lower in energy than the uniform SC state for the filling range of \(0.83 < \rho < 0.89\).

The main difference between the results of the UV-model (Fig. 5.7) and U-model (Fig. 5.7) are that the degeneracy between the PDW and mdSC solutions are lifted at low T in the U-model, where the PDW has lower Free energy than mdSC. In addition, the effective dimensionality \(d_{xy}\) suggests that both stripe SC states obtained with the UV-model have quasi 1D-like SC behavior, while both stripe SC states obtained with the U-model have quasi 2D-like SC behavior, and this is generic over the range of T where stripe states are stabilized.
Figure 5.7: the $T$ dependence of the PDW, mdSC and uniform dSC solutions obtained with the UV-model with $(U,V) = (3.5, 1.5)$ at fixed $\rho = 0.875$. The subscript 1 represents the UV-model.
Figure 5.8: similar to Fig. 5.7 but with the U-model. The subscript 2 represents the U-model. The inset in the Free energy plot shows a zoomed-in version which shows the close Free energies for the PDW and mdSC solution.
Chapter 6

Conclusion

The main objective of this thesis is to reproduce and extend previously published works by Loder and others\cite{47, 49, 50}, which studied stripe SC states using self-consistent BdG calculation with the UV-model and related models. Specifically, the parts of this thesis which reproduced published works included stabilizing PDW and mdSC solutions with both UV-model and U-model with a set of parameters and characterizing each solution. The parts which extend previous work correspond to mapping out parameter regions where the stripe SC states can be stabilized. Note that the region of doping where PDW order is found to be stabilized is roughly consistent with where striped charge order is found in the generic phase diagram of the cuprates.

In addition, the nature of stripe states with coexisting PDW, CDW and SDW order were studied using non-self-consistent BdG calculation in chapter 4. One conclusion of these results is that the SDW order plays an important role in reconstructing the FS in stripe states, and strong SDW order leads to a completely gapped spectrum in the coexisting PDW state. Therefore, the Fermi arcs (as seen by ARPES in the underdoped cuprates) can be expected only for the states with small SDW.
Interestingly, in chapter 5, self-consistent PDW solutions of the U-model were found to be stable with relatively small SDW order in some regions of parameter space. These PDW states have hole-like FS pockets in the anti-nodal regions, which are roughly consistent with the Fermi arcs seen in the spectral weight function. This is a new promising result in favor for the U-model.

Possible future work includes the self-consistent BdG study with the same models in a magnetic field, where preliminary results (not presented in this thesis) suggest that the stripe SC solutions can be stabilized in a broader parameter region than in zero-field calculation, consistent with previous works[51]. In addition to studying the enhanced stability of stripe SC states in a magnetic field, exploring the possibility of QO is another interesting aspect of finite magnetic field studies. For this purpose, the parameter region found in this thesis, where the PDW solutions of the U-model coexist with small SDW order and hence give rise to small FS pockets, is a promising parameter region to explore.
Appendix A

Convergence method and criteria for the self-consistent BdG calculation

Convergence method

After multiple self-consistent BdG iterations, close to convergence, some oscillatory behavior in the solutions are often observed, preventing the smooth convergence. To achieve smooth convergence, the following relaxation method is implemented.

For a generic self-consistent variable $X$ (e.g. the Hartree shift $\eta_{i,\sigma}$ or SC paring $\Delta_i^\delta$), the input value for $N+1$ th iteration is defined based on the input and output value in $N$ th iteration,

$$X_{in}^{N+1} = \alpha X_{out}^N + (1 - \alpha)X_{in}^N,$$  \hspace{1cm} \text{(6.1)}

where $0 < \alpha < 1$ is a weighting parameter, and choosing $0.6 \leq \alpha \leq 0.8$ usually gives smooth convergence.

When running the BdG calculation at fixed filling (e.g. when producing a plot as a function of temperature at fixed filling), the chemical potential needs to be adjusted to achieve the target filling $\tilde{\rho}$. For this the following algorithm is used,
\[ \mu^{N+1} = \mu^N + \beta \delta \rho, \quad (6.2) \]

where \( \delta \rho = \tilde{\rho} - \rho^N_{out} \) is the difference between the target filling and the output filling, and \( \beta > 0 \) is a parameter controlling the magnitude of update on \( \mu \). Various ways to choose \( \beta \) are possible, such as defining \( \beta \) at each iteration based on \( \beta = \frac{\delta \mu}{\delta \rho} = \frac{\mu^N - \mu^{N-1}}{\rho^N_{out} - \rho^{N-1}_{out}} \) or using a regression method to deduce the optimal \( \beta \) based on all the prior filling and chemical potential, but one can set \( \beta \) to be a constant value as long as it is small enough to archive the convergence. Larger \( \beta \) is good when the system is far from the target filling and one wants to adjust the chemical potential in a big step, but near the convergence, one wants to adjust the chemical potential more carefully, although this dependence on the distance from the convergence is already included in \( \delta \rho = \tilde{\rho} - \rho^N \) linearly.

Based on these considerations, the following step function definition is used for \( \beta \):

\[
\beta = \begin{cases} 
\beta_1, & \text{for } |\delta \rho| > \delta \rho^* \\
\beta_2, & \text{for } |\delta \rho| < \delta \rho^*
\end{cases},
\quad (6.3)
\]

where \( \beta_1 >> \beta_2 > 0 \) and \( \delta \rho^* \) is a threshold value of the distance to the target filling. For example, \((\beta_1, \beta_2, \delta \rho^*) = (0.5, 0.1, 0.001)\) is used for the \( T \)-trace plot in Fig ??.

For the plots given as a function of filling, a more efficient approach is to use values of chemical potential uniformly distributed in a certain range, i.e. \( \mu = [\mu_{min} : \delta \mu : \mu_{max}] \), achieve the convergence for each \( \mu \), and then calculate the corresponding filling. Some adjustments
in increments of \( \mu \) are necessary near van Hove singularities or other values where the DOS changes rapidly.

**Convergence criteria**

The convergence in the self-consistent BdG calculation \( X \) is defined as when all the self-consistent variables are converged to the final values within a certain tolerance \( \delta X \),

\[
|X_{out}^N - X_{out}^{N-1}| < \delta X. 
\]  \hspace{1cm} (6.4)

It turns out, however, that checking the convergence in the filling \( \rho \) and the Free energy \( F \) with a tolerance of \( 10^{-5} \) usually guarantees the convergence in all the other self-consistent variables.
Appendix B

Sample pseudo code for the self-consistent BdG calculation

There are some important points to note;

- With the particle-hole symmetry present in the BdG construction, the k-dependent Hamiltonian matrices are constructed and solved for only a half of k-points defined in the reduced FBZ, and for the other half of k-points, the corresponding eigenenergies and wave functions are simply found based on those of the symmetry related k-point, without diagonalization.

- In order to achieve the smooth convergence, a relaxation method is used (the details given in Appendix A).

```
1 initial_setting % set the model parameters (t,t',U,V,T) and lattice sizes (lx, ly, Mx,My)
2
3 neighbor_list % generate the indexing of sites & their neighbors, which are used to assign the input values to a proper matrix element

4 k_list=k_vector_list() % generate the indexing of k-vector and its symmetry related point (k_list)

5

6 input_values=initial_config() % set all the initial configurations (n_in, m_in, Delta_in, Hartree_in, mu) which are used to construct the Hamiltonian matrix
```
initialization % initialize all the other variables used with proper dimension

% BdG main loop

count=1;
converged=false;

while (count<=maxcount & & converged==false)

count=count+1;

% construct k-independent Hamiltonian based on input.values

[H_up, H_dn]=H_matrix(input.values)

%============================================

for k_index=1:M/2 % trace over half of all the k-points

% (A1) %

%---define k-point (kx,ky)--

kx=k_list(k_index, 1)

ky=K_list(k_index, 2)

%---get k-dependent Hamiltonians by applying k-dependent phase to boundary terms

[Hk_up, Hk_dn]=boundary_k_phase([Hk_up, Hk_dn])

%---diagonalize the Hamiltonian to get wavevectors and eigenvalues

[Psik_up, Ek_up]=eigen(Hk_up)

[Psik_dn, Ek_up]=eigen(Hk_dn)

%------calculate the k-dependent expectation values based on self-consistent conditions

[n_k, m_k, Delta_k, Hatree_k]=self_const(Psik_up, Psik_dn, Ek_up, Ek_dn)
%% (A2) %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% get the symmetry related k-point
kx=k_list(k_index,3)
yy=k_list(k_index,4)

% for this k-point, get the wavevectors and eigenvalues without diagonalization by using symmetry
[Psik_up2, E_k_up2]=bdg_swap([Psik_dn , E_k_dn])
[Psik_dn2, E_k_dn2]=bdg_swap([Psik_up, E_k_up])

% calculate the k-dependent expectation values based on self-consistent conditions
[n_k, m_k, Delta_k, Hatree_k]=self_constr(Psik_up, Psik_dn, E_k_up, E_k_dn)

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

end % Done: loop over k-points
%================================================================================

% calculate the expectation values by averaging over contributions from all k-points
[n_out, m_out, Delta_out, Hatree_out]=average_over_k(n_k, m_k, Delta_k, Hatree_k)
rho=mean(n_out) % average charge density (filling)

% calculate new input values for the next iteration by relaxation method
[n_in, m_in, Delta_in, Hartree_in]=relaxation(input_values, [n_out, m_out, Delta_out, Hatree_out])
mu=adjust_mu(mu, rho, target_rho)
input_values=[n_in, m_in, Delta_in, Hartree_in, mu]

% calculate Free energy & Order parameters———
F=Free_Energy()
[CDW, SDW, PDW, SC]=order_parameters(input_values)
81

82 \%-- convergence_check (stop the iteration if it's converged) ---

83 converged = convergence_check(rho, mu, F, CDW, SDW, PDW, SC)

84

85 end \% Done: self-consistent loop

86

87

88
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