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1 Abstract

Empirical economics frequently involves testing whether a theoretical propo-
sition is evident in a data set. This thesis explores methods for confronting
such theoretical propositions with evidence. Chapter 1 develops a method-
ological framework for assessing whether binary (‘Yes’/‘No’) observations
exhibit a discrete change, confronting a theoretical model with data from an
experiment investigating the effect of introducing a private finance option
into a public system of finance. Chapter 2 expands the framework to iden-
tify two discrete changes, applying the method to the evaluation of adherence
to clinical practice guidelines. The framework uses a combination of existing
analytical techniques and provides results which are robust and visually in-
tuitive. The overall result is a methodology for evaluation of guideline adher-
ence which leverages existing patient care records and is generalizable across
clinical contexts. An application to a set of field data on supplemental oxygen
administration decisions of volunteer medical first responders illustrates.
Chapter 3 compares the results of two mechanisms used to control industrial
emissions. Cap and Trade imposes an absolute cap on emissions and any
emission capacity not utilized by a firm can be sold to other firms via trad-
able permits. In Intensity Targets systems firms earn (owe) tradable credits
for emissions below (above) a baseline implied by a relative Intensity Target.
Cap and Trade is commonly believed to be superior to Intensity Targets be-
cause the relative Intensity Target subsidizes emissions. Chapter 3 reports
on an experiment designed to test theoretical predictions in a long-run lab-
oratory environment in which firms make emission abatement technology
and output production decisions when demand for output is uncertain, and
banking of tradable permits may or may not be permitted. Particular focus is
placed on testing whether the flexibility inherent to Intensity Targets can lead
them to be superior to Cap and Trade when demand is stochastic.
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Introduction

Lionel Robbins (1932) described economics as ‘the science which studies hu-

man behavior as a relationship between given ends and scarce means which

have alternative uses’. While this description appears straightforward, some

debate regarding the scientific nature of economics persists. A New York

Times opinion piece by Krugman (2013) entitled ‘Maybe Economics is a Sci-

ence, But Many Economists Are Not Scientists,’ highlights the broad audi-

ence of the controversy. According to the Merriam-Webster (2016) dictionary

science is ‘knowledge about, or study of, the natural world based on facts

learned through experiments and observation,’ and according to the Science

Council (2009) ‘the pursuit and application of knowledge and understanding

of the natural and social world following a systematic methodology based on

evidence.’ Both definitions hinge upon systematically seeking out and using

evidence to understand the world. As the title suggests, this thesis investi-

gates methods for using evidence (data) to evaluate theoretical propositions,

thereby placing this economic work squarely within the domain of science.

With an overarching theme of a scientific approach, this work seeks out ev-

idence and takes a systematic approach to evaluating that evidence, specif-

ically whether or not a particular theoretical proposition is apparent within

a given data set. Each chapter incorporates evidence from a different source.

Data from two economics experiments and one administrative data set are

used. Evaluation of the evidence is carried out using a combination of meth-
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ods and intuitive graphics. Two chapters develop an innovative and flexible

framework for assessment of evidence against pre-existing theoretical propo-

sitions and guidelines. The third chapter evaluates the relative performance

of two market mechanisms for the control of industrial emissions using data

generated in an economics experiment. Overall, the aim is to understand

whether or not the evidence support or reject pre-defined theoretical proposi-

tions.

Chapter 1 begins with an investigation of the match of a set of data gathered

in the experimental economics laboratory to a theoretical structure hypothe-

sized to account for behaviour. The main issue in this chapter is that the the-

oretical structure consists of a single discrete change in an outcome which

consists of two levels and ranges over a continuous covariate. A flexible non-

parametric conditional density approach is adopted and contrasted to a range

of alternatives. The Nonparametric approach is shown to be particularly use-

ful for illustrating relationships within a set of experimental lab data.

Chapter 2 builds upon the framework of Chapter 1, extending both the com-

plexity of the theoretical structure (and therefore the analytical framework)

and the potential applicability of the result. In this chapter an administrative

data set consisting of the decisions of medical practitioners to administer sup-

plemental oxygen to members of the community is compared to the practice

guideline which should govern these decisions. Issues of data quality are ad-

dressed in a simple fashion and an economic analysis of the impact of perfect

adherence to the guideline is undertaken. The key contribution of the chapter

is the generalizable framework for the evaluation of clinical practice guide-

lines which is developed.

Lastly, Chapter 3 describes an economic experiment designed to answer the

question of whether or not Cap and Trade emissions permit trading pro-

grams are the most effective choice, relative to Intensity Target systems, for
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controlling pollution in a setting when demand for output is uncertain. This

chapter focuses heavily on the careful generation of the experimental data,

with analysis of the results being much more straightforward than in Chap-

ters 1 and 2.

The results of this work explicitly offer value to three groups: practicing an-

alysts of experimental economics laboratory data, assessors of health care

system performance, and governing bodies tasked with developing markets

for emission permits. However, the methods of gathering data through care-

ful experimentation and the frameworks of analysis developed in this volume

are not strictly limited to these groups. In fact, the approaches used here are

broadly applicable to any scientist seeking an alternative approach to con-

fronting a theoretical structure with evidence.
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Chapter 1

Playing by the rules? Agreement

between predicted and observed

binary choices

1.1 Introduction

The objective of this work is to determine whether data collected from eco-

nomic activities support the predictions derived from a theoretical model of

economic behaviour. The specific prediction described here is a step-wise re-

lationship between a binary ‘Yes’/‘No’ outcome variable, and two explana-

tory variables. For example, a consumer may decide to purchase a product

over a range of low prices, so the outcome is ‘Yes’, and decide not to purchase

at prices above a certain price threshold, so the outcome becomes ‘No’ from

there on. In the raw form, the observations would include some noise due

perhaps to impulse purchases or lack of attention. Using a standard paramet-

ric framework for smoothing such noise the location of a discrete change is

masked, prompting the investigation of alternative approaches to evaluation.

Using flexible nonparametric regression opens the possibility of locating a
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discrete change or ‘switch-point’ within the smoothed observations. Three

methods for locating candidate switch-points are suggested. The final pro-

posed framework for evaluation uses the nonparametric smoothing approach

combined with a maximum absolute gradient switch-point candidate identifi-

cation strategy. The candidate switch-points are compared to the predictions

of the theoretical model via constructing nonparametric bootstrapped confi-

dence intervals which acknowledge the interdependence of the observations.

The theoretical model and observations used to illustrate the techniques dis-

cussed here are taken from a single treatment of the experiment reported

in Buckley et al. (2015). The observations consist of a set of observed deci-

sions to participate or not participate in an activity and are conditioned on

two explanatory variables. The methods developed here maintain as strict

an independence as possible between the observations and the predictions

of the theoretical model. This means that rather than attempting to explain

the matches of the theory with the observations, the theory is defined first,

and, if necessary, the observations are secondly smoothed using a regression

framework. The first and second parts are then compared. This means that if

the researcher wishes to compare a different theory to the observations it is

straightforward to do so and requires no alteration to the description of the

smoothed observations. It also means that if one suspects that the smoothed

observations are improperly described that the regression framework can be

altered independently of the theoretical predictions. An advantage of this ap-

proach is that the results can be intuitively illustrated, which offers substan-

tial appeal to researchers wishing to communicate with diverse audiences.

Applications of the methodological framework extend naturally to archival

data and data from field experiments as well as to controlled laboratory ex-

periments. Examples of these applications include decisions to look for a job

or not (labor force participation) or adherence to professional practice guide-
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lines in accounting, law or medicine (See Chapter 2 of this thesis).

1.2 Methodology

Empirical economics frequently involves testing whether the predictions of a

theoretical model are realized under controlled conditions. This paper pro-

poses a new method for assessing whether binary (‘Yes’/‘No’) observations

ranging over a continuous covariate exhibit a discrete change which is consis-

tent with an underlying theoretical model. An application using observations

from a controlled laboratory environment illustrates the method, however, the

methodology can be used for testing for a discrete change in any binary out-

come variable which occurs over a continuous covariate such as medical prac-

tice guidelines, firm entry and exit decisions, labour market decisions and

many others. The observations are optimally smoothed using a Nonparamet-

ric approach which is demonstrated to be superior, judged by four common

criteria for such settings. Next, using the smoothed observations, two novel

methods for assessment of a step pattern are proposed. Finally, nonparamet-

ric bootstrapped confidence intervals are used to evaluate the match of the

pattern of the observed responses to that predicted by the theoretical model.

The key methodological contributions are three innovative methods proposed

for assessing the step pattern. The promise of this approach is illustrated in

an application to a controlled experimental lab data set, while the methods

are easily extendable to many other settings.

Once the basic overview of the match with theory is established using a clas-

sification matrix approach the discussion moves on to smoothing, comparing

three techniques to achieving this objective while incorporating the effects of

two covariates. The first technique, an ’Empirical approach,’ simply calculates

basic proportions. The next is the standard parametric technique in which
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a probit estimation strategy is employed.1 The last is a Nonparametric ap-

proach in which the conditional density of the positive participation decisions

is estimated. An Appendix compares the approaches in detail. The results of

each smoothed model are then compared to the theoretical predictions and

statistical significance established using a bootstrapped confidence interval

approach.

A key weakness of the parametric approach is illustrated here. The paramet-

ric technique suggests very tight confidence intervals but is clearly misspec-

ified. Using the Nonparametric approach the observations demonstrate rea-

sonable support for the theoretical model. Evidence for a match of the can-

didate switch-points with those suggested by the theoretical model is found

in most instances using the final proposed framework. Section 1.3 describes

the theory and observations, Section 1.4 deals with smoothing the observa-

tions. Section 1.5 proposes two new methods for identifying switch-points,

and Section 1.6 constructs nonparametric bootstrapped confidence intervals

to evaluate the match of the candidate switch-points with the predictions of

the theoretical model. Section 1.7 concludes, discussing alternatives and ex-

tensions of the framework.

The techniques explored here were developed in response to a particular

situation arising in the experimental lab in which a theoretical model sug-

gested that the outcome of interest would exhibit a clearly defined cutoff.

There were few well defined options for accepting or rejecting the sugges-

tions of the theoretical model, and the more standard options produced un-

informative results. The insights gathered in the process of investigation and

presented here offer a new direction for the confrontation of theory with evi-

dence.
1All results were also carried out using a logit technique with virtually indistinguishable

results.
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In addition to the analysis presented here variants of structural breaks and

regression discontinuity were considered, treating the continuous covariate

as the variable over which breaks occur, as year does in the familiar macroe-

conomic sense of structural breaks. In the case of testing for unknown struc-

tural breaks the single model of the relationship between the outcome and

the two covariates proposes 5 breaks in the continuous covariate, each depen-

dent upon the ordered covariate level. Testing for every possible combination

of breaks implies 118,755 tests.2 Taking the approach of a known break one

could also simply suppose the true breaks to be those of the theoretical model

and test for a match. In the macroeconomic context, this approach suggests

that the model takes on a different form before and after the break. In the

case of a binary outcome variable this implies a model for the positive out-

comes of participate and another for the negative outcomes. Conceptually this

would imply a belief that the covariates have different influences upon the

participation decision based on whether the particular participation decision

is taken before or after a certain level in the continuous covariate. Similarly,

regression discontinuity suggests that the application of a treatment effect at

a known break has the potential to result in two different models before and

after the break. In this experiment participants chose the outcome variable

based on the two covariates where the continuous covariate was determined

in the experiment and not applied as a treatment variable. As an adaptation,

the match of the observations against all possible cutoffs is provided in the

paper, using the goodness of fit metrics of Correct Classification Ratio, Ad-

justed Correct Classification Ratio, The Area Under the Receiver Operator

Characteristics Curve and Cohen’s κ. Despite being able to select a maximum

value in order to identify a candidate switch point, the true behavior of the

observations is masked by this technique because a break in the sense of a

2The number of ways to choose 5 break-points from 29 possibilities
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clear shift in the observations may or may not actually exist.

1.3 Theoretical predictions vs. observations

1.3.1 A theoretical model of participation

The theory and observations forming the basis of the example illustrated

in this paper were drawn from an experiment presented in Buckley et al.

(2015). The experiment sought to explore the role of mixed finance arrange-

ments whereby a private good is funded publicly but also available to pur-

chase privately. Participants in the experiment were asked to submit a pre-

ferred contribution rate to a fund financing public provision of the good, and

then contributed to the public fund at a rate determined by the median of

the preferred contribution rates. This rate is the tax rate that is applied to the

incomes of all participants in the session and provides resources to publicly

provide the private good. Any income remaining could be used to purchase

additional amounts of the private good in a manner defined by the partic-

ular treatment. The public fund was invested and each participant then re-

ceived an equal share of the total fund, i.e. a private good. For the purpose of

this investigation only the theory and observations of the ‘top-up’ treatment

in Buckley et al. (2015) are used. The focus here is on the development of a

method for determining whether or not behavior within a treatment supports

a theoretical proposition. In this context, participation, referred to as ‘partic-

ipate’ in this paper, is defined as ‘topping-up’ in Buckley et al. (2015); that is,

purchasing an amount of the good privately in addition to the level provided

through the public system. Non-participation is defined as consuming only

the amount provided publicly. The decision to participate is dependent upon

‘income’ and the tax rate (labelled here as the contribution rate ‘CRate’).
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The theoretical model of top up behaviour outlined in Buckley et al. (2015)

describes a pattern of participation decisions which are dependent upon in-

come and the rate at which all the participants in a group contributed to the

public fund. For each level of income in the model there is a contribution rate

at which participation switches from being an optimal to a non-optimal deci-

sion. The theoretical predictions thus follow, for each level of income, a pat-

tern of participation in privately topping up the consumption of the pub-

licly provided private good at low CRates and then stopping this topping

up once the CRate reaches a sufficiently high value. This creates a distinct

’step’ or ’switch’ in the relation between topping up and not topping up as

the CRate rises. The step patterns in Figure 1.1 illustrate the relationship. As

income level increases the contribution rate at which participation becomes

non-optimal increases.
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125 275 640 700 1500

Do not Participate

Participate

40 60 80 40 60 80 40 60 80 40 60 80 40 60 80
CRate

 

Source: Buckley et al. (2015).

Figure 1.1: Predictions of the theoretical model of participation by income
and contribution rate.

1.3.2 Observations

The set of observations consists of 500 participation decisions along with the

associated income levels and contribution rates. In each period subjects first

learned their income level (‘income’) and then submitted their preferred rate

of contribution to the public fund. The median of the submitted rates was

selected as the ’CRate’ for the group and the CRate proportion of income de-

ducted from each participant’s funds. Each member of the group was free

to purchase additional investments independently of the group fund with

the remaining proportion of their income as part of the ‘top-up’ treatment.

12
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If a participant made any additional purchases the variable ‘participate’ was

classed ‘Participate’, and as ‘Do not Participate’ otherwise.3

The data set includes decisions made by 50 individuals for each of 10 deci-

sion periods. The experiment was designed as a repeated one-shot game and

no statistically significant period effects were reported in Buckley et al. (2015).

Voting to determine the contribution rate to the public fund took place in 5-

person groups. No statistically significant group effects were identified by

Buckley et al. (2015). An independent observation of a determination of the

CRate is defined as the result of a 5 person group in each period of the exper-

iment, so the experiment contains 100 independent observations.

The outcome variable participate is an unordered factor variable taking on a

value of ‘Participate’ if the individual purchases a nonzero amount of the

good privately, and ‘Do not Participate’ otherwise. Income is a discrete or-

dered variable taking on values {125, 275, 640, 700, 1500} which were ran-

domly assigned to individuals and were distributed so as to ensure that no

two group members experienced the same level of income within a period.

Each participant experienced each level of income twice during the 10 de-

cision periods but was not informed of which level of income would occur

prior to the start of any period and so experienced the assignment of income

in a random manner. CRate is a continuous variable which could take on any

value in the range [0, 100]. In the data set we observe 29 unique values in the

range [25, 90]. Table 1.1 provides a summary of the data. The total number of

observations is 500. 229 participant decisions involved purchasing a positive

amount of private investment, 271 did not participate in private purchasing.

There are 100 observations at each level of income. Contribution rates to the

public fund (’CRate’) range from 25 to 90, with mean 55.3 and median 54.5.

3The sum of the contributions to the public fund was invested and the fund increased in a
pre-defined manner with 1

5 of the total returned to each participant. Private purchases were
also augmented in the same way but were not shared among group members.
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See Appendix Section 1.A Table 1.A.1 for the frequency of observations of

CRate.

participate n Income n CRate value
125 100 Minimum 25

Participate 229 275 100 Maximum 90
Do not Particicpate 271 640 100 Mean 55.3

700 100 Median 54.5
1500 100

Table 1.1: Summary of observations.

1.3.3 Matching theoretical predictions and observations

Observation
Do not Participate Participate Total

Theoretical Prediction Do not Participate 223 54 277
Participate 48 175 223

Total 271 229 500

Table 1.2: Classification matrix of observations and theoretical model predic-
tions.

A basic way to summarize the overall match of the collected observations

with the predictions of the theoretical model can be done simply by classify-

ing each observation based on whether or not the observation is in agreement

with the appropriate theoretical prediction. There are four possible classes.

Class 1: the theoretical model predicts participation and participation was

observed,

Class 2: the theoretical model predicts no participation and participation

was not observed,

Class 3: the theoretical model predicts participation and participation was

not observed (‘under participation’), and
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Class 4: the theoretical model predicts no participation and participation

was observed (‘over participation’).

Table 1.2 presents the number of observations in each of the described classes

in tabular form, commonly referred to as a ‘classification matrix’ or ‘con-

fusion matrix’. In this case 48 of a total 500 observations qualify as under-

participation (10%) while 54 observations qualify as over-participation (11%).

To evaluate the fit of the observations with the predictions of the theoretical

model, the Correct Classification Ratio (CCR) is frequently used as a measure

of accuracy. This measure is simply the proportion of observations which

match the predictions of the theoretical model (i.e. Class 1 and Class 2). In

this case, this refers to the accuracy of the theoretical model at producing pre-

dictions which describe the observations collected in the experiment. Here

80% of observations are in agreement with the predictions of the theoretical

model. The CCR can be biased, however, because even if chosen by chance,

there is a higher probability of simply choosing the most frequent outcome

and being correct. Adjusting for the probability of choosing the most frequent

outcome by chance this value falls to 55% using the adjusted correct classi-

fication ratio (adj-CCR, defined in Section 1.4.4). Another measure used to

describe agreement between the observations and predictions is the the area

under the receiver operator characteristics curve (AUC), which is described

in detail in Section 1.4.4.2. AUC values range from 0.5 to 1, with higher val-

ues indicating greater levels of agreement between observations and predic-

tions. In this case the value of the AUC is 0.79, which suggests substantial

agreement between the observations and theoretical predictions, and is nearly

identical to the CCR result. Finally, Cohen’s κ describes the amount of agree-

ment between the theoretical predictions and the observations beyond that

occurring by chance, where a value of 1 indicates perfect agreement and 0 no

agreement (Cohen, 1960). The value of Cohen’s κ in this case is 59%, which
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is similar to the adj-CCR result and serves to confirm substantial agreement

beyond random chance between the theoretical predictions and the observa-

tions.

Of the subset of predictions which are in disagreement, 53% are cases which

qualify as ‘over participation’ and 47% qualify as ‘under participation’. A

one sample proportions test with continuity correction fails to reject a null of

equal proportions (p-value 0.6205), indicating that there is no reason to sus-

pect any systematic tendency towards over- or under- participation among

decisions which are not in agreement with the theoretical model.

The classification matrix technique is a simple means to assess the overall fit

of the observations with the predictions of the theoretical model, but it does

not address the relative influence of the explanatory variables upon the out-

come or whether the observations do in fact exhibit a discrete ‘step’. The re-

mainder of this chapter will explore the relationship between participate, in-

come and CRate in greater detail.

1.4 Observations: Describing the relationship be-

tween participate, income and CRate

This section presents three approaches to investigating the relationship be-

tween participate, income and CRate. The first method, the ’Empirical’ approach,

simply examines the frequency of participation at each combination of income

and CRate. The second method, the ’Standard’ approach, attempts to estimate

a line of best fit using Probit regression. The third approach, the ’Nonpara-

metric’, estimates the relationship by nonparametric conditional density es-

timation which calculates an optimal bandwidth and uses kernel regression.

Goodness of fit is assessed using four commonly used criteria: the adjusted

correct classification ratio (adj-CCR), Cohen’s κ (Cohen, 1960), area under the
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receiver operator characteristics curve (AUC) and Youden’s J (Youden, 1950).

Each criteria is described in detail in Section 1.4.4. Of the smoothing strate-

gies considered only the Nonparametric approach is capable of unmasking

switch-points in the data. The Nonparametric approach also dominates the

Standard approach in terms of fitting the observations on all four criteria.

The purpose of investigating the relationship of participate with income and

CRate in the observations is ultimately to assess whether the pattern of obser-

vations is similar to the step pattern suggested by the predictions of the theo-

retical model. A conclusive step pattern would present as two distinct groups

of observations which do not overlap across CRate for each level of income

and all that would be required would be to determine the CRate at which the

observations of participate ‘switch’ from ‘Participate’ to ‘Do not Participate’.

Figure 1.2 presents the observations of the experiment and offers motivation

for smoothing. In order to facilitate a visual assessment the observations have

been jittered vertically in order to show multiple observations which occur

at the same CRate. Each level of income is presented in a different pane. De-

spite these two visual adjustments it is clear that it is not possible to identify

a clear ‘switch’ from ‘Participate’ to ‘Do not Participate’ for each level of in-

come. The main objective of this section is to condense the observations into a

form conducive to identifying a candidate switch-point, should it exist.
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Do not Participate

Participate
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Source Buckley et al. (2015). Slight vertical jittering (displacement) of points to show
multiple observations.

Figure 1.2: Participation observations by contribution rate and income.

1.4.1 The Empirical Approach

A Pearson Chi-squared test is used as a preliminary assessment of the exis-

tence a relationship between participate, income and CRate. This test proposes

a null hypothesis of independence among all the three variables; failure to

reject this null indicates a lack of a relationship. Here the null is rejected (p-

value of 0.0000) suggesting that a relationship in fact exists.

The Pearson Chi-squared test is a frequency-based test which relies on com-

paring the observed frequencies with the expected frequencies if the null

were true and no relationship were to exist. In this case income has 5 levels
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and CRate is treated as a discrete variable of 29 values, so there are 145 fre-

quencies to compare. In order to avoid a biased result the number of obser-

vations in each income - CRate cell should be greater than 5 as per the specifi-

cations of the Chi-square test. Table 1.A.1 in the Appendix Section 1.A shows

that this is not the case for the observations at hand; many of the cells con-

tain only one observation. As a rudimentary remedy to achieve the necessary

minimum of 5 observations in each cell the Chi-squared test was conducted

over a grouped CRate which was arbitrarily categorized into classes with val-

ues of less than or equal to cutoffs of {30, 40, 50, 60, 70, 80, 90}.4 The result is a

rejection of the null of independence among the variables (p-value of 0.0000,

as reported above). The test using the uncategorized CRate provided the same

result (p-value of 0.0000). Both results are suggestive of the existence of a re-

lationship.

The first method for condensing the raw observations is done by simply plot-

ting the proportion of ‘participate’ decisions which were to positively ‘Partici-

pate’ at each level of income and CRate. The noisiness of the results is indica-

tive of the sensitivity of this approach to the number of observations at each

income-CRate cell; nonetheless this is useful for gaining an initial idea of the

relationships and suggests that the observations may in fact exhibit ’switch’

type patterns. The lines in Figure 1.3 trace the proportion of positive ’Par-

ticipate’ decisions and suggest that, apart from noise, participate may exhibit

distinct changes over CRate for at least some income levels. For instance, in

the 125 pane the probability of participate falls sharply at a CRate of approx-

imately 50. Similar changes are also visually identifiable in the 640 and 700

panes. The next section will attempt to address this noise using a Standard

regression approach.

4The optimal bandwidth for ’CRate’ is 3.1305, however this bandwidth results in less
than the necessary 5 observations in each cell required to conduct the Chi-squared test. The
arbitrary cutoff used here therefore represents an ‘over-smoothed’ comparison case.
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Solid line is the proportion of ‘Participate’ outcomes. Grey shaded area is the boot-
strapped 90 percent confidence interval.

Figure 1.3: Proportion of participation by contribution rate and income using
the Empirical approach.

1.4.2 The Standard approach

The main weakness of the Empirical approach is that the results are so noisy

that multiple ’switches‘ in participate could potentially be identified for each

income level. To smooth out this noise, the Standard approach described here

employs Probit regression. Probit regression is among the most frequently

used regression frameworks for estimating binary outcomes and so serves

as a reference point for a broad audience of analysts. In this instance the ap-

proach treats CRate as a continuous variable, overcoming the pitfall of having

of too few observations in each income-CRate cell, and estimates a line of best
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fit which is much smoother than that of the Empirical approach. The reduced

noise should assist in identifying a unique candidate switch-point. This re-

gression strategy is appropriate to the task of estimating proportions and

can be alternatively interpreted as estimating the predicted probability of the

decision participate being ’Participate’ 5. The drawback of this approach, as

will be shown, is that the results are so smooth that switch-points are masked

completely.

The conditional probability ̂participate is defined here by:

Pr(Y = 1|X) = Φ(X′ β̂), (1.1)

where in this case X is composed of the two explanatory variable vectors X =

(X1 = income, X2 = CRate) and Y is the binary outcome variable participate

which is conditional on X. X′β is referred to as the index function and the

results are estimated by maximum likelihood estimation. Φ is the standard

normal cumulative density function and is used to ensure that the predicted

probabilities lie within the range [0, 1]. The complete details are provided in

Appendix Section 1.B.

Coefficient Std. Error z value Pr(>|z|)
(Intercept) 1.44 0.30 4.82 0.00

CRate -0.04 0.01 -8.41 0.00
Income275 0.11 0.21 0.52 0.61
Income640 1.03 0.20 5.05 0.00
Income700 1.18 0.20 5.76 0.00

Income1500 1.69 0.21 7.87 0.00

Table 1.3: Probit regression estimates

Table 1.3 provides the regression estimates 6. The outcome exhibits significant

differences from the reference income level of 125 when participants face the

5Logistic regression for the odds of ’Participate’ returned virtually identical results.
6The estimation is done using R’s glm function in the stats package R Core Team (2015a),

or the mfx package Fernihough (2014) which also provides marginal effects.
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income levels of 640, 700 and 1500 but not the 275 income level. Both both the

sign and ordering of the magnitudes are as expected. An income of 1500 has

a larger effect on the estimated probability of participation than the 700 in-

come level. The 700 income level, in turn, has a larger effect on the estimated

probability than the 640 income level, and so on. The variable CRate also has

the expected sign and is significant. As CRate increases the estimated proba-

bility of participation decreases.
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The solid line is the probability of the ‘Participate’ outcome. The grey shaded area is
the bootstrapped 90 percent confidence interval.

Figure 1.4: Predicted probability of participation by contribution rate and
income using the Standard approach.

The estimated probability of participation, ̂participate, is illustrated for each

income level in Figure 1.4, along with the bootstrapped confidence intervals
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(discussed in more detail in Section 1.6). This figure demonstrates the excep-

tional smoothing achieved by the Standard approach. The multiple potential

switches identified by the Empirical approach are now completely masked;

no distinct switches are observable. Taking the results from Table 1.3 and Fig-

ure 1.4 together it is reasonable to infer that the probability of participate is

declining as CRate increases and increasing as income increases.

For the probit model the predicted probabilities follow a smooth pattern by

design, as dictated by the parametric structure. This is of no consequence if

the population from which the data are drawn in fact follow this exact distri-

bution. If our sample of observations is, however, not drawn from a popula-

tion specified precisely by the parametric form estimated in Equation 1.1 then

any inference derived from this model is misleading. Based on this fact one

might be concerned with whether the probit model is a reasonable approxi-

mation to the population from which the data are drawn. A detailed exam-

ination of (pseudo) coefficients of determination which attempt to measure

the amount of variation in the outcome (participate) attributable to variation in

the explanatory variables income, CRate, is provided in Appendix Section 1.D.

As well, Wald tests for the joint significance of all variables, income variables

alone, and contribution rate alone are all rejected confirming that the vari-

ables are jointly significant. According to these commonly used metrics this

model appears to deliver a fairly good fit to the observations, however, it does

not suggest the discrete changes predicted by the theoretical model. Nor do

any of these common tests target misspecification directly. Running a variant

of Ramsey’s RESET Test (Ramsey, 1969) suggested by Ramalho and Ramalho

(2012) on the function described by:

Pr(Y = 1|X, ŷ2) = Φ(X′β + θŷ2) (1.2)
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reveals that the square of the fitted values of the original regression is signif-

icant (i.e. θ has a value of 5.43 and a p-value 2.4 × 10−4) indicating that the

null of correct specification should be rejected in favour of the alternative:

that the model is misspecified. This invalidates any inference based upon this

model because it is likely biased and inconsistent. In addition, confidence in-

tervals are not proper confidence intervals since they are centered on a biased

estimate.

1.4.2.1 Including interactions

Estimate Std. Error z value Pr(>|z|)
(Intercept) 1.0883 0.6282 1.73 0.0832

CRate -0.0361 0.0120 -3.01 0.0026
Income275 -0.5020 0.8540 -0.59 0.5566
Income640 1.5701 0.8858 1.77 0.0763
Income700 2.5412 0.9612 2.64 0.0082

Income1500 2.4063 0.9482 2.54 0.0112
CRate:Income275 0.0114 0.0160 0.71 0.4781
CRate:Income640 -0.0104 0.0163 -0.64 0.5247
CRate:Income700 -0.0248 0.0175 -1.42 0.1562

CRate:Income1500 -0.0132 0.0168 -0.78 0.4325

Table 1.4: Probit regression estimates with interaction terms

The RESET test run in the previous section suggests that the probit model

is misspecified. While there is no way of knowing the particular form of the

misspecification suggested by the RESET result, one possibility is that the

model failed to account for potential interactive effects of income and CRate.

Including this interaction changes the index function but does not improve

the situation. Table 1.4 shows the results with the addition of an interaction

between income and CRate. Again, in order to interpret the coefficients in Ta-

ble 1.4 as probabilities the index function is distributed according to the cu-

mulative normal distribution function. The results are similar to those with-

out interactions, none of the interactive terms are significant. Reading the co-
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efficients, including interactions, does not assist in describing the relationship.

Figure 1.5 illustrates the predictions of the Standard model with interactions.

Here the results still fail to clearly delineate a switch-point, a reflection the

particular choice of model. The larger confidence bounds suggest that the

inclusion of interactions leads to a loss of precision, however, both forms of

the parametric approach fail to reject misspecification, which suggests that

the results are inconsistent in both cases.
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The solid line is the probability of the ‘Participate’ outcome. The grey shaded area is
the bootstrapped 90 percent confidence interval.

Figure 1.5: Predicted probability of participation by contribution rate and
income using the Standard approach with interactions.

Comparing the results of the approaches without and with interactions, Mc-

Fadden’s Adjusted R2 value (McFadden, 1973) is 0.24 for the model without
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interactions and 0.23 with interactions, indicating that the inclusion of inter-

actions does not assist in explaining variation in the decision to participate.

The R2 values of Cragg and Uhler (1970) are also commonly used to compare

approaches and tell a similar story. The values are 0.4 for the model without

interactions and 0.41 with interactions included, indicating that the approach

with interactions does not offer much improvement in explanatory power

over the model without interactions.

McFadden’s and Cragg and Uhler’s R2 values are applicable only to the para-

metric approaches, whereas the Adjusted Count R2
AC value has the advantage

that it does not depend on the approach used and so can be directly com-

pared regardless of the approach to estimation. This metric is essentially the

same as the adj-CCR described in Section 1.4.4, except that in this case the

values of ̂participate are compared to the observed values of participate by

classifying the ̂participate with values greater or equal to 0.5 as positive ‘Par-

ticipate’ decisions and all others as negative ‘Do Not Participate’ decisions.

The statistic therefore summarizes the degree of match between the classified

predictions and the observations. The value of this statistic is 0.5 without the

interactions and 0.52 with interactions included, indicating a better fit in the

case of the approach with interactions. Overall the difference between the ap-

proaches with and without interactions is small. When taken in conjunction

with the lack of significance of the interaction terms, the overall results are

supportive of concluding that the interaction terms are uninformative.

Another means of comparing results across models is via Akaike’s Informa-

tion Criterion (AIC) (Akaike, 1974) which describes the amount of informa-

tion lost by using a model to describe a set of data. For the model with inter-

actions the value is 526.19 which is larger than that of the probit estimation

without the interaction term (524.36), indicating that including the interac-

tion, while offering a worse fit according to McFadden’s Adjusted R2, a better
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fit according to Cragg and Uhler’s R2, and a better fit according to the Ad-

justed Count R2
AC results in a greater loss of information. The more parsimo-

nious form, without interactions is preferable, indicating that the interaction

terms possibly introduce a degree of multicollinearity. In support of the no-

tion that the model is misspecified, the Ramsey RESET test variant again re-

jects the null of correct specification.7.

A Wald test for the joint insignificance of the interaction coefficients confirms

that these terms are not relevant in determining the participation decision,

while the remaining coefficients remain jointly significant. Including the in-

teraction term suggests about as good a fit to our data as the specification

without interactions. The higher R2 and AIC values combined with the rejec-

tion of the Ramsey RESET test variant suggest that the effect of CRate and/or

income upon the participate decision is potentially more nonlinear than the

specified probit model. Adding higher order terms in addition to, or instead

of, the interaction term could improve the fit of this model. However, if we

begin to adjust our model in order to achieve better results we run the risk of

forcing the data to tell us the story we want to hear.

The Standard approaches illustrated here produce smooth declines in the

predicted values of ̂participate. These smooth declines suggest rejection of

a hypothesis of switching patterns in the observations. Yet, the smoothness is

largely the result of choosing to employ the probit technique, which, as was

shown, is not a correct specification of the relationship between the variables

at hand. In the next section an alternative smoothing technique will be ex-

plored, and in Section 1.4.4 a comparison of all the approaches is presented.

7The square of the predicted values in the regression (as in equation 1.2) is significant
(p-value 0.01365)
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1.4.3 The Nonparametric approach

The Standard approach investigated in the previous section smoothed the ob-

servations but did so in such a way as to completely mask the switch patterns

observed under the unsmoothed Empirical approach. This section considers

a Nonparametric alternative which smooths noise effectively while reveal-

ing switch patterns in the observations. Nonparametric regression presents a

robust alternative to the Standard parametric approaches; along with being

insensitive to a small proportion of outliers in the observations, these meth-

ods circumvent issues of model misspecification and have excellent in-sample

fit. Because a specific form is not specified at the outset of the investigation

the estimates of ̂participate may take on any shape, including those of the

Standard approach. For experimentalists seeking to investigate relationships

within relatively small, but carefully collected data sets these features are par-

ticularly attractive and simple to implement.

The Nonparametric approach relies upon the data at hand to form predic-

tions, smoothing weighted observations within small sections of data called

bandwidths. First an optimal bandwidth for each variable is calculated by

minimizing a cross validation function. Then, the observations within each

bandwidth are weighted according to a specified weight function and com-

bined to produce a product kernel. This approach automatically takes into

account any interactions and has the ability to exclude variables which are

not relevant. By circumventing the need to choose the form of an estimating

model this approach avoids issues of misspecification while retaining the abil-

ity to reproduce the results of any Standard approach. The nonparametric

alternative of conditional density estimation as described first by Stone (1977)

and more recently by Hall, Racine, and Li (2004) is implemented here in R

using the np package developed by Hayfield and Racine (2008).
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The problem at hand is to estimate the conditional density function g(y|x) =
f (x,y)
µ(x) where f (x, y) is the joint probability distribution of the outcome y and

explanatory variables x and µ(x) is the mean of explanatory variables x . This

is done via estimating the function:

ĝ(y|x) = f̂ (x, y)
µ̂(x)

(1.3)

Under the approach described by Li and Racine (2007) the numerator and

denominator of the conditional probability function are described by:

f̂ (x, y) =
1
n

n

∑
i=1

Kγ(x, Xi)kλ0(y, Yi) (1.4)

µ̂(x) =
1
n

n

∑
i=1

Kγ(x, Xi), (1.5)

with Kγ(x, Xi) and kλ0(y, Yi) representing kernel density functions.

In this study the unordered dependent variable participate is estimated using

the kernel suggested by Aitchison and Aitken (1976) and defined by:

kλ0(y, Yi) = l(Yis, ys, λs)

=


1− λs if Yis = ys

λs
cs−1 if Yis 6= ys

, (1.6)

where ys can take on cs ordered values 0, 1, cs − 1. If λs = 0 then l(Yis, ys, λs) =

1 is an indicator function, and if λs = cs−1
cs

, then l(Yis, ys, cs−1
cs

) = 1
cs

, a con-

stant. Thus the range for the smoothing parameter associated with participate

is [0, 2−1
2 = 0.5].

The dependent variables both enter into the product kernel Kγ(x, Xi) which
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takes the general form:

Kγ(x, Xi) = Wh(xc, Xc
i )L(xd, Xd

i , λ), (1.7)

where γ = (h, λ) is a vector of continuous and discrete bandwidths, in this

case for CRate and income. The superscript c denotes the continuous variable

CRate and d the discrete variable income. The ordered levels of income are esti-

mated using the kernel proposed by Racine and Li (2004) while the Epanech-

nikov (1969) kernel is used for the continuous variable CRate.

The Racine and Li (2004) kernel is described by:

L(xd
i , xd, λ) =


1 if |xd

i − x| = 0,

λxd
i −x if |xd

i − x| ≥ 1
, (1.8)

where λ must lie between 0 and 1.

The Epanechnikov (1969) kernel is defined by:

W(u) =


3

4
√

5
(1− 1

5 u2) if u2 < 5

0 otherwise
(1.9)

where u =
xc − Xc

i
h

and h > 0,

1.4.3.1 Bandwidth selection

The choice of the particular kernel weight functions has little influence on the

results of the nonparametric method while the bandwidth selection method

has great impact (Li and Racine, 2007). Two bandwidth selection routines

are considered here without altering the chosen kernels in order to investi-

gate the impact of bandwidth selection upon the resulting estimates. Least
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squares cross validation is the preferred method because it has the ability to

remove irrelevant regressors 8 but it can be computationally intensive, and

even prohibitive for large data sets 9. In this case, the routine takes less than

one minute. An alternative to least squares cross validation is maximum like-

lihood cross validation, which can be less computationally intensive but has

the drawback that it can oversmooth if the tails of the distribution are fat.

This oversmoothing can potentially lead to an inconsistent estimate but it can

also be beneficial if it effectively removes irrelevant regressors. The details of

each of the methods are included in Appendix Section 1.E.

Variable Least Squares Maximum Likelihood Upper Bound
Participate 0.0000 0.0512 0.5
Income 0.9926 0.9923 1
CRate 3.1305 3.1305 inf

Table 1.5: Bandwidths generated using least squares cross validation and
maximum likelihood cross validation

The bandwidths resulting from each selection method as well as the maxi-

mum value these bandwidths can take on given the chosen kernels are pre-

sented in Table 1.5. Bandwidths which are closer to their maximum values

are indicative of variables which are irrelevant. The table suggests that par-

ticipate and CRate are relevant, while income is very close to being smoothed

out of the regression. In this case maximum likelihood cross validation is not

suspected of oversmoothing, since the results of the least squares and maxi-

mum likelihood cross validation routines are very similar. Appendix Section

1.F investigates the relevance of income in detail, finding income to be highly

relevant. In what follows, the least squares cross validated bandwidths of the

approach with both income and CRate will be used.

8An irrelevant regressor is a variable whose variations do not contribute to variation in
the outcome.

9Prohibitive computational intensity means that the routine may take months to deter-
mine a result using current computational technology.
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Figure 1.6 illustrates the results of the Nonparametric approach for the pre-

dicted probability that participate = ‘Participate’: ĝ(y|x) = ̂participate. The

predictions retain some noise, but unlike both the completely unsmoothed

Empirical approach or the oversmoothed Standard approach, these results

support the existence of unique switch-points at each income level. While

the confidence bounds are wider in some regions due to a lack of observa-

tions, the changes in ̂participate are much steeper than under the Standard

approach. Section 1.4.4 will demonstrate the superiority of the Nonparamet-

ric approach to smoothing in terms of fitting with the observations.
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Proportion of ‘Participate’ outcomes is the solid line. Grey shaded area is the boot-
strapped 90 percent confidence interval.

Figure 1.6: Predicted probability of participation by contribution rate and
income using the Nonparametric approach.
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1.4.4 Comparison of approaches

The Nonparametric approach dominates in terms of producing predicted

probabilities of participation which match with the collected observations on

participation (in-sample fit). This better in-sample fit of the Nonparametric

approach is a particularly attractive feature for analysts of experimental data

because often the point of analysis is not to approximate an unknown pop-

ulation from which the results are a sample but to explore patterns within

a carefully collected population of laboratory observations. As long as the

number of explanatory variables are few, the relatively small data sets en-

countered by experimentalists are suitable for the least squares cross vali-

dation procedure which removes irrelevant variables with little to no risk

of oversmoothing. In what follows, the use of the Nonparametric approach

will serve as the reference case to evaluate the prediction that individuals will

participate or will not participate in ‘topping-up’ consumption given the ex-

planatory variables income and CRate. Comparisons will be made with the

Standard approach as a point of illustration.

In order to compare approaches four criteria are presented here. The Ad-

justed Correct Classification Ratio (adj-CCR), or adjusted accuracy rate, forms

the basic criterion for comparison (Fawcett, 2006). Two further measures in-

clude Receiver Operator Characteristics (ROC) curves (See Swets (2014) and

Green and Swets (1966)) and Youden’s J. As well, Cohen’s κ, which adjusts

for the probability of selecting the matching outcomes by chance, is provided.

These approaches are considered because the traditional pseudo-R2 values

such as the Adjusted McFadden’s R2 reported for the results of the Standard

approach are not comparable across models. In what follows, the Nonpara-

metric approach shows the strongest performance regardless of the assess-

ment criterion.
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1.4.4.1 Confusion matrices and correct classification ratio

Observed Participation
Do not Participate Participate

Predicted Participation Do not Participate true negative false negative
Participate false positive true positive

Table 1.6: Outline of a confusion matrix

For each smoothing approach, a confusion matrix (or correct classification

matrix) summarizes how well the resulting smoothed values match the origi-

nally observed outcomes. In Section 1.3 a classification matrix was introduced

to compare the observations with the predictions of the theoretical model.

Now, the same technique will be used to compare the observations with the

predicted probabilities of participation for each of the Standard and Nonpara-

metric approaches. For these comparisons, a ’threshold’ must additionally be

specified for sorting the predictions in to the classes ’Participate’ and ’Do not

Participate’. For example, if the Standard approach estimates that the condi-

tional probability of participation is 70% for a participant with an income of

125 and a CRate of 55, then given a threshold such as 50% (the typical default

threshold) this prediction would be classed as ’Participate’ and compared to

the actual observation. Whenever this positive decision matches the decision

recorded in the experiment the total in the cell ‘True Positive’ increases. Table

1.6 provides the naming convention. If the prediction is positive but the ac-

tual observation was negative, a false positive is recorded whereas if the pre-

diction was negative but the actual observation was positive a false negative

is recorded.

The CCR is a simple way to summarize the entries in the confusion matrix.

This measure consists of the fraction of outcomes which match the actual out-

comes. As with the confusion matrix this measure is also dependent upon

the particular threshold employed when converting the predicted probabil-

34



Ph.D. Thesis - S Thomas McMaster University - Economics

ities into binary outcomes. The default threshold used here for demonstra-

tion is 0.5. Unfortunately the CCR does not control for the probability of cor-

rectly choosing the more frequent outcome. To account for this, the adj-CCR

is used. This measure is defined as:

adj-CCR =
True Positive + True Negative−M

n−M
(1.10)

where M is the count of the most frequent outcome.

Approach Threshold Adjusted CCR Lower Bound Upper Bound
Empirical 0.5 0.66 0.55 0.75
Standard 0.5 0.50 0.41 0.62
Standard (Interaction) 0.5 0.52 0.41 0.63
Nonparametric 0.5 0.56 0.45 0.66

Bounds are bootstrapped 95 percent confidence intervals.
Values rounded to the nearest hundredth.

Table 1.7: Adjusted correct classification ratios for each approach.

The adj-CCRs for the approaches explored thus far are reported in Table 1.7.

The Empirical approach offers the best fit and the Standard the worst. This is

no surprise since the Empirical approach is completely responsive to the data

at hand, however, this approach does not smooth noise very well, masking

switch-type patterns in noise. The Standard approaches with and without in-

teraction terms are very similar, adding interactions improves the fit by only

4%. As discussed earlier, while the Standard approach smooths out noise, it

does so at the cost of masking potential switch-type patterns. The Nonpara-

metric approach using least squares cross-validation offers a 12% improve-

ment over the Standard approach, (8% over the Standard approach with inter-

action included). The Nonparametric approach is 15% worse than the Empiri-

cal approach, however, it clearly indicates a step pattern while outperforming
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the Standard approaches.10

1.4.4.2 Receiver operator characteristics curves
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Figure 1.7: Receiver operator characteristics curves for each approach.

All the results of Table 1.7 are dependent upon the arbitrary choice of a thresh-

old of 0.5. Receiver Operator Characteristic (ROC) curves, however, explore

the effect of varying the threshold value, plotting the True Positive and False

Positive Rates as the threshold is varied. These curves, presented in Figure

1.7, compare the predictive performance of the different estimation approaches

10For reference, the Nonparametric approach excluding income as a regressor (not shown
in Table 1.7) worsens the fit by 16% over the Nonparametric approach including income,
offering further support for including income in spite of the large smoothing parameter.
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as the threshold changes. A detailed explanation of the Receiver Operator

Characteristics Curve is provided in Appendix Section 1.G. More bowed out

ROC curves indicate better predictive ability, so the Empirical approach is the

best performing estimation approach and the two Standard approaches the

poorest.

Area Under the ROC (AUC) is the preferred statistic used to quantify the

ability of the results of a smoothing approach to fit an observed data set and

for comparing ROC Curves. Perfect predictive ability produces an AUC of

100% while zero predictive ability produces an AUC of 50%. Table 1.8 presents

these results and their bootstrapped 95% confidence intervals.11 The Non-

parametric dominates the smoothed approaches. The results indicate that the

Empirical approach explains the data most effectively, while the Nonparamet-

ric approach is more efficient than the Standard approach.

Approach AUC Lower Bound Upper Bound
Empirical 91.76 89.41 93.94
Standard 83.41 79.71 87.00
Standard (Interaction) 83.12 79.65 86.84
Nonparametric 86.15 82.68 89.47
Bounds are bootstrapped 95 percent confidence intervals.

Table 1.8: Area under the receiver operator characteristics curve for each
approach.

The AUC corresponding to the Standard approach in Figure 1.7 is 83.41% and

the AUC corresponding to the Standard technique with an interaction term

is 83.12%, slightly lower than the original Standard approach. A bootstrap

test of the difference between the two areas fails to reject the null of no dif-

ference.12 This suggests that adding the interaction term to the Standard ap-

proach did not significantly improve the predictive ability of this approach.

11Using the bootstrapping embedded within the Robin et al. (2011) package.
12Using the bootstrapping test provided within the Robin et al. (2011) package.
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Approach Standard (Interaction) Nonparametric Empirical
Standard 0.91057 0.27482 0.00
Standard (Interaction) 0.2215 0.00
Nonparametric 0.01

Table 1.9: P-values of bootstrap tests of differences in areas under receiver
operator characteristics curves for each approach.

Additionally, testing the difference between the AUCs suggests that the ad-

vantage of the Nonparametric approach over the Standard approach is not

significant. The p-value results using the bootstrapping test of the unpaired

difference in AUCs provided within the pROC package of Robin et al. (2011)

are presented in Table 1.9. Values less than 0.05 suggest rejection of the null

hypothesis of no difference at the 5 percent level of significance. Only the

Empirical approach is suggestive of a significant difference. While the im-

provement in predictive ability of the Nonparametric approach is small, the

reduction in misspecification error combined with the substantial difference

in capacity to visually suggest a switch-point afforded by this approach are

important. This lends support to a descending ranking of preferability of the

estimation strategies in terms of AUCs from least to most smoothed.

1.4.4.3 Youden’s J

Another means for exploring the impact of varying the threshold upon the

predictive power of the smoothing strategies is to compare Youden’s J values

(Youden, 1950) at each threshold. This index is described by:

J = True Positive Rate + True Negative Rate− 1, (1.11)
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where the True Positive Rate (TPR) and True Negative Rates (TNR) are de-

fined by

TPR =
true positives

true positives + false negatives
(1.12)

TNR =
true negatives

true negatives + false positives
(1.13)

J is a measure of relative effectiveness and takes on a value of 0 if the true

positive and true negative results are correctly classified at the same rate, and

1 if there are no false positives and no false negatives. Higher values of J are

indicative of a more effective approach. The results from a threshold of 0.5

for each smoothing strategy are presented in Table 1.10. Larger values indi-

cate better match of sorted predictions with the observations. Although the

overlap in the confidence bounds of the Youden’s J values indicates a lack of

difference in the statistical sense, the relative ranking of the values is consis-

tent with the adj-CCR and AUC results reported in Tables 1.7 and 1.8, respec-

tively.

Approach Threshold J Lower Bound Upper Bound
Empirical 0.5 0.69 0.59 0.77
Standard 0.5 0.56 0.45 0.65
Standard (Interaction) 0.5 0.56 0.45 0.66
Nonparametric 0.5 0.59 0.49 0.68

Bounds are bootstrapped 95 percent confidence intervals.
Threshold for sorting predictions is 0.5.

Table 1.10: Youden’s J values for each approach.

This measure again depends on the particular threshold employed. In Ap-

pendix Section 1.I a method which searches for a threshold by maximizing

Youden’s J is investigated.
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1.4.4.4 Cohen’s κ

Cohen’s κ is a measure of the amount of agreement between the predictions

and the observations beyond that occurring by chance. The measure is de-

fined as:

κ =
p0 − pe

1− pe
(1.14)

where p0 =
true positive + true negative

Total

and pe =
(true negative + false negative)

Total
∗ (true negative + false positive)

Total
+

(false positive + true positive)
Total

∗ (false negative + true positive)
Total

Approach Threshold kappa Lower Bound Upper Bound
Empirical 0.5 0.69 0.62 0.74
Standard 0.5 0.54 0.47 0.61
Standard (Interaction) 0.5 0.56 0.48 0.63
Nonparametric 0.5 0.59 0.52 0.66

Bounds are bootstrapped 95 percent confidence intervals.
Threshold for sorting predictions is 0.5.

Table 1.11: Cohen’s kappa values for each approach.

A kappa value of 1 indicates perfect agreement and 0 no agreement. Table

1.11 presents the results of sorting the predictions of each approach accord-

ing to the arbitrary threshold value of 0.5 and calculating Cohen’s κ. The re-

sults indicate that again, the Empirical approach offers the most agreement

between predictions and observations, but among the smoothing options the

Nonparametric approach outperforms the parametric approach. The rank-

ing is supported by the results of bootstrapped 95% confidence intervals.

The overlap of the confidence intervals of the Empirical and Nonparametric

approaches suggests a lack of a statistically significant difference. However,

the Empirical approach is significantly different from the Standard approach

suggesting that the Nonparametric approach offers a relevant compromise
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between the over-smoothed Standard and under-smoothed Empirical ap-

proaches. In Appendix Section 1.I a method which searches for a threshold

by maximizing Cohen’s κ is investigated.

1.5 Identifying switch-points

1.5.1 Identifying candidates using observations: The cumula-

tive summation method

Within a step-type pattern the ’switch-point’ is the x axis coordinate marking

the location of the step. With the observations at hand, this could be thought

of simply as the point at which the ‘Do not Participate’ outcome becomes

relatively more frequent than the ‘Participate’ outcome. A way to locate the

CRate where this occurs is to simply plot the cumulative summation (CS) of

the ’Do not Participate’ decisions against the inverse of the cumulative sum-

mation (ICS) of the ’Participate’ decisions on the same graph and locate the

CRate where the two lines intersect; as presented in Figure 1.8. This intersec-

tion is called the Cumulative Summation Intersection (CSI) and the method

used to identify the CSI is the Cumulative Summation Method (CSM). The

details are contained in Appendix Section 1.H.

Figure 1.8 presents the CS and ICS data by CRate using solid and dotted lines

respectively. The contribution rate where the distributions cross is taken as

the estimated switch-point and is represented by the dashed lines in the fig-

ure. While one attractive feature of this method is that it does not require any

smoothing, it applies equally well to smoothed predictions as long as these

are classified according a threshold (as was done when calculating the CCR).

Taking a 0.5 threshold for classification of the predictions, Table 1.12 presents

the candidate switch-points for the Empirical, Standard and Nonparametric
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approaches, as well as directly to the raw data. The first CRate at which the

CS exceeds the ICS is the CSI and taken as the switch-point.

Switch-points identified directly with the raw data are convenient because

no estimation is required, however this technique cannot differentiate perfect

switch-points from equally distributed data with no switch-point. To illus-

trate this point, the CSI diagrams of two example data sets are presented. The

first data set features data which are distributed in such a way as to repre-

sent a perfect switch. The second example incorporates data which are dis-

tributed equally and therefore have no switch at all. Both illustrative data sets

are composed of 0’s and 1’s associated with a range from 1 to 100 and both

with a mean of 0.5. Figures 1.9 and 1.10 show the weakness of applying the

CSM to the raw data. In Figure 1.9 the data are presented in the first pane

and have a clear switch-point. In the second pane, the CS and ICS are plotted

and suggest a switch-point at 0.5, an exact match to the obvious location of

the switch. Figure 1.10 however presents a data set with no switch-point at

all in the first pane. The CSI obtained by plotting the CS and ICS suggests a

switch point at 0.5. This method thus loses validity as the data become less

representative of a switch. One might consider a method for incorporating

the strength of the switch by recognizing that the perfect switch occurs at a

cumulative sum of 50 in the case with a switch and at 25 in the non-switch

case, but this is not explored here.

Income Data Empirical Standard Standard (Interaction) Nonparametric
125 50 41 35 33 40
275 50 40 40 25 35
640 55 55 60 60 55
700 55 56 65 60 56
1500 60 70 75 72 77
Predictions classified using a threshold of 0.5.

Table 1.12: Candidate switch-points identified by intersection of cumulative
summation and inverse cumulative summation of participate outcomes.
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Figure 1.8: Switch-point identification using the intersection of cumulative
summation of ‘Do not Participate’ and inverse cumulative summation of
‘Participate’ outcomes for each approach.43
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Figure 1.10: Example of absence of a switch-point.
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1.5.2 Identifying candidates using predicted values: Youden’s

optimal J

For each of the approaches to smoothing taken in Section 1.4.2, candidate

switch-points can be identified by mapping the single Youden’s Optimal J

(YOJ) of the approach onto the CRate for each level of income. Thus five can-

didate switch points are identified for each smoothing approach. The results

of the Empirical approach are omitted here since these cross the YOJ value in

multiple locations, leading to multiple values of CRates as candidate switch-

points. Multiple intersections do not occur with the parametric approaches by

design, and rarely occur under the Nonparametric approach. In cases where

this does occur the median of the candidates identified is used. Figure 1.11
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with the profile of predictions.

Figure 1.11: Identification of switch-points by mapping optimal Youden’s J
values to contribution rates.

illustrates the method for the Standard approach both with and without the

interaction term in the first pane and for the Nonparametric approach in the
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second pane. The horizontal lines represent the optimal Youden’s J values,

and the vertical lines indicate the CRate where the YOJ intersects the predic-

tions of a particular approach. The intersection point represents a candidate

switch-point since all predictions to the left can be sorted as ’Participate’ and

all to the right as ’Do not Participate’. Following this sorting, the resultant

candidate switch-points can be compared to those predicted by the theoretical

model. Table 1.13 summarizes the candidate switch-points identified using

this method. If the predictions do not intersect the YOJ value (as in the 275

income level for the Standard approach with interaction) the candidate switch-

point is recorded as the lowest CRate which occurred in the observations.

Income Standard Standard (Interaction) Nonparametric
125 33 30 33
275 35 25 33
640 57 57 54
700 60 57 55
1500 72 70 75

Table 1.13: Switch-points identified using the optimal Youden’s J value.

The results for OYJ are very similar across smoothing strategies. The two

Standard approaches return identical results for the 125, 700 and 1500 income

levels, and very similar results for the remaining 275 and 640 income levels.

The results of the Nonparametric approach identify candidate switch-points

which are much more clearly reflected in the plotted predictions than in the

Standard approaches. Since this method provides a result regardless of the

steepness of the change in the predictions, no information is provided about

the merit of the candidate switch-points identified.
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1.5.3 Identifying candidates using predicted values: maxi-

mum absolute gradients

Because switch-points are substantively large changes in predicted participa-

tion decisions ( ̂participate) over a very small range of CRate at each level of

income we can use the gradients of each of these approaches to compare the

relative merits of each of the candidate switch-points.

A gradient is simply the rate of change in predicted probability at a partic-

ular CRate and income. Gradients can provide information about the relative

intensity of the candidate switch-points both across and within approaches.

Comparing across approaches, the sizes of the gradients can offer support, or

lack thereof, with larger gradients indicative of a stronger candidate. Within

an approach the gradients for each income level are a measure of the relative

strength of the candidate switch-points, which will be discussed in this sec-

tion. The details of the calculations are provided in Appendix Section 1.J. The

results for the Standard approaches are the smooth lines plotted in Figure

1.12 while the Nonparametric gradients are the jagged lines. For the Standard

approach the gradients become less negative as CRate increases because the

predictions decline at a decreasing rate in a smooth manner. The gradients of

the Nonparametric approach reflect the less smooth nature of the predictions

with sharp downward points representing steep changes in the predictions.

As previously mentioned, steep changes in the predictions are indicative of

switch-points. Using the Nonparametric approach rather than the Standard

approach, switch points are unmasked and the gradients point directly to the

candidates. Table 1.14 reports the CRates indicated by the largest gradients in

absolute value. For the Standard approaches these are simply the first CRates

encountered due to the nature of the predictions, while for the Nonparamet-

ric approach clear switch-points within the predictions are indicated.
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Figure 1.12: Gradients by contribution rate and income for each approach.

Income Nonparametric Standard Standard (Interaction)
125 33 25 25
275 33 25 25
640 57 25 25
700 57 25 25
1500 77 25 25

Table 1.14: Switch-points identified using the maximum absolute gradient.
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1.5.4 Comparison of candidate switch-points

Thus far five methods for identifying candidate switch-points have been pro-

posed: Three for the observations alone and two for the predicted probabil-

ities ̂participate. The cumulative and inverse cumulative sum intersection

(CSM) method is applied to the observations directly (See Appendix Sec-

tion 1.I for the details of these methods). The Youden’s optimal J (YOJ) map-

ping, and the maximum absolute gradient (MAG) were applied to the predic-

tions of each approach. While the CSM method can be used on the observa-

tions without transformation, as well as any of the predictive approaches, it

does not differentiate candidates from observations with an obvious discrete

change from non-candidates and so is less attractive than the other options.

The YOJ method can be applied only to predictions which are smoothed.

This disqualifies the application of the YOJ method to the Empirical approach

since the YOJ value intersects the predicted probabilities multiple times lead-

ing to multiple CRate candidates. For the Standard and Nonparametric ap-

proaches the YOJ identifies at least one threshold for optimally sorting pre-

dictions into ‘Participate’ and ‘Do not Participate’ categories regardless of the

degree of smoothing, and so cannot discriminate approaches which exhibit

steep changes in the predictions from gentle slopes.13 The MAG method can

be applied also only to adequately smoothed predictions 14 and identifies the

point at which the largest change in the predictions occurs. This method is

the more direct for locating candidates and evaluating their relative merits

because both the location of the change in terms of CRate and the value of the

13If multiple values are encountered during the bootstrap process the median of the candi-
date CRates is used. This is an issue only for the Nonparametric approach since the Standard
approaches are uniformly downward sloping.

14Inadequately smoothed predictions may result in non-unique maximum absolute gradi-
ents.

49



Ph.D. Thesis - S Thomas McMaster University - Economics

the gradient at this point ( a measure of the degree of the change in predic-

tions) are provided.15

1.6 Results

1.6.1 Bootstrapping procedure

The main purpose of the identification and assessment of candidate switch-

points is to compare the observations gathered in the experiment with the

predictions of the theoretical model of Section 1.3. Confidence intervals are

constructed using the following simple nonparametric bootstrapping ap-

proach:

1. An identifier is applied to demarcate independent observations for each

group of 5 participants in each period of the experiment. This leads to

100 unique identifier values.

2. A sample, with replacement, of 100 observations of the identifiers is

taken.

3. For each identifier, the set of 5 triads of observations of Income, CRate,

participate are pulled into the bootstrap sample (i.e. a new set of 500 ob-

servations). From this re-sample of 500:

• Smooth the new set of observations using the approach of choice

(Standard or Nonparametric) and record the results.

• Identify candidates using the CSM, YOJ or MAG methods and

record.

4. Repeat steps 2 and 3 1000 times.

15A method for constructing a measure of strength of the YOJ candidates using both YOJ
and MAG information is provided in Appendix Section 1.K.
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5. Record the 5th and 95th percentiles of the observations and candidates

as the upper and lower bounds of confidence intervals.

This is the same approach taken for constructing all confidence intervals un-

less otherwise reported.

1.6.2 Observations vs theoretical predictions

Approach Income Theoretical MAG Lower Upper OYJ Lower Upper
Standard 125 20 25 25 26 33 25 35
Standard 275 35 25 25 26 35 25 25
Standard 640 56 25 25 26 57 50 57
Standard 700 58 25 25 26 60 53 65
Standard 1500 75 25 25 26 72 60 75
Standard (Interaction) 125 20 25 25 26 30 25 40
Standard (Interaction) 275 35 25 25 26 25 25 35
Standard (Interaction) 640 56 25 25 26 57 50 60
Standard (Interaction) 700 58 25 25 26 57 53 65
Standard (Interaction) 1500 75 25 25 26 70 60 75
Nonparametric 125 20 33 28 57 33 28 42
Nonparametric 275 35 33 28 57 33 30 90
Nonparametric 640 56 57 56 57 54 53 82
Nonparametric 700 58 57 53 60 55 53 90
Nonparametric 1500 75 77 33 77 75 70 80

Upper and lower bounds of the bootstrapped 90 percent confidence interval.
Maximum absolute gradient (MAG) and optimal Youden’s J (OYJ) switch-point identification.

Table 1.15: MAG and OYJ method switch-point candidates and confidence
intervals for each approach.

The confidence intervals for the candidate switch-points identified using the

MAG and YOJ methods are presented in Table 1.15. For the Nonparametric

approach, all candidates identified using the MAG method, except the 125 in-

come level, have associated confidence intervals which include the theoretical

prediction. This indicates that the observed switch-point is in agreement with

the prediction of the theoretical model. Figure 1.13 illustrates. In a number

of cases agreement with the theoretical predictions is driven by the finding

of wider confidence intervals. The 640 income level strongly supports the the-

oretical prediction. Similar results hold for the candidates identified using

the YOJ method, though the confidence intervals are generally wider, indi-
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cating a lower degree of precision associated with this method of identifying

switch-point candidates. This combination of results suggests that the theo-

retical model cannot be rejected as an explanation of behaviour for all but the

lowest income group. For the Standard approaches illustrated in Figures 1.14
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Figure 1.13: Candidate switch-points of the MAG and OYJ methods for the
Nonparametric approach.

and 1.15, the results of the MAG and YOJ method differ substantially. The

MAG confidence intervals suggest a complete rejection of the coincidence of

the candidates with the predictions of the theoretical model. All candidates

are identified as the first CRate encountered and the associated confidence

intervals are very small. While the small confidence intervals might be sug-

gestive of a high degree of precision, it is precision associated with an in-

consistent candidate, a result of the particular specification of the Standard

technique. This is further evidence against the use of the Standard method of

smoothing. The YOJ candidates are closer to the theoretical predictions for all

except the lowest income level, suggesting that the theoretical model partially
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explains the results. The confidence intervals are wider than those using the

MAG method and contain the estimates of the theoretical model in all but the

two lowest income instances.

For the Standard approach with interactions the results are similar to the

Standard without interactions and raise an important consideration for the

treatment of predictions which do not intersect the optimal Youden’s J value.

In this case the 275 level of income predictions do not intersect the Youden’s

optimal J value and therefore have no associated CRate. Rather than leav-

ing this case undefined the CRate can be substituted as the minimum CRate

which occurs in the data set, or as a 0. Here the minimum value in the data

set is used.
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Figure 1.14: Candidate switch-points of the MAG and OYJ methods for the
Standard approach.

Overall, for the Standard approaches the more accurate MAG method for

identifying candidate switch-points rejects the notion that the identified can-

didates are consistent with the theoretical model, while the less precise YOJ
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Figure 1.15: Candidate switch-points of the MAG and OYJ methods for the
Standard approach with interactions.

method identifies candidates which are closer to the theoretical predictions.

Similar to the CSM approach, under the YOJ approach a switch-point can

be suggested even in the case of predictions which exhibit a constant decline

rather than a rapid change resembling a switch point.

1.7 Conclusion and discussion

In this paper observations of an economic experiment were compared to pre-

dictions from the theoretical model on which the experiment was based. The

theoretical model predicts a discrete change in the binary outcome, forming

a ‘step’ pattern. Three approaches to smoothing observations were investi-

gated, the Nonparametric approach was shown to be the preferred approach

by a number of of criteria and, within the predicted ̂participate, the MAG

method the most effective for identifying candidate switch-points. While the
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candidate switch-points of each method are similar across approaches, a vi-

sual inspection of the gradients demonstrates that the Nonparametric candi-

dates are better at capturing substantive changes in predictions than the Stan-

dard candidates.16 Finally, Nonparametric bootstrapped confidence intervals

were constructed around the candidate switch-points and the match between

the identified switch points and cutoffs suggested by the theoretical model

evaluated.

While the Standard approach with interactions suggested rejection of the co-

incidence of the candidate switch-points with the theoretical cutoffs for the

two lowest levels of income these results are likely invalid. Based on compari-

son to the confidence intervals of the Nonparametric approach, the Standard

approach appears to offer a high level of precision around incorrect estimates.

Combined with results which suggest that the parametric models are mis-

specified and weakly indicative of switch-points, inference should not be

made about the behaviours captured in the experimental data based on the

Standard approaches.

The Nonparametric approach and MAG method extend naturally to other

fields in which analysts wish to confront observed data with an externally

determined cutoff for the purpose of evaluating the effectiveness of such a

cutoff. The potential policy applications of this framework are diverse. For

example, medical practice guideline evaluation could be improved by the

application of the more robust Nonparametric approach combined with the

MAG method for identifying switch points in observed practitioner behav-

ior. Firm entry and exit decisions over a range of prices can be analysed us-

ing this method, as can the uptake of public programming over a range of

incomes of individuals. The flexibility of the smoothing also allows for eval-

16The statistic E was proposed in Appendix Section 1.K as a means of condensing the YOJ
results into a measure of the intensity of each candidate switch-point for comparison across
and within models and potentially across data sets.
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uation of more complex guidelines. In addition, by smoothing the observa-

tions themselves, rather than the observations which are in agreement with

the theoretical predictions, the smoothing approach, switch-point identifi-

cation method and the guideline can be easily compared against alternative

specifications visually. This intuitive visual appeal of the results provides the

added benefit of fostering the communication of the results of evaluations un-

dertaken using this method with diverse audiences.
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1.A Frequency of observations

25 26 28 30 33 35 40 41 42 45 46 48 50 52 53 54 55 56 57 60 65 70 72 75 77 80 82 85 90
125 2 1 1 3 1 2 4 2 1 2 1 1 23 1 4 1 9 5 3 9 3 7 1 2 1 6 1 1 2
275 2 1 1 3 1 2 4 2 1 2 1 1 23 1 4 1 9 5 3 9 3 7 1 2 1 6 1 1 2
640 2 1 1 3 1 2 4 2 1 2 1 1 23 1 4 1 9 5 3 9 3 7 1 2 1 6 1 1 2
700 2 1 1 3 1 2 4 2 1 2 1 1 23 1 4 1 9 5 3 9 3 7 1 2 1 6 1 1 2

1500 2 1 1 3 1 2 4 2 1 2 1 1 23 1 4 1 9 5 3 9 3 7 1 2 1 6 1 1 2

Table 1.A.1: Number of observations by income and contribution rate

1.B Standard approach

The index function (the X′β) is described by:

X′β = α + β1 CRate + β2I275 + β3I640 + β4I700 + β5I1500, (1.B.1)

where CRate and income are explanatory variables, β2, β3, β4, and β5 are as-

sociated with indicators, I = 1, for the sub-scripted income level and I = 0

otherwise.

In order to interpret the coefficients in Table 1.3 as probabilities the index

function must be distributed according to a cumulative normal distribution

for the probit model. For example, the probability of a subject with an income

of 125 choosing to participate can be described by:

Pr(participate = 1|income = 125, CRate) = Φ(α + β1 ∗ CRate) (1.B.2)

= Φ(1.438− 0.043 ∗ CRate).

The model is estimated by maximum likelihood using iteratively weighted

least squares.
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1.C Standard approach with interaction

The probit model is updated to include interaction terms:

X′β = α + β1CRate + β2I275 + β3I640 + β4I700 + β5I1500 + (1.C.1)

β6I275 ∗ CRate + β7I640 ∗ CRate + β8I700 ∗ CRate + β9I1500 ∗ CRate,

which is again, distributed according to Φ(·) in order to interpret the results

as probabilities. The I represent indicator variables equal to 1 at the sub-

scripted levels of income and 0 otherwise, as before.

So now, for example, the probability of a subject with an income level of 275

choosing to participate can be described by:

Pr(Y = 1|income = 275, CRate) = Φ(α + β1 ∗ CRate + β2I275 + β6I275 ∗ CRate

= Φ(1.088− 0.036 ∗ CRate− 0.502 +

0.011 ∗ CRate). (1.C.2)

1.D Coefficients of determination

Often a coefficient of determination is used as a measure of goodness of fit,

with various pseudo-R2 calculations for predictions not calculated by ordi-

nary least squares, as is the case here.

For example, the pseudo-R2 described by McFadden (1973) is:

R2 = 1− lnL̂(MFULL)− K
lnL̂(MINTERCEPT)

, (1.D.1)

where L̂ is the estimated likelihood, K the number of parameters, MFULL

is the full model and MINTERCEPT is the model with only an intercept in-

cluded. The value of this statistic is 0.24, which is indicative of a good model
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fit according to Louviere (2000).17 By this metric alone it is plausible that this

model sufficiently describes the data. Another option is the R2 of Cragg and

Uhler (1970), which is an adjusted version of the R2 value of Cox and Snell

(1989), and is described by :

R2 =
1− { L(MINTERCEPT)

L(MFULL)
} 2

N

1− L(MINTERCEPT)
2
N

, (1.D.2)

where L is the log likelihood, MFULL and MINTERCEPT are the same as previ-

ously defined and N is the number of observations in the data set. This statis-

tic takes on values between 0 and 1, with 0 indicating a poor fit and 1 a very

good fit. The value here is 0.4. Another R2 which is independent of the par-

ticular approach used is the adjusted count R2 described by:

R2 =
Correct− n

Total − n
, (1.D.3)

where Correct are the number of predicted outcomes ≥ 0.5, Total is the to-

tal number of observations, and n is the count of the most frequent outcome.

Here it has a value of 0.5. Each of these measures has a slightly different in-

terpretation so they are not directly comparable, however it is not uncommon

to see values in these ranges cited as indicative of good model fits.

1.E Bandwidth selection

The benefits of least squares cross validation are described in detail by Hall

et al. (2004). This method minimizes the weighted integrated squared error

17 Louviere (2000) suggests that a value between 0.2-0.4 indicates a very good model fit.
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described by:

ISE =
∫

ĝ(y|x)− g(y|x)2µ(x)M(xc)dxdy, (1.E.1)

where M(xc) is a weight function which can then be minimized by least squares

cross validation, described by:18

CVg0 =
∫

[(̂ f )(x, y)− (̂x)g(y|x)]2M(xc)

µ(x)2 dxdy

and

CVg0(h0, h, λ) = n
−q

(q+4) χg(a0, a, b) (1.E.2)

This approach has the distinctive benefit that irrelevant elements of X can be

smoothed completely out of the regression.

An alternative to least squares cross validation is to use maximum likelihood

cross validation, which can tend to oversmooth for fat-tailed distributions:

ĝ−i(Yi|Xi) =
f̂−i(Xi, Yi)

m̂−i(Xi)
. (1.E.3)

1.F Is income relevant?

Variable Least Squares
Likelihood
Maximum

Without Income
Least Squares Upper Bound

Participate 0.0000 0.0512 3e-04 0.5
Income 0.9926 0.9923 - 1
CRate 3.1305 3.1305 2.8407 inf

Table 1.F.1: Bandwidths generated using least squares cross validation (with
and without income) and maximum likelihood cross validation.

It is worth noting that even when using the maximum likelihood strategy in-

come is not completely smoothed out, as would be indicated if the bandwidth

18See Li and Racine (2007) chapter 5, pp 157-160 for more details about this function
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were equal to 1.00. As noted in Racine and Li (2004) there may be times in

which a smoothing parameter may be close to it’s upper bound but not be

irrelevant. As a check for the relevance of income the least squares cross val-

idation bandwidth selection routine is run for the conditional probability of

participate on CRate alone. The column ‘Least Squares Without Income’ in Ta-

ble 1.F.1 shows the resulting smoothing parameters when income is omitted

from the estimation. The bandwidth for participate is nearly identical to the

least squares bandwidth when income is included, while the bandwidth of

CRate is lower, indicating that more of the variation in CRate is now explain-

ing variation in the conditional probability of participation.

Comparing the Adjusted Count R2
AC of each estimation described by Equa-

tion 1.D.3 assists in clarifying the relevance of income in estimating the con-

ditional probability of participate because the value is 0.559 in the case where

income is included and 0.284 when it is not. These results support the contin-

ued inclusion of income despite having a smoothing parameter near its upper

bound. If income were truly irrelevant these R2 values should be nearly iden-

tical. In what follows, the bandwidths resulting from the least squares cross

validation procedure with probability of participation conditional on both in-

come and CRate will be used.

Figure 1.F.1 plots the results for the Nonparametric approach both with and

without income as an explanatory variable, where without income the predic-

tions remain constant across the five panes of the figure. It is clear that the

predictions of the model without income differ substantially from the model

with income, supporting the inclusion of income since if income were truly ir-

relevant the results should be identical.
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Solid lines and lighter gray confidence bands include income as an explanatory
variable. Dotted lines and darker gray confidence bands exclude income as an ex-
planatory variable. Confidence intervals are bootstrapped 90 percent bounds.

Figure 1.F.1: Predicted probability of participation by contribution rate (with
and without income) using the Nonparametric approach.

1.G Receiver operator characteristics curve

The True Positive Rate (TPR) is the percentage of predicted positive decisions

which match the observed positive decisions. This is expressed as:

TPR =
true positives

true positives + false negatives
, (1.G.1)

and is a measure of the ability of the theoretical model to correctly predict a

positive response. Taking an example from the medical literature where such
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methods are frequently used, this measures the ability of a diagnostic test to

correctly identify a disease in a person who indeed has the disease.

Increasing the ability of a model to correctly predict positive outcomes is typ-

ically done at the expense of increasing the False Positive rate: of incorrectly

predicting illness in a healthy patient. This measure is the False Positive Rate

(FPR) and is expressed:

FPR =
false positives

false positives + true negatives
(1.G.2)

Combining the TPR and FPR, ROC curves capture the responsiveness of a

particular estimation strategy by varying the threshold from 0 to 1, recalcu-

lating the confusion matrix and plotting the TPR against the FPR. Figure 1.7

in Section 1.4.4.2 above plots the results for the models discussed in Section

1.4.2. Since the measures constructed from a confusion matrix do not depend

on underlying assumptions about the model from which the predictions were

generated, the results are comparable regardless of the source of the predic-

tions. When the threshold is 0 all predictions are classified as 0’s and thus no

positives (1’s) are identified at all. When the FPR is 0 it must also be the case

that that the TPR is zero since there are no positives identified at all. This

point occurs at the origin of Figure 1.7. When the threshold is 1 all predic-

tions are classified as 1’s, no negatives are identified, and the TPR and FPR

are thus both 100%. This point occurs in the North East corner of Figure 1.7.

More concave ROC curves are indicative of predictions which are closer to

the observed data. A curve going from (0,0) to (0,100), to (100,100) represents

a situation in which the predictions perfectly match the outcomes regardless

of the threshold used. The 45◦ line on the other hand is representative of a

situation in which varying the threshold causes an exactly proportional in-

crease in the FPR and TPR indicating that the results of the predictive strat-
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Figure 1.7: Receiver operator characteristics curves for each approach. (re-
peated from page 36)

egy do not describe the data at hand.
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1.H Cumulative summation intersection

Cumulative summation is the sum of the frequencies of an outcome up to a

particular CRate and income. Here it is defined as the sum of the 0 observa-

tions up to a particular CRate(j) for each income(k):

CSjk =
j

∑
1

N

∑
i

I{(yi|CRate = j, income = k) = 0} (1.H.1)

As more observations are encountered the cumulative summation will either

increase or stay the same, depending on the outcome of interest. The inverse

of the cumulative summation is the cumulative frequency of an outcome up

to a particular CRate and income subtracted from the maximum value of the

cumulative summation.

ICSjk =
J

∑
1

N

∑
i

I{(yi|CRate = j, income = k) = 1} − (1.H.2)

j

∑
1

N

∑
i

I{(yi|CRate = j, income = k) = 1}

1.I Identifying candidates using observations: search

method

Another way the raw observations can be used to identify candidate switch-

points is via searching for a candidate which maximizes a criteria. This method

is convenient because it does not require smoothing, but it may remain sensi-

tive to noise.

To carry out a search for an optimal candidate,for each level of income:

1. Choose a switch-point candidate,

2. Create a ‘pseudo-step’: define all CRates equal or less than the candidate
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as ‘Participate’ and all CRates greater as ’Do not Participate’.

3. Construct a confusion matrix of the observations and pseudo-step.

4. Calculate the J value.

5. Repeat the procedure for each possible candidate (every possible CRate).

The CRate associated with the maximum J value is then the ’optimal J’ (oj)

candidate. The results are presented in Table 1.I.1. The largest value of J is

obtained at the 640 and 700 levels of income for which the thresholds are 53.

Income Candidate J
125 46 0.35
275 33 0.29
640 53 0.60
700 53 0.60

1500 55 0.43

Table 1.I.1: Candidate switch-points by search approach and optimal
Youden’s J method.

Similarly, maximizing the correct proportion instead of the value of J is an-

other interpolation option. This method leads to multiple maxima in some

instances. Table 1.I.2. In cases with multiple maxima the median value is

reported as the candidate switch-point. The 640 level of income exhibits the

highest proportion of correctly classified observations at the optimal thresh-

old of 53.

Income Candidate Min Max Correct Proportion
125 35 33 40 0.10
275 33 33 33 0.26
640 53 53 53 0.57
700 55 53 57 0.50

1500 70 70 70 0.31

Table 1.I.2: Candidate switch-points by search approach and maximum cor-
rect proportion method.
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Finally, the same procedure is replicated in Table 1.I.3, maximizing the value

of Cohen’s κ. Here the 640 level of income candidate is the strongest, exhibit-

ing 60% agreement beyond chance at the optimal threshold of 53.

Income Candidate Cohen’s kappa
125 46 0.36
275 33 0.38
640 53 0.60
700 53 0.58

1500 70 0.45

Table 1.I.3: Candidate switch-points by search approach and maximum Co-
hen’s kappa method

Overall there is agreement between methods for locating an optimal thresh-

old on income levels of 275 and 640. The search methods are convenient be-

cause they require no smoothing but do not lend well to intuitive graphical

presentation of the results.

1.J Gradients

For the Standard model the gradient is calculated by taking the first deriva-

tive of the function Φ(X′β) and is defined as:

∂Pr(Y = 1|X)

∂CRate
= φ(X′β) ∗ ∂(X′β)

∂CRate
, (1.J.1)

where Φ′ = φ is the derivative of the cumulative normal distribution. This

leads to an equation into which the coefficients from 1.3 can be substituted

and the exact predictions calculated for each value of CRate and income level

encountered. For the 275 income level in the probit specification without inter-
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action terms this amounts to:

∂Pr(Y = 1|X)

∂CRate
= φ(α + β1 ∗ CRate + β2 ∗ D1income=275) ∗ β2 (1.J.2)

= φ(1.438 +−0.043 ∗ CRate + 0.109) ∗ 0.109 (1.J.3)

For the Nonparametric approach the gradient is simply computed as the

derivative at every point in the predictions:

∂ĝ(y|x)
∂x

(1.J.4)

Approach Income MAG Lower Bound Upper Bound
Standard 125 -0.0218 -0.0430 -0.0186
Standard 275 -0.0237 -0.0429 -0.0203
Standard 640 -0.0218 -0.0539 -0.0301
Standard 700 -0.0243 -0.0542 -0.0310
Standard 1500 -0.0184 -0.0558 -0.0331
Standard (Interaction) 125 -0.0166 -0.0565 -0.0055
Standard (Interaction) 275 -0.0101 -0.0409 -0.0017
Standard (Interaction) 640 -0.0234 -0.0736 -0.0253
Standard (Interaction) 700 -0.0344 -0.1030 -0.0399
Standard (Interaction) 1500 -0.0189 -0.0721 -0.0316
Nonparametric 125 -0.0796 -0.1921 -0.0381
Nonparametric 275 -0.1003 -0.2180 -0.0410
Nonparametric 640 -0.1309 -0.1994 -0.0858
Nonparametric 700 -0.1261 -0.1924 -0.0834
Nonparametric 1500 -0.1620 -0.3307 -0.0675
Bounds are bootstrapped 90 percent confidence intervals.

Table 1.J.1: Gradients at the MAG candidate switch-points.
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Approach Income OYJ Lower Bound Upper Bound
Standard 125 -0.0218 -0.0323 -0.0181
Standard 275 -0.0237 -0.0429 -0.0203
Standard 640 -0.0240 -0.0319 -0.0189
Standard 700 -0.0258 -0.0321 -0.0192
Standard 1500 -0.0198 -0.0331 -0.0190
Standard (Interaction) 125 -0.0166 -0.0404 -0.0055
Standard (Interaction) 275 -0.0101 -0.0327 -0.0017
Standard (Interaction) 640 -0.0260 -0.0422 -0.0155
Standard (Interaction) 700 -0.0372 -0.0568 -0.0224
Standard (Interaction) 1500 -0.0208 -0.0426 -0.0178
Nonparametric 125 -0.0796 -0.1568 0.0213
Nonparametric 275 -0.1003 -0.1788 0.0457
Nonparametric 640 -0.0578 -0.0977 0.0226
Nonparametric 700 -0.0620 -0.1103 0.0295
Nonparametric 1500 -0.1027 -0.1538 0.0165
Bounds are bootstrapped 90 percent confidence intervals.

Table 1.J.2: Gradients at the OYJ candidate switch-points.

1.K A strength measure for OYJ candidates

To construct a measure of the strength of a candidate switch-point which cap-

tures both the proportion of the largest change and the relative distance of

the candidate to the maximum change in terms of CRate the following are

identified:

GradientM :The true value of the largest gradient (1.K.1)

(when ranked by absolute value)

GradientY : The true value of the gradient at the candidate switch-point (1.K.2)

CRateM : The CRate associated with the largest gradient (1.K.3)

CRateY : The CRate of the candidate switch-point (1.K.4)

The largest gradient is identified by ranking the gradients in terms of abso-

lute value and selecting the maximum. The actual value of this gradient is

recorded because in the Nonparametric approach a difference in sign from

the candidate switch-point can be indicative of noise. This is in contrast to the
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parametric model which imposes unidirectionality upon the predictions. If

the candidate switch-point and the maximum gradient are the same or very

close the data exhibit a strong switch-point since the optimal cutoff for sort-

ing (the optimal Youden’s J mapped into a CRate) accurately captures the

location where the most substantive change occurs in the predictions. If the

optimal Youden’s J CRate and the CRate where the maximum gradient occurs

are far apart then most of the changes in the predictions are occurring apart

from the candidate, which should weaken the candidate’s attractiveness.

One way to concisely compare the maximum gradients and candidate switch-

points is to take the percentage of the maximum gradient (GradientM) cap-

tured by the candidate (GradientY) in terms of the relative distance of the as-

sociated CRates. If the GradientM occurs close to the candidate then an area

within the predictions exhibiting substantive change has been identified, if

it occurs far from the candidate then either noise or an inappropriate model

is indicated. The percentage deviation from the CRate at the maximum gra-

dient from the optimal Youden’s J CRate provides a unit-free measure of the

spread between these two points. CRates located far apart may indicate noise

or a model which fails to provide a switch-point. A simple measure of the

relationship is suggested by the following:

GradientP =
GradientY

GradientM
(1.K.5)

CRateP = |CRateY − CRateM

CRateY
| (1.K.6)

E =
GradientP

CRateP
, (1.K.7)

where the absolute value of CRateP is used because the direction of the the

deviation is irrelevant. GradientP ≤ 1 and may be negative if the maximum

(in absolute terms) gradient differs in direction from the gradient identified

at the candidate switch-point for a particular income level. The resulting mea-
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sure E is akin to simply calculating the slope between the maximum gradient

point and the one identified by the maximum Youden’s J value, but avoids is-

sues relating to the scale of CRate and thus enables comparison across models

and, potentially across data sets. Larger values of E indicate steeper slopes

and thus stronger candidate switch-points. A perfect match of the candidate

switch-point and maximum gradient provides the largest value E can take on

(100
0 = ∞).

Income Standard Standard (Interaction) Nonparametric
125 4.12 6.00 Inf
275 3.50 Inf Inf
640 1.96 1.98 7.94
700 1.82 1.93 13.53
1500 1.65 1.71 23.76

Table 1.K.1: Strength measure of candidate switch-points identified using the
optimal Youden’s J method.

Table 1.K.1 presents the results from each approach. The final values of E

range from a low of 1.65 to a high of ∞. In absolute terms, a value less than

|1| indicates particularly poor evidence of a switch-point since the relative

distance between the YOJ and MAG candidate is greater than the percentage

of the MAG gradient captured by the OYJ gradient. Values above |1| are in-

dicative of steeper relationships, as seen for the 125 and 275 income levels in

Table 1.K.1, but these results offer little information given that the location

of the maximum gradients are uniformly the first CRate encountered, as dis-

cussed in the previous section.

The Nonparametric OYJ candidates are more reflective of steep changes than

Standard OYJ candidates, as evidenced by the larger values of E. Nonpara-

metric E values range from 7.94 to ∞, with the minimum value exceeding the

maximum value of the Standard approaches. For the 125 and 275 income lev-

els the candidate identified by the Nonparametric YOJ is identical to the Non-

parametric MAG candidate and the E of ∞ is ideal.
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Chapter 2

A Standardized Method for the

Evaluation of Adherence to Practice

Guidelines

2.1 Introduction

Unnecessary use of medical care is a major concern for health care system

administrators and patients. Not only can such care be costly, but it can also

have negative health consequences. A recent article by Nelson (2015) high-

lights the cost and health consequences of unnecessary care in the setting of

American hospitals, yet the issue extends to public health care systems and

private practices alike. The Health Council of Canada (2009) cites that health

care spending in Canada doubled between 1997 and 2007, with 48% of the in-

crease attributable to increased use of health care services, but that the value

of this greater service use is not fully understood. Practice guidelines are of-

ten advocated as a means of guiding practitioners in making appropriate care

decisions to improve the quality of care, improve outcomes, and avoid unnec-

essary usage. Evaluation of adherence to such guidelines has, however, often
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been done in limited study-specific settings involving large randomized clin-

ical trials. This paper proposes a standardized methodology for evaluation of

adherence to guidelines using existing administrative data records. The aim

of this work is to facilitate greater undertaking of such evaluations, and there-

fore improve the information available upon which to base efficient care deci-

sions. The method relies on a combination of basic analytical techniques and

state-of-the-art data-driven analysis which leverages existing patient care data

and has several attractive features. The techniques used require a minimum

of subjective decisions on the part of the analyst and are widely applicable

to contexts in which assessment of practice against a standard is required.

The results are visually intuitive and can be easily communicated across di-

verse audiences. These features are particularly important for a standardized

framework of guideline evaluation and should foster rapid adoption across

health care sectors and hence improve the effectiveness of of clinical practice

guidelines in improving the efficiency and quality of care in health care sys-

tems.

Total expenditure on health care represents a substantial proportion of GDP

among OECD member nations. Yet, in the US it is estimated that approxi-

mately 30% of care given to patients can be classed as ‘unnecessary’, meaning

that it did not serve to improve patient health outcomes Nelson (2015). Un-

derstandably, reducing this share of unnecessary care and improving health

system efficiency has become a priority concern for established research groups

such as the Institute of Medicine (2006) and Health Council of Canada (2009),

as well as smaller non-governmental groups such as the Lown Institute, ex-

clusively concerned with ‘Right Care’ (The Lown Institute, 2016).

Medical practice guidelines are widely used to improve practitioner perfor-

mance with the aim of improving patient care and promoting cost-effectiveness.

Yet McGlynn et al. (2003) find that patients receive only about 50% of the
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recommended care according to existing practice guidelines in the US. In

Canada it has been found that nearly one quarter of seniors on public drug

programs use a drug which has been identified as inappropriate (Canadian

Institute for Health Information, 2014). The evaluation of practitioner ad-

herence to evidence-based practice guidelines is particularly important in ef-

forts to improve quality of care, and has been carried out in a variety of ways.

While many studies rely on randomized controlled trials, these can be costly

and time consuming to administer, as well as being highly specific to the par-

ticular clinical setting or health care guideline studied. Methods which make

use of existing administrative patient care data have the potential to offer sub-

stantial insights about the performance of current health care systems and

areas for improvement. Existing data can potentially be calibrated to offer

insights on adherence in a much more readily accessible and constantly up-

dated format, however. The standardized framework proposed in this paper

provides a starting point for a richer analysis of adherence to clinical practice

guidelines using existing data sources which can easily be adapted to a broad

range of health system settings and guidelines.

Adherence to guidelines is addressed in various ways in the literature. Sys-

tematic reviews of the effectiveness of practice standards or factors influenc-

ing effectiveness have been conducted. Barbui et al. (2014) reviews practice

standards in the setting of mental health care, Thomas et al. (1999) in the set-

ting of professions allied to medicine. Flodgren et al. (2013) review standards

to prevent device related infections, while Fiander et al. (2015) investigate

standards to improve the use of electronic health records. Flodgren, Pomey,

Taber, and Eccles (2011) collect studies about the effect of printed comput-

erized reminders upon compliance with practice standards and Arditi et al.

(2012) study the effect of inspections. O’Brien et al. (2007) survey the effect of

educational outreach visits on compliance. Nearly all authors cite low quality
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of evidence as key obstacles in drawing firm conclusions about the impact of

interventions to improve practitioner compliance or health impacts of such in-

terventions. An ongoing adherence monitoring system using the framework

proposed in this paper would serve to harness existing data and overcome

many issues related to lack of data encountered in previous studies, while of-

fering a clear gauge of the level of adherence to a practice guideline. Outside

of an RCT framework, adherence is also determined by modeling an outcome

and comparing the result to the guideline. An example of this is presented by

Askildsen, Holmås, and Kaarboe (2011), who model patient waiting times for

surgery in Norway using a regression framework, comparing estimated wait

times to ranges suggested by practice guidelines.1 Dimakou, Parkin, Devlin,

and Appleby (2009) examine the impact of government waiting time targets

upon patient wait-times for surgery in the NHS. These authors take a haz-

ard function approach to analysis and find that peaks in the probability of

admission coincide with government mandated targets. The case by case va-

riety in evaluation strategies encountered makes it difficult to compare and

implement similar studies of adherence across jurisdictions, even for similar

clinical processes, limiting the usefulness of such information in improving

health system performance. The analytical strategy used in the framework

proposed in this paper aims to provide a standardized, but flexible, approach

to guideline adherence evaluation, therefore improving the ability of health

system administrators to accurately assess and compare performance against

established practice guidelines and to test and identify performance enhanc-

ing interventions.

The proposed framework for evaluation of adherence to guidelines serves

1Adherence also enters analysis as an explanatory variable in a regression framework, for
example by Andritsos and Tang (2014) who use a composite index of the fraction of agree-
ment with clinical guidelines for a condition as a factor explaining the geometric mean of
total in-patient stay for cardiac diagnoses. These authors argue that increased adherence
leads to reduced resource use, but the effects are small.
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to improve comparability across studies by suggesting a standard presenta-

tion of results. The first stage of analysis relies on a simple classification ma-

trix approach which provides a basic overview of adherence and important

additional information on non-adherence, splitting non-adherent cases into

instances of under-treatment and over-treatment in accordance with a guide-

line. Summary measures of the classification matrix are provided and can

easily be constructed from existing data given that results are reported in a

classification matrix. In the second stage of analysis a state-of-the-art regres-

sion approach which relies on data and not on assumptions about functional

form is used to generate a profile of estimated decisions. Adherence to the

guideline is then assessed by comparing the estimated profile of decisions to

the practice guideline by identifying key indicators within this profile. Be-

cause the estimation procedure is carried out independently of information

about the guideline, the estimated profile of decisions serves as a test for the

adherence to a guideline within a set of clinical observations. In addition, this

lends to a naturally intuitive visual presentation of the results with the guide-

line and estimated profile of decisions plotted on the same axes.

Along with the analytical method proposed, this study contributes to the lit-

erature on adherence with an exploration of non-adherent decisions. Most

studies of guideline compliance focus attention on the proportion of correct

applications of a guideline. This work establishes a reference method and

reasoning for including the evaluation of decisions which do not adhere to

guidelines as well. Using a simple classification matrix, non-adherent deci-

sions can be categorized as either over-treatment or under-treatment accord-

ing to the guideline. Reducing over-treatment decisions represents potential

future cost savings, while reducing under-treatment decisions represents po-

tential future improvements in care. Non-adherent decisions are often not

investigated in studies of guideline adherence. The reporting of this infor-
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mation can provide important clues to understanding the effectiveness of a

guideline.

In the language of Tugwell, Bennett, Sackett, and Haynes (1985), this paper

represents a single element of a continuous system for assessing the value of

any health care intervention on burden of illness. The framework proposed

here relies on patient level administrative data to assess practitioner compli-

ance with an established guideline. This work fits into the broader literature

on health system assessment and should expand the range of health system

monitoring to a variety of guidelines using existing administrative data as

well as improving the comparability and reliability of the results.

The framework will be developed and illustrated with the assistance of an

application to a data set consisting of the decisions of volunteer medical first

responders (MFRs) to administer supplemental oxygen to patients encoun-

tered during regular service duties. Section 2.2 describes the data. Sections

2.3 and 2.5 present descriptions of each stage of the framework followed by

applications to the data in Sections 2.4 and 2.6. The medical and economic

impacts of the decisions made by MFRs are examined with the results in-

dicating that overall, adherence is poor. There is a tendency towards over-

treatment rather than failure to treat medically necessary cases. This effect is

more pronounced for serious incidents. Fortunately, in economic terms the

impact of these over-treatment decisions is low and in medical terms, poten-

tially beneficial.

2.2 Data

An illustration of the proposed framework is provided using a data set con-

sisting of the observed oxygen administration decisions of volunteer MFRs

as they carried out regular duties in a large metropolitan area over the years
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2010-2014. MFRs come from a variety of backgrounds, some with prior expe-

rience with oxygen administration and others without. Extensive mandatory

training is provided at no cost to MFRs accepted into the organization. All

MFRs are well informed that any deviations either below or above the stan-

dard of care practice guidelines outlined in their training qualify as a breach

of duty and the legal ramifications of such breaches are discussed in depth.2

Given the voluntary nature of the organization, additional group training ses-

sions have been favoured to direct enforcement of guidelines through penal-

ties imposed upon individual MFRs.

It is important to note that for legal purposes any care provided outside of

the pre-defined scope of practice qualifies as a breach of duty. Thus, while in

uniform with the organization a physician, nurse or paramedic is expected

to perform to the standard of care defined by the organization and not that

which their medical training might dictate. It is therefore expected that prac-

tice guidelines are strictly adhered to in the field. However, supplemental

oxygen is rarely harmful for otherwise healthy patients and may even be

used as a comfort measure to provide both patients and responders with

the sense that they are doing something to improve a situation, regardless

of medical benefit. For this reason non-adherence to the guideline is informa-

tive, and more specifically, the manner in which this non-adherence occurs.

Administering oxygen which is not medically necessary is unlikely to expose

a patient to a health risk, while not administering oxygen when the guideline

dictates doing so may have substantial adverse medical consequences.3

The medical practice guideline in place was developed and issued as a stand-

2Responders are made aware that they may be called to testify in court for any treatment
administered, that they can be represented by the lawyers of the organization, and that ul-
timately they carry the legal burden to correctly follow the standard of care outlined by the
organization.

3It is worth noting here that patients refuse oxygen at times. Patient wishes are respected
at all times.
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ing order by the organization’s Provincial Medical Director. Proper assess-

ment of respiration rate and administration of supplemental oxygen is taught

to all MFRs during training. The guideline requires MFRs to administer sup-

plemental oxygen if an adult patient exhibits a respiration rate less than 12

or greater than 20 breaths per minute. Plotting the expected oxygen adminis-

tration decisions over respiration rates ranging from 0-36 results in a straight

line at 1 (‘Administer’) with a step down to 0 (‘Do not Administer’) at 12 and

a step up to 1 (‘Administer’) at 20 and is illustrated in Figure 2.1. With per-

fect compliance the points, which represent the observed administration deci-

sions ( jittered slightly), would align with the horizontal portions of the line.

Do not Administer
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Respiration Rate
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Solid lines represent the recommendation. Points represent observed decisions.

Figure 2.1: Recommended and observed oxygen administration decisions by
respiration rate.
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An anonymized set of 5 years worth of treatment decisions of volunteer MFRs

form the data set used in this study. The international volunteer organization

is sub-divided into national and provincial sub-units, and further sectioned

into municipal level units. MFR training is standardized at the provincial

level. The municipal level MFR unit covered by the data operates within a

large Canadian metropolitan area, providing first-aid at local sporting events,

concerts, festivals and public functions. Only fully certified MFRs are qual-

ified to wear the full uniform of the organization and to provide first-aid.

MFRs are also trained to complete a Patient Care Report (PCR) in the event

of delivery of any form of first aid to a patient. PCRs are filed with the unit

chief at the end of each duty shift.

The database includes a total of 898 medical-encounter records containing in-

formation on patient age, type of medical situation encountered by the MFRs,

administration of oxygen, vital signs including respiration rate, and whether

or not Emergency Medical Services (EMS) were contacted. All data were

anonymized.4 Reports missing a year of birth of the patient were excluded

(71 cases), as were the records of patients under the age of 18 (271 records)

because a different guideline applies to these cases. As well, a single outlier

which appeared to be a recording error in the respiration rate was dropped

(1 record). Of these remaining 555 cases, 315 cases were missing a recorded

respiration rate (these cases are discussed in more detail in Subsection 2.2.1.

These exclusions resulted in 240 complete cases.

Table 2.1 displays the variables considered in the analysis of supplemental

oxygen administration behaviour. The use of supplemental oxygen is recorded

simply as 0 if it was not used and 1 if it was used. MFRs monitor vital signs

throughout an incident, up to 5 times for a single patient. RR1 is respira-

tion rate recorded at the first vital signs check. Respiration Rate values in the

4Reclassification ensured at least 5 observations per cell.
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range of 12-20 respirations per minute are considered normal for adults. EMS

refers to whether or not emergency services were called to the scene (0 if not

called and 1 if called). This variable acts as an indicator of call seriousness

and is included because, during training, potential responders are told to call

EMS in any situation serious enough to warrant the use of supplemental oxy-

gen. It is therefore expected that the correlation between O2 and EMS would

be very high, yet this is not the case. The Pearson correlation coefficient is

0.48 indicating a fair amount, but not complete, correlation; deviations can be

explained by the finding that there is substantial administration of oxygen to

less serious patients.

Variable Set
Variable Min Max Description
Year 2010 2014 Year of incident
O2 0 1 Supplemental Oxygen Used No=0, Yes=1
RR1 8 36 Respiration Rate recorded for Vitals Check
EMS 0 1 Emergency medical services called No=0, Yes=1

Table 2.1: Variables used in analysis of supplemental oxygen decisions.

2.2.1 Missing vital signs

In the original set of observations, 315 of the available 555 observations ( 57%

) are missing information on patient vital signs. For patients with minor in-

juries vital signs are often not collected by MFRs. Typically this is because

a vital sign check would seem invasive when all that is required is very ba-

sic first aid. This is not the only reason for missing vital signs, however. The

patient might have refused, or for a very small proportion of cases, the call

might have been too serious to record vital signs prior to the arrival of EMS,

for example. The majority are non-serious cases of minimal first-aid. If these

cases with missing vital signs are excluded the sample is substantially biased

towards more serious patients. Therefore the missing records could have a
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substantial impact on the estimate of overall adherence to guidelines within

this unit of the organization if a large proportion of cases without vital signs

recorded are attributable to patients with normal range respiration rates who

were correctly not administered oxygen in accordance with the guideline.

In order to improve the representativeness of the sample, missing data values

were imputed. For the purposes of imputation, all respiration rates associated

with cases in which vital signs were not recorded were assumed to fall within

normal range. Based on this assumption, missing respiration rates were im-

puted by taking a random draw of the normal-range respiration rates. Per-

sonal communication with the municipal organization’s unit Chief in 2015

confirmed this as an acceptable representation of the vast majority cases for

which respiration rates were not recorded. Although this is not the only rea-

son for a missing record, it is the most common. Replacing the missing res-

piration rates with 315 random draws (with replacement) from the pool of

observed normal range respiration rates increases the set of complete records

to 555 observations. All analysis is undertaken using this augmented set of

555 observations. Analysis using the original data without the imputed val-

ues is contained in Appendix Section 2.A for reference. The results lead to the

same overall conclusions.

Figure 2.2 provides a visual summary of the key variables used in the anal-

ysis. The first pane highlights the unbalanced nature of oxygen administra-

tion decisions; there are nearly double the number of observations for ‘Do

not Administer’ as there are for ‘Administer’. The second pane highlights the

fact that most treatment given by MFRs is not serious enough to warrant a

call to EMS. In the third pane the Epanechnikov kernel density of respiration

rates (RR1) is presented. The location of the mean of this distribution to the

right of the mode suggests that this variable is not normally distributed. A

Shapiro-Wilk test confirms this result.
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Figure 2.2: Illustrated data summary.

2.2.2 Contact with emergency services

In addition to the overall summary data reported in Figure 2.2, Figure 2.3

divides the data across categories of EMS Contact: ‘EMS Not Called’ and

‘Call EMS’. Contact with Emergency Medical Services (EMS) is an indicator

of the seriousness of an incident. A chi-square test for independence rejects

the notion that Oxygen Administration, Respiration Rate and EMS calls are

independent. Oxygen Administration is found to have significant correlation
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with EMS contact (0.51 with a p-value of 0.0000 using the Pearson product-

moment correlation), but not so much as to represent multicollinearity.

MFRs are trained to respond in serious emergencies according to procedures

set out by the medical director of the organization. Acceptance to the role of

MFR is dependent on the ability of candidates to follow such procedures ac-

curately and this training is reviewed frequently. Serious cases receive much

attention in training, and there is little to no room for mistakes in the admin-

istration of oxygen or making contact with EMS in such cases. Failure to ap-

ply oxygen when it is necessary can have substantial adverse health conse-

quences for patients. In examinations, failure to apply oxygen when needed

disqualifies an MFR candidate. In less serious cases patients demonstrate less

frequent need for oxygen or EMS assistance. A difference in adherence across

serious and non-serious cases is possible if more training for serious inci-

dents affects adherence rates when such cases are encountered in the field.

Figure 2.2 demonstrated that in the field the majority of incidents (approxi-

mately 80% of cases) are non-serious. MFRs thus also acquire experience in

dealing with non-serious incidents which may also influence adherence rates

across levels of case seriousness. Unfortunately, the characteristics of individ-

ual MFR experience were not available in this data set and so contact with

EMS serves as the only means of evaluating the effect of scene seriousness on

guideline adherence. As well, patient outcomes following treatment are un-

available so the health impacts of MFR services are unknown.

Figure 2.3 presents the results by EMS contact sub-groups. The first pane

makes clear that when contact with emergency services is not made, oxy-

gen is usually not administered. The second pane highlights a skew towards

normal range respiration rates when EMS Services are not contacted. In this

pane the Epanechnikov kernel smoothed density of respiration rates shows a

marked difference in distributions across EMS contact levels. Normal range
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Figure 2.3: Illustrated data summary by EMS contact sub-group.

respiration rates are highlighted in the darkened grey box.5 These results in-

form the inclusion of EMS contact as an important marker of call seriousness,

as illustrated by the difference in respiration rates, and also as an influence

upon oxygen administration decisions, as shown by the relative percentages

of administration decisions.

2.3 Method stage 1

The first stage of assessment involves simply sorting each recorded oxygen

administration decision according to whether or not these decisions adhere or

do not adhere to the guideline, based on the respiration rate associated with

the decision. A classification matrix provides a concise means of summariz-

ing the results. Each cell of a classification matrix represents the number of

observations which satisfy the conditions specified in the row and column.

The basic format is illustrated in Table 2.2.

Table 2.2 labels the totals in each cell. True negatives for example, are data

5Figure 2.A.2 presents the result without the imputed values. The difference remains.
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Observed Decisions
0 1

Guideline 0 True Negative (TN) False Positive (FP)
1 False Negative (FN) True Positive (TP)

Table 2.2: Classification matrix guide.

points in which no action was taken and the guideline suggested no action

should be taken. These decisions are thus adherent to the guideline. Simi-

larly, decisions in the cell row labelled 1 and column labelled 1 indicate de-

cisions in which action was taken and the guideline suggested that action

should be taken. These decisions thus also adhere to the guideline. In terms

of oxygen administration decisions the possible categorizations entail:

True Positive: The guideline recommends oxygen administration and

oxygen was administered.

True Negative: The guideline recommends no oxygen administration

and oxygen was not administered.

False Negative: The guideline recommends oxygen administration and

oxygen was not administered (‘under administration’).

False Positive: The guideline recommends no oxygen administration

and oxygen was administered (‘over administration’).

The classification matrix approach thus provides information, not only on

adherence to guidelines, but on non-adherence as well. Estimates of over and

under provision of care with reference to a guideline can be made easily.

2.3.1 Summary measures of correct classification

Table 2.3 presents a set of measures which can be used to summarize the

classification matrix. Because the classification matrix is unit-free these mea-
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Measure Formula
True Positive Rate TPR = TP

TP+FN

True Negative Rate TNR = TN
TN+FP

False Positive Rate FPR = FP
TN+FP

Correct Classification Ratio CCR = TP+TN
Total

Balanced Correct Classification Ratio bCCR = 0.5(TPR + TNR)

Area Under the Curve AUC =
∫ ∞
−∞ TPR(t)FPR′(t)dt

Cohen’s kappa κ = p0−pe
1−pe

TN= True Negatives, TP = True Positives, FN= False Negatives, FP = False Positives,
and Total is the sum of all entries in the classification matrix: TP+TN+TN+FN.
t is the threshold used for sorting observations.
pe =

(TN+FN)
Total ∗ (TN+FP)

Total + (FP+TP)
Total ∗

(FN+TP)
Total

p0 = TP+TN
N

Table 2.3: Classification matrix summary measures.

sures are generally comparable across applications. It is important to note,

however, that not all the measures listed in Table 2.3 are equally suitable for

all data sets. For example, the Correct Classification Ratio (CCR) is the pro-

portion of adherent decisions in the data and is therefore a basic summary

measure of adherence. The CCR does not account for the fact that the more

frequent outcome has a greater probability of adhering to the guideline sim-

ply by chance. Straube and Krell (2014) also note that this measure is biased

when the data are unbalanced, which, as noted in Section 2.2 is the case for

the illustrative application.

Four metrics are suggested by Straube and Krell (2014) to improve the infor-

mative capacity of classification matrix summarization on the basis of be-

ing insensitive to class imbalance: The Balanced Correct Classification Ratio
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(bCCR), the Geometric Mean (G-mean), Area Under the Receiver Operator

Characteristics Curve (AUC) and d-prime. The bCCR and AUC metrics are

applied here because these are both simple to understand and insensitive

to class-imbalance. The bCCR is related to the CRR, and improves upon the

CCR by taking into account class imbalance. If the the sample of data used

were balanced the bCCR with be equivalent to the CCR. The AUC is another

measure of the degree of match between observed outcomes and the guide-

line. The AUC is a proportional measure which ranges from 0.5 to 1.00 and is

commonly used to evaluate the match between predictions and observations

over a broad a range of scientific settings, thus making this measure accessi-

ble to a variety audiences. An approximate classification of the level of match

for AUC values is presented in Table 2.4.

AUC Value Performance
0.5 - less than 0.6 Fail
0.6- less than 0.7 Poor
0.7 - less than 0.8 Fair
0.8 - less than 0.9 Good
0.9 - 1.00 Excellent

Source: Tape (2015).
AUC is area under the receiver operator characteristics curve.

Table 2.4: Classification of AUC values.

At this stage of analysis outcomes are binary (0 for ‘Do Not Administer’ de-

cisions and 1 for ‘Administer’ decisions) so the threshold (t) is irrelevant, but

Section 2.6 will discuss the AUC in greater detail, making use of this measure

with relevant threshold values. Jeni, Cohn, and De La Torre (2013) show that

the AUC is insensitive to skewness, where skewness = FN+TP
TN+FP , but that this

measure can mask poor performance of a classifier. Fortunately, such mask-

ing is not an issue at this stage of analysis due to the binary nature of the out-
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comes.6

Cohen’s κ (Cohen, 1960) is used to assess the amount of agreement between

the guideline and the observations beyond that which would be achieved by

chance. Jeni et al. (2013) show that Cohen’s κ is sensitive to both the degree

of skewness and rate of misclassification in simulation experiments. However,

for rates of skewness between 0.1 and 10 and a misclassification rate of 1%,

the accuracy of Cohen’s κ is near 95%, so this measure will be quite accurate

for many data sets. While no single metric dominates in terms of providing

information, Cohen’s κ is important for summarizing the rate of adherence to

a guideline net of chance.

2.4 Application: Stage 1 adherence results

This section reports the Stage 1 results of the standardized analysis of the

guideline evaluation framework applied to the data described in Section 2.2.

As previously mentioned, these data showed substantive differences across

sub-groups of EMS contact, therefore the analyses are displayed for each sub-

group.

Table 2.5 presents the classification matrix from the sub-group defined by

non-contact with EMS. These cases required less serious first-aid treatment.

Non-applications of oxygen feature prominently in this sub-group, with a

skewness measure of 0.09. This level of skewness implies that the use of skew-

insensitive classification matrix summary metrics are appropriate.

Non-adherent decisions represent a very small share of the total decisions for

this sub-group and there is virtually no difference in the type of non-adherent

6A classifier is a model which predicts outcomes. These measures are often used in eval-
uating model performance, i.e. the ability of a predictive model which generates values
between 0 and 1 to match with the observed outcomes which are 0 or 1. This stage of the
analysis simply evaluates the match of the observed outcomes, which are 0’s and 1’s and
thus do not require a threshold for sorting, with the guideline recommendations (0 or 1).
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decisions across sub-groups. The equal distribution of non-adherent decisions

across categories of under- and over- administration provides no evidence to

support the claim that MFRs have a tendency towards administering oxygen

to non-emergency patients as a comfort measure any more than they have a

tendency towards neglecting to administer oxygen to patients who demon-

strate need for it based on respiration rate in non-emergency situations.

Observed Oxygen Use
Not Administered Administered Total

Guideline
Not Administered 376 30 406

Administered 29 7 36
Total 405 37 442

Cells indicate the number of recorded cases which agree (disagree) with the respira-
tion rate guideline for administration of supplemental oxygen.

Table 2.5: Classification matrix of observed oxygen administration outcomes
and guideline expectations when EMS is not called.

Table 2.6 tells a different story for the sub-group defined by EMS contact.

This sub-sample is more balanced, with a skewness measure of just 1.35 which

indicates a very slightly larger share of ‘Administer’ decisions than ‘Do Not

Administer’.7 Non-adherent decisions in this sub-group represent a larger

absolute share of decisions than in the non EMS contact sub-group (49% vs

13%), and this difference is significant using a two sample test for equality

of proportions with continuity correction (p-value of 0). As well, the type

of non-adherence exhibited within this sub-group is significantly biased to-

wards administering oxygen when the guideline recommends against it (p-

value of 0, using a two-sample test for equality of proportions with continuity

correction). This result combined with the overall greater proportion of ad-

ministration decisions made in this sub-group suggests that when faced with

7Skewness values in the range of [0.1-10] are symmetric around 1. Thus, a skewness value
of 9.14 would be an equivalent degree of skewness towards ‘Administer’ decisions as the
skewness towards ‘Do Not Administer’ decisions observed in the sub-group defined by
non-contact with EMS.
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a serious scene MFRS tend towards administering oxygen regardless of the

guideline.

Observed Oxygen Use
Not Administered Administered Total

Guideline
Not Administered 37 44 81

Administered 11 21 32
Total 48 65 113

Cells indicate the number of recorded cases which agree (disagree) with the respira-
tion rate guideline for administration of supplemental oxygen.

Table 2.6: Classification matrix of observed oxygen administration outcomes
and guideline expectations when EMS is called.

The classification matrix summary measures presented in Table 2.7 suggest

that the guideline is not well followed. The substantial impact of skewness is

illustrated in the EMS-not-called sub-group as the CCR drops by 36% mov-

ing to the skew-insensitive bCCR. Across sub-groups the skew-insensitive

metrics bCCR and AUC are virtually identical. The AUC results suggest fail-

ure to adhere with the guideline. Cohen’s κ suggests that only 12% of de-

cisions above and beyond chance are adherent to the guideline in the EMS-

not-called sub-group, and only 9% of decisions are adherent to the guideline

in the EMS-called sub-group. In the EMS-not-called sub-group the level of

skewness suggests that Cohen’s κ may even be slightly overstated.

Measure EMS Not Called EMS Called
TPR 18.92% 32.31%
TNR 92.84% 77.08%
FPR 7.16% 22.92%
CCR 86.65% 51.33%

bCCR 55.88% 54.7%
AUC 0.56 0.55

Cohen’s κ 11.9% 8.62%

Table 2.7: Classification matrix summary measures by EMS contact sub-
group.
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2.4.1 The economic consequences of non-adherence

Guidelines are expected to encourage the appropriate use of medical resources.

This section estimates the annual cost to deliver supplementary oxygen to

patients and the potential savings from greater adherence to the administra-

tion guideline. The organization reports annual oxygen costs of $400 per year.

Over 2010-2014 a total of 898 patients were treated. Approximately 30% of

these cases were children under the age of 18 (271 cases), which follow a dif-

ferent oxygen administration guideline. Attributing 70% of oxygen costs to

adults implies an annual cost of $280. Costs attributable to each sub-group

are obtained by simply dividing the costs in proportion to the number of

treated patients in each sub-group.

Table 2.8 reports the estimated costs of oxygen per patient treated with oxy-

gen. Training in correct oxygen delivery is a substantial part of MFR training

and oxygen delivery equipment represents approximately half of the total

amount of equipment required to be carried by MFRs while on duty. Table

2.8, however, reflects that despite the substantial training and equipment de-

voted to oxygen administration, overall oxygen use in infrequent. In total the

sample contains 37 instances of oxygen use when EMS was contacted and 65

total cases when EMS was not contacted, as reported in Tables 2.6 and 2.5.

The mean annual number of patients treated is estimated by taking the mean

of the number of patients in each year from 2010-2014. Only patients treated

with oxygen incur costs attributable to oxygen, 8 so costs per patient are sim-

ply total costs per year divided by the average number of treated patients per

year. The table reflects that oxygen was administered to patients both when

EMS was called and when EMS was not called. Since responders may behave

differently when faced with more serious situations, such as those requiring

contact with EMS, these sub-groups are presented in separate columns.

8There is insufficient information to justify different costs across levels of adherence.
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Measure EMS Not Called EMS Called
All Cases

Treated Patients 7.4 13
Total Costs $ 101.57 $ 178.43
Cost/patient $ 13.73 $ 13.73

Guideline Non-Adherent Cases
Over-Administration

Treated Patients 6 8.8
Unjustified Costs $ 82.38 $ 120.82

Under-Administration
Untreated Patients 5.8 2.2
Unjustified Savings ($ 79.63) ($ 30.21)

Perfect Guideline Adherence
Treated Patients 7.2 6.4
Total Cost $ 98.86 $ 87.87

% Savings under Perfect Adherence 3% 51%

Table 2.8: Annual cost of oxygen delivery by EMS contact sub-group.

To estimate costs under perfect adherence, the mean number of patients per

year is simply multiplied by the cost per treated patient to obtain a figure

for the average cost all treated patients. The cost of over-treatment (over-

administration) is then deducted from the total cost figure for each sub-group

and under-treatment added. The percentage of actual cost that will be saved

under perfect adherence is equal to 100 times the ratio of the difference be-

tween the actual cost and the cost with perfect adherence to the actual cost.

It cost donors and community sponsors $13.73 to administer oxygen to a pa-

tient over the five years 2010 through 2014. If adherence to the guidelines was

perfect a 3% reduction in expenditures would have been realized for non-

serious cases, and a 51% reduction in expenditures would have been realized

for serious cases. Bearing in mind that only 20% of all patient care reports

reviewed were serious enough to warrant contact with EMS (21% per year

on average), efforts to encourage greater adherence may be better directed

at other activities within the organization. In addition to representing only
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a minor level of costs, a large proportion of non-adherent decisions occur in

serious situations and constitute over-administration. In serious emergencies

supplemental oxygen has potentially life-saving benefits and has a low risk of

adverse medical events associated with administration. The benefits of such

‘better safe than sorry’ over-administration likely outweigh the costs for the

organization. The continuous training to recognize serious emergencies ap-

proach rather than strict guideline enforcement appears to serve emergency

patients who require oxygen rather well, while carrying minimal negative im-

pacts on patients who do not need oxygen. In this situation advocating for

strict guideline adherence may have a negative impact on oxygen adminis-

tration practices. This is because a strict policy of guideline adherence could

very well crowd-out the MFR’s focus on accurate scene assessment and pa-

tient well-being which informs administration of oxygen in a serious situation

and redirecting attention towards recalling and implementing guidelines. The

reaction might be seen as a type of ‘crowding-out’ of focus; Frey and Jegen

(2001) give examples of the empirical relevance of such effects. The potential

for stricter adherence strategies to induce unanticipated negative reactions

warrants careful examination of the behavioural context in which a guideline

is situated and should ideally be carried out prior to implementation.

2.5 Method stage 2

The classification matrix approach is a useful first stage in evaluation, how-

ever many studies take a regression approach to evaluating guideline adher-

ence. When there are more than 2 or 3 covariates the classification matrix ap-

proach can become unwieldy, as a set of matrices must be computed for each

level of each covariate. Stage 2 of the analysis presents a state-of-the-art re-

gression framework. This framework removes the need to select an appropri-
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ate parametric form for estimation, eliminating errors arising due to model

misspecification. The framework also has variable selection embedded, as

covariates which do not influence the outcome are eliminated from the re-

gression. Section 2.6.1 compares the performance of the regression framework

proposed to various alternatives using the AUC as a metric for comparison.

In economics, applications involving evaluation of binary outcome data, such

as the ‘Administer’ and ‘Do Not Administer’ outcomes in the example, rely

heavily upon parametric smoothing approaches such as probit, logit, or lin-

ear regression, sometimes with higher order terms. This preference is re-

flected in the health economics literature. An EconLit search of ‘Guideline*’

and ‘Medical’ returned 115 articles. After sorting for guideline adherence 30

were retained and reviewed. The main analysis styles applied were survival

analysis, probit regression, logit regression and OLS or variants thereof (fixed

effects or random effects). The selection of a particular regression model is

often dictated by the type of data encountered, and the guideline itself. As

will be illustrated in Section 2.6.1 below, these regression models can inac-

curately identify distinct patterns within a set of observations which appear

to match with the profile of guideline adherent decisions. Because of this, I

propose a regression approach that applies nonparametric conditional den-

sity estimation to assess the pattern of observed treatment decisions. This ap-

proach generates a profile of estimated probabilities of administering oxygen

over the range of respiration rates for each level of EMS contact. The profile

of estimates may take on any form, and so may or may not follow a pattern

reflective of the guideline itself. The guideline need not even be known at the

outset of applying this regression strategy.

The guideline instructs administration of oxygen to adult patients when res-

piration rates are less than 12 breaths per minute, no administration of oxy-

gen when respiration rates are in the normal range of 12 to 20 breaths per
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minute, and administration when respiration rates exceed 20 breaths per

minute. Plotting the guideline over a range of respiration rates results in a

solid line at ‘Administer’ with a single downward step the ‘Do Not Adminis-

ter’ at a respiration rate of 12, and a single step upwards, back to ‘Adminis-

ter’ at a respiration rate of 20, as was shown in Figure 2.1. If the observations

reflect this guideline it is expected that the estimates generated by the regres-

sion will show a region of concentrated change in the negative direction at 12

breaths per minute and a region of concentrated change in the positive direc-

tion at 20 breaths per minute. These changes in the estimates are summarized

by the gradients (instantaneous rates of change). The minimum and maxi-

mum valued gradients of the estimates are used to identify the respiration

rates where the most concentrated changes occur in the profile of estimates

for each sub-group, and over all encountered respiration rates. The identified

respiration rates form ‘candidate steps’ which can then be compared to the

guideline ‘steps’ of 12 and 20. Bootstrapped confidence intervals are used for

this comparison.

Nonparametric conditional density estimation makes as few distributional as-

sumptions about the data as possible. In a regression context, this means that

issues of model misspecification arising due to incorrect parametric assump-

tions about errors are avoided. Because no form is specified, it also means

that the patterns unmasked by such estimation may serve as the basis for

a hypothesis test. Estimates resulting from nonparametric estimation tech-

niques may be better able to suggest evidence for or against guideline adher-

ence than parametric alternatives alone. Three other approaches to evalua-

tion are illustrated for comparison: an Empirical approach which plots simple

proportions, a parametric regression which fits a quadratic specification of

the relationship between respiration rate, call seriousness and oxygen admin-

istration; and a search approach which simply chooses the guideline of best
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fit based on maximization of the AUC.

Nonparametric conditional density estimation is undertaken in the statisti-

cal environment R (R Core Team, 2015b) using the np package (Hayfield and

Racine, 2008). All that is required is to first compute optimal bandwidths and

secondly to generate the estimated values. All interactions between covari-

ates are automatically accounted for and irrelevant covariates are smoothed

out asymptotically. It is important to note that this method does not deliver

scalar coefficients as parametric regression does because the estimates are not

confined to taking on a particular form (such as a linear form in linear regres-

sion). This means that statistical tests on parameter values (i.e. tests on coef-

ficients) are generally out of the question and motivates the use of ‘candidate

steps’ described above.

Smoothing nonparametrically relies on the observations rather than a pre-

specified functional form for the resulting estimates. An equation with respi-

ration rate (RR1) and contact with emergency medical services (EMS) enter-

ing as explanatory variables defines the relationship and fitting is done via

the estimation of optimal bandwidths for kernel conditional density estima-

tion. All interaction effects are automatically incorporated. Nonparametric

conditional density estimation was described first by Stone (1977) and more

recently described by Hall, Racine, and Li (2004). Appendix 2.B provides

greater detail of the estimation strategy. All that is required for implemen-

tation is to enter the formula:

O2 ∼ RR1+ EMS, (2.1)

in the R computer package (R Core Team, 2015b), where O2 is the binary out-

come of the oxygen administration decision made by an individual MFR. This

formula is used first in the determination of the optimal bandwidth sizes.
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The routine which determines the bandwidth automatically accounts for in-

teractions between RR1 and EMS. Having computed the bandwidths, the es-

timates and gradients are then generated over the range of values encoun-

tered in the data. Once a profile of estimates is obtained, the identification of

candidate steps is carried out by simply selecting the respiration rates asso-

ciated with the lowest and highest gradients. The main aim of this method-

ology is to determine whether observations are reflective of a pre-set practice

guideline. Generating a profile of estimates offers insight into the shape of

the responses. Within the profile of estimates, identifying regions of greatest

change in the negative and positive directions provides candidate steps which

can now be compared to the guideline. For guidelines involving single steps

up or down see Thomas (2016).

Comparison with the guideline proceeds by creating confidence intervals by

bootstrapping. This method simply reconstructs the estimates using a re-

sample of the original observations of the same size and with replacement.

The process is repeated 1000 times and the 5th and 95th percentiles of the

results taken as the boundaries of the 90% confidence interval. This avoids

the need to construct a bootstrap sample which is consistent with the null

hypothesis in order to carry out a full nonparametric hypothesis test, which

can be a complex task, especially for non-standard estimators (MacKinnon,

2007). Support for a particular step matching with the guideline is offered if

the guideline falls within the bounds of the confidence interval around a step.

2.6 Application: Stage 2 adherence results

Figure 2.4 presents the results of the nonparametric strategy, the two ‘can-

didate steps’, and the practice guideline, along with the bootstrapped 90%

confidence bounds. The results illustrate a partial effects surface, because the
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nonparametric routine fits a multi-dimensional surface. The partial effects are

therefore ’slices’ through the three dimensional prediction object (RR1, EMS

and the prediction Ô2) along each ridge defining whether or not EMS was

called and mapped over the range of all RR1 recorded. All interactions are ac-

counted for automatically and the prediction surface can take on any shape.

All estimates are projected over the full range of possible values of respiration

rates encountered in the data set.

Figure 2.4 makes clear that there is a difference in the probability of using

supplemental oxygen depending on the sub-group defined by whether or

not the situation warranted a call to EMS. The pattern which would suggest

guideline adherence should have candidate Step 1 and Step 2 values in or-

der S1, S2 and near respiration rates of 12 and 20. Neither sub-group thus ex-

hibits a pattern indicating guideline adherence. Visual inspection reveals that

there is a lower overall use of oxygen in the ‘EMS Not Called’ sub-group. As

well, there appears to be a slight indication of a U-shape in the cases where

EMS was called, but the candidate steps do not identify this pattern at all. In

‘EMS-called’ cases the first step, the step downward to ’Do Not Administer’,

is located at a higher respiration rate (32) than the upward step to ‘Adminis-

ter’, which is located at the respiration rate of 25. In ‘EMS Not Called’ cases

the estimates slope upwards very slowly.

To test the precision of the candidate steps bootstrapped confidence intervals

are constructed. Table 2.9 reports the steps, confidence intervals, guideline

values and gradients for for Step 1 and Step 2 for each sub-group. The con-

fidence intervals for Step1 and Step 2 are nearly as wide as the data range in

all cases except Step 2 in the ‘EMS Not Called’ sub-group, which occurs at the

upper bound with greater precision than the other candidates. In both sub-

groups the Step 1 and Step 2 confidence intervals overlap, indicating that two

distinct steps are not identified. This is evidence against the finding of adher-
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Guideline is the grey line. Candidate step 1 (S1) and step 2 (S2) are dotted lines.
Bootstrapped 90 percent confidence interval is the shaded area. Bars along the x-axis
indicate frequency of observations.

Figure 2.4: Estimated probability of oxygen administration by respiration rate
and EMS contact sub-group using the Nonparametric approach.

ence to the guideline in both serious and non-serious cases, despite the fact

that the guideline falls within the bounds of the confidence intervals in all but

the Step 2 ‘EMS Not Called’ case.

The overall result is consistent with the results of Stage 1. This Stage 2 regres-

sion approach indicates that there is little to no guideline adherence. What

Stage 2 adds is the visual intuition of how decisions differ across sub-groups.

The weakness of adherence to the guideline is striking under this representa-

tion. In the ‘EMS Not Called’ case oxygen use is less frequent, but increases
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EMS Step Lower ci Upper ci Guideline Gradient
EMS Not Called Step 1 8 8 36 12 -0.0024
EMS Not Called Step 2 30 28 36 20 0.0524

EMS Called Step 1 32 10 32 12 -0.0377
EMS Called Step 2 25 22 32 20 0.0357

Table 2.9: Candidate steps and bootstrapped 90 percent confidence intervals
using the nonparametric strategy.

at very high respiration rates. In the ‘EMS-called’ sub-group there is an over-

all greater estimated use of oxygen, slightly higher at low and high respira-

tion rates, but not in a pattern reflective of the guideline. The areas of most

concentrated change in the estimates are not distinct, as demonstrated by

bootstrapped confidence bounds.

2.6.1 Relative performance of stage 2

In order to assess the relative performance of the nonparametric strategy

used in Stage 2, I undertook comparisons with three other strategies for con-

densing observations into estimates. For each strategy the profile of estimates

with their associated bootstrapped confidence bands is presented. The ability

of each model to correctly predict the data is evaluated using the AUC met-

ric. Next, the location of the largest changes in the negative and positive di-

rections are identified and 90% confidence intervals generated. These results

are evaluated for the presence of distinct candidate steps and their match

with the guideline.

The ‘empirical’ strategy simply plots the proportion of ‘Administer’ decisions

at each respiration rate. The ‘linear’ strategy fits an ordinary least squares

regression to the data, making use of a quadratic form and interaction ef-

fects. The ‘search’ method evaluates the fit of every possible specification of

the guideline to the data. While the nonparametric AUC results may not al-

ways be largely different from the comparisons, the nonparametric strategy
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requires the input of just one calculation and is thus a more straight-forward

and efficient approach to analysis. In contrast, the search approach requires

the analyst to specify each possibility and to calculate every possible out-

come. The estimates also serve as a visual test for the presence of the guide-

line.

The strategies applied here can be thought of as approaches to smoothing ob-

servations. Smoothing attempts to overcome the inherent noisiness of data

collected in the field. For example, the empirical strategy produces a single

estimate for each level of respiration rate in each sub-group by plotting the

proportion of cases in which oxygen was used over the recorded respiration

rates. While some support for the reflection of a guideline is visible in the

profile of estimates, which are noisy, greater smoothing could make the re-

sults clearer. For single step patterns, the main models encountered in the lit-

erature were Probit and Logit which are smooth approximations to a heavy-

side step function. In this case both a step down and a step up are expected

so instead of a step function an approximation to a boxcar function is more

appropriate and is done here by including higher order terms in a linear re-

gression framework. This results in a U-shaped profile of estimates over res-

piration rate. A third approach considers each possible specification of the

guideline, choosing the specification with the best fit according to the greatest

AUC. The nonparametric strategy outlined in Section 2.5 smooths, but is also

responsive enough to allow for sharp changes akin to the discrete changes

defining the steps downward and upward within the estimates if the data re-

flect such a pattern. The main point is that such a pattern need not be defined

at the outset of the analysis.
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2.6.1.1 Empirical strategy

As already mentioned, the empirical strategy simply plots the proportion of

‘Administer’ decisions for each sub-group over the range of respiration rates.

The result is a noisy profile of estimates. The selection of candidate steps pro-

ceeds as outlined in Section 2.5. In cases where multiple minimum and max-

imum gradient values are encountered the median value respiration rate is

reported. Table 2.10 reports the candidate steps and confidence intervals. All

candidates except Step 2 in the ‘EMS Not Called’ sub-group fall within the

90% confidence interval. The intervals of Step 1 and Step 2 overlap in both

sub-groups offering evidence against two uniquely defined steps. Figure 2.5

illustrates the result. The profiles of estimates are very noisy, masking any

potential steps.

EMS Step Lower ci Upper ci Guideline Gradient
EMS Not Called Step 1 18.0 18 36 12 -0.4091
EMS Not Called Step 2 32.0 10 26 20 0.7500

EMS Called Step 1 15.0 11 15 12 -1.0000
EMS Called Step 2 22.0 10 26 20 0.6250

Table 2.10: Candidate steps of the empirical strategy and bootstrapped 90
percent confidence intervals.
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Proportion of ‘Administer’ outcomes is solid black line and the guideline is the grey
line in each panel. Bootstrapped 90 percent confidence interval is the shaded area.

Figure 2.5: Predicted administration of oxygen using the Empirical approach
by respiration rate and EMS contact sub-group.

2.6.1.2 Linear approach: regression with higher order terms

One approach to obtaining smoother profiles of estimates than those of the

Empirical approach is to specify a linear model with higher order terms which

result in ‘U’ shaped profiles of estimates in each sub-group. Here fitting is

carried out using a simple Ordinary Least Squares approach with the form 9

Ô2 = α + β1EMS + β2RR1 + β3RR12 + β4RR1 ∗ EMS, (2.2)

9Since this is a binary outcome a Probit model with an index function based on the
quadratic specification of equation 2.2 is also appropriate. The results are virtually identi-
cal and omitted here for simplicity.
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where α represents an intercept, EMS is an indicator of call seriousness equal

to 1 if EMS services were contacted and 0 other wise, and RR1 and RR12 the

recorded respiration rate and respiration rate squared and RR1 ∗ EMS the in-

teraction of respiration rate and contact with EMS.10 The regression estimates,

presented in Table 2.11, suggest that all covariates except the interaction term

are significant at the 2% level or less. A Ramsey RESET test for correct speci-

fication fails to reject the null of a correctly specified model (p-value 0.7).

Figure 2.6 plots the estimates from fitting Equation 2.2. Two clear u-shapes

are apparent in each of the levels of call seriousness. As well, there is a marked

difference in the proportion of oxygen use across levels of call seriousness:

more serious calls have a 47% higher chance of oxygen administration. Over-

all, the unadjusted R2 value of this regression is 0.29, suggesting that vari-

ation in respiration rate and call seriousness contributes to just 29% of the

variation in the decision to apply oxygen.

Estimate Std.Error t.value Pr(>|t|)
Intercept 0.4569 0.19 2.35 0.02

RR1 -0.0497 0.02 -2.57 0.01
RR1^2 0.0016 0.00 3.33 0.00

EMS=1 0.6628 0.15 4.41 0.00
RR1*EMS=1 -0.0101 0.01 -1.27 0.21

Table 2.11: Linear regression estimates with interaction and squared terms.

The drawback of this type of line fitting is that while there are two ‘U’ pat-

terns they are not indicative of the discrete changes suggested by the guide-

line. Two discrete steps need to be identified in order to effectively compare

these results to the guideline. Using the same method outlined in Section 2.5

leads to very precise estimates of candidate steps, identifying the boundary

10The same specification with the addition of a cubic term for RR1 was also run, none of
the coefficients associated with RR1 were significant while the adjusted coefficients of deter-
mination were the same under both specifications (0.28 with added cubic and squared terms,
and 0.28 with only the added squared term). The additional squared and cubic terms are
highly collinear and the model is over-fitted.
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Estimated outcome is solid black line and guideline is grey line in each panel. Boot-
strapped 90 percent confidence interval is the shaded area. Estimates include interac-
tion and squared terms.

Figure 2.6: Predicted administration of oxygen using the linear approach by
respiration rate and EMS contact sub-group.

values as the candidate steps in 90% of the cases. But these boundary values

are identified as candidates due to the specification of the model, and so may

or may not be reflective of the raw observations. Under the linear model the

largest gradients always occur at the upper and lower bounds regardless of

the data at hand. In this case these bounds do not contain the guideline val-

ues of 12 for Step 1 or 20 for Step 2. However, for a guideline at the lower and

upper bounds the guideline will always match the steps identified with the

linear method purely by coincidence. As well, the size of the gradients at the
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candidate steps indicate that the size of the change in the profile of estimates

is not very large. Essentially the method precisely identifies weak candidates.

See Table 2.12 for the candidate steps, confidence intervals and gradients.

EMS Step Lower ci Upper ci Guideline Gradient
EMS Not Called Step 1 8.0 8 8 12 -0.0249
EMS Not Called Step 2 36.0 36 36 20 0.0621

EMS Called Step 1 10.0 10 10 12 0.0333
EMS Called Step 2 32.0 32 32 20 0.0271

Table 2.12: Candidate steps of the linear strategy and bootstrapped 90 percent
confidence intervals.

2.6.1.3 Search approach: the best fit guideline

As the extreme alternative to the linear regression with higher order terms

the contrasting strategy is to assume that the estimates in fact take on the

same profile as the guideline, but with unknown locations of the steps. This

form is pre-specified by identifying each combination of respiration rates in

the set of all possible combinations of respiration rates, with each set repre-

senting a candidate guideline with two steps. For each sub-group, calculating

the AUC for each candidate against the observations, the maximum AUC de-

fines the best candidate, which is a combination of a Step 1, downwards, and

a Step 2, upwards. In this case there are 210 unique combinations with Step 1

occurring before Step 2, and 1 maximum AUC is identified. Figure 2.7 illus-

trates the result for each sub-group.

This method is a simple way to search for a candidate, but relies on the obser-

vations only in the sense of finding the best fit relative to other candidates. It

is possible that the observations do not suggest such a pattern at all, in which

case searching for the guideline by specifying the guideline is counter pro-

ductive in determining what happened in the field.

Table 2.13 shows the results. Sometimes the bootstrap samples used to gen-
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erate confidence intervals result in the identification of multiple maxima, in

such cases the median value of the identified steps is reported (e.g. the me-

dian of the Step 1 values associated with the same maximal AUC value was

taken as the result of a particular bootstrap sample.). In the same manner

as all other bootstrap intervals the 5th and 95th percentiles of all 1000 of the

resulting bootstrapped steps form the lower and upper confidence interval

values for each of the steps calculated from the original data set. When EMS

was called the candidates are within the bounds of the confidence intervals.

When EMS was not called the steps occur outside the bounds of the confi-

dence regions, suggesting that this calculation method did not identify signif-

icant candidates. In both levels of contact with EMS the confidence intervals

overlap, suggesting that the steps are so imprecise that they do not reflect two

distinct steps. This strategy hinges on specifying the distinctive step pattern

which the guideline predicts, but does not indicate the true profile of esti-

mates, only the optimal placement of the candidate guideline relative to all

possible placements.

EMS Step Lower ci Upper ci Guideline Gradient
EMS Not Called Step 1 15.0 16 18 12 -1.0000
EMS Not Called Step 2 36.0 18 25 20 1.0000

EMS Called Step 1 14.0 8 18 12 -1.0000
EMS Called Step 2 19.0 16 30 20 1.0000

Table 2.13: Candidate steps of the search strategy and bootstrapped 90 per-
cent confidence intervals.
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Back solid lines represent the guideline. Grey dotted lines represent the optimal
AUC outcome.

Figure 2.7: Optimal guideline using the search approach by respiration rate
and EMS contact sub-group.

2.6.1.4 Comparison

In order to assess the performance of each approach, the goodness of fit of

the profile of estimates with the observations is considered using the area

under the receiver operator characteristics curve (AUC). The AUC is chosen

because it is largely insensitive to imbalance in the proportion of positive to

negative outcomes in the data 11 and easy to calculate.

In order to assess the match of the predictions, which range from [0,1], with

the observations, which are binary (either a 0 or a 1), a threshold is used to

11See Figure 1 in Jeni et al. (2013).
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classify the predictions into 0 and 1 categories. Once categorized, the True

Positive Rate (TPR) and False Positive Rate (FPR) are calculated. The process

is repeated for each possible threshold value and the results plotted, forming

a Receiver Operator Characteristics Curve (ROC) which describes the ability

of the predictions to accurately match the observations at hand. Strategies

which do not match the observations result in a 45◦ line extending from the

origin while approaches with a high degree of accuracy curve towards the

upper left of the plot. The area under the ROC curve (AUC) takes on a value

between 0.5 and 1, with higher values indicating better performance.

Approach AUC
Empirical 84.51
Linear 79.60
Search: EMS Called 54.78
Search: EMS Not Called 55.72
Nonparametric 83.14

Table 2.14: AUC values of each approach

Table 2.14 presents the results of each approach, calculated with the ‘pROC’

package in R (Robin et al., 2011). The empirical and nonparametric perform

similarly, followed by the linear and search approach.12 In particular, accord-

ing to Tape (2015), the search approach fails to match the observations. The

Nonparametric approach exhibits the best performance of any of the smooth-

ing approaches (i.e. excluding the Empirical approach) and is a good fit with

the observations. Two insights are gained from assessing the AUC values in

this way. The first is that even the best fit ‘rectangular-u’ fails to describe the

observations. The second is that, among the smoothing approaches, the Non-

parametric approach describes the observations the best, and required no in-

put from the analyst about the ‘shape’ of the estimates, unlike the search and

12The AUC is calculated over the entire range of estimates for the linear and nonparametric
strategies. The AUC for each sub-group is presented for the search method due to the man-
ner in which this strategy is formed: by choosing the guideline which maximizes the AUC in
each sub-group.
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linear methods. This makes nonparametric conditional density estimation an

excellent approach for exploratory data analysis, and especially useful for as-

sessing the behaviour of observations independently of presumptions about

guidelines. The results of a bootstrapping test of the differences between the

AUCs for the Empirical, Linear and Nonparametric strategies, presented in

Table 2.15 confirms this result. The nonparametric strategy has a significantly

greater AUC than the linear strategy but is not significantly different from the

Empirical strategy at the 10% level of significance.

Approach Empirical Linear
Empirical
Linear 0.00295
Nonparametric 0.24632 0.06646

Table 2.15: P-values of bootstrap tests of differences in areas under ROC
curves.

Layering the estimates of each approach, the result in Figure 2.8 is visually

striking. While the linear approach fails to reject a null of misspecification,

the better performing nonparametric estimates give no indication of a u-shape

in the case of non-serious cases and only a slight u shape for serious cases.

Finally, using the information in Tables 2.9, 2.10, 2.12 and 2.13, a visual sum-

mary of the identified candidate steps can be constructed. Figure 2.9 presents

the two candidate steps for each strategy along with the confidence intervals

associated with each step as a shaded rectangular area. The height of each

confidence area is scaled to the height of the gradient associated with the can-

didate step. The figure thus summarizes both the precision and the degree of

change associated with each candidate step. Confidence areas which are nar-

rower indicate more precise estimates, while areas which are wider indicate

less precision. Confidence areas which are taller indicate stronger gradients

while shorter areas indicate smoother declines in the profile of estimates. In

all cases distinct confidence areas between Step 1 and Step 2 which each con-
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Guideline is the solid grey line in each panel. Empirical estimates are dotted grey
lines, linear estimates are the dashed grey lines and nonparametric estimates are the
solid black lines.

Figure 2.8: Predicted administration of oxygen for smooth approaches by
respiration rate and EMS contact sub-group.

tain the guideline steps indicate support for the guideline.

Taking a closer look at the values of the gradients provides insight about the

strength of the candidate steps. Gradients capture the change in the outcome

at each evaluation point. Gradients for binary data can range from [-1,1] since

the largest steps possible are from 0 to 1 (‘Do Not Administer’ to ‘Adminis-

ter’) or 1 to 0 (‘Administer’ to ‘Do Not Administer’). The ideal pattern for

a match with the guideline would be defined by a gradient of -1 for Step 1

and 1 for Step 2 which is what is observed for the search approach due to the
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complete specification of the estimates. The search approach demonstrated

the worst fit to the observations, however, and so the finding of such strong

gradients is spurious. The empirical steps are next largest, and are indicative

of the jagged path of the estimates, these estimates were the most sensitive

to noise. The linear gradients are very small, due to the specification of the

form of the estimates and the least sensitive to noise. The linear approach

indicated two well-defined ‘U’ patterns in the estimates, but the strength of

these step candidates is weak. The Nonparametric approach suggests an in-

verted U with a weak upward step and a stronger downward step for the se-

rious cases. For the non-serious cases the Nonparametric approach suggests a

nearly non-existent first step and a mild second step. Since the Nonparamet-

ric approach exhibited the best match with the observations it provides the

strongest evidence against the guideline pattern in the observations for both

serious and non-serious cases. The classification matrix results alone gave the

impression that there was a failure of adherence to the guideline in the data.

Figures 2.8 and 2.9 give a visual representation of the difference in adherence

across sub-groups.
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Height of confidence region corresponds to absolute size of the gradient at the candi-
date. Guideline steps are shown as as dotted lines. Lighter grey shading corresponds
to the confidence interval of the first candidate step, darker grey shading to the
second step.

Figure 2.9: Candidate steps and confidence intervals by approach and EMS
contact sub-group.

2.7 Conclusion and discussion

This paper presents a new standardized methodology for assessing adher-

ence to a clinical practice guideline. The framework employs both a classifi-

cation matrix and nonparametric conditional density estimation approach.

Several metrics for summarizing the classification matrix are considered, with

the area under the receiver operator characteristics curve (AUC) and Cohen’s

κ being favoured. Observations are smoothed using state-of-the-art nonpara-
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metric conditional density estimation. Candidates for discrete changes in the

profile of estimates are identified using the gradients of the estimates. Can-

didate discrete changes are then evaluated for distinctness from each other,

and for agreement with the discrete changes suggested by the guideline using

bootstrapped confidence intervals.

The data in this paper represent a previously un-examined sub-population

of volunteer non-physician emergency health practitioners. Adherence to

clinical practice guidelines has previously been suggested to differ substan-

tially between physicians and non-physicians, with non-physicians often ad-

hering more strictly to practice guidelines Higuchi et al. (2012). In a volun-

teer setting adherence to guidelines impacts the quality of service provided

and may very well affect volunteer satisfaction and individual confidence

in carrying out their duties. Higuchi et al. (2012) studied non-physician and

non-volunteer practitioners (nurses) in Timor-Leste and found that guide-

lines were well adhered to, and had the qualitative effect of increasing confi-

dence in the appropriateness of care provided. Both quality of care delivered

and retention of volunteer resources are critical in the setting investigated in

this work. In this paper volunteers tended towards over-administration of a

medical therapy with a relatively low-risk of adverse health consequences.

This may imply that over-administration provided responders with a sense

of helping or that their focus was upon patient well-being rather than strict

adherence to the guideline. The method for dealing with missing observa-

tions also results in estimates which tend towards over estimation of over-

administration, since some patients who genuinely needed oxygen but did

not have a respiration rate recorded had a normal range respiration rate ap-

plied to their case. Further work in this area might include improving data

collection processes. As well, administration of qualitative surveys of volun-

teer satisfaction and confidence in their treatment with respect to the guide-
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line as well as behavioural experiments studying the effects of different train-

ing techniques upon adherence may be helpful in better understanding the

decisions of this particular subset of practitioners. As well, further studies of

the potential for crowding out behavior should be undertaken prior to imple-

mentation of any program which would enforce guideline adherence more

strictly. In this setting it may be that a policy of strict guideline enforcement

could shift MFR attention away from accurate scene assessment and over-

all patient well being, and towards guidelines in a manner which would be

unhelpful for both patients, and the organization. This is because in many

emergency situations over-administration of oxygen is in fact desirable and

the consequences of over-administration small. In non-emergency settings

oxygen administration is also undesirable but the costs of greater guideline

adherence were found to be negligible.

This work contributes to efforts to improve quality of medical care by pro-

viding a framework for evaluating the adherence to clinical practice guide-

lines. Insights about over- and under- administration of a medical therapy are

obtained and the framework enables estimates of the financial impact of im-

proved guideline adherence to be made. In most cases, no new data collection

is required to implement the framework. The framework fits into the larger

system of health care system assessment detailed by Tugwell et al. (1985), and

would readily integrate into the system of appropriateness assessment sug-

gested by Brook (2009). Such integration would provide a constantly updated

measure of adherence to guidelines which would be comparable across re-

gions and levels of the health care system.
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2.A Observations without imputed missing values
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Figure 2.A.1: Illustrated data summary for data without imputed missing
values.
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Figure 2.A.2: Illustrated data summary by EMS contact sub-group for data
without imputed missing values.

Observed Oxygen Use
Not Administered Administered Total

Guideline
Not Administered 105 20 125

Administered 29 7 36
Total 134 27 161

Cells indicate the number of recorded cases which agree (disagree) with the respira-
tion rate guideline for administration of supplemental oxygen.

Table 2.A.1: Classification matrix of observed oxygen administration out-
comes and guideline expectations when EMS is not called for data without
imputed missing values.

Observed Oxygen Use
Not Administered Administered Total

Guideline
Not Administered 17 30 47

Administered 11 21 32
Total 28 51 79

Cells indicate the number of recorded cases which agree (disagree) with the respira-
tion rate guideline for administration of supplemental oxygen.

Table 2.A.2: Classification matrix of observed oxygen administration out-
comes and guideline expectations when EMS is called for data without im-
puted missing values.
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Measure EMS Not Called EMS Called
TPR 25.93% 41.18%
TNR 78.36% 60.71%
FPR 21.64% 39.29%
CCR 69.57% 48.1%

bCCR 52.14% 50.95%
AUC 0.52 0.51

Cohen’s κ 3.78% 1.64%

Table 2.A.3: Classification matrix summary measures by EMS contact sub-
group for data without imputed missing values.

Measure EMS Not Called EMS Called
All Cases

Treated Patients 5.4 10.2
Total Costs $ 96.92 $ 183.08
Cost/patient $ 17.95 $ 17.95

Guideline Non-Adherent Cases
Over-Administration

Treated Patients 4 6
Total Costs $ 71.8 $ 107.7

Under-Administration
Untreated Patients 5.8 2.2
Total Costs $ 104.11 $ 39.49

Perfect Guideline Adherence
Treated Patients 7.2 6.4
Total Cost $ 129.23 $ 114.87

% Savings under Perfect Adherence −33% 37%

Table 2.A.4: Annual cost of oxygen delivery by EMS contact sub-group for
data without imputed missing values.

2.B Nonparametric Estimation

The problem at hand is to estimate the conditional density function g(y|x) =
f (x,y)
µ(x) :

ĝ(y|x) = f̂ (x, y)
µ̂(x)

, (2.B.1)
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The approach used in this paper is that described by Li and Racine (2007)

where the numerator and denominator of the conditional probability function

are described by:

f̂ (x, y) =
1
n

n

∑
i=1

Kγ(x, Xi)kλ0(y, Yi) (2.B.2)

µ̂(x) =
1
n

n

∑
i=1

Kγ(x, Xi), (2.B.3)

with Kγ(x, Xi) and kλ0(y, Yi) representing kernel density functions.

For the purposes of this study the kernel suggested by Li and Racine (2003)

will be used for the estimation of the unordered discrete variable O2:

kλ0(y, Yi) = l(Yis, ys, λs)

=


1− λs if Yis = ys

λs
cs−1 if Yis 6= ys

, (2.B.4)

where ys can take on cs ordered values 0, 1, cs − 1. If λs = 0 then l(Yis, ys, λs) =

1 is an indicator function, and if λs = cs−1
cs

, then l(Yis, ys, cs−1
cs

) = 1
cs

, a con-

stant. Thus the range for the smoothing parameter associated with participate

is [0, 2−1
2 = 0.5].

Kγ(x, Xi) is a product kernel, in this case composed of the kernel proposed

by Li and Racine (2003) for the unordered levels of EMS and the kernel pro-

posed by Epanechnikov (1969) for the continuous variable RR1.

Kγ(x, Xi) = Wh(xc, Xc
i )L(xd, Xd

i , λ), (2.B.5)

where γ = (h, λ) is a vector of continuous and discrete bandwidths in this

case for RR1 and EMS. The superscript c denotes the continuous variable RR1

and d the discrete variable EMS. The Epanechnikov kernel used here is fur-
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ther defined by:

W(u) =


3

4
√

5
(1− 1

5 u2) if u2 < 5

0 otherwise
(2.B.6)

where u =
xc − Xc

i
h

and h > 0,

and the Li and Racine kernel by:

L(xd
i , xd, λ) =


1 if |xd

i − x| = 0,

λxd
i −x if |xd

i − x| ≥ 1
, (2.B.7)

where λ must lie between 0 and 1.

In order to estimate the nonparametric model, optimal bandwidths were de-

termined using a least squares cross validation routine. This approach has the

advantage that if a regressor is irrelevant 13 it will be smoothed entirely out

of the regression asymptotically. Smoothing out in this case is demonstrated

by a large bandwidth. Table 2.B.1 provides the results. In both data sets all

variables are relevant as these are well below their upper bounds.

Variable Original Imputed Maximum.Range
O2 0.0285 0.0042 1
RR1 1.8510 3.3319 28
EMS 0.0000 0.0000 1

Table 2.B.1: Bandwidths generated using least squares cross validation for
data with and without imputed missing values.

2.C Nonparametric results with missing values

13Meaning that the regressor does not substantially affect the outcome.
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Guideline is the grey line. Candidate step 1 (S1) and step 2 (S2) are dotted lines.
Bootstrapped 90 percent confidence interval is the shaded area. Bars along the x-axis
indicate frequency of observations.

Figure 2.C.1: Estimated probability of oxygen administration by respiration
rate and EMS contact sub-group using the Nonparametric approach for data
without imputed missing values.

EMS Step Lower ci Upper ci Guideline Gradient
EMS Not Called Step 1 36 16 36 12 -0.0900
EMS Not Called Step 2 32 9 32 20 0.2066

EMS Called Step 1 32 16 32 12 -0.3372
EMS Called Step 2 10 10 28 20 0.1418

Table 2.C.1: Candidate steps of the nonparametric strategy for data without
imputed missing values and bootstrapped 90 percent confidence intervals.

128



Ph.D. Thesis - S Thomas McMaster University - Economics

2.D Data sharing agreement
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Chapter 3

Cap and Trade versus Intensity

Targets: Emissions trading markets

with stochastic demand

3.1 Introduction

Air pollutants have been linked to negative externalities ranging from re-

duced visibility to illness and death. Recently revised figures from the OCED

estimate the global health costs of illness and death associated with air pollu-

tion to be 1.7 trillion USD in 2010 (OECD, 2014). The Intergovernmental Panel

on Climate Change 2014 Synthesis Report (2014, p.8) states that

“Continued emission of greenhouse gases will cause further warm-
ing and long-lasting changes in all components of the climate sys-
tem, increasing the likelihood of severe, pervasive and irreversible
impacts for people and ecosystems. Limiting climate change would
require substantial and sustained reductions in greenhouse gas
emissions which, together with adaptation, can limit climate change
risks.”

In response, many jurisdictions have begun to develop mechanisms for con-

trolling air pollutants.
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The assignment of property rights to air pollutants and the establishment of

trading markets has taken place in many areas including, California, Quebec,

Alberta, the European Union, Japan, Australia, and New Zealand. Efforts to

develop appropriate markets in Ontario, China, India and Mexico are ongo-

ing. While there are a multitude of ways to control air pollutants, including

taxes, direct regulations and markets, the focus of this paper is on two com-

monly used market mechanisms: Cap and Trade and Intensity Targets (also

referred to as Baseline and Credit trading, Emission Reduction Credits and

Tradable Performance Standards). Under a Cap and Trade system organiz-

ers set a desired total cap on air pollutants that is substantially lower than

the current emission level and assign firms emission permits equal to the cap.

Firms can then redeem permits for emissions created during a redemption

period for emissions they have been unable to eliminate, and sell unused per-

mits in a permit market, if they have reduced their emissions below their al-

lowable caps. Typically the sales will be to firms whose emission abatement

costs are greater than the costs incurred by the firms selling permits. In this

way emissions are reduced to the regulated level at least cost and provide a

gain to the people who had been suffering the effects of the excessive pol-

lution. The EU-Emission Trading Scheme, for example, is a Cap and Trade

system. India’s PAT initiative, and Alberta’s Specified Gas Emitters Regula-

tion on the other hand, are intensity based systems. Under Intensity Targets a

target intensity level of air pollutants (emissions) per unit of output is estab-

lished and firms with clean technology and emission rates below the target

generate permits which can then be traded with firms which retain technolo-

gies which fail to meet the target and produce greater emissions per unit of

output than the target. Firms with production technologies consistent with

emission rates per unit of output exactly matching the prescribed intensity

target are viewed as being compliant regardless of their output production
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level.

While economic theory clearly supports Cap and Trade as an efficient and

lower cost market regulation mechanism than Intensity Targets, theory does

not always hold in practice. Both systems are observed to be employed in ef-

forts to contain emissions. While Cap and Trade systems appear to offer pre-

dictable results in terms of total air pollutants produced, Intensity Targets

offer policy makers the advantage of avoiding the assignment of permits to

firms and are often supported by industry due to the lack of a binding cap

on emissions. Under a Cap and Trade system emission permits are typically

initially assigned by either granting permits in proportion to firm emissions

prior to the regulation, in a process referred to as ‘grandfathering’, or by auc-

tioning the available permits. Firms which have already taken steps to reduce

their emissions will not benefit in the same way that firms who make these

reductions after the allocation of permits will benefit when permits are allo-

cated using grandfathering. Similarly, when permits are allocated using an

auction firms with fewer resources to purchase permits may be crowded out

of the market by high permit prices driven by demand from high emitting

firms, or even relatively clean firms if they are large firms. In addition, it may

be difficult to accurately identify firm emissions when estimating firm size for

permit allocation. An additional concern which led to the favouring of an in-

tensity based system over a Cap and Trade system in India was expressed by

the Indian government which held the view that climate change was caused

by developed countries. In this case the focus on improving production effi-

ciency circumvented the need to establish consensus on a cap (Upadhyaya,

2010) and the country began to pilot the ‘Perform Achieve and Trade (PAT)’

emissions system in 2012.

While both Cap and Trade and Intensity Target systems are observed in prac-

tice, applied research about the performance of these systems in the field is
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scarce. Newly established systems are too young to offer the data necessary

to effectively assess the issue empirically. As well, comparisons across ju-

risdictions are limited due to confounding factors such as differences in im-

plementation, culture and industrial conditions. This makes the experimen-

tal economics approach to assessment of the performance of Cap and Trade

and Intensity Target market mechanisms particularly useful. Cason and Plott

(1996) demonstrated the value of experimental methods in the design of the

United States Environmental Protection Agency’s emission trading markets,

leading to improvements in the design of sulphur dioxide markets. Here we

compare the performance of Cap and Trade to Intensity Targets in the con-

trol of industrial pollutants to explore the relative merits and behavioural re-

sponses under each system in a controlled laboratory setting.

In this paper Cap and Trade is compared directly to Intensity Targets in a

controlled laboratory setting. This work builds upon Buckley, Mestelman,

and Muller (2014), in which firms can adjust both their abatement technol-

ogy and output in response to market conditions. In our new environment,

however, demand for firm output and the prices of emission permits are un-

certain. Unlike Buckley et al. (2014), instead of equating the experimental

parameters so that average production intensity is equivalent in both mar-

kets (resulting in higher aggregate emission levels under Intensity Targets

compared to Cap and Trade), we create a setting in which both systems are

expected to result in the same level of emissions. While firms still choose

their production technology and level of output, in this work we add uncer-

tainty in the demand for output to better incorporate the market conditions

faced by firms operating in the field. This allows us to study these market in-

struments in a more realistic stochastic environment which will potentially

cause inefficiencies to Cap and Trade compared to Intensity Targets, due to

the fixed nature of the cap as a quantity based instrument. In addition, we
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study the effects of allowing banking of permits under each of the Cap and

Trade and Intensity Target systems. While banking of emission permits is

necessary for firms facing stochastic demand under Cap and Trade regula-

tion, banking is not necessary to achieve a market-clearing equilibrium under

an Intensity Target regulation due to the fact that permit supply is endoge-

nous and fluctuates with the level of economic activity because the regulated

target is linked to emission intensity per unit of output. However, in a simi-

lar environment Buckley et al. (2014) found that participants tended to keep

more permits than necessary over the lifespan of the experiment. We also in-

corporate uncertainty about continuation of the policy by having a random

end-date. All of these modifications serve to improve the external validity of

the comparison of Cap and Trade and Intensity Target mechanisms to emis-

sions control.

Our objectives are to study the effects of uncertainty on firm choices. Specif-

ically, we study the effect of uncertainty in demand for output expressed as

uncertainty in the returns on each unit of production. We also study the ef-

fect that this demand uncertainty has on the market for permits due to the

fact that output demand shocks will implicitly effect the value of firm abate-

ment decisions. Firms can respond to uncertainty by adjusting on two mar-

gins in this environment. By changing to a cleaner or dirtier abatement tech-

nology firms adjust on the intensity margin. On the production margin firms

can respond by changing the level of output produced. In response to uncer-

tainty we would like to know if firms favour one margin of adjustment over

another. We implement the two emission systems in the laboratory environ-

ment so that the aggregate emissions in each of the two systems is expected

to be identical. This is done so that we may address the concerns of policy

makers aiming to choose between these two systems in order to meet man-

dated emissions targets and to explicitly test if this equivalence is borne out
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in practice. We test whether the relatively high permit prices and emission

permit inventories found under baseline and credit trading in previous sin-

gle margin experiments are borne out in an environment more similar to the

field and investigate whether or not agents optimize using similar techniques

in both systems. We explore whether specific firm types as defined by the

optimal level of emissions intensity as ‘clean’ or ‘dirty’ firms are responsible

for expansion of emissions, as was found in Buckley et al. (2014), or whether

expansion is proportional. As well, while banking is not predicted to be nec-

essary under Intensity Targets, we assess whether agents bank permits in re-

sponse to uncertainty.

3.2 Literature

Many researchers have investigated Cap and Trade and Intensity Targets as

market based methods for controlling emissions. The theoretical static com-

parison of Cap and Trade with Intensity Targets is presented in the work

of Dewees (2001), Fischer (2001) and Fischer (2003). All three find that In-

tensity Targets are inefficient relative to Cap and Trade. However, relative

performance can be influenced in theory by market structure, as found by

Boom and Dijkstra (2009), by uncertainty in emissions relative to output and

by marginal abatement costs, as presented in Quirion (2005), and by growth

rates as described by Tian and Whalley (2009). As well, Jotzo and Pezzey

(2007) find that Intensity Targets result in lower variance in abatement costs

when there is uncertainty in future permit allocations.1 Marschinski and Lecocq

(2006) expand the range of uncertainty, including uncertainty in future GDP,

future business as usual emissions and future abatement costs confirming the

1Although, Tian and Whalley (2009) and Jotzo and Pezzey (2007) specify emission in-
tensity as a country’s aggregate emissions relative to GDP, which is different from how we
describe emission intensity in this paper.
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finding of Jotzo and Pezzey (2004) that variance in abatement costs is lower

under Intensity Targets than Cap and Trade. From a dynamic perspective,

Fischer and Springborn (2011) propose a macroeconomic real business cy-

cle model which compares intensity targets to Cap and Trade and suggest

that labor, capital and output are higher under Intensity Targets than either

taxes or a cap, and no more volatile than without a policy. Stranlund, Mur-

phy, and Spraggon (2014), on the other hand, model permit prices under

Cap and Trade, incorporating banking and price controls into an industry-

level stochastic dynamic model with uncertain future production. Combined

with an experiment these authors find that permit prices are less volatile with

banking than without, with price controls than without, and lowest with a

combination of both price controls and permit banking. Both of these models

suggest that there may be a larger role for dynamic investigation of permit

markets.

The use of economic experiments to investigate emission permit markets

is now well established. However, no experiments exist to our knowledge,

which directly compare Cap and Trade to firm-level intensity choices while

incorporating uncertainty in demand for output. Direct experimental com-

parisons of Cap and Trade to Intensity Targets are carried out in a series of

papers by Buckley, Mestelman, and Muller (2006), Buckley, Mestelman, and

Muller (2008), and Buckley et al. (2014), to which this represents an exten-

sion. These papers build a tractable model of firm behaviour and implement

a series of experiments which progressively increase the complexity of de-

cisions faced by lab participants. Buckley et al. (2006) first allow both inten-

sity choice and output capacity choice for robot traders, and allow human

participants a choice of technologies under fixed output capacities. Buckley

et al. (2008) then allow participants to make output capacity choices under

fixed intensity choices. Finally, Buckley et al. (2014) extend both intensity and
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output choices to student participants. Experiments which incorporate un-

certainty have focused only on Cap and Trade programs. Among these are

Godby, Mestelman, Muller, and Welland (1997), Godby, Mestelman, Muller,

and Welland (1998), and Cason and Gangadharan (2006) who incorporate un-

certainty in the amount of emissions produced by a firm; and Ben-David et

al. (2000), who incorporate uncertainty in the timing of a reduction of the ag-

gregate cap, and compare this to uncertainty in the amount of reduction in

the aggregate cap. These authors also incorporate a role for risk aversion to

influence firm decisions to adopt more efficient production technologies.2

While all the experiments cited here involve subjects choosing the number

of permits to buy and sell in a permit market, in all but Buckley et al. (2014),

firm choice is limited to choosing abatement levels by choosing an absolute

emission level, as in Cason and Gangadharan (2006) or to a production tech-

nology, as in Ben-David et al. (1999) and Ben-David et al. (2000). Only in the

environment presented in Buckley et al. (2014) are live participants offered

the choice of making decisions on the emission intensity margin and the out-

put production margin.3 While Buckley et al. (2014) allow only single unit

adjustment of firm output from period to period, the experiment described

in this paper affords participants, acting as firms, the choice of both emission

intensity( i.e. production technology) and output production levels across a

full range of values. Participants face uncertainty in demand in output mar-

kets, and must make decisions on both emission intensity and the amount of

output to produce.

The impact of permit banking has been explored within the context of Cap

2Other authors specify aggregate caps which are set relative to GDP (Sue Wing, Ellerman,
and Song, 2006), in which case uncertainty about country level growth rates becomes an im-
portant, as in Tian and Whalley (2009). Our specification of intensity is at the firm level so
these emissions/GDP type approaches are beyond the scope of this paper.

3Buckley et al. (2006) employed robot traders who could choose both production emission
intensity technology and output capacity.
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and Trade emission permit trading. Muller and Mestelman (1994) and Mestel-

man, Moir, and Muller (1999) consider the impact of banking and trade of

emission permits and shares (a stream of emission permits) upon emission

permit prices and efficiency under two different market institutions. These

authors compare results to similar experiments run at other sites, finding rel-

atively stable permit prices and higher efficiency than at other experiment lo-

cations, but that banking does not lead to gains above a trading only equilib-

rium. Godby et al. (1997), and Godby et al. (1998) incorporate emissions un-

certainty into their experimental designs finding that uncertainty contributes

to price instability which is resolved with banking and borrowing provisions.

Cason and Gangadharan (2006) and Stranlund, Murphy, and Spraggon (2011)

study the interaction of permit banking with compliance and uncertainty

in emissions, and uncertainty in the level of the aggregate cap, respectively.

Ben-David et al. (1999) and Ben-David et al. (2000) both allow permit bank-

ing as participants choose irreversible emission intensity levels, but this is not

the core focus of these studies.4 Stranlund et al. (2014) study the impacts of

banking upon permit prices incorporating uncertainty about future produc-

tion levels, as well as in the termination of the program. The design of the

experiment reported in this paper is a combination of the emission intensity

decision modeled by Buckley et al. (2014) and the output decision modeled

by Stranlund et al. (2014). These elements meet the minimum requirements

to test for differences between Intensity Target and Cap and Trade systems

while maintaining out study’s comparability to the existing literature.

4Murphy and Stranlund (2006) and Murphy and Stranlund (2007) also explore compliance
in experimental emission permit markets, but exclude banking.
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3.3 Experimental design

A fully specified environment with a double auction emission permit market,

an explicit emission technology choice, the ability of firms to bank unused

permits for future periods, and uncertainty in output demand is required to

test our theoretical predictions concerning the alternative emission trading

plans based on an established emission cap or intensity targets in a realistic

long-run setting. In order to focus on market features important to our theo-

retical predictions, the experimental setting necessarily abstracts from many

additional market characteristics that would exist in a naturally occurring set-

ting. Failure to abstract makes it difficult to focus on how the incentives di-

rectly associated with the specific plans to regulate emissions will affect emis-

sions. Thus, we impose full compliance, abstracting from issues of penalties

and monitoring. Compliance is enforced by restricting the output decision

based on the subject’s current holding of emission permits. Firms are not able

to sell output if they do not have the required amount of permits to provide

to the regulator. Bankruptcy is prevented by requiring firms to hold sufficient

earnings to cover the cost of permit purchases and by not allowing produc-

tion decisions which result in non-positive total earnings.

Subjects are told that they represent firms that require inputs to create out-

put. Inputs can be bought from and sold to other participants in the experi-

ment. In the Cap and Trade treatments subjects are given an endowment of

inputs at the start of each period. We present the experiment in neutral terms

because we want to explore the economic incentives of the problem indepen-

dent of the social context, which may result in decisions based on personal

preferences for environmental activity rather than responses to costs. Feed-

back from pilot sessions indicated that our terminology was sufficiently neu-

tral that subjects did not infer emissions permits to be the underlying motiva-
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tion for the structure of the experiment.

We employ a design using two types of firms, each possessing a different

marginal abatement cost (MAC) schedule. Type A firms are ‘clean’ and have

relatively flat MAC schedules while the Type B firms are ‘dirty’ and have rel-

atively steep MAC schedules. Thus, it is cheaper for ‘clean’ firms to abate

pollution than it is for ‘dirty’ firms. Here we use the terminology of ‘clean’

versus ‘dirty’ to denote that it is cheaper for clean firms to abate emissions

but the ultimate cleanliness and emissions levels of these firms is a decision

left up to each participant. There are four subjects of each type in each ses-

sion. Section 3.4 outlines the underlying theory and Section 3.5 details the

implementation of the experiment.

3.4 Theory

The theoretical model is based on the dynamic stochastic emission permit

trading model of a Cap and Trade environment presented in Stranlund et al.

(2014). Demand for output is stochastic and a fixed marginal benefit sched-

ule is presented to participants, however no emissions intensity decision is

required within the framework of Stranlund et al. (2014). We extend this en-

vironment, borrowing from Buckley et al. (2014) to incorporate an emissions

intensity decision such that there is a clear relationship between the marginal

benefit schedules and this emission intensity. The environment is consistent

with an industry with a fixed number of firms producing output and emis-

sions. Each firm faces a market for output which is distinct from all other

firms, and so operates as a monopolist on the output margin. Simultaneously,

each firm participates in a common competitive emissions trading market.

The monopoly nature of the output market means that it is possible to de-

duce output demand schedules from the marginal benefit schedules pre-
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sented to participants in the experiment. These output demand schedules are

sufficient to produce the marginal benefit schedules presented to participants

and are consistent with decreasing demand for output and constant marginal

costs of production. This also allows one to form a complete assessment of

the total surplus generated in each treatment of the experiment.5

We first present the stochastic dynamic model which reduces to a static model

when banking is not permitted. As well, under Intensity Targets clearing of

the permit market in each period implies that banking is not necessary for

optimization, and so the dynamic formulation applies only to the case of Cap

and Trade with Banking. Next, the static model is presented.

3.4.1 A dynamic stochastic model of emission permit trading

with banking

The model of Stranlund et al. (2014) combines the work of Schennach (2000),

Fell and Morgenstern (2010) and Fell, Burtraw, Morgenstern, and Palmer

(2012) to study the effects of banking and price controls in a Cap and Trade

emissions market with fixed firm intensities. It forms the basis of our dy-

namic stochastic model to study the effect of banking upon equilibrium emis-

sion permit prices in a Cap and Trade system of emission permit regulation.

We extend this model to incorporate multiple levels of emissions intensity

and compare it with Intensity Target regulation.

Suppose there is an industry composed of N firms such that i ∈ [1, . . . , N],

operating in time periods t = 1, . . . , t, . . . , who experience an industry wide

stochastic shock, ut, affecting demand for output, ut ∈ [low, high]. A competi-

tive market for emission permits enables an industry level model of dynamic

5It is also possible to deduce a demand schedule consistent with the marginal benefit
schedule in which output prices are constant and marginal costs are increasing, however this
leads to an indeterminate consumer surplus and is difficult to conceptualize in a real world
industrial setting.
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permit trading. Let πt(Ωt, ut) be the maximum industry profits given Ωt total

emissions, with πt,Ωt(Ωt, ut) > 0 and πt,ΩtΩt(Ωt, ut) < 0. The output de-

mand state ut is unknown in periods before t. The likelihood and magnitude

of each possible demand state is public information within the experiment,

with the state itself revealed to participants at the beginning of t.

Regulation allows firms to bank permits for future use or sale, but does not

allow borrowing from future allocations. Under Cap and Trade regulation

this means that the industry’s stock of banked permits at the beginning of

t + 1 is St+1, and the evolution of the aggregate bank of permits is

St+1 = St + At −Ωt ≥ 0, (3.1)

where At is the industry allocated emissions permits in period t. Under In-

tensity Targets the regulator sets an industry wide target emissions intensity

rate rT (expressed in terms of emissions per unit of output) which is insensi-

tive to output demand. Each firm responds to this target by choosing an op-

timal emission intensity ri,ut in time t, prior to the revelation of the shock ut.

After the revelation of the shock each firm also chooses an output qi,ut . The

evolution of the aggregate bank of permits under Intensity Targets is there-

fore

St+1 = St +
N

∑
i=1

(ri,ut − rT)qi,ut (3.2)

In equilibrium, competitive emission permit markets clear, thus

N

∑
i=1

rIT
i,ut

qIT
i,ut

=
N

∑
i=1

rTqIT
i,ut

, (3.3)

which implies that banking is not necessary for optimization under Intensity

Targets. This is because, unlike under Cap and Trade, the supply of permits
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is endogenous under Intensity Targets. While Cap and Trade regulation con-

strains absolute emission levels, Intensity Target regulation only constrains

emission level relative to output. Thus, only Cap and Trade requires firms

to bank permits in order to expand output when it is favourable to do so.

When demand is high (low) clean firms expand (contract) output to create

(reduce) the supply of permits required by dirty firms who also expand (con-

tract). This implies that the dynamic model refers only to the Cap and Trade

setting in which firms must bank permits to maximize profits when demand

is uncertain.

As stated above, borrowing from the model presented in Stranlund et al.

(2014), we also assume that in every period there is an exogenous probabil-

ity, γ, that the session will continue into the next period. γ = 1 for the first

10 periods and then γ < 1 for the remaining periods. The time paths of ex-

pected emissions, banking, and permit prices can be determined from the

stochastic dynamic programming problem of choosing (Ω0, Ω1, . . .) such that

Ωt = ∑N
i=1 ri,ut qi,ut to maximize the expected present value of industry profits,

such that industry profits in each period are defined by π(Ωt, ut).

E0

[
∞

∑
t=0

γt(1 + µ)−t(π(Ωt, ut))

]
(3.4)

such that: St+1 = St + At −Ωt,

and S0 = 0

Market equilibrium in a period requires that πΩt(Ωt, ut) = pt, where pt is the

mean price of an emission permit in period t and µ is the constant discount

rate. E0[·] denotes the expected value at the beginning of the program. Thus

given a realization of ut, the competitive price and aggregate emissions are

inversely related. Given a non-empty permit bank St+1 > 0, there is a posi-

tive relationship between current permit price and the size of the bank at the
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end of the period. Higher prices imply lower aggregate emissions and more

permit banking.

Solving the stochastic dynamic programming problem, as in Stranlund et al.

(2014), results in

pCT
t = λt +

n−1

∑
s=1

(∏
s

γt+s(1 + µ)−sEt[λt+s]) +
n

∏
s=1

γt+s(1 + µ)−nEt[pCT
t+n], (3.5)

relating permit price in time t with expected price from time n in the future,

where λτ ≥ 0, ∀τ = t, . . . , t + n are the Lagrange multipliers attached to the

no-borrowing constraints in each period.

If γ = 1 in the interval t, t + n, so there is no chance that the session will

end, and the permit bank is zero then Et[λt+s] = 0 for each s = 0, . . . , n and

pCT
t = (1 + µ)−nEt[pCT

t+n], which implies that the expected price of permits

increases at the rate of discount.

On the other hand, if participants in the experiment do not discount over the

time frame of the experiment prices might fall as the experiment progresses

because

pCT
t = λt +

n−1

∑
s=1

Et[λt+s] + Et[pCT
t+n] (3.6)

which implies that pCT
t > Et[pCT

t+n].

As mentioned by Stranlund et al. (2014), if there is an extended time in which

the session will continue with certainty, participants are expected to bank per-

mits in early periods and draw down this bank in later periods. When the

session is no longer certain the incentive to bank is reduced by γ < 1. This

reduced incentive to bank reduces prices, increases emissions and reduces

permit banking.
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3.4.2 A static model of emission permit trading

There are three cases in which the problem of optimization reduces to one

of static optimization which implies that expected permit prices pt are con-

stant over all periods: Cap and Trade without Banking, Intensity Targets with

Banking and Intensity Targets without Banking. In all cases all firms face in-

dustry wide stochastic shocks to output demand u ∈ [low, high]. In each pe-

riod, prior to revelation of the demand state, each firm chooses an emission

intensity ri,u, which is similar to firms calibrating their production facilities

prior to producing their product. These kinds of technological choices tend

to be medium to long-run decisions that must be made before exact demand

conditions are known. Once the emission intensity has been chosen, the out-

put demand state is revealed and firms choose qi,u for the period. A firm’s

total emissions in a particular state are ei,u, such that ei,u = ri,uqi,u; thus emis-

sions intensity is simply the rate of emissions per unit of output. Industry

output is Qu = ∑N
i=1 qi,u. Aggregate emissions are Ωu = ∑N

i=1 ri,uqi,u. Envi-

ronmental damages are the same as in Buckley et al. (2014) with D = D(Ωu),

D′(Ωu) > 0 and D′′(Ωu) ≥ 0. Output demand is modeled as each firm op-

erating as a monopolist. Aggregate revenues are thus ∑N
i=1 Pi,u(qi,u)qi,u such

that each firm may have a different price, and choose a different output, in

each output demand state.

The private cost of production is a linear homogeneous function of output

and intensity: Ci = Ci(qi,u, ei,u) = qi,uCi(1, ri,u). Unit cost Ci(1, ri,u) can

be separated into unit capacity cost ci(ri,u), which is a positive and declin-

ing function of the emission intensity with ci(ri,u) > 0 and c′i(ri,u) ≤ 0, and

unit variable cost wi which is a constant function of output. Total cost is thus

Ci = ci(ri,u)qi,u + wiqi,u. Marginal cost of output is equal to ci(ri,u) + wi and

the marginal cost of abating pollution is MAC = − ∂ci
∂ei,u

= −c′i(ri,u).
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The social profit, S , is composed of firm revenues net of production costs

and damages. The emission regulator’s problem is to permit firms to max-

imize profits while taking into account the environmental damages of their

activities by choosing ri,u, qi,u for each firm in each output demand state. The

outcome of Equation 3.7 is defined as the social profit maximizing (SPM) out-

come because it incorporates social damages.

max
{ri,u,qi,u}

S = Eu

[
N

∑
i=1

P(qi,u)qi,u −
N

∑
i=1

(ci(ri,u)qi,u − wiqi,u)− D(
N

∑
i=1

ri,uqi,u)

]
(3.7)

where E is the expected value over all possible demand states.

The first order conditions for an interior maximum are:

−Eu
[
c′i(r
∗
i,u)
]
= Eu

[
D′(

N

∑
i=1

r∗i,uq∗i,u)

]
∀i ∈ N, ∀u (3.8)

and

Eu
[
P′i,u(q

∗
i,u)q

∗
i,u + Pi,u(q∗i,u)

]
= Eu

[
ci(r∗i,u) + wi + r∗i,uD′(

N

∑
i=1

r∗i,uq∗i,u)

]
∀i ∈ N, ∀u

(3.9)

with optimal values q∗i,u and r∗i,u greater than or equal to zero and

Eu

[
N

∑
i=1

r∗i,uq∗i,u

]
= Eu [Ω∗u] ,

the optimal level of expected aggregate emissions. Optimization is carried out

on two margins. Equation 3.8 ensures efficient abatement because expected

marginal costs of each firm are equated to the expected marginal damages of
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the industry. Marginal abatement cost is equated across firms and equal to

marginal damage. Equation 3.9 ensures efficient output which is social profit

maximizing, because the expected return per unit of output is equated to the

expected costs per unit of output for each firm.

The regulator’s optimum can be supported as a competitive equilibrium un-

der Cap and Trade regulation. The emissions regulator distributes Ai allowances

to each firm, regardless of the demand state, u, such that the sum of allowances

equals the optimal level of emissions, ∑N
i=1 Ai = Eu[Ωu] = Ω∗. Letting pCT,u

denote the price of allowances under Cap and Trade when banking is not per-

mitted, firm i’s profit maximization problem is

max
{ri,u,qi,u}

Eu

[
πCT

i,u

]
= Eu [Pi,u(qi,u)qi,u − ci(ri,u)qi,u − wiqi,u − pCT(ri,uqi,u − Ai)] .

(3.10)

The two first order conditions for an interior maximum are

−Eu[c′i(r
CT
i,u )] = Eu[pCT,u] (3.11)

if qi,u is greater than zero, and

Eu[P′i,u(q
CT
i,u )q

CT
i,u + Pi,u(qCT

i,u )] = Eu[ci(rCT
i,u ) + wi + rCT

i,u pCT,u] (3.12)

Equation 3.11 ensures expected cost minimizing abatement and defines each

ri,u. Equation 3.12 requires that each firm earn zero expected marginal profit,

and identifies each qi,u, and therefore QCT
u . The system (3.11) and (3.12) can

be obtained from the SPM (3.8) and (3.9) if pCT,u replaces D′(∑N
i=1 r∗i,uq∗i,u).

Note that since the regulator chooses Ai based on Ω∗ = Eu[Ωu] this means

that pCT,u = pCT for all u. Thus, the solution to the SPM problem can be sus-

tained as a Cap and Trade competitive equilibrium and vice versa.
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Under an Intensity Target plan, the regulator sets an industry-wide emission

intensity target, rT, which is insensitive to changes in output demand. This

emission intensity target characterizes a relative emission target mechanism.

Firm i’s net demand for permits is (ri,u − rT)qi,u, with negative values signify-

ing a supply of permits. If the price of permits under an Intensity Target plan

is pIT,u, firm i’s profit maximization problem is

max
{ri,u,qi,u}

Eu[π
IT
i,u] = Eu

[
Pi,u(qi,u)qi,u − ci(ri,u)qi,u − wiqi,u − pIT,uqi,u(ri,u − rT)

]
(3.13)

The two first order conditions for an interior maximum are

−Eu[c′i(r
IT
i,u)] = Eu[pIT,u] (3.14)

if qi,u is greater than zero, and

Eu[P′i,u(q
IT
i,u)q

IT
i,u + Pi,u(qIT

i,u)] = Eu[ci(rIT
i,u) + wi + rIT

i,u pIT,u − rT pIT,u] (3.15)

Equation 3.14 is the usual efficient abatement condition that defines each rIT
i,u.

Equation 3.15 is the usual zero marginal profit condition which determines

qIT
i,u. If the output margin first order condition from 3.15 is compared with

that under Cap and Trade in 3.12 one notices that the intensity Target equa-

tion contains an extra negative cost term associated with the Intensity Target

itself. This term is due to the fact that the relative nature of the Intensity Tar-

get acts as an output and emission subsidy not found in a Cap and Trade sys-

tem. Ultimately this is the source of inefficiency that authors in the literature

described above attribute to Intensity Target emissions trading systems.

Assume that the regulator sets the emission intensity target such that the ex-

pected aggregate emissions are the same as the optimum level found in the
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SPM solution, so that

Eu[
N

∑
i=1

r∗i,uq∗i,u] = Eu[
N

∑
i=1

rCT
i,u qCT

i,u ] = E[
N

∑
i=1

rIT
i,uqIT

i,u] = Ω∗, (3.16)

where the emission intensity target is binding. If the net demand for permits

in equilibrium is zero then Equation 3.3 holds, which implies that

N

∑
i=1

rIT
i,u=0qIT

i,u=0 −
N

∑
i=1

rTqIT
i,u=0 =

N

∑
i=1

rIT
i,u=1qIT

i,u=1 −
N

∑
i=1

rTqIT
i,u=1 = 0 (3.17)

Because firms make decisions about ri,u prior to knowing the state of u and

this level is determined by Equation 3.14, it must be the case that rIT
i,u = rIT

i in

every output demand state, so

−ci(rIT
i,u) = −ci(rIT

i ) = Eu[pIT,u] = pIT, (3.18)

which implies that in equilibrium firms choose the same intensity level in ev-

ery decision period. Equation 3.17 thus becomes

N

∑
i=1

rIT
i qIT

i,u=0 −
N

∑
i=1

rTqIT
i,u=0 =

N

∑
i=1

rIT
i qIT

i,u=1 −
N

∑
i=1

rTqIT
i,u=1 = 0 (3.19)

N

∑
i=1

(rIT
i − rT)qIT

i,u=0 =
N

∑
i=1

(rIT
i − rT)qIT

i,u=1 = 0,

implying that individual firms adjust only their output across states in order

to clear the permit market. As well, Equation 3.15 becomes:

Eu

[
Pi,u(qIT

i,u)
]
= ci(rIT

i ) + wirIT
i pIT − rT pIT, (3.20)

which means that

rIT
i − rT =

Eu

[
Pi,u(qIT

i,u)
]
− ci(rIT

i )− wi

pIT
(3.21)
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This means that the difference between the intensity level selected by firm i

and the target intensity level is equivalent to the marginal net benefit of out-

put per dollar spent on emissions permits. For dirty firms the gains from pro-

duction outweigh the costs, and so an intensity above the target level will

be chosen. For clean firms the gains from production are less than the gains

from selling permits and so intensities lower than the target will be chosen.

Under Cap and Trade regulation without banking a similar equality holds:

rCT
i =

Eu

[
Pi,u(qCT

i,u )
]
− ci(rCT

i )− wi

pCT
(3.22)

and implies that under Cap and Trade firms select an intensity level equal to

the ratio of net benefits from output to the net costs of permits. From these

two equations it is clear to see that if firms chose the same intensities and

output quantities under both Cap and Trade and Intensity Targets, then the

price of permits under Intensity Targets would be relatively higher than the

price under Cap and Trade. According to the first order condition this dif-

ference in permit prices would cause firms under Intensity Targets to choose

different, lower and cleaner, emissions intensity than they would under a Cap

and Trade system.

3.5 Experimental parameterization and procedures

The experimental environment was based on a combination of the environ-

ments of Buckley et al. (2014) and Stranlund et al. (2014) with a few modifi-

cations. The environment is framed as a production decision in which firms

require inputs to produce outputs, choosing the input ratio of their firm, the

amount of output to produce and how many inputs to buy and sell in a dou-

ble auction.
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3.5.1 Parameterization

Each round, participants first make their emission intensity decisions fol-

lowed by 180 seconds 6 to produce output and buy or sell emission permits

in a double auction. Each group of eight participants contains two types of

equally represented ‘clean’ and ‘dirty’ firms. Firm types were randomly as-

signed and fixed for the duration of the experiment. All subjects began with

an initial endowment of 250 lab dollars (L$) in period 1. In the Cap and Trade

case an endowment of permits was allocated to each firm at the start of each

period. Uncertainty was defined by random shocks to the net marginal rev-

enues (NMR) (where net marginal revenues are net marginal profits exclud-

ing permit costs) resulting in two NMR schedules, a low earnings schedule

(L) and a high earnings schedule (H), for each intensity level, for each firm

type. When firms cannot bank permits, these NMRs are the individual single-

period permit demand schedules, which means they can be interpreted as

marginal abatement costs (MAC) functions and equivalently, as permit de-

mand schedules. These schedules are presented in Tables 3.2 and 3.3. The

permit demand schedules for each firm type and intensity level are parallel,

with the H values being L$40 higher than the L values. Comparing the NMRs

across firm types for a fixed level of intensity produces the output margin,

which is modeled similar to Stranlund et al. (2014). Comparing the NMRs for

a particular output level and firm type produces the intensity margin, which

is modeled similar to Buckley et al. (2014). The work of both sets of authors is

incorporated into this reduced form.

The general form for the average abatement cost function associated with

6Periods 1-6 lasted 180 seconds, the remaining periods lasted 120 seconds.
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choosing different levels of emissions intensity is assumed to be

ci(ri,u) = u0,i + (u1,i − u0,i)

[
rmax − ri,u

rmax

]α

, (3.23)

where u0,i and u1,i are firm-specific constants which define the bounds of the

function and α is a convexity parameter which is the same for all firms. ri,u

are integer intensity levels ranging from 0 to 5, with rmax being 5. This cost

structure ensures that the marginal abatement cost curves for each firm are

downward sloping and convex.

The experiment is implemented by presenting participants with NMR sched-

ules. This formulation is consistent with an industry composed of firms with

monopoly power in their respective output markets. Thus firms may face a

different price for their output and different constant marginal costs of pro-

duction, but the difference:

Pi,u(qi,u)qi,u − ci(ri,u)qi,u − wiqi,u (3.24)

is explicitly defined for each firm in each output demand state.

Apart from the demand state, firm costs differ in two dimensions: emission

intensity and output. Firms choosing dirtier technologies embodied by higher

emission intensities experienced lower cost (as given by Equation 3.23), and

vice versa for choosing cleaner technologies. In addition, NMRs fell by L$20

for each extra unit of output produced. This cost structure identified a unique

profit maximizing emission intensity and output level for each subject each

period. Participants knew which demand schedule they faced at the start of

each trading period, following selection of an emission intensity. The com-

plete permit demand schedules for each intensity level and output demand

state were presented to subjects at the time of choosing their emission in-

tensity level, along with a calculator with which they could test the impact
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Figure 3.1: Implied output demand schedules.

of different permit prices on the H and L schedules for a particular intensity

level.

The values contained in the NMR schedules in Tables 3.2 and 3.3 were gen-

erated using the equation MRu − ci(ri,u). Equation 3.23 defines ci(ri,u). Table

3.1 identifies the parameters used to generate each value. In order to gener-

ate prices used in the calculation of consumer surplus the average marginal

revenues (MRu) for each unit were used. For example, if a firm produced 2

units of output and demand for output was high, then the average marginal

revenue is 188+168
2 = 178, and this is the price per unit of output. The implied

output demand schedules are presented in Figure 3.1.

The demand schedules implied by the NMR schedules that form the basis of
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q MR u0 u1 α wi
Low Demand High Demand Clean Dirty Clean Dirty

1 148 188 88 74 182 380 3 0
2 128 168 88 74 182 380 3 0
3 108 148 88 74 182 380 3 0
4 88 128 88 74 182 380 3 0
5 68 108 88 74 182 380 3 0

Table 3.1: Parameters used to generate net marginal revenue schedules.

the experiment are presented in Figure 3.1. The continuous form of Equation

3.24 was converted into a discrete representation for the purposes of the ex-

periment and the integer values implemented. For each level of intensity, an

additional unit of output decreases the NMR by L$20.

Input Ratio 0:1 Input Ratio 1 : 1 Input Ratio 2 : 1 Input Ratio 3 : 1 Input Ratio 4 : 1 Input Ratio 5 : 1

Unit LOW HIGH LOW HIGH LOW HIGH LOW HIGH LOW HIGH LOW HIGH

1 -34 6 12 52 40 80 54 94 59 99 60 100
2 -54 -14 -8 32 20 60 34 74 39 79 40 80
3 -74 -34 -28 12 0 40 14 54 19 59 20 60
4 -94 -54 -48 -8 -20 20 -6 34 -1 39 0 40
5 -114 -74 -68 -28 -40 0 -26 14 -21 19 -20 20

Subjects 1, 3, 7, 8. All values rounded to the nearest integer. LOW and HIGH
columns refer to the output demand state.

Table 3.2: Net marginal revenue of clean firms.

Input Ratio 0:1 Input Ratio 1 : 1 Input Ratio 2 : 1 Input Ratio 3 : 1 Input Ratio 4 : 1 Input Ratio 5 : 1

Unit LOW HIGH LOW HIGH LOW HIGH LOW HIGH LOW HIGH LOW HIGH

1 -232 -192 -83 -43 8 48 54 94 72 112 74 114
2 -252 -212 -103 -63 -12 28 34 74 52 92 54 94
3 -272 -232 -123 -83 -32 8 14 54 32 72 34 74
4 -292 -252 -143 -103 -52 -12 -6 34 12 52 14 54
5 -312 -272 -163 -123 -72 -32 -26 14 -8 32 -6 34

Subjects 2, 4, 5, 6. All values rounded to the nearest integer. LOW and HIGH
columns refer to the output demand state

Table 3.3: Net marginal revenue of dirty firms.

In the Cap and Trade treatments an optimal amount of 48 permits were sup-

plied to the market in each period. Firm types and permit endowments were

fixed for the duration of the experiment. Following procedures similar to

155



Ph.D. Thesis - S Thomas McMaster University - Economics

those of Stranlund et al. (2014), permit endowment allocations were arbitrar-

ily assigned within each firm type, as shown in Table 3.5, and chosen simply

to provide trading opportunities for subjects in each period. With an equal

assignment of permits few trades would take place.7 In each Intensity Target

treatment there was a global emission intensity target rT of 2 units of emis-

sions per unit of output, the target predicted to result in an aggregate emis-

sion level identical to that under the Cap and Trade treatment.

In total 6 sessions involving Cap and Trade and 12 sessions involving In-

tensity Targets were run. More Intensity Target sessions were run because

this system is least understood, with most of the current literature focused

solely on Cap and Trade emission trading. In every period states H and L

were equally likely and determined by sorting a random draw from a uni-

form distribution on [0,1] as L if the random number was less than 0.5 and H

otherwise. Every sequence lasted at least 10 periods with certainty and this

was common knowledge in the experiment. In order to discourage end game

effects, after round 10 and every subsequent period there was a 1
6 chance that

the session would end. This was determined by a random draw from the se-

quence (1,2,3,4,5,6), where 6 indicated that the session ended. Because only

a relatively small number of sessions of each treatment were being run and

the total number of permutations for different play lengths would be very

large should independent and identically distributed draws be run for ev-

ery session, prior to the start of the experiment 2 sequences of random de-

mand shocks were generated. The result was Sequence 1 extending for 12 pe-

riods and Sequence 2 for 14 periods. Participants were told that the random

numbers used to select demand states in their session were pre-determined

and programmed into the experimental software. In pilot studies subjects

7This type of allocation of permits would not be necessary to generate trading in the field
because firms have far more heterogeneous cost structures than those in our experiment.
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expressed no apprehension involving the predetermined random values we

used to ensure replication. In each treatment Sequence 2 was used at least

once and Sequence 1 at least twice, Table 3.4 presents each sequence of out-

put demand states used in the experiment.

Period Sequence 1 Sequence 2
Practice 4 LOW LOW
Practice 5 HIGH HIGH
Practice 6 LOW LOW

1 HIGH LOW
2 LOW HIGH
3 HIGH HIGH
4 HIGH LOW
5 LOW LOW
6 LOW HIGH
7 LOW HIGH
8 LOW HIGH
9 HIGH LOW

10 HIGH LOW
11 LOW HIGH
12 HIGH LOW
13 - HIGH
14 - LOW

Table 3.4: Demand sequences.

The equilibrium permit demand schedules presented in Figures 3.2 and 3.3

trace the the aggregate demand for permits in the Cap and Trade environ-

ment on the intensity margin, assuming output is held fixed at the expected

level of output, and on the output margin assuming firms select their optimal

equilibrium emission intensity levels.

The equilibrium permit price under Cap and Trade for the model and pa-

rameter choices stated above if L$16 , and is L$28 under the Intensity Tar-

get treatment. At theses predicted prices firms are maximizing profits on

both the output and emissions intensity margins and the permit market will

clear. Turning to Figure 3.2, setting the aggregate cap equal to 48 permits in

each period leads to three expected price tunnels, depending on output de-
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Figure 3.2: Cap and Trade emission permit demand schedules: Output mar-
gin.

mand and whether banking of permits is allowed. With high demand for out-

put and a cap of 48 permit prices are expected to be within L$20 and L$23 if

banking is not allowed. With low demand for output and a cap of 48 permit

prices are expected to be between L$8 and L$10 when banking is not allowed.

The expected permit price when high and low states are equally represented

and banking is allowed is thus between L$13 and L$18, a range that contains

our L$16 equilibrium permit price prediction.
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Figure 3.3: Cap and Trade marginal abatement cost curves: Intensity margin.

Under Cap and Trade without Banking the total supply of permits in the

market in any period is equal to the cap. Since intensity decisions are made

prior to having information about demand states we take the expected price

of L$16 and find the optimal emission intensities for each firm type in Figure

3.3. At a price of L$16 it is expected that clean firms will select an intensity of

2 units of emissions per unit of output and dirty firms an intensity of 4. This

intensity selection is independent of the demand state. If, however, firms can

bank permits a slightly different process takes place. Turning again to Fig-
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ure 3.2, when output demand is low permit prices are expected to be between

L$8 and L$10. At this price the expected demand is 72 permits. When output

demand is high, permit prices are expected to be between L$20 and L$23, and

the expected demand for permits is 24. Since firms can bank permits, they

can buy permits when prices are low reserving these permits for use when

permit prices are otherwise high, adapting to demand conditions. The ex-

pected total emissions when demand states are equally balanced is 48 and

output should vary between high and low output. Again, the expected price

of permits is L$16 and so the optimal firm intensity choices are the same as in

the case without banking and follow the same process of selection.

Under Intensity Targets the price of permits is expected to be higher, at L$28

rather than the L$16 predicted under Cap and Trade, because the intensity

target acts as a subsidy on output, increasing emissions and therefore increas-

ing permit prices. At a price of L$28 clean firms under Intensity Targets are

expected to select an intensity of 1 and dirty firms an intensity of 3, also in-

dependent of demand for output. Table 3.5 presents the firm specific param-

eters which characterize the equilibrium in which emissions are predicted to

be identical under both Cap and Trade and Intensity Target treatments. No-

tice that, due to the inherent subsidy on output, firms under Intensity Target

regulation must set lower and more costly average emission intensity levels

to achieve the same predicted aggregate emissions as under a Cap and Trade

plan. While Intensity Targets do have this drawback, strategic banking is not

required by profit maximizing firms facing Intensity Targets, while those fac-

ing Cap and Trade must do so.

Type
Firm

(CT)
Intensity
Emission
Optimal

(IT)
Intensity
Emission
Optimal

(CT)
Low Demand

Output
Optimal

(IT)
Low Demand

Output
Optimal

(CT)
High Demand

Output
Optimal

(IT)
High Demand

Output
Optimal

(CT)
Period
Each

Permit Endowment

(IT)
Target

Intensity

Clean 2 1 1 2 3 4 1 or 6 2
Dirty 4 3 1 2 3 4 11 or 6 2

Table 3.5: Experiment parameters and predictions.
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3.5.2 Procedures

We ran 18 laboratory sessions at the McMaster Experimental Economics Lab-

oratory. Three sessions were run with Cap and Trade with Banking allowed

(CTB), three sessions were run with Cap and Trade with No Banking allowed

(CTNB), six sessions were run with Intensity Targets with Banking allowed

(ITB) and six sessions were run with Intensity Targets with No Banking al-

lowed (ITNB). Each session involved eight subjects for a total of 108 partici-

pants. Subjects were recruited from the general population of undergraduates

at McMaster University. Each session of the experiment lasted approximately

2 hours and consisted of two sets of unpaid practice periods and either 12

or 14 paid periods. During the first set of three practice periods students re-

ceived instructions and practiced producing output and making trades in a

double auction environment under a set of parameters different from those

applied in the paid portion of the experiment. In the second set of three prac-

tice periods students faced an additional stage in which they chose an ‘in-

put intensity ratio’ and faced uncertainty about the demand for output. After

each member of the group made an intensity decision, the group proceeded

simultaneously to the same production and trading screen as in the first set

of practice periods where the demand for output was realized. The param-

eters of this second practice set were different from the first practice set and

also from the parameters used in the paid portion of the experiment. Prior

to beginning the practice periods, participants completed the risk assessment

device described in Holt and Laury (2002). At the end of the experiment par-

ticipants were informed of their results and paid privately in cash. Subjects

earned between C$ 15.78 and C$ 44.42, not including the C$5 show up fee

or earnings from the risk assessment task. The software implementation of

the environment was programmed using the z-tree software package (Fis-
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chbacher, 2007).

3.5.2.1 Efficiency

We define Efficiency as in Buckley et al. (2014), where

Efficiency =
Observed Total Surplus

Maximum Surplus Available
(3.25)

The total surplus is composed of the consumer’s surplus and producer’s sur-

plus less environmental damage. Our specification of the output market en-

ables the calculation of consumer surplus for firms operating as monopolists

in distinct output markets.8

Total Surplus = Producer Surplus + Consumer Surplus−Damages (3.26)

Two ways of defining the denominator of the efficiency equation 3.25, maxi-

mum total surplus available, are considered. The first way is defined as ‘within’

efficiency because the maximum surplus available within a particular treat-

ment is used. The second way, termed the ‘overall’ efficiency, sets the maxi-

mum total surplus as the maximum surplus available across any of the treat-

ments. Because the ultimate aim of a permit market is to maximize total sur-

plus, this provides a comparison across treatments relative to the treatment

with the greatest total surplus.

8For example, if a firm produced 2 units of output and demand for output was high, then
the average marginal revenue, from Table 3.1 is 188+168

2 = 178, and this is the price per unit of
output used to calculate consumer surplus.
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3.5.3 Summary of parameterization and procedures

Relative to Cap and Trade, Intensity Targets should be a less efficient means

of controlling emissions. This is because intensity targets act as a subsidy

on output, increasing total emissions, and imposing higher costs on firms to

meet an equivalent expected level of emissions.

Our experimental design allows us to test hypotheses concerning the rela-

tive performance of Cap and Trade and Intensity target regimes and banking

provisions. For each of the Cap and Trade and Intensity Target treatments we

run a banking and no-banking variant. In order to maximize total surplus un-

der Cap and Trade, banking is necessary across periods, while for Intensity

Targets this is not the case because in equilibrium permit demand equals per-

mit supply in each period. This is an attractive simplification to the adminis-

tration of an Intensity Target plan. However, there may be other behavioural

forces at work in a setting of uncertain demand for output. Firms may choose

to bank permits in response to uncertainty even when it is not optimal to do

so, as was found by Buckley et al. (2014). We explicitly provide an environ-

ment in which permit banking is not necessary in equilibrium but where sub-

jects can bank permits should they choose to, and compare the outcome to an

environment in which permit banking is not possible.

3.6 Predictions and results

We provide results on per-period aggregate emissions and output, and aver-

age firm intensity choices, by treatment and firm type. As well, we examine

efficiency and prices of emission permits, examining prices in each output de-

mand state. Analysis was undertaken in R and data was imported using the

zTree to R package offered by Kirchkamp (2013).

The experiment was parameterized such that aggregate expected emissions
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were equivalent in all treatments, given a balanced number of high and low

demand states. We encountered evidence of learning effects in the first 3 peri-

ods which dissipated by period 4. Periods 1-3 were thus dropped from the

analysis. Demand sequences 1 and 2 were of length 12 and 14 periods re-

spectively. We chose to use periods 4-12 for analysis, as this equated the total

number of observations in each sequence. In addition, the number of High

and Low demand states is the same in each sequence over periods 4-12, and

so the expected results are the same regardless of the sequence. Box-plots of

the mean results for periods in blocks (periods 1-12, 4-12, 4-9, 1-3,10, and 10-

12) also indicated a potential for end-game effects for some outcomes in some

treatments but the overall effect of excluding periods 10-12 (leaving only pe-

riods 4-9 in the analysis) was not significantly different from the results of

periods 4-12 in the majority of cases, and using periods 4-12 resulted in the

same number of high and low demand states in each sequence. In periods

4-12 there were 5 occurrences of the low demand state and 4 occurrences of

the high demand state. The predicted per-period aggregate emission levels

are calculated using the predicted optimal intensity and output levels in each

state. Because in Cap and Trade with Banking, as well as in both Intensity

Target treatments the optimal predicted output values differ depending on

the particular demand state, the mean of the predicted aggregate values dif-

fers slightly from the parameterized value due to the fact that each session

contained more low demand states than high demand.

The step functions which characterize the profit functions make the equilib-

ria difficult to solve for directly, therefore a numerical search approach was

adopted. Under Intensity Targets if all firms select the target level of emis-

sions then no emission permits are generated or demanded. In this situation

the marginal net revenues of clean firms are positive up to the third unit of

output in the low demand state and five units of output in the high demand
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state. Total earnings in each state are L$60 and L$200. For dirty firms the low

and high state output quantities are 1 and 3 and total earnings L$8 and L$84.

However, if there is to be trade in permits then it must be the case that one

firm type supplies permits while the other type requires permits. Permits

are supplied when firms select intensities below the target level of 2 units of

emissions per unit of output. Tables 3.2 and 3.3 demonstrate that for intensity

levels below the target clean firms have lower costs of supplying permits than

dirty firms, strictly dominating dirty firms in terms of supplying permits.

The size of the permit market is thus determined by the supply decisions of

clean firms. This is because dirty firms are required to hold sufficient permits

at the time of production, and therefore must buy permits from clean firms

prior to production. If clean firms choose an intensity of 0 then 2 emission

permits are generated for each unit of output produced by a clean firm. Un-

der low output demand conditions the first unit of output produced at this

intensity level generates a loss of L$34. In order to produce this output the

clean firm must therefore expect to receive at least L$17 for each permit gen-

erated.

Demand for emission permits is driven by dirty firms choosing intensity lev-

els above the target. At every intensity level dirty firms are willing to buy

permits at prices higher than the price required by clean firms. However, in

equilibrium the intensity level chosen by dirty firms will result in net demand

for permits which is equal to the net supply of permits. Choosing intensity

levels which result in lower or higher net demand for permits than supplied

by the clean firm will result in permit prices which are lower or higher than

market clearing prices, providing incentive for dirty firms to choose an inten-

sity level which leads to clearing of the permit market.

In order to satisfy permit market clearing, if clean firms choose an intensity

of 0, then dirty firms should choose an intensity level of 4. Thus clean firms
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supply 2 permits for each unit of output produced and dirty firms demand 2

emission permits for each unit of output produced. Dirty firms are willing to

pay up to L$36 for each permit if one unit of output is produced. Clean firms

are willing to accept any amount greater than L$17 for each permit. One unit

of output will therefore be produced. For the second unit of output Clean

firms will accept any amount greater or equal to L$27 for each permit and

dirty firms are willing to pay any amount less than or equal to L$26. Since

the dirty firms are unwilling to pay the amount required by clean firms for

the second unit of output, in equilibrium this second unit of output will not

be produced at this intensity level.

Clean firms choosing an emission intensity of 0 is not an equilibrium. This

is because clean firms can produce one unit of output at a lower cost if they

choose a slightly dirtier emission technology of 1 unit of emissions per unit

of output. At this intensity level under low demand clean firms earn a posi-

tive net revenue regardless of the price of permits. If dirty firms continue to

choose an intensity level of 4 while clean firms choose the intensity of 1 then

an excess demand for permits will result, driving up permit prices and pro-

viding an incentive to dirty firms to choose the slightly cleaner emission in-

tensity level of 3 units of emissions per unit of output. Under low output de-

mand and at the intensity level of 3, dirty firms are willing to pay any amount

less or equal to L$54 for each permit for the first unit of output. Since clean

firms are willing to supply that permit at any price, it will be available on the

permit market.

For the second unit of output, clean firms are willing to accept any amount

greater or equal to L$8 for each permit. Dirty firms are willing to pay any

amount less or equal to L$34 and so a second unit will be produced. Under

low demand, a third unit will not be produced in equilibrium. This is because

clean firms are willing to produce if the price of permits will be greater or
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equal to L$28, but dirty firms are willing to pay up to only L$14. The equilib-

rium price of permits with these particular intensity choices and this level of

output occurs at permit prices of L$28.9

Clean firms are therefore expected to choose an intensity of 1 unit of emission

per unit of output, and dirty firms an intensity of 3 units per unit of output.

This choice is independent of the output demand state. Once output demand

is known, under low demand clean firms will produce 2 units of output for a

total return L$4 and generate 2 emission permits earning a price of L$28 for

each permit, for a total profit of L$60 in the low output demand state. Like-

wise, dirty firms will produce 2 units of output earning L$88 and demand

2 emission permits, paying L$28 per unit, earning total profits of L$32. Un-

der high output demand clean firms produce 4 units of output, generate 4

permits and earn total profits of L$200. Dirty firms will produce 4 units of

output and demand 4 emission permits, earning total profits of L$144.

In equilibrium under low output demand, each clean firm generates 2 units

of emissions in total (intensity of 1 for 2 units of output), and each dirty firm

generates 6 units of emissions (intensity of 3 for 2 units of output). Under

high output demand clean firms each generate 4 units of emissions and dirty

firms 12 units of emissions. At the industry level total emissions are thus 32

in the low state and 64 in the high state. The expected level of emissions is

thus 48, which is the level of the aggregate cap under Cap and Trade.

In order to generate predictions specific to the experiment, the expected val-

ues of emissions, output and intensities are generated using the exact de-

mand sequence implemented in the experiment. In each sequence for peri-

ods 4-12 there are 5 periods of low demand and 4 periods of high demand.

This results in a predicted aggregate emissions level of approximately 46

9Taking the continuous functions into the discrete setting, values which were presented to
subjects were rounded. The exact price in equilibrium is within L$ [27.824, 28.128]. Subjects
could enter only integer valued prices in the experiment.
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units in each period under Intensity Targets. Under Cap and Trade without

Banking subjects are limited by the available cap in each period, and are ex-

pected to produce the amount of the cap in each period. With banking how-

ever, subjects are expected to restrict output in low demand states resulting in

aggregate emissions of 24, and expand output in high demand states result-

ing in aggregate emissions of 72 in high demand states. The expected value is

thus 48 emissions, but extended over a demand sequence with 5 low demand

states and 4 high demand states leads to an expected value of approximately

45 total units of emissions per period for the experiment.

Table 3.6 summarizes the equilibrium predictions and per-period, per-session

average results under each trading mechanism, pooled over firm types.

Emissions Output Intensity Permit Prices
Pred Obs Pred Obs Pred Obs Pred Obs

a CT B 45 50.67∗,b,c,d 15 14.37c,d 3 3.4∗,c,d 16 16.59c,d

b CT NB 48 44.3∗,a,d 16 13.74∗,c,d 3 3.11c,d 15 17.19c,d

c IT B 46 39.3∗,a,d 23 19.24∗,a,b 2 2.31∗,a,b 28 38.33∗,a,b

d IT NB 46 33.54∗,a,b,c 23 17.13∗,a,b 2 2.24∗,a,b 28 40.02∗,a,b

Differences from predictions are estimated using box-plots comparing session averages for
periods 4-12 to the predicted values because with only three per-session observations in each
Cap and Trade treatment no statistical test can detect a significant difference. ∗ Indicates a
clear difference between the predicted value and the observed results using a box-plot. See
Appendix Section 3.A, Figure 3.A.1 for the plots.
a,b,c,d refer to a significant difference at the 10% level of the treatment with the super-scripted
treatment (a: Cap and Trade with Banking, b: Cap and Trade without Banking and c:
Intensity Target with Banking, d: Intensity Target without Banking) using a two-sided
two-sample (un-paired) Wilcoxon rank sum test with continuity correction.

Table 3.6: Summary of predictions and observed results by treatment pooled
across firm types.

3.6.1 Results by treatment

Table 3.6 summarizes the equilibrium predictions and per-period, per-session

average results under each trading mechanism, pooled over firm types.10 Un-
10Because emission intensities were integer choices we considered the use of the mode but

found that in this case average intensity values capture the non-uniform nature of intensity
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der Intensity Targets aggregate emissions are significantly lower than the pre-

diction in both banking and no banking treatments. Firms tend to choose

dirtier production technology than expected, and produce less output than

expected. Permit prices in the Intensity Targets treatments are significantly

higher than predicted, which may be a key influence in the production deci-

sions of dirty firms, who must buy permits from clean firms in order to pro-

duce output. Section 3.6.3 will investigate decisions made by each firm type.

Across treatments, aggregate emissions under Cap and Trade with Banking

are significantly higher than emissions in all other treatments, and Intensity

Targets without Banking significantly lower. Output is significantly higher in

Cap and Trade treatments and lower in Intensity Target treatments,compared

to their respective predictions, but not different across banking and no-banking

treatments for Cap and Trade. Average intensity levels differ across permit

trading schemes, but not across banking treatments. Average permit prices

differ across Cap and Trade and Intensity Target trading schemes, but not

across banking treatments within each trading scheme.

Overall, the results suggest that although Intensity Targets are expected to

result in higher costs (due to lower emission intensities) for the same level

of emissions as the Cap and Trade regulation, this may not be borne out in

practice to the extent predicted. For a system calibrated to produce the same

expected level of aggregate emissions as Cap and Trade regulation, Intensity

Target regulation consistently produces lower levels of emissions, while at

the same time providing consumers with more output than under Cap and

Trade. In addition, when Intensity Targets are implemented, banking does

not significantly affect permit prices, average intensity levels or output. How-

ever, total emissions are higher when banking is permitted in both permit

trading schemes.

choices better than modal values.
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3.6.2 Efficiency

Table 3.7 presents two measures of market efficiency. Efficiency is defined in

Section 3.5 as the observed total surplus divided by the maximum total sur-

plus. ‘Within’ efficiency compares observed total surplus to the maximum

total surplus attainable within a treatment. ‘Overall’ efficiency compares ob-

served total surplus to the maximum total surplus of all treatments.

Producer Surplus Consumer Surplus Damage Total Surplus Efficiency (%)
Pred Obs Pred Obs Pred Obs Pred Obs Within Overall

a CT B 1060 979∗ 107 110 725 811∗ 441 279∗ 63 63b,c,d

b CT NB 1020 839∗ 80 92 768 709∗ 332 223∗ 67 50a

c IT B 816 626∗ 258 226 740 629∗ 334 223 67 51a

d IT NB 816 559∗ 258 187∗ 740 537∗ 334 209∗ 63 47a

Results rounded to the nearest integer.
Differences from predictions are estimated using box-plots comparing session averages for
periods 4-12 to the predicted values because with only three per-session observations in each
Cap and Trade treatment no statistical test can detect a significant difference. ∗ Indicates a
clear difference between the predicted value and the observed results using a box-plot. See
Appendix Section 3.A, Figure 3.A.2 for the plots.
a,b,c,d refer to a significant difference at the 10% level of the treatment with the super-scripted
treatment (a: Cap and Trade with Banking, b: Cap and Trade without Banking and c:
Intensity Target with Banking, d: Intensity Target without Banking) using a two-sided
two-sample (un-paired) Wilcoxon rank sum test with continuity correction.

Table 3.7: Summary of efficiency measure predictions and results by treat-
ment pooled across firm types.

The ‘within’ efficiency is highest in the case of Cap and Trade without Bank-

ing and lowest under Intensity Targets with Banking. Relative to the treat-

ment which produces the highest total surplus, the ‘overall’ efficiency is high-

est under Cap and Trade with Banking and significantly higher than the ef-

ficiencies observed under Intensity Targets. This result is consistent with the

findings of Fischer (2001), who suggested that Intensity Targets represent an

efficiency loss over optimal emissions pricing, and consistent with the find-

ings of Buckley et al. (2014), although both of these papers assume that out-

put demand is certain, unlike the experiment presented here. What is found

in the current experiment is that the within efficiencies are not significantly
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different from each other, suggesting that all emission permit regulations

tended to produce similar results in terms of achieving the total surplus ex-

pected.

Consumer and producer surplus components were calculated using the MR

values from Table 3.1 and the cost function in Equation 3.23, according to the

output and intensity choices made by participants. Damage was calculated

using the assumption of a flat damage function with a constant marginal

damage of L$16 (the optimal permit price under Cap and Trade). While the

assumption of constant marginal damage costs is consistent for a stock pol-

lutant like greenhouse gases, assuming increasing marginal damages would

result in increased efficiency for the Intensity Targets treatment due to their

low emission levels. In this way the overall efficiencies in Table 3.7 should be

viewed as a conservative estimate for the Intensity Target treatment.

3.6.3 Results by firm type

Table 3.8 provides the results of per-period aggregate emissions, aggregate

output and intensity choices by firm type. Under Cap and Trade with Bank-

ing emissions are consistent with predictions for clean firms, but not for dirty

firms, who produce slightly more than predicted. Without banking the re-

lationship flips, with clean firms producing a substantial amount less than

predicted and dirty firms producing as predicted. In all Cap and Trade cases

output differs from the predicted levels, with clean firms producing less and

dirty firms more than predicted. The intensity choices for all Cap and Trade

firms align with the predictions except for clean firms without banking who

selected, on average, higher intensities than predicted. No detectable differ-

ence between firm types is identified using the usual test procedure, but the

box-plots in Figure 3.A.3 suggest a substantial difference in emissions, output

and intensities across firm types for the Cap and Trade treatments both with
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and without banking.

Emissions Output Intensity
Pred Obs Pred Obs Pred Obs

CT B Clean 15 17.22† 8 6.19∗,† 2 2.84∗,†

CT B Dirty 30 33.44∗,† 8 8.19∗,† 4 3.96†

CT NB Clean 16 11.89∗,† 8 4.96∗,† 2 2.49†

CT NB Dirty 32 32.41† 8 8.78∗,† 4 3.72†

IT B Clean 12 20.94∗ 12 12.83† 1 1.82∗,†

IT B Dirty 35 18.35∗ 12 6.41∗,† 3 2.81†

IT NB Clean 12 16.83∗ 12 11.06† 1 1.76∗,†

IT NB Dirty 35 16.7∗ 12 6.07∗,† 3 2.72†

∗ Indicates a clear difference between the predicted value and the observed results using a
box-plot. See Appendix Section 3.A, Figure 3.A.3 for the plots.
† Indicates a clear difference between the observed results for the clean and dirty firms given
a treatment using a box-plot. See Appendix Section 3.A, Figure 3.A.3 for the plots.

Table 3.8: Summary of predictions and results by treatment and firm type.

Under Intensity Targets with Banking the aggregate emissions of both clean

and dirty firms are not significantly different from each other. This means

that clean firms emit significantly greater emissions than predicted, while

dirty firms emit significantly less than predicted. Output and emission inten-

sity suggest that the equalized emission levels are driven by clean firms who

produce significantly higher than predicted output and adopt significantly

dirtier emission intensities than predicted. Similar results are found under In-

tensity Targets when there is no provision for emission permit banking. What

these results indicate is that the incentives of the market structure under In-

tensity Targets are sufficiently strong that dirty firms do not produce output,

and therefore emissions, at the levels predicted.

Overall it would appear that the incentives are such that clean firms are in

a more desirable position under Intensity Targets. Clean firms have two ar-

eas in which they face potential gains - one by producing output, and there-

fore collecting emission permits, and again by selling emission permits to

dirty firms. Under Intensity targets, the results of clean firms suggest that
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they chose emission intensities which were dirtier than predicted, and there-

fore collected fewer emission permits than are predicted in equilibrium. With

fewer permits available, permit prices were higher than expected and emis-

sions of dirty firms lower than predicted. In response to the higher permit

prices dirty firms choose cleaner emission intensities than predicted, which

also contributed to the lower emissions results. The no-borrowing constraint

in the permit market meant that the decreased supply of permits directly lim-

ited the ability of dirty firms to produce output because permits on hand

were required prior to production. Clean firms thus determine the number

of permits available and the prices of those permits.

3.6.4 Emission permit prices

Per-period average permit prices are unaffected by output demand and bank-

ing under Cap and Trade as shown in column CTB and CTNB of Table 3.9.

However, as shown in the last two columns of Table 3.9, under Intensity Tar-

gets output demand significantly influences the average prices of emission

permits, prices are higher prices when demand for output is higher, regard-

less of banking provisions. This result is consistent with the theoretical find-

ing that in equilibrium banking is not required for optimization under Inten-

sity Targets and that Intensity Target programs are more responsive to de-

mand conditions.11

11There was insufficient information to assess the time paths of permit prices, aggregate
emissions and the permit bank under Cap and Trade with Banking detailed in Stranlund
et al. (2014).
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Demand State CTB CTNB ITB ITNB
Pred Obs Pred Obs Pred Obs Pred Obs

Low Demand 9 15.73∗ 15.5 13.64 28 37.89∗ 28 36.86∗

High Demand 21.5 17.66∗ 15.5 21.63 28 42.28∗ 28 43.97∗

∗ Indicates a clear difference between the predicted value and the observed results using a
box-plot. See Appendix Section 3.A, Figure 3.A.4 for the plot.
D Indicates a clear difference between the observed results for each deamnd state given Cap
and Trade or Intensity Targets using a box-plot. (None are detected). See Appendix Section
3.A, Figure 3.A.4 for the plot.
B indicates a significant difference in results between banking treatment status at the 10%
level using a paired Wilcoxon signed rank test with continuity correction (No significant
differences are detected).

Table 3.9: Summary of mean permit prices by output demand state and treat-
ment banking status, pooled across firm types.

3.6.4.1 Emissions and permit price volatility

A primary finding of Stranlund et al. (2014) was that banking and price con-

trols resulted in less volatile permit prices than their baseline case of no pol-

icy, but that a decrease in price volatility came at the cost of more volatile

emissions. Emissions volatility could be highly relevant to the specific type

of pollutant for which the emissions market attempts to control. For stock

pollutants volatility is less of a concern than reducing the total emissions pro-

duced, but for flow pollutants, higher levels imply greater damages and so

decreasing both absolute amounts and controlling volatility is important. The

theoretical model proposed in Section 3.4 reduced to one of static optimiza-

tion in all cases except Cap and Trade with Banking, so expected emissions

and permit prices should be constant over time in all programs except, poten-

tially, under Cap and Trade when banking is permitted. Table 3.10 presents

the mean variance of the per-session per-period emissions and mean per-

mit prices. Mean volatility is also provided, and defined as in Stranlund et

al. (2014):

volatility = |xg,t − xg,t−1|, (3.27)
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where xg,t is aggregate emissions or average per-period price of emission per-

mits for a given session g in period t.

Table 3.10 highlights that Intensity Targets with Banking result in lower levels

of emission variance than Cap and Trade with Banking. Only Intensity Tar-

gets without Banking result in significantly higher variance in permit prices.

It is important to note that the variance and volatility values are dependent

on the particular parameterization of the experiment and therefore not com-

parable across Cap and Trade and Intensity Target treatments, however the

ranking of volatilities found by Stranlund et al. (2014) across banking treat-

ments is replicated here. Banking results in significantly greater variance and

volatility in emissions under both Cap and Trade and Intensity Target treat-

ments. At the same time, this greater variance and volatility in emissions is

associated with lower variance and volatility in permit prices, though the re-

sult is significant only for Intensity Targets.

Emissions Prices
Variance Volatility Variance Volatility

Pred Obs Pred Obs Pred Obs Pred Obs
a CT B 576 695.46b 24 24.04b 16 26.05d 0 3.55∗

b CT NB 0 9.56a 0 2.46∗,a 43 34.75 6.5 5.51
c IT B 256 253.02a 16 17.54a 0 37.19d 0 5.65∗,d

d IT NB 256 161.12∗,a 16 12.69a 0 164.87∗,c 0 9.67∗,c

∗ Indicates a clear difference between the predicted value and the observed results using a
box-plot. See Appendix Section 3.A, Figure 3.A.5 for the plots.
a,b,c,d refer to a significant difference at the 10% level of the treatment with the super-scripted
treatment (a: Cap and Trade with Banking, b: Cap and Trade without Banking and c:
Intensity Target with Banking, d: Intensity Target without Banking) using a two-sided
two-sample (un-paired) Wilcoxon rank sum test with continuity correction.

Table 3.10: Summary of mean variance and volatility by treatment, pooled
across firm types.
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3.6.5 Intensity choices and risk attitudes

Ben-David et al. (2000) suggest that risk attitude may play a role in intensity

choices and compliance decisions in an environment in which these choices

are irreversible. While we allow for reversible technology decisions by per-

mitting the unrestricted choice of an emissions intensity, in our Intensity Tar-

get environment it is possible for participants to avoid exposure to emission

permit market risk by choosing an intensity at the target level. In fact, we ob-

served that clean firms choose on average higher intensity levels than pre-

dicted (i.e. choosing intensities closer to the target) even though clean firms

stood to gain from clean technology by selling permits. We also observed that

dirty firms tended towards lower intensity levels than predicted. If risk at-

titudes influence these decisions we would expect therefore that smaller ab-

solute differences from the target to be correlated with greater levels of risk

aversion.

We ran a well known risk assessment protocol designed by Holt and Laury

(2002) at the start of each session to collect risk attitudes from participants.

Under this protocol a series of 10 decisions between two lottery choices is re-

quired, with one lottery choice representing a less risky option. The number

of less risky choices is used here as a measure of the level ‘risk aversion’ ex-

hibited by each participant.

Throughout the experiment each participant played the role of a single firm

type, and all periods had the same intensity target. The absolute value of the

distance between the mean of all emission intensity decisions made by each

subject and the intensity target represents our measure of ‘closeness’ to the

intensity target. For each session, the correlation of this measure of closeness

and the level of risk aversion exhibited by each participant is calculated us-

ing Kendall’s τ statistic for correlation within data which are not necessarily
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Figure 3.4: Correlation of ‘closeness’ to target and level of risk aversion.

normally distributed. The mean of these correlation values and the associated

Wilcoxon test of the difference in these values from 0 are reported in Table

3.11. This table suggests that at the treatment level there is no evidence for a

systematic relationship between risk attitude and choice of emission intensity.

Figure 3.4 illustrates the distribution of correlation coefficients.12 Testing by

firm types does not reveal any additional insight.

Treatment Mean Correlation P-value
ITB −0.04 0.8339

ITNB 0.09 0.4185

Average per-session Kendall’s τ correlation coefficients p-values.

Table 3.11: Correlation of ‘closeness’ to target and level of risk aversion.

Another means to assess the role of risk attitude in influencing participant be-

haviour is to investigate whether more risk averse subjects held larger banks

of permits in an attempt to protect themselves from uncertainty. Figure 3.5

12A plot of the per session average difference from the intensity target and risk attitude
level can be found in Appendix Section 3.A, Figure 3.A.6
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Figure 3.5: Correlation of average permits banked and level of risk aversion.

shows the average per-session Kendall’s τ correlation coefficients for treat-

ments in which banking was allowed. Under Cap and Trade, banking was

required in order to optimize and in these sessions there is a positive corre-

lation between risk aversion and the average number of permits banked. The

box-plot demonstrates that the interquartile range (covered by the extended

bars) crosses zero and therefore this result is not significant.13 Under Inten-

sity Targets, where banking was not required, a positive association between

greater levels of risk aversion and the average permit bank is also observed,

though this association is also not significant. Across treatments the results

are not significantly different.

13Only the box-plots are shown here because the small number of per-session observations
in the Cap and Trade treatment prohibits statistical testing.
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3.7 Discussion and conclusions

This study compared Cap and Trade to Intensity Target emission permit trad-

ing programs in a setting in which firms choose both emission intensity and

output levels and face stochastic shocks to output demand. In a controlled

laboratory environment a market parameterized to produce the same level

of expected emissions across trading programs resulted in significantly lower

emissions and output than expected under Intensity Targets as well as higher

emission intensities and higher emission permit prices. In the Intensity Target

program, clean firms chose intensities significantly higher than predicted and

produced significantly higher levels of output, leading to significantly higher

emissions than expected while dirty firms did the opposite, choosing cleaner

emission technologies, lower levels of output and emitting less than expected.

In our experiment we enforced compliance by requiring participants to have

permits on hand prior to production, and cash on hand in order to complete

any transaction in the permit market. It would be interesting to compare the

result when such provisions are not made, and instead participants are re-

quired to submit a report of their emissions. Cason and Gangadharan (2006),

Murphy and Stranlund (2006), and Murphy and Stranlund (2007) explore

compliance in emission permit markets under Cap and Trade programs. It

may be the case that incentives under Intensity Targets are sufficiently differ-

ent as to result in differing levels of compliance across programs and making

one or the other better suited to emissions which cannot feasibly be perfectly

monitored. The impact of relaxing the no-borrowing constraint imposed in

our experiment may provide useful insights. Because under Intensity Targets

dirty firms were limited by the number of permits created by clean firms it

may be that enabling borrowing, either from firms’ own future production or

across firms in a futures market, will be sufficient to increase emissions to the
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predicted levels and therefore undo any apparent gains attributable to Inten-

sity Targets. The option of allowing for the purchase of shares entitling the

owner to a stream of permits in each period as was done in the experiments

by Muller and Mestelman (1994), Godby et al. (1997), Godby et al. (1998) and

Mestelman et al. (1999) may alter the results, particularly in the Intensity Tar-

get environment.

Cap and Trade permit regulation was found to be more efficient than Inten-

sity Target regulation, as predicted. However, several interesting findings ac-

company this result. First, if the regulator values emissions reduction above

firm productivity, then for an equivalent emission target Intensity Targets

would be preferred to the Cap and Trade because fewer emissions were pro-

duced. Second, although overall efficiency is higher under Cap and Trade,

Intensity Targets yield higher output, so Intensity Targets maximize economic

growth in the sector. Third, the only component of surplus responsible for the

lower overall efficiency of Intensity targets is the producers surplus, which

only affects the industry. If the industry advocates for the freedom of Inten-

sity Targets rather than the strict quantity constraints of Cap and Trade, the

regulator should support Intensity Targets. Fourthly, the calculation of ef-

ficiency assumes constant marginal damages.For a pollutant with marginal

damages increasing in a sufficiently steep manner, Intensity Targets will be

more efficient than Cap and Trade regulation. Finally, given that Intensity

Targets do not require grandfathering or auctioning of permits and does not

require banking, the results of this study suggest that regulators should con-

sider the potential administrative costs avoided under Intensity Targets before

opting for Cap and Trade.

Efficiency depends critically on the structure of the market for firms’ out-

put. This is because the output market is important in the calculation of total

surplus, and thereby affects the efficiencies observed. Construction of a con-
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trolled environment in which both the permit market and output markets are

competitive would be a logical progression of work in this area. Such an envi-

ronment would facilitate the consideration of an industry in which there may

be clean and dirty firms independent of their emission intensity technologies

and allow for the study of the evolution of an industry towards cleaner tech-

nologies when confronted with attempts to regulate emissions.

Banking decreased emission permit price variance and volatility in both In-

tensity Targets and Cap and Trade programs, significantly so for Intensity

Targets, while increasing variance and volatility of aggregate emissions. This

result is in line with those of Stranlund et al. (2014) and suggests that Cap

and Trade without Banking is the most effective program for control of flow

pollutants while stock pollutants could optionally be considered for control

with Intensity Targets with Banking because for an equivalent level of ex-

pected emissions Intensity Targets achieve a similar level of efficiency and

potentially encourage adoption of overall cleaner technologies.
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Figure 3.A.1: Box-plots of session results and predictions by treatment.
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Figure 3.A.2: Box-plots of session efficiency results and predictions by treat-
ment.
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Figure 3.A.3: Box-plots of session results and predictions by treatment and
firm type.
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Figure 3.A.4: Box-plots of session emission permit price results and predic-
tions by treatment and output demand state.
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Figure 3.A.5: Box-plots of session volatility and variance results and predic-
tions by treatment.
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target, by session.
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Instructions IT_B

Stephanie Thomas

October 28, 2015

1 Introduction to Today’s Session [TIMEI]

Welcome to the McMaster Experimental Economics Lab. In today’s experiment
you will have the opportunity to earn money that will be paid to you privately
in cash at the end of today’s session. Before we start the experiment we will
conduct a short individual task.

Figure 1: Introduction Screen

2 Individual Task [TIME1]

In this individual task we will ask you to make ten decisions. Each decision
is a choice between ‘Option A’ and ‘Option B’. One of the ten choices will be
used in the end to determine your earnings for the survey. Before you start
making your ten choices, please let me explain how these choices will affect
your earnings for this part of the experiment.

After you make you make your 10 decisions between Option A and Option
B using the computer software, the computer will pick two random numbers

1
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between 1 and 10 (for example it might pick 1, 2, 3, 4, or so on up to 10). Each
of the possibilities from 1 to 10 is equally likely so it will be like the computer
is rolling two dice that each have 10 sides. The first random number will be
used to select one of the ten decisions, which will be used to determine your
survey payment. The second random number will be used to determine what
your payoff is for the option you chose (A or B) for the particular decision
selected. Even though you will make ten decisions, only one of these will
end up affecting your task earnings and you will not know in advance which
decision will be used. Each decision has an equal chance of being used in the
end and these random numbers will be different for each participant in today’s
session.

Now, please look at the first decision at the top of your screen. Option A
pays $2.00 Canadian dollars if the random number is 1, and it pays $1.60 if the
number is between 2 and 10. Option B yields $3.85 if the random number is
1, and it pays $0.10 if the number is between 2 and 10. The other decisions
are similar, except that as you move down the table on the screen, the chances
of the higher payoff for each option increase. In fact, for Decision 10 in the
bottom row, the random number will not be needed since each option pays
the highest payoff for sure, so your choice here is between receiving $2.00 in
Option A or $3.85 in Option B.

To summarize, you will make ten choices: for each decision row you will
have to choose between Option A and Option B. You may choose A for some
decision rows and B for other rows, and you may make your decisions in any
order. When you are finished and click the ‘DONE’ button on the bottom of the
screen, the computer will choose a random number between 1 and 10 to pick
which of the 10 decisions to use as your payoff. Then the computer will choose
a second random number between 1 and 10 to determine your money earnings
for the Option you chose for that decision. You will not find out the results
of the random numbers until the end of today’s session after the experiment
is completed. Your task earnings, in Canadian dollars, will be added to your
experiment earnings and your show up fee, and you will be paid all earnings
in cash when we finish the session.

Now please look at the empty circles in the centre of your computer screen.
You will have to choose a decision, Option A or Option B by clicking each of
circles. Now you may begin making your choices.

Please do not talk with anyone while we are doing this; raise your hand
if you have a question. Once everyone is finished the task we will start the
experiment.
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Figure 2: Individual Task Screen

3 Experiment Introduction [TIME2]

In today’s experiment you have the opportunity to earn Lab dollars which will
be converted to Canadian dollars at the end of the experiment, and paid to you
privately in cash at the rate shown to you on your screen.

[3 sec pause]
Your decisions in the experiment, and those of the other 7 participants in

the room today, will influence the amount of Lab dollars you earn. Before we
begin the paid portion of the experiment you will first participate in six unpaid
practice decision periods. The practice periods will give you a chance to learn
about the experiment.
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Figure 3: Experiment Introduction

4 Inputs and Outputs [TIME3]

In today’s experiment you will act as a producer and you will turn Inputs into
Outputs. Outputs are important because for each unit of Output you produce
you will earn lab dollar revenues. Inputs are also important because in order
to produce Output you will have to use Inputs. Each Output produced will
require a specific number of Inputs to be used. We will call the ratio of the
number of Inputs required to produce one unit of Output the ‘Input Ratio’,
and we will always express this as:

# units of Input : 1 unit of Output

Once you produce an Output, the revenues from that Output are added to
your lab dollar balance and the Inputs required for production are removed
from your inventory holdings right away.

Each participant will be given 3 free Inputs each time a unit of Output is
produced (3 : 1 is your free input ratio). This means that if your Input Ratio is
below 3 : 1, then you will gain Input each time you produce an Output. It is
up to you to decide if you would like to increase your earnings by selling your
Inputs to other producers or by buying Inputs and turning them into Outputs.
Any unused Inputs you have not sold can be can be kept and used in the next
Period.

An example might be useful. Suppose you have an Input Ratio of 4 : 1. This
would mean that 4 Inputs are required to produce 1 unit of Output. Because
you receive a 3 : 1 free Input Ratio, you will need to use 1 Input from your
holdings to produce each unit Output. If you currently have 2 Inputs in your
holdings then you can produce a maximum of 2 Outputs.
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Suppose instead that your Input Ratio is 2 : 1. This would mean that 2
Inputs are required to produce 1 unit of Output. Because you receive the 3 : 1
Input Ratio for free, you would receive 1 input each time you produce a unit
of Output. You can either sell this Input or you can keep it to use in the next
period.

For the practice periods your Input Ratio will be either 2 : 1 or 4 : 1.
Everyone will have the free Input Ratio of 3 : 1. Practice period earnings do
not count towards your total cash earnings today so feel free to try things out.

Figure 4: Experiment Introduction: Inputs and Outputs

5 Introduction to the Market

5.1 jan_m_1 [20s]

This is an example of the ‘Market’ decision screen. This screen is used to
buy Inputs from other participants, sell Inputs to other participants and also
to produce Output. Let’s begin by quickly introducing each section of the
‘Market’ decision screen and then we will go into detail afterward about how
each section operates.
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Figure 5: Market Introduction Screen 1

5.2 jan_m_2 [8s]

At the very top you will find the ‘period information’ section notifying you
about the current period

Figure 6: Market Introduction Screen 2

5.3 jan_m_3 [19]

Just beneath you will find the important ‘summary section’ which keeps track
of important information such as your Input Ratio, the free Input Ratio, how
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many Outputs you have produced, how many Inputs you currently own in
your holdings and your current earnings.

Figure 7: Market Introduction Screen 3

5.4 jan_m_4 [12]

At the bottom left of the ‘Market’ screen you will find the ‘Output Decision’
section, which displays revenue information and contains the button that you
use to produce Output.

Figure 8: Market Introduction Screen 4

Ph.D. Thesis - S Thomas McMaster University - Economics

200



5.5 jan_m_5 [13]

At the bottom centre of the ‘Market’ screen you will find the ‘Buy and Sell
Inputs’ section which allows you to buy and sell Inputs. We’ll go into detail
on how this section works later.

Figure 9: Market Introduction Screen 5

5.6 jan_m_6 [12s]

At the bottom right of the ‘Market’ screen you will find the ‘Input Transaction
History’ section which will show you the prices of Inputs bought and sold
during the Period.

Figure 10: Market Introduction Screen 6
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5.7 jan_m_7 [15s]

Now let’s go back and discuss each section of the ‘Market’ decision screen in
more detail. At the top you will find the Period number and the time remaining
in this Period. In each practice period you will have 3 minutes to carry out your
actions.

Figure 11: Market Introduction Screen 7

5.8 jan_m_8 [33s]

The Summary section displays 2 columns of important information. In the left
column you will see your Input Ratio and your Free Input Ratio. This column
will not change during the period. Notice that for the example currently shown
on the screen it says that your Input Ratio is 2 : 1. In the next 3 practice periods
some participants will have an Input Ratio of 2 : 1 and others will have an
Input Ratio of 4 : 1. The ‘Free Input Ratio’ is the same for everyone, and will
not change between rounds unless you are told otherwise.
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Figure 12: Market Introduction Screen 7

5.9 jan_m_9 [19]

The right column of the summary section shows how many Outputs you have
produced this period, how many Inputs you currently have in your holdings
and your current earnings. Everyone will begin the practice periods with
L$1000 Lab dollars and this will be reset to L$250 just before we begin the
first paid periods of today’s experiment.

Figure 13: Market Introduction Screen 7
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5.10 jan_m_10 [12]

In the section on the bottom left you will find the Output Decision section. For
every unit of Output you produce you will earn the lab dollar Revenues shown
to you in the table on the left.

Figure 14: Market Introduction Screen 7

5.11 jan_m_11 [23]

You can see by looking down this table that the revenue you get for producing
each additional unit of Output decreases as you produce more units of Output.
This table will be used for all the Output you produce this period. After each
period we reset this table back so you will again receive the revenue for Output
unit 1 for the first Output you produce each period.
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Figure 15: Market Introduction Screen 11

5.12 jan_m_12 [18]

If you want to produce a unit of Output click the ‘Produce one more Output’
at the top. Of course, you must have enough Inputs available to produce a unit
of Output. You may need to buy more Inputs before producing Output. Let’s
click the ‘Produce one more Output’ button to show you what happens.

Figure 16: Market Introduction Screen 12
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5.13 jan_m_13 [15]

Notice that as soon as you click the ‘Produce one more Output’ button the
top row of the Output revenue table becomes bold signifying that you have
produced your first unit of Output this period earning a revenue of L$500.

Figure 17: Market Introduction Screen 13.

5.14 jan_m_14 [12s]

In the Summary section your earnings have increased from your original L$1000by
the L$500 you just earned to give you a new current earnings of L$1500.

Figure 18: Market Introduction Screen 14
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5.15 jan_m_15 [36s]

Also notice that you have received Input in accordance with your Input Ratio.
Since your Input Ratio is 2 : 1, and the Free Input Ratio is 3 : 1, ‘Your current
Input Holdings’ shown at the top of the screen has been updated to show you
now have 1 Input in your holdings, up from the initial 0. If your Input Ratio
were 4 : 1, you would need to have at least 1 Input in your Current Input
holdings in order to produce the first unit of output. We will talk about how
you can acquire more Inputs later. You could choose to sell the Input you have,
or you could keep it for use in a later Period.

Figure 19: Market Introduction Screen 15

5.16 jan_m_16 [27s]

Notice that the ‘Output Decision’ section also contains an area in which you
can enter price estimates of Inputs in order to test how they may affect the
earnings you make on each unit of Output. Once you type an estimated Input
price into the box you can click the ‘Test this Input Price Estimate’ to test
the effects of estimated Input prices before you decide to produce a unit of
Output,or buy or sell an Input.
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Figure 20: Market Introduction Screen 16

5.17 jan_m_17 [27w]

If your Input Ratio is above the Free Input Ratio, the blue numbers in the third
column titled ‘Estimated Earnings’ are the result of subtracting the estimated
Input costs per unit of Output from your Revenues. If your Input Ratio is below
the Free Input Ratio, the blue numbers are the result of adding the estimated
Input values per unit of Output, if you were to sell each input received at your
Test Price.

Figure 21: Market Introduction Screen 17
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5.18 jan_m_18 [7]

For example, if you were to enter an Input price estimate of L$150.00

Figure 22: Market Introduction Screen 18

5.19 jan_m_19 [31]

The Test Centre will add the L$150.00 estimated value for the one Input re-
ceived to the revenue of each unit of Output produced (remember in this ex-
ample your Input Ratio is 2 : 1 and the Free Input Ratio is 3 : 1). Looking at
the first unit of Output you will see that with a revenue of L$500 and one free
Input with an estimated value of L$150 your earnings would be L$650. For
your second Output your estimated earnings will be L$550 if the price of each
Input is $150.

Ph.D. Thesis - S Thomas McMaster University - Economics

209



Figure 23: Market Introduction Screen 19

5.20 jan_m_20 [135]

Right now it is important to understand that you will be buying and selling
Inputs in this experiment but you will not be buying and selling Outputs.
Outputs are produced, which uses up Inputs and earns you revenue while
Inputs can be bought in order to increase your Output production or Inputs
can be sold to directly increase your earnings.

In the bottom middle section of the Market screen you will find the Buy
and Sell Input section. Here you can both sell and buy Inputs to and from the
other 7 participants in the today’s session. Any Inputs that you have left over
at the end of the period will be available to you in the following period, unless
you are told otherwise.

You can buy and sell as many Inputs as you like during the 3 minute time
allotted for each decision period but you can only buy and sell Inputs one at
a time. Buying and selling Inputs is conducted in a similar way to trading
on a stock market. Buyers announce prices they are willing to buy at and
sellers announce prices they are willing to sell at. These offers are binding so
that if another person wishes to sell an Input at a buyer’s announced price
then the seller can make the transaction. Similarly any person who wishes to
buy an Input at a seller’s announced selling price can also choose to make the
transaction.

The market only allows for one buying price announcement and one selling
announcement at a time. If someone wants to make a new buying announce-
ment, they must announce a higher price than the current one. Similarly, if
someone wants to make a new selling announcement, they must submit a
lower price than the current one. To summarize, buying price announcements
are only allowed to increase during a period and selling offers are only allowed
to decrease during a period.
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This is how announcements work, but when someone hears an announce-
ment that appeals to them, they can buy or sell at the price announced by click-
ing on the appropriate button and a transaction will take place. This means
that the buyer will gain an Input and will lose the agreed price from his or her
earnings and the seller will lose an Input but will gain earnings equal to the
agreed upon price.

As soon as the Input unit has been transacted the market will reset and the
current buy and sell announcements will be deleted. Notice that the Buy and
Sell Inputs section at the bottom of the screen is divided into 2 sections.

Figure 24: Market Introduction Screen 20

5.21 jan_m_21 [4]

The bottom section is devoted to making price announcements. [Pause]
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Figure 25: Market Introduction Screen 21

5.22 jan_m_22 [7s]

. . . and the top section is devoted buying and selling Inputs at the announced
price. [Pause]

Figure 26: Market Introduction Screen 22

5.23 jan_m_23 [19s]

Going back to our example, suppose you want to try to sell your Input so that
you can increase your earnings. Let’s assume that you are willing to sell for
less than the current seller’s announcement of L$380 but you would like to see
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if you can get more than the current buyer’s announcement of L$300. Suppose
that you would like to announce a price of L$345.

Figure 27: Market Introduction Screen 23

5.24 jan_m_24 [5s]

To do this enter 345 in the upper box of the lower section.

Figure 28: Market Introduction Screen 24

5.25 jan_m_25 [3s]

and then click the ‘Announce’ button.
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Figure 29: Market Introduction Screen 25

5.26 jan_m_26 [40s]

Notice how the current selling price announcement shown in the top has now
changed from L$380 to L$345. Also notice that there is now a label below the
L$345 telling you that this is your announcement (All transactions will remain
anonymous, so other participants will not see this message, and you will not
see these messages of other participants.). When you announce a new selling
price you must have at least 1 Input in your current holdings to sell. Simply
making anannouncement does not guarantee you will sell an Input. You will
only sell if another participant is willing to buy from you at your announced
price. Also, you cannot ‘take-back’ an announcement once it has been made
even if you change your mind.
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Figure 30: Market Introduction Screen 26

5.27 jan_m_27 [17s]

Now let’s assume that you really wanted to sell that Input but no one was
willing to buy from you for L$345. Suppose you were willing to sell at the
current buyer’s announced price of L$300 that is displayed in the upper section.
Whenever you want to sell an Input at the currently announced price you

Figure 31: Market Introduction Screen 27

5.28 jan_m_28 [5s]

just click the ‘Sell at this price’ button on the top.
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Figure 32: Market Introduction Screen 28

5.29 jan_m_29 [26s]

Notice that when we do this the transaction instantly takes place between you
and the buyer who made the current announcement. The summary section
at the top of the screen tells you that you now have 0 Inputs in your current
holdings instead of 1 and that your current earnings have gone up by the $300
sale price from L$1500 to L$1800. Also notice that the current buying and
selling announcements have been reset and the market is ready for buying and
selling the next Input.

Figure 33: Market Introduction Screen 29
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5.30 jan_m_30 [30s]

In addition, whenever an Input has been bought or sold, the price of the trans-
action will appear on each participant’s ‘Input Transaction History’ at the bot-
tom right of the screen. When you buy a unit you will see a ‘your buy’ note,
and when you sell, you will see the ‘your sale’ note in the rightmost column.
This is for your information only, no one else will know who bought or sold
as the trading identities of others in the experiment are kept anonymous. Al-
though this example shows how to sell an Input, you can also buy an Input in
much the same way.

Figure 34: Market Introduction Screen 30

5.31 jan_m_31 [20]

Forgetting about the previous example, suppose that you really want to buy 1
Input (like you would if your Input Ratio was 4 : 1 and you wanted to produce
one unit of Output). There are currently no buy or sell announcements so you
can choose whatever price you like. Suppose you wanted to announce you
were willing to buy the Input for L$250.
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Figure 35: Market Introduction Screen 31

5.32 jan_m_32 [6s]

To do this enter 250 in the bottom box of the lower section and click the ‘An-
nounce’ button.

Figure 36: Market Introduction Screen 32

5.33 jan_m_33 [39s]

Notice how the current buying price announcement shown in the top has now
changed from nothing to L$250. Also notice that there is now a label below the
L$250 telling you that this is your announcement. When you announce a new
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buying price you must have enough current earnings to be able to buy the unit
at that price. Simply making a buying announcement does not guarantee you
will buyan Input. You will only buy if another participant is willing to sell to
you at your announced price. Also, you cannot ‘take-back’ an announcement
once it has been made even if you change your mind. Any price you announce
to buy at must be higher than the current buyer’s announced price displayed
in the top section.

Figure 37: Market Introduction Screen 33

5.34 jan_m_34 [21s]

Although there are no current selling announcements, let’s assume that an-
other subject suddenly made an announcement he or she was willing to sell
at a price of L$275. Furthermore, let’s assume after a while you don’t think
anyone will sell at your announced price of L$250 before the end of the period
and you decide you would like to buy at the current price of L$275.
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Figure 38: Market Introduction Screen 34

5.35 jan_m_35 [5s]

To do this you simply click the ‘Buy at this price’ button on the top section.

Figure 39: Market Introduction Screen 35

5.36 jan_m_36 [23s]

Notice that when you do this the transaction instantly takes place between you
and the buyer who made the current announcement. The summary section at
the top of the screen tells you that you now have 1 Input in your current hold-
ings instead of 0 and that your current earningshave gone down from L$1800
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to L$1525. Also notice that the current buying and selling announcements have
been resetand the market is ready for buying and selling the next Input.

Figure 40: Market Introduction Screen 36

5.37 jan_m_37 [9]

In addition, the transaction price has again been recorded in the bottom right
of your screen. Ok, that’s it for the Market.

Figure 41: Market Introduction Screen 37
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6 New Summary Slide

At the end of each period you will be shown a screen summarizing your actions
in the period and your earnings. Take a moment to look at what information
is available to you. After a few seconds this summary screen will disappear
and the next period’s market decision screen will be displayed. Now we will
begin the six practice periods. Feel free to explore here since these periods
will not affect the cash you will earn today. You will be provided with further
instructions at the end of the third practice period.

Figure 42: Market Introduction Screen 37

7 IR and Revenues 1 [TIME6]

The Input Ratio and Revenues
Now that you have seen how to produce Output and how buying and selling
Inputs works we can talk more about the Input Ratio and Revenues. Starting
at this point in the experiment, you will be able to choose your Input Ratio
anywhere between 0 : 1 and 5 : 1 at the start of each period. If you choose an
Input Ratio lower than the Free Input Ratio you will receive Inputs each time
you produce Output but this technology is expensive so your revenues will be
lower. If you choose an Input Ratio higher than the Free Input Ratio you will
need to buy and use Inputs to produce output but this technology is cheap so
your revenues will be higher.

Test question to continue (conditional OK button): If you choose the Input
Ratio 4 : 1 and the Free Input Ratio is 2 : 1, in total how many Inputs will you
use or receive when producing a unit of Output?

a) use 1 unit
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b) need 1 units

c) use 2 units

d) need 2 units

e) use 3 units

f) receive 3 units

g) use 4 units

h) receive 4 units

Figure 43: Market Introduction Screen 37

8 IR and Revenues 2 [TIME7]

High and Low Revenues
For the rest of the experiment there will be two revenue levels associated with
each of the six different input ratios: high and low. Each period, after you have
chosen your Input Ratio but before you have produced Output or bought and
sold Inputs, the computer will randomly determine if everyone’s revenue will
be high that period or low that period. Both high and low revenue levels will be
equally likely and an independent random choice will be made each period.
When Revenues are high each Output produced will earn L$60 more than
when Revenues are low for all 8 participants in the experiment that period.
Once everyone has selected their Input Ratio at the start of the period, everyone
will then be able to produce Output and buy or sell Inputs just as we explained
earlier.

The next slides will show you how you can choose your Input Ratio using
information on low and high Revenues.
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Figure 44: Market Introduction Screen 37

9 New Input Ratio Selection Slides

9.1 jan_ir_1 [19]

For each unit of Output you produce you will earn the Lab dollars shown to
you in the table on the Input Ratio selection Screen. For each Input Ratio there
is a column of low Revenues and a column of high Revenues. Pick any Input
Ratio and any Output unit and notice that the high revenue is always $L60
higher than the low revenue.

Figure 45: Intensity Ratio Introduction Screen 1
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9.2 jan_ir_2 [15]

For example, for an Input Ratio of 4:1 the screen says that your 5th unit of
Output will earn you L$103 when Revenues are low and L$163 when Revenues
are high.

Figure 46: Intensity Ratio Introduction Screen 2

9.3 jan_ir_3 [37]

As the Input Ratio rises from 0 : 1 to 5 : 1 the revenue values associated
with each ratio increases (for both low and high Revenues). This means that
choosing high Input Ratios will result in higher Revenues per unit of Output.
However, remember that as the Input Ratio rises you are also required to pur-
chase more Inputs per unit of Output. The Input costs are not shown on this
table and it is possible that your earnings from producing Output might go up
or down as you increase your Input Ratio from 0 : 1 to 5 : 1 depending on the
cost of Inputs.
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Figure 47: Intensity Ratio Introduction Screen 3

9.4 jan_ir_4 [19]

For example, notice that when your Input Ratio is 2 : 1 and Revenues are low,
you will earn revenue of L$187 for your first unit of Output. If you chose this
ratio you would need 2 Inputs to produce that unit not taking the Free Input
Ratio into account.

Figure 48: Intensity Ratio Introduction Screen 4

9.5 jan_ir_5 [67s]

If instead you chose the Input Ratio 3 : 1 you would earn a revenue of L$206
for the first unit of Output if Revenues were low. Even though you would earn
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L$19 more on your first unit of Output choosing an Input Ratio of 3 : 1 instead
of 2 : 1, in this case you would require three Inputs overall instead of two
Inputs. Depending on what the Free Input Ratio is, choosing a higher Input
Ratio will either mean you will receive less Inputs or that you will have to buy
and use more inputs. Both possible consequences result in earnings that are
lower than the revenue values shown because you will either have less to sell
or more to buy when you choose a higher Input Ratio. If Input prices are less
than L$19 then it might be a good idea to change your Input Ratio from 2 : 1 to
3 : 1, however if the price of Inputs is greater than L$19 it is likely not a good
idea to change your Input Ratio from 2 : 1 to 3 : 1. We will discuss in a minute
how you can use the ‘test centre’ on the right part of your screen take Input
costs into account to help with your decisions.

Figure 49: Intensity Ratio Introduction Screen 5

9.6 jan_ir_6 [48s]

Also notice that this L$19 difference between the Input Ratio of 2 : 1 and 3 : 1
for the first unit of Output is the same for all five units of Output going down
the columns. Similar patterns exist for the other Input Ratios as well, except
the revenue difference may be higher or lower. For instance, notice that with
low demand and an Input Ratio of 4 : 1 the first unit revenue is L$223, but
for an input ratio of 3 : 1 the first unit revenue is 2L$206, a L$17 difference in
revenues. In fact, for each unit of Output, revenues for an Input Ratio of 4 : 1
are L$17 higher than for an Input Ratio of 3 : 1. For an Input Ratio of 5:1 the
revenues are only L$12 higher than those for 4 : 1.
Not recorded, added to updated file: These differences in revenues are summarized
along the bottom of the Table in the row titled ‘Differences’. These differences can be
helpful in making your Input Ratio decision. Starting at the left of the table and mov-
ing to the right, each Input Ratio requires one more input per unit of output. Also
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notice moving from left to right, that revenues per unit of output increase. You might
consider moving to the right, choosing a higher Input Ratio, as long as the Revenue
difference, shown in the Differences row, is greater than the price of inputs you antici-
pate in the market stage.

For example, suppose you expect prices to stay steady at 18. Notice that the first
three differences are above 18, so you would profit moving towards the right of this
table. However, moving from 3:1 to 4:1, revenues increase by only 17, therefore you
should expect a loss if permit prices are 18. You might want to choose an input ratio
of 3:1 if you feel strongly about your price prediction.

Figure 50: Intensity Ratio Introduction Screen 6

9.7 jan_ir_7 [23s]

At the bottom of the Input Ratio Selection Screen you will choose your Input
Ratio for the period by clicking on the appropriate circle and then clicking the
red button to submit your choice. The Input Ratio you choose will be private
information and other participants will not be told what it is. Every period
you will be able to choose your Input Ratio. You may decide to change it or
leave it the same.
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Figure 51: Intensity Ratio Introduction Screen 7

9.8 jan_ir_8 [22s]

After you have selected an Input Ratio, but before you click the red ‘Select
this Ratio’ button at the bottom of the screen, you can test the Input Ratio
and incorporate estimates of Input costs into your Revenues by using the ‘test
centre’at the right of the screen. For instance, if you have selected an Input
Ratio of 5 : 1 and click the ‘Test this ratio and Price’ button the test centre :

Figure 52: Intensity Ratio Introduction Screen 8
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9.9 jan_ir_9 [21s]

will show the same Low and High revenue values from the main table on the
left part of the screen since the Input price estimate box current is set to a price
of $L0. For instance, this means that if demand were low, the price per Input
was $L0, the Free Input Ratio 3 : 1, and you selected an Input Ratio of 5 : 1

Figure 53: Intensity Ratio Introduction Screen 9

9.10 jan_ir_10 [5s]

then you would earn 235 Lab dollars for your first unit of Output,

Figure 54: Intensity Ratio Introduction Screen 10
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9.11 jan_ir_11 [3s]

205 for the second,

Figure 55: Intensity Ratio Introduction Screen 11

9.12 jan_ir_12 [2s]

and so on.

Figure 56: Intensity Ratio Introduction Screen 12

9.13 jan_ir_13 [6]

As well, you can provide the Test Centre with an estimated Input price cost to
incorporate into your earnings.
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Figure 57: Intensity Ratio Introduction Screen 13

9.14 jan_ir_14 [13]

For example, suppose that Input prices have been approximately L$25 each in
the last few periods. if you were to enter an Input price estimate of L$25 per
unit of Input in the bottom right of the screen, and press the ‘Test this Ratio
and Price’ button

Figure 58: Intensity Ratio Introduction Screen 14

9.15 jan_ir_15 [12s]

the Test Centre will subtract the L$25 price estimate times the 2 Inputs required
to produce each unit of Output - so L$50 is subtracted from the revenue of each
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Output you could produce.

Figure 59: Intensity Ratio Introduction Screen 15

9.16 jan_ir_16 [13s]

Notice now with low demand that your earnings after receiving Revenues and
paying these estimated Input costs would be 185 Lab dollars for your first unit
of Output, L$155 for the second, and so on.

Figure 60: Intensity Ratio Introduction Screen 16
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10 Begin IR Practice [TIME9]

After you select an Input Ratio for the period you will have a chance to use the
market screen to produce Outputs and buy and sell Inputs just like you did in
the first three practice periods. Getting a hang of this Input Ratio choice stage
will take some time so we will give you another 3 unpaid practice periods to
try things out with a new set of revenue values that are different from your
first three practice periods. Be aware that the revenue values on your decision
screen might be different from those you have just seen in these instructions.
For practice periods 4 to 6 the Free Input Ratio is 3 : 1, which will be displayed
to you on the lower portion of the Input Ratio selection screen. Everyone will
have this same Free Input Ratio for each of the next three practice periods. The
next three rounds are not paid, so feel free to experiment. Other participants
may have different revenue values than you do. Before the paid part of the
experiment begins we will pause and make sure you are ready to continue.
Please raise your hand now if you have any questions.

Figure 61: Intensity Ratio Screen: Begin second set of practice periods

11 Notice of Start of Paid Periods [TIME10]

Now that you have completed the practice periods, we are ready to begin
the paid periods of the experiment. The experiment will reset again now.
Your revenues will be different from those you saw in the practice periods
but will remain constant for all paid periods. Other participants may have
different revenue values than you do. For all of the paid periods everyone in
the experiment will have a Free Input Ratio of 2 : 1.

For the first 7 Paid periods the Market will last 3 minutes (180 seconds),
after that the Market will last 2 minutes (120 seconds).

Ph.D. Thesis - S Thomas McMaster University - Economics

234



The experiment will have a minimum of 10 paid periods. After the tenth
period there is a 1 in 6 chance that the experiment will end. If the experiment
does not end we will continue for another paid period. At the end of the 11th
paid period (if there is one) there will again be a 1 in 6 chance that the experi-
ment will end and hence a 5 in 6 chance that the experiment will continue for
another paid period. This process has been programmed into the experiment,
and will repeat at the end of each additional period until the experiment ends.
Therefore the experiment could end at the end of the 10th period, but it is more
likely that the experiment will last longer than that.

End of the Experiment
At the end of the experiment, any unused Inputs will be worth nothing. After
the last Period ends the computer will show you the lab dollar earnings that
you accumulated from the first paid period to the last paid period and the
conversion to Canadian dollars. You will also be shown the results of the indi-
vidual task you completed at the beginning of today’s session. When you click
the ‘OK’ button you will be asked to complete a few optional demographic
questions. Your earnings today will not be revealed to other participants so
shortly after completing the demographic questions you will be called one by
one into the lab manager office to privately collect your cash. No communica-
tion between participants is allowed at any time during the experiment. Please
raise your hand at any time if you have any questions.
You have completed all the practice rounds. The first paid period of the exper-
iment will begin after everyone has pressed the ‘Ready!’ button below.

Please raise your hand now if you have any questions. After any questions
have been addressed the experiment will begin.

Figure 62: Intensity Ratio Screen: Begin second set of practice periods
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Discussion and conclusions

This thesis explored applications and methods for confronting theory with

evidence. Each chapter took a scientific approach to investigating the match

between a well-defined theory and carefully collected evidence. Chapters 1

and 2 developed new frameworks to evaluate the match between evidence

and established theoretical propositions and guidelines. In Chapter 3 new ev-

idence was generated to offer deeper insights into the relative performance

of Cap and Trade and Intensity Target market programs for control of pollu-

tants. The main contribution of this work is to improve the ability to answer

the important question of whether or not a particular set of data is reflective

of pre-defined relationship. In doing so, this thesis highlights the scientific

nature of economics.

In Chapter 1 the evidence consisted of observations from an economic ex-

periment and the analysis relied upon nonparametric estimation. The com-

bination of experimental data and this particular analytical method was ex-

ceptionally well suited to the experimental economist’s scientific pursuit of

truth. In experimental economics a heavy emphasis is placed on the design

of the experimental environment. This means that the data collected in eco-

nomics experiments reflect more controlled interactions and the processes

of their generation can be better understood relative to the empirical alter-

natives such as population surveys and administrative data sets. Analysis of

experimental data often favours simple analytical methods based on evalua-
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tion of treatment effects, but, at times, Standard econometric regression tech-

niques are used. Standard techniques are based in estimating parameters of

an unknown population, relying upon strong assumptions to do so. Chapter

1 highlights the substantial gains to be made from adopting nonparametric

regression techniques in instances when regression analysis is desired. Be-

cause experimental data sets are composed of carefully collected observations

explicitly generated to understand specific behavioural responses to changes

in the economic environment, not as an attempt to estimate parameters for

a larger population, the Nonparametric approach offers a satisfying sense of

coherence between data collection and analysis and provide a stronger ability

to reveal relationships within the data. The method presented in Chapter 1

is in no way limited to experimental data applications. The method provides

an improvement in the ability to analyse the match of data sets featuring a

discrete outcome ranging over a continuous covariate, with theoretical propo-

sitions, regulations or guidelines which posit single discrete changes.

Chapter 2 adapted and expanded the basic analytical framework of Chap-

ter 1 to confront a clinical practice guideline with administrative data. In this

case the framework serves to improve the ability to answer the question of

whether or not medical practitioners adhere to a practice guideline. The flex-

ibility of the framework means that there is substantial value to be gained

from integration of this framework into a broader system of health practi-

tioner assessment. At the same time, the framework is generalizable to other

settings involving evaluation of regulations, guidelines and theory.

The second chapter represents a substantial expansion upon the first chapter

on a number of fronts. The first is to extend the methodological framework

to the setting of evaluation of health care provider adherence to clinical prac-

tice guidelines. The second is to incorporate identification of multiple discrete

changes within a set of data. The third is to improve the conversion of exist-
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ing health data into useful information concerning health care practitioner

performance. Lastly, the framework developed in this chapter is complemen-

tary to the system of appropriateness of care detailed by Brook (2009) as it

contributes a uniform method to gauge guideline adherence which is compa-

rable across health care sectors and regions.

Chapter 3 confronted theory about the performance of emission permit trad-

ing markets with evidence generated in the experimental economics labora-

tory. Industrial emissions and emission control have become important and

controversial topics of global interest. The comparison of alternative mar-

ket based trading mechanisms offers important insights into the field imple-

mentability of each. This work was built upon existing experimental frame-

works, extending emission permit trading experiments to a more realistic

setting. In light of recent agreements between the US and Canada to reduce

emissions of greenhouse gases, this works serves to offer a potentially vi-

able alternative to direct taxes or Cap and Trade programs. In this case theory

suggested that an Intensity Target emission trading program would be an in-

ferior choice for attaining a given level of pollution. Confronting this theory

with experimental data, however, led to the interesting finding that Intensity

Target programs may pull an economy towards cleaner production technolo-

gies while maintaining high levels of efficiency. The overall efficiency com-

parison between Intensity Targets and Cap and Trade depends on the exact

curvature of the environmental damage function which, in turn, depends on

the nature of the pollutant that is being regulated. The value of experimental

economic approaches in providing evidence to better answer questions about

theoretical propositions is illustrated in this chapter.

This thesis shows that by combining available analytical techniques and gath-

ering good evidence, economics is an invaluable scientific tool in assessing a

wide range of interactions. Ultimately, improvements in assessment and in-
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sight provided by this approach can support the development of innovative

solutions to a multitude of problems facing humanity.
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