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either a red or a green dot. In each experiment, subjects 

received trials of fixed length wjth one color at a time 

(single-stimulus training) before receiving trials with both 

keys lit together (choice test). On choice tests in Exp. 1, 

2Jand J, birds pecked at a higher rate to the stimulus in which 

a higher number of reinforcements had been received per unit 

time with the stimulus present, but differences between stimuli 

in reinforcements per session did not reliably affect choice 

behavior and differences in proportion of trials followed by 

reinforcement had only weak effects. In Exp. 4, a brief daily 

choice test was used to evaluate recency effects. It was found 

that several sessions of experience with only one color were 

often necessary to reliably shift choice to that color. 
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PREFACE 

This thesis reports research ca~ried out from October 

1968 to June 1969. The organization of the thesis allows it 

to be read both by those who are familiar with recent research 

on choice behavior in animal subjects, and by those who are not 

familiar with this research. The reader who wishes a straight­

forward report of the procedures and results of the research 

may read Chapter 2, which is written in the style of a journal 

article. For readers desiring a more general introduction, 

Chapter 1 describes the background of the problem and some of 

the recent research on choice behavior. In a~dition, appendices 

contain some subsidiary arguments, more detailed descriptions 

of the apparatusf and more dPtailed dat~ thah are reported in 

the text. 
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CHAPTER 1 


SOME EXPERIMENTAL APPROACHES TO THE STUDY OF CHOICE 


Each of the four experimentsreported in this thesis 

employed a situation which has been used in a large number of 

experiments on choice. In that basic situation, an animal is 

presented with two stimuli, and can respond to either of those 

stimuli. The question asked is this: what aspects of its 

prior experience with those two stimuli will cause the animal 

~o respond to one stimulus more than to the other? Put another 

way, what aspects of the animal's experience with those stimuli 

will cause it to "choose" one stimulus over the other? 

In the present experiments, pigeons were used as 

subjects and the response was pecking at one of two response 

keys. Each response key could be lit either red or green, and 

in each experiment the question was whether the pigeons would 

reliably peck one color more than another as a result of prior 

experience with these colors. The pecking response of the pigeon 

has been used in many previous experiments, and its use here had 

the advantage of making relevant a large body of practical infor­

mation concerning the pigeon, the pecking response, and the sorts 

of variables that affect that response. As a simple example, we 

know from previous experiments that color discrimination in the 

pigeon is very good, and the design of the present 

experiments is based upon this knowledge. 
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Organization of this Chapter 

'l1he four experiments are reported in Chapter 2. 'I1his 

introductory chapter has three purposes. One purpose is to 

offer a general background for the experiments to be reported 

later; this will be done by describing some of the different 

experimental approaches that have been used to study choice. 

A second purpose is to give specific criticisms of two currently 

popular approaches to the study of choice. A third purpose of 

this chapter is to introduce the particular experimental approach 

~hat was used in the experiments to be reported. That approach 

will be described near the end of this chapter, and some of its 

advantages will be pointed out. 

No attempt will be made in this chapter to survey the 

very large number of experiments that have dealt with choice 

behavior. Nor will mention be made of all the different exper­

imental approaches that have been used in the study of choice. 

Instead of such a general survey, this chapter will present a 

more detailed look at two particular approaches to the study of 

choice. A considerable amount of interest has been generated 

by each of these two approaches, and each has been employed in 

a large number of recent experiments. To allow convenient 

reference, we will refer to these experiments as employing 

either the "concurrent schedules design" or the "two-link choice 

design." In the first section that follows 1 the concurrent 

schedules design will be introduced and discussed and some 

compJ.exities in that design will be pointed out. In the second 
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section, the two-link choice design will be described, and a 

number of difficulties in interpreting results obtained with 

experiments of that design will be considered. These problems 

of interpretation with the two-link choice design will be 

discussed at some length, since the widespread use of that 

design suggests that a detailed consideration of it will be 

of value. In a final section, the experimental approach used 

in the present experiments will be introduced, with particular 

emphasis on the ways in which that approach avoids difficulties 

found in the first two approaches. 

The Concurrent Schedules Design 

In this section the concurrent schedules design is 

presented by describing a sample experiment that uses that 

design. After the major features of the concurrent schedulef3 

design are made clear, some of the advantages of that design 

will be mentioned. Finally, some complexities of the design 

will be discussed. 

Sample Experiment Using the Concurrent Schedules Design 

An experiment by Herrnstein (1961) will serve as an 

example of the concurrmt schedules design. In that experiment, 

pigeons were used in a tvi'o-key experimental chamber with the 

response keys 4.5 inches apart (cent~r to center). The left 

key was always red, and the right ·key was always white. Pecks 
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to each key were reinforced with food according to two different 

variable-interval schedules of reinforcement. In a variable 

interval (VI) schedule, reinforcement is presented for the 

first peck after a given, but variable, period of time following 

the previous reinforcement. For instance, in a VI 3 minute 

schedule, reinforcement is presented on the average every three 

minutes, although the actual intervals used may vary from only 

a few seconds to many minutes. In Herrnstein's experiment, the 

VI schedule for one key was independent of the schedule for the 

other, Thus, at any given moment, reinforcement could be avail ­

able on neither key, on one of the keys,or on both keys. A 

reinforced response on one key had no effect on the schedule 

of reinforcements for the other key. 

Herrnstein varied the values of the VI schedules on the 

two keys in such a way that the overall frequency of reinforcement, 

for the two keys taken together, was held constant at an average 

of one reinforcement every 1.5 minutes. What he found was that 

the relative frequency of responding on a particular key was 

very close to the relative frequency of reinforcement on that 

key. In other words, the number of responses on one key, taken 

as a proportion of the total responses to either key, was very 

close to the number of reinforcements received for responses to 

that key, taken as a proportion of total reinforcements received 

for responses to either key. 

This expe~iment exemplifies some of the major features 

of the concurrent schedulesdesign. First, there·are two responses 

(pecks to the left key and pecks to the right key), and both of 
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these responses are concurrently available. Second, each of 

the two responses is reinforced according to a different and 

independent schedule of reinforcement. (We will see below that 

this independence is not always maintained.) Third, although 

this is not necessary, most of the research using this.design 

has used pigeons in a two response-key situation just as 

Herrnstein did. A large number_ of experiments using the 

concurrent schedules design have been reviewed by Catania (1966). 

The concurrent schedules design seems to have some 

valuable features. One advantage of that derjign is that a 

great deal is now knovm about the eff(~cts of reinforcement 

schedules in the single-key situation. A number of experiment­

ers fe8} "knowledge concerning the properties of behavior 

to a single response key in this type of experimental situation 

has reached a level sufficientl.y advanced to make possible a 

fruitful evaluation of the complexities that arise from the 

addition of a second key" (Herrnste in, 1958, 35- J6) . A second 

advantage of the concurrent schedules design is its apparent 

simplicity. The design of an experiment involves simply treating 

each of two responses as if they were independent, and reinforcing 

each according to its own schedule of reinforcement. However, 

experiments using this design soon showed that this simplicity 

was only apparent, as will be described below. A third possible 

advantage of the concurrent schedules design is that its findings 

may b-=: fJ~:>.:'o-:::t}~; relevant to parallel situations in everyday life. 
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llowever, there is not much agreement among different researchers 

on the extent to which parallels of the concurrent schedules 

experiments exist in non-laboratory situations. 

Complexities jn the Concurrent Schedules Design 

What is reinforced? One complexity in the concurrent 

schedules design is that reinforcement programmed to follow one 

response may also closely follow other responses, so that it 

affects them as well. For example, if a bird pecks the left 

key, then pecks the right key, and then receives food, it may 

be argued that each of three respons~s has been reinforced either 

directly or with a slight delay: a response to the left key, a 

response to the right key, and a response of "switching" from 

the left key to the right key. Evidence relevant to the pos­

sibility that "switching" may be a separate response that can 

be reinforced has been discussed by Catania (1.966). 

Indenendence of schedules. In order to prevent rein­

forcements programmed for responses to one key from also re­

inforcing responses to the other key and "switching" responses, 

experiments using the concurrent schedules design often include 

a "changeover delay" contingency., When a changeover delay is 

used, a rerc;pon.se to a particular key may be reinforced only 

if a certain interval of time has passed during which only that 

key has been pecked. A 1. 5 f.::econd changeover delay was employed 

during most of the experiment by Herrnstein (1961) reported above. 

http:rerc;pon.se


'fhe use of the changeover d!')lay increases complexity, since 

when it is used the schedule of reinforcement for responses 

to one key is no longer independent of responses to the other 

~ey. 

In the experiment by Herrnstein (1961) described a~ove, 

wh.en each key was on a VI schedule, there was an additional 

relation between the schedules on the two keys that is not at 

first apparent. Because of the nature of variable-interval 

schedules, whenever a bird was respondi~g on one key, rein­

forcement for a response on the other key was becoming more 

likely. This fact encourages switching back and fourth between 

·keys, and is another reason for the use of the changeover delay 

contingency (Catania, 1966). 

Variables affecting choice, As noted above, it is not 

always clear what response is reinforced in a concurrent schedules 

desigp. However, even if we could be sure that reinforcements for 

responses to each key had no effect on responses to the other key 

or on "switching", it would still be difficult to be sure what 

variables were affecting choice in the concurrent schedules 

situation. Let us consider Herrnstein's (1961) experiment again, 

In particular, we will ask what variables might have caused more 

responding to the left key than the right key when the left key 

was associated with a VI 2.25 minute schedule and the right key 

was associated with a VI 4.5 minute ~chedule. The following 

factors might have been important ·in causing more responses 

to the left key: (a) Pecks to the left key received a higher 
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number of reinforcements per session. (b) Pecks to the left 

key received a higher number of reinforcements per unit time 

with the left key available. In other words, it might be that 

total number of reinforcementsis not important in determining 

choice, but only number of reinforcements per unit time with 

the stimulus present. These two variables were confounded in 

Herrnstein's experiment. (c) Pecks to the left key may have 

received a higher number of reinforcements per unit time that 

the bird spent responding to that key, (d) The degree to which 

the left key was pecked more than the right J\:ey on any given day 

may have been influenced by the fact that more time was spent 

pecking the left key than pecking the right key on previous days. 

Some of these variables do not seem to make much sense 

in the concurrent schedules design, because they cannot possibly 

be isolated within that design. For instance, no experiment 

within the concurrent schedules design could differentiate between 

relative reinforcements per session on each key (sometimes termed 

number of reinforcements) and relative reinforcements per unit 

time on each key (sometimes termed rate of reinforcement). These 

variables must covary in concurrent schedules experiments because 

in these experiments the two keys are always present for the same 

length of time, so that relative rate and relative number must be 

identical. This point will be made again in Chapter 2, where 

these variables will be defined more clearly. For now the point 

is simply that some potentially important variables are dfficult 

or impossible to evaluate within the co~current schedules design. 



The Two-Link Choi.cc Design 

The two-lir~ choice design is considerably more complex 

than the COT1curront sc11cduler; desi[';n, and this cection may be 

omitted vr'tthout catJ.E>ing the reader difficulty in tmclerr>tanding 

the experiments reported in Chapter 2. However, since a large 

ntimber of recent experiments on c!wice h8VC been carried out 

wi ti~ this design, and since thc·re do seem to be problems with 

it, jt will be evaluated here in some detailt Variables 

examined using this design include rat6 of reinforcement 

(Hcrrnstein, 1961-1.§:; Schneider, 1968), number 

0O f'J. J~cl'.\ . ·nfcre··J ... , t:.~ me·r-~ ·tc·._:; (Fal_,.,.~_ ... v .L r1o <£ J. _ ~ ) "' __ .t 1 , immediacy of_ .J. 1 1 ... }Terr'J'"'·'·p~1.. '1 1968), 

rcinforcernc:nt (Davison, 196<3), magn:i.tu.de of re.inf-orcement 

(Schwartz, 1969), required rates of response (Fantino, 1968; 

schedulef; of reinforcement (D8.VlsOnr 1969; Hc.:rrnf'~tein, 1961-!J.~; 

E iller:;n, 1968]2) • 

An experir:1cnt by Herrn;::;tein ( 196'1·.§:) will serve a;:; an 

example of the tv10-link choice design, Pigeons were again u:-::ed 

as subjects in a two-key experimental chrunber. The basic procedure 

is rc~presented schenmtically in the diagrmn on the following page. 

Each box drawn in ~;olid liner: contains on(; of the three possible 

states of the two keys (L for left k~y, R for right key), At the 

start of a session, both keys were lit white (left box in the 

http:magn:i.tu.de
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diagram). Herrnt;tein termed this the "first link" of the 


procedure. First-link pecks on either key occasionally caused 


the stimuli to alter as shown in the second links. Pecks on 


the left key occasionally caused that key to turn red and the 


other key to darken; pecks on the right key occasionally caused 


.·it to turn yellow and the left key to darken. Then, in the 

second link, pecks on the key that remained lit produced food 

according to some schedule of reinforcement. In Herrnstein's 

"I ) . 
( 190'1·£. experiment, the first link stimuli were reinstated after 

two food presentations on the particular second-link scl1edule 

that was in effect. Only one of the second-link schedules could 

be in effect at any given time. As indicated jn the diagram, 

the occurrence of the two second links was governed by two 

.independent VI 1 minute schedules, one for pecks to the left 

key and one for pecks to the .right key. 

~~Po summ2.ri zc, first-link pecks occasionally produced a 

change in stimuli. In the second link, continued pecking on 

the key that remained lit then produced food according to some 

schedule of reinforcement. One way to describe this procedure 

is to say that first-link pecks were reinforced by changes in 

ke·y color from white to either red or yE~llo·:·r. The secondary 

reinforcin,g effect of the red and yellow key illuminations was 

in turn determined by the schedule that.governed how often food 

was received in the presence of those tolors. Several of the 

experimenters who have used the two-link choice design have 

described it in this way, by saying th8.t first-link pecks received 

http:summ2.ri
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secondary reinforcement. However, we will see below that the 

degree to which secondary reinforcement is involved in the two­

link choice design is not certain. 

This experiment exemplifies ~orne of the major features 

found in all of the two-link choice experiments cited above. 

First, a two-key apparatus is used and the procedure is divided 

into tvvo alternating links. Both keys are lit concurrently in 

the. first link, but keys are lit separately (only one at a time) 

in the second link. Different-schedules of reinforcement determine 

\-1hen food is presc.mted in the second link. First link pecks are 

never followed by food, but only have the effect of causing one 

of the two second-link procedures to begin. All of the two-link 

experiments cited above used concurrent VI 1 minute schedules to 

determine movement from the first link to the second link. In 

addition, all but three of thos~ experiments had both keys lit 

the same color in the first link, but each key lit a different 

color in second links! Finally, all of those experiments used 

pigeons as subjects. 

*The exceptions to this generalization are experiments 

by Schwartz (1969), who used a center key in the second link, 

and Davison (1968, 1969), who lit both keys the same color in 

the second link. These exceptions are discussed further in 

the next section. 
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Comnlexities in the Two-Link Choice Design 

Secondari rcinforcemerit. The complexities in the two-

link choice design are best understood by asking a single question: 

is it necessary to interpret first-link responding in the two-

link choice experiments as resulting from secondary reinforcement? 

This question may be immediately subdivided into two further 

questions: Is it likely that secondary reinforcement is involved 

in these experiments? And is it necessary that secondary reinforce­

ment is involved in these experiments that is, could differential 

respondinB to the two first-link keys be explained on some other 

basis? 

First, it is indeed likely that secondary· reinforcement 

affects first-link responses. The basis of the experimental 

design is that first-link responses occasionally produce a change 

in key color from white, in which pecks are never directly 

followed by food, to either red or yellow, in which pecks are 

occasionally followed by food. We know from many other exper­

iments that the changes in key color from white to red or yellow 

are likely to have secondary reinforcing effects (Kelleher, 1966). 

However, although secondary reinforcement is likely to 

play a role in the two-link choice design, there are at least 

two other ways in ·which first-link responding could be affected 

in that design. Since these other 'Nays exist, it is impossible 

to be certain of the degree to which'seconclary reinforcement is 

involved in the two-link choice e~periments. 
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Delayed reinforcement. One otlH::r way in which first-

link responses could be maintained in the two-link choice design 

is by delayed primary reinforcement. In the two-link design, 

first-link pec};s are occasionally followed, after some delay, 

by the occurrence of food. It is possible that this delayed 

primary reinforcernent directly affects first-link responses. 

To make this point clearer, imagine that the experimental sit­

uation were changed as follo~s. Instead of one of the keys 

turning a different color in the sE~cond link and the other be.i'ng­

darkened, suppose that both keys were darkem=~d. Further, 

that the bird did not peck the darkened keys, but despite this ~o· 

p2:'esented food a·t trJOf)e points in the ~;econd link v1hen v:e kne-,-; 

food would have been received if the. pigeon had been pecking. 

It is possible that these food presentations, occurring with some 

delay follo':.ring a first-link peck to a lighted key, would naintain 

pecks in the first link. Furthennore, since the schedules of rein­

forcernent in t:ne second links were different for each lcey, such a 

procedure might cause the two first-link keys to be pecked at 

different rates. 

Although this example has suggested hovt first-link pecke.; 

might be affected by delayed primary reinforcement, it should be 

noted that even in the imaginary experiment just described both 

seconda:r·y reinforcement and delayed primary reinforcement woulcl 

probably be involved, In the imaginary experiment, the darkening 

of both keys might v.·ell have secondary reinforcing effects, since 

it would be associated with the presentation of food. However, it 

would be difficult to argue that t1H:: darkening of both keys would 



15. 


have a differential effect, since responding to each key in 

the first link would occasionally be followed by the same 

stimulus (both keys dark). Therefore, if the two first-link 

~eys were pecked at different rates in our imaginary experiment, 

it would be reasonable to assume that these different rates were 

caused by the different delays of primary reinforcement associated 

with the two second-link schedules. 

There are a number of ways that the two-link design 

might be modified so that secondary reiriforcement for first-

link pecks ·was retained, but delayed primary reinforcement was 

either removed or equated for the two keys. What is necessary 

is to separate the presentation of the second-link colors in 

their secondary reinforcing capacity, and the pairing of those 

colors with primary reinforcement. For instance, suppose that 

first-link pecks occasionally produced either red (for pecks 

to the left key) or yellov;r (for pecks to "the right key), and 

these colors were maintained for, e.g., five seconds, To this 

point, no food would be presented, and only secondary reinforcement 

could be involved, After five seconds with the left key red or 

the right key yellow, we could then illuminate a center key either 

red or yellow, and present food for responses to this key according 

to the appropriate schedule of reinforcement. The crucial element 

in this procedure would be that we would present either red or 

yellow on the center key entirely at"random, without regard to 

which of these colors had just been presented as a secondary 

reinforcer. In this way, delayed primary reinforcement, although 
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it would still occur for first-link pecks, would be equated for 

the left and right key. 

We have pointed out the possibility that delayed primary 

~einforcement, as well as secondary reinforcement, might affect 

first-link responding in the two-link choice design. Is there 

any data that suggests hovv likely such an effect is in the 

experiments that have been carried out? There is one exper­

iment which, although it is only suggestive, should be mentioned. 

That is an experiment by Davison (1968)~ who found that when rate 

of reinforcement in the second link was varied, it was the time 

until the first reinforcement in the second link that exerted 

the strone;est effect. That result suggests that delayed primary 

reinforcement for first-link pecks may be important in the two­

link choice design. However, Davison's (1.968) result does not 

clearly demonstrate that delayed primary reinforcements affected 

first-link responses, since his result can also be interpreted 

in another vvay. It could simply be said that the secondary. 

reinforcing effect of a second-link stimulus is most heavily 

determined by the time that passes until the first food pres­

entation in that stimulus. 

We conclude that there is no firm evidence on how imp­

ortant delayed primary reinforcement is in the two-link choice 

design. Hovvever, an effE~ct due to delayed reinforcement certainly 

remains possible. Until such an effect is ruled out by appropriate 

design changes, we cannot be certain that secondary reinforcement 

is the only factor affecting relative rate of response to the two 

keys in the first link. 
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Response strength to left and right ke;ys. In the two­

link design, there is an alternation between periods with both 

keys lit and periods with only one key lit. Describing these 

periods as the "first link" and the "second link" serves the 

function of reminding us that the occurrence of the second link 

is· contingent upon responses in the first link. However, that 

terminology tends to obscure the fact that the-links alternate. 

To emphasize that both links are repeatedly presented, and that 

first links follow second links as well. as the other way around, 

the schematic diagram illustrating the basic procedure has been 

redrawn on the follovring page. In that diagram, the terms" fLcst 

link" and "second link" are replaced by "two-key period" and "one­

key period"; this new terminology will simplify the points made 

belov1. 

In the two-link design, pecking the left key is reinforced 

according to one schedule and pecking thff right key is reinforced 

according to another schedule during one-key periods. This .suggests 

that differential "strengths of response" to the left and right keys 

might develop during one-key periods. If th~t were the case, 

responding in two-key periods might be a function of the relative 

strengths of response to the left and right keys established. 

during one-key periods. This interpretation of the two-link 

choice design will be called the "competing response strength" 

interpretation. According to this iriterpretation, the fact 

that one-key periods are contingent on responding during two­
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key periods is not of major importance in the tvw-link design. 

More important is the fact that there is a consistent relation · 

between the key the b)rd pecks during one-key periods and the 

schedule of reinforcement he encounters. This consistent 

relation between key and reinforcement schedule might affect 

which key is pecked during later two-key periods. 

In summary, it is possible to view responding during 

two-key periods as at least partially determined by the dif­

ferent schedules experienced with each key during preceding 

one-key periods. How reasonable is this point of view? 

First, let us recall that in the two-link design the 

two schedules of reinforcement that occur during one-key periods 

are associated not only with different keys, but also with dif­

ferent key colors. Could it be argued that the bird is more 

likely to associate the schedules with the different key colors 

than with the different keys? This is po·ssible, of courE;e, but 

it should be noted that during two-key periods, 1Nhen both keys 

are the same color, the differences in responding that are observed 

must necessarily be based on left-key versus right key. It would 

be difficult to argue that a bird who is required to differentiate 

keys during two-key periods would ignore key differences during one­

key periods. It is possible that the association between schedule 

and key during one-key p6riods may be diminished by the fact that 

only one key is lit, and it is lit a'distinctive color •. However, 

there is no way to be certain that different response strengths 
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are not associated with the two keys in the two-link choice 

design as it has been described. 

An even stronger case for the competing response strength 

interpretation can be made in some of the two-link choice exper­

iments \'!hose design was slightly different from the one described 
' 

above. In those experiments (Davison, 1968, 1969), both keys 

wore trw same color during one-key periods (e.g., whichever key 

was lit was green), as well as being.the same color during two-

key periods (e.g., both keys were lit red). In those exper­

iments, the competing response strength interpretation seems 

especially reasonable, since the different one-key periods had 

to be differentiated in terms of key, not color.*· 

Vle turn nov,r to an observation that initially seems to 

argue against the competing response strength view, but in fact 

is not evidence against it. That observation is that rates of 

response to the two keys during one-key ~eriods are usually highly 

similar in two-link choice experiments (e. g. Herrnstein, 1961-~~). 

If responf:;es to two keys occur at the same rate when only one 

key is lit, could it b.e argued that "response strength" to these 

*Schwartz (1969) used a center key in the second link, but 

changed first-link colors so that they corresponded to second-link _ 

colors. This change leaves the competing r~sponse strength 

argument intact, except that response strengths would be to 

colors instead of to keys. 
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two keys must be almost identical, so that there could be no 

strong preference for either key during two-key periods? This 

argument would not be valid, As will be shovm in the experiments 

reported in Chapter 2, it is quite possible for resp~r1ses to occur 

at the sar!le rate to two stimuli v1hen those stimuli are presented 

separately, but for one stimulus to be strongly preferred when 

both stimuli are presented together. This is the reason for 

our use of the term"responsP. stnmgth" above. The statement 

that there may be different strengths of response to the two 

keys in the two-link choice design is meant to su.zgest that, 

despite similar rates of response to each key when only one key 

is lit, there might be strong preferences for one key when both 

keys are lit together. This might be possible, for instance, if 

rate o! response to each key were asymptotically high when only 

one key was lit, so that different response strengths could not 

be revealed during one-key periods, While the concept of ''response 

strength'' has not been precisely defined here*, the relevant 

ernpJ i r·1· c~ l ol>ser"at_i on 1· ,.~, ,..ell c·unrJor+e d Despite similarity in- - ~- ~ - y - ;i - ~ 0 "' J: v • 

rates of response to two stimuli when only one stimu!us is pres0nted 

at a time, it is still possible for strong preferences to appear 

vrhen both stimuli are presented together. Evidence for such a 

relationship vms found in each of the first three experiments 

reported in Chapter 2. 

*S~a Appendix 1 and Appendix 2. 
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To summarize, it is possible that responding during 

two-key periods in the two-link choice design is influenced 

by response strengths established to each key during previous 

one-key periods. Furthermore, the fact that rates of response 

to the two keys were highly similar during one-key periods 

does not argue against this possibility. There is some further 

evidence that might or might not argue against this view (see 

Fantino, 1968; Killeen, 1968a), but the interpretation of that 

evidence is too complex to go into bere. Even if that evidene 

were discussed, our conclusion would remain that the competing 

response strength interpretation of the results obtained with 

two-link choice designs cannot be ruled ou.t without further 

evidence. 

Design of the Present Experiments 

We have seen that both the concurrent schedules design 

and the two-link choice design involve complexities that make 

results obtained with those designs difficult to evaluate. It 

must be noted that in this chapter the emphasis has been on the 

complexities of these designs, not on their advantages. Complex­

ities and difficulties of interpretation can be found in almost 

any experin:ental situation if it is examined in sufficient detail; 

the complexities discussed in relation to the ~oncurrent schedules 

design and the two-lin}: choice design do not mean that nothing 

can be learned from these designs. However, these discussion do 

suggest that other approaches to the study of ch6ice might prove 

\ 
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valuable~ The general approach used in the present exper­

iments wa;.,; in rna.YJ.y ways simpler than the approaches that have 

been described so far. 

Before describing the major features of the design 

used in the present experiments, some practical aspects of 

these experiments must be mentioned. As in the experiments 

described above, pigeons were used as subjects in a two-key 

apparatus. Each of the two keys could be lit with either a 

red dot or a e;reen dot. In the present experiments, it was 

responding to a particular color that was of interest, rather 

than responding to a particular key. Throuchout each of the 

experiments, each color occurred equally often on each of the 

two response keys. All manipulations in these expe:r-iments 

were made with respect to red versus green; the key on ~1ich a 

particular color occurred was aLJa;':/S variec.l and irrelevant. 

These experiments examined responses to a parti.cular color 

instead of responser~ to a particular };:ey so t11at, if more 

responses to a particular color were found, it could not be 

claimed that this preference was mediated by the bird's standing 

in a particular position in the experil:1sntal chamber. The 

impor·tance of this shift in focus from responbes to a particular 

key to responses to a particular color is not easily determined 

within the present experiments. It is sufficient here to note 

that, ·;~hen ':!e speak of choice bGl0 1.'J, W'2 refer to a difference 

in rate of response to the red and green dot, not to the left 

and riGht key. 
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We turn now to three major features of the present 

design that were intended to reduce or eliminate complexities 

found in the concurrent schedules design and the two-link 

choice design. These features were (§:) the separation of 

single-stimulus training and choice tests, (b) the use of 

isolated trials during single-stimulus training, and (c) the 

lack of any differential feedback for the two responses on 

the choice test. These features will be referred to collectiv~ly 

as the separate test design. 

The most important feature of the separate test design 

was the separation of "single-stimulus training" and "choice 

tests''• During single-stimulus training, trials occurred with 

only one color present at a time, In the present experiments, 

trial~ of brief duration were used, and reinforc~ment occurred 

or did not occur at the end of the trial according to a schedule 

that was different for each of the two colors, The critical 

aspect of single-stimulus training was that throughout such 

training the two colors were never presented together. 

Af·ter several sessions of single-stimulus training, 

during which time pecks to red and pecks to green were reinforced 

according to different schedules of reinforcement, red and green 

were presented simultaneously in a choice test. In the present 

experiments, choic~ tests usually consisted of· a single session 

in which all trials had both keys lit together, one red and one 

green, The function of the choice test was to examine the effects 

of the different schedules used with each stimulus during singJ.e­
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stimulus training, on responding to these stimuli when they 

were presented together. The experimental questions asked 

within the separate test design may be phrasE~d as follows: 

what aspects of a bird's experience ~ith each color during 

single-stimulus training would affect its responding on the 

choice test? By munipulating different variables during 

single-stimulus training, and then observing whether one 

color was pecked more than the other on the choice test, it 

vvas possible to evaluate a large number of variables that may 

affect choice. 

The major feature of the separate test design is that 

the two stimuli never occur together prior to the choice test. 

There are two other important features of the separate test 

design. First, it is important that trials with.the different 

colors during single-stimulus training be separated from each 

other by time intervals of at least several seconds. This 

requirement reduces the possibility that delayed or secondary 

reinforcement for responses to one stimulus will occur when the 

next trial with the other stimulus is presented. In the exper­

iments reported below, intertrial. intervals ranging from 24 to 

198 seconds were used. Second, it is important that there be 

no differential feedback for responses to the two stimuli on 

the choice test. This is necessary so that responding to the 

two stimuli on the choice test reflects only the bird's dif­

ferential experience with these stimuli during single-stimulus 

training. In the experiments reported below, most choice tests 
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were presented in extinction. 

·rn summary, the separate test design involves presenting 

two stimuli on separate, isolated trials during single-stimulus 

.training, and then evaluating choice on a separate test designed 

for that purpose. The separate test design seems to avoid many 

of the complexities found in the concurrent schedules design 

and in the two-link choice design. One advantage of the separate 

test design is that when reinforcement is presented for a response 

to a particular color prior to the choice test, it is certain 

that responses to the other colo:>.:> or "switching responses" have 

not been reinforced at· a flhort delay. Since colorD are presented 

only one at a time on isolated trials during single-stimulus 

training, these. other response;:; c<?mnot oecur. A second adv;:::mtage 

of the separate test design is that secondary and delayed rein­

forcement seem likely to play a less prominent role. During 

single-stimulus tr<lining thh; is the caBe because red and green 

trials do not occur in close temporal conjunction. During choice 

tests, delayed reinforcement can play no part at all, since 

choice tes~oc6ur in extinction. 

Finally, a third advantage of the separate test design 

is that the two stimuli can be presented for unequal lengths 

of time during single-stimulus training. This is not possible 

in the concurrent schedules design, since bpth stimuli are always 

presc:-nted together for the same length· of time in that design. 'l'he 

advantages of being able to present the stimuli for unequal J.engths 

of time cannot be fully described here. When the individual 



experiments are reported below, it will become clear that the 

ability to present the two stimuli for unequal lengths of time 

allows the manipulation of variables that otherwise could not 

be isolated. One simple example of such a variable is probability 

of presentation of each of the stimuli during single-stimulus 

training. 

Conclusions 

To summarize, it is possible that the sepatation of 

pingle-stimulus training and choice tests may have several 

advantages for the study of choice. Vlhether or not the separate 

test design does prove to b.e valuable will depend, of course, 

on the particular experimental designs employed, and on whether 

or not additional complexities arise. No claim is made that the 

separate test design is the best. appro2.ch to tho study of choice, 

or that it is better than the other designs discussed. It does 

seem, however, that the separation of single-stimulus training 

and choice tests may bf.O a reasonable tactic to pursue in an 

attempt to avoid some of the complexities of the condurrent 

schedules design and the two-link choice design. 

W~ turn now to a description of four experiments in 

·which the separate test design was employed. In the next chapter, 

the basic feature of that design is first introduced in a slightly 

different way. Then some of the variables that migh·t affect 

choice are defin~d, and the general method used in the four 

experiments is described. Finally, each of the experiments is 

http:appro2.ch
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presented in detail. We will find that the separate test 

design makes it possible to iiolate each of a large number 

of variables that might affect choice. 



CHAPTER 2 

FOUR EXPERIMENTS ON CHOICE 

Although there have been a large nwnber of experi~ents 

examining choice, a factor common to almost all of those exper-­

iments is that the subject is allowed considerable control over 

his own E;xperience, As an example, consider a probability 

learning experiment in which a rat is rewarded 60% of the time 

if he turns left and lW% of the time if he turns right. Whilf; 

the experimenter controls the probability of reward given each 

response, he frequently does not control the ~umber of times 

the rat turns left and the number of times the rat turns right. 

This means that the nur:'!ber of revrards received for turning left 

or turning right, as opposed to the probability of reward given 

that a left turn or a right turn has occurred, is not under the 

direct control of the experimenter. Since the subject chooses 

which alternative response to make, he determines to a consideratle 

extent the pattern of his experience with the contingencies arranged 

by the experimenter. 

In the present experiments the degree to which the 

subject determined his ovm experience was minimized by exper­

imentally controlling the availability of each response alt­

ernative before choice was evaluated. Pigeons vvere used in a 

two-key chamber in •ghich each key could be lit ci ther red or 

- 29 ­
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green. The basic structure of the experiments involved pres­

enting red and green on separate trials for a number of sessions, 

and controlling the subject's experience with.each stimulus. 

During this single-stimulus training, pecks to red and pecks 

to green were reinforced according to differen~ schedules of 

reinforcement. Aft~r several sessiohs of single-stimulus training, 

subjects received a choi~e test, in which both keys were lit on 

every trial, one red and one green. The function of the choice 

test was to examine whether the differed schedules used with red 

and greer1 during single-stimulu~ training would affect responding 

to these stimuli when they were pres~nted together. The use of 

single-stimulus training prior to the choice test allowed closer 

control over the subject's experience with each stimulus than is 

possible when both stimuli are presented together throughout all 

training. 

The explicit separation of single-stimulus training and 

choice tests in order to exanine the variables affecting choice 

does not seem to have been reported before. Such a separatior1 

was use~ by Divak & Elliott (1967), but tteir experiment was 

intended 2s an examination of the partial roinforce~ent effect. 

In addition, D'Amato, Lachman 

rein~orcecent in an experiment similar to those reported here, 

( 'L9(,"') h•oc• ,; ( CAU relation betweto·n 

sinEle-sti~ulus trai~in~ and cho5ce tests. Several other exp­

ined si11ultanscus rliscr3.mi~ation learninc followinz exp0rience 

c• -~ n c:-l 0 r:', •.._ i r,• \] l 1 ( 'r'l .•, -.~ r-.11 1 0 r:: c; • n""...., Y'. y f'. 
....) _J_ " l \:_., -- '~ '- V -- • . .l. •• _..__ .•• \ . .I, .L \...• .o. f . / _) J f .J..J ' . 1 J..., , '-.-0v;it'n Dunhmn, 1951 ; 

Fitz··rater, 1952:; Grice, 19LiS). f{o•.::<:;ver, in each of those 
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experiments the focus was on the rate of learning the simultaneous 

dincrimination, not on the distribution of responses to the two 

stimuli the first time they were presented together. 

In the present experiments, choice test responding was 

ex2.mined follo·sing single-stimulus training wi trJ each of several 

different variables differentiating the two stimuli. These exper­

iments allowed investigation of a number of variables that might 

affect choice when single-stimulus training and choice tests are 

separated. 

Variables Affecting Choice 

To illustrate some of"the va~iables that might affect 

choice when single-stimulus training and choice tests are separated, 

we will consider the treatment received by one of the groups 

(Group OS) in the first experiment. The conditions for Group 

OS are shown in the bottom row o~ Table 1. A trial situation 

was used in which all trials were fixed at 6.2 sec long. Positive 

trials were followed by reinforcement if one or more responses 

occurred, while reinforcement never occurred following negative 

trials. In Group OS, 12 s1 tiials were presented in each session, 

and all s1 trials were positive, but J6 trials v:ere presenteds 2 

in each session and only 24 of them were positive. 

In aescribing the differences between s1 in Group 

OS, we could point to the following variables as possibly being 

importan·~ in determining choice. (a) Presentation prob<:<.bili ty. 

Three-fourths of all trials during single-stimulus trainjng for 
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Group OS were s2 trials. At any given time the probability 

of occurrence of an s 2 trial was higher than that of an s1 

trial, and it is possible that this would influence choice 

-~etween s1 and s2 when they were presented together on the 

choice test. (b) Proportion of trials followed by reinforcement. 

Al·l s1 trials were positive for Group OS, but only two-thirds 

of all s trials were positive. The probability that a given
2 

trial would terminate in reinforceme~t was higher on s trials1 
than on s 2 trials. (c) Number of reinfbrcementsreceived per 

overall time (rft/overall time). Group OS received more pos­

itive s2 trials than positive s trials. This means that in1 
any given period of time during a session, more reinforcements 

were received on the average with s 2 than with s • It also1 
means that, given the occurrence of a reinforcement, the 

conditional probability that s 2 was present when that rein­

forcement occurred was higher than the conditional probability 

that s was present when it occurred. (d) Number of reinforcements1 
received per unit time with the stimulus present (rft/stimulus-on 

time). Perhaps the number of reinforcements received with a 

stimulus is important only in relation to the total amount of 

time that stimulus was present. The number of reinforcements 

received per unit time with s 1 present was higher than the 

number of reinforcements received per unit ~ime· with s2 present 

for Group OS, since s was present orily one third the length1 
of time that s was present. (e) Number of reinforcements2 
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received per response (rft/response). It has just been pointed 

out that rft/stimuJ.u£-on time in Group OS was higher for s than1 
s2 • However, birds responded at similar rates to s1 and s2 
during single-stimulus training, so that the higher rft/stimulus­

orr time in s meant the proportion of s1 responses followed by
1 

reinforcement was higher than the proportion of s 2 responses 

followed by reinforcement. This might also be descr-ibed by 

saying that the probability of reinforcement was higher for 

responses to s1 than for responses ·to s 2 • (f) Trial length. 

Although in Exp. 1 and 2 trial lengths were the same for s1 
and s2 , in Exp. 3 trial lengths were different for s

1 
and 

s 2 • It is possible that a preference for a stimulus associated 

with shorter trial lengths might appear even though other factors, 

such as rft/stimulus-on time, were the same for both stimuli. 

Three of the variables examined in these experiments 

were rft/stimulus-on time, rft/overall time, and rft/response. 

We pause here to define more formally what is meant by those 

terms. In a two-stimulus choice situation there are two stimuli 

(s1 and s2 ), two responses (responses to s1 and responses to s2 ), 

and two classes of reinforcement (reinforcements following 

responses to s and reinforcements following responses to s ).1 2
For i=1,2, let A. represent the number of responses made to 

. l 

Si in a sessio~, Fi represent the number of fobd presentations 

following responses to S. in a session, and ~. represent the 
l l 

total time that Si was present in a session. Then for a particular 

stimulus S. we define rft/stimulus-on time in that session as 
l 



F./T., rft/overall time in that session as F., and rft/response
l l J. 

in that session as F.jA .• In order to compare two different
l l 

stimuli with respect to these measures, we may also calculate 

relative measures. Focusing now on thq stimulus s
1 

, we define 

relative rft/stimulus-on time for responses to s1 as (F1/T )/1 
~F1 /T 1 +F2/T 2 ), relative rft/overall time for responses to s

1 
as F1/(F1+F2), and relative rft/response_for re?ponses to s1 
as· (F1/A1 )/0\/A1+F2/A2) •. This notation also allows clear 

definition of the major dependent variables of this report. 

Rate of response to Si, which will be termed Ri' is simply 

Ai/T1• Relative rate of response to s1 is (A1/T1 )/(A1/T1+A2/T2 ), 

or more simply, R1/(R1+R2). 

In the literature, what we have called rft/stimulus-on 

time has sometimes been referred to as "rate of reinforcement" 

or "time rate of reinforcement." These terms are not used here 

because they do not differentiate between rft/stimulus-on time 

and rft/overall time. These two different variables, rft/stimulus­

on time and rft/overall time, have often been confounded in 

experiments on choice. In any choice experiment where s1 and 

s are always presented together, for instance, T =T and2 1 2 
therefore relative rft/stimulus-on time and relative rft/overall 

time are equal. This makes these factors completely confounded 

in many choice experiments (e.g. Hernstein, 1961). 
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For thi~ reason, Exp. l and 2 were_ designed to allow 

the. separate evaluation of rft/stimulus-on time and rft/overall 

time in different groups. These variables could be manipulated 

separately here because single-stimulus training, during which 

s1 and s were presented for UDequal amounts of time, prec~ded
2 

t.he choice tests. Exp. 1 also allo·wed evaluation of the degree 

to which presentation probability during single-stimulus training 
I 

affected choice behavior. In Exp. 3, rft/stimulus-on time and 

proportion of trials followed by reinforcement were varied 

separately. These factors had varied together in Exp. 1 and 2. 

In Exp. 4, a daily choice test was used to allow observation of 

gra~.ual changes in choice, cmd an attempt was made to see whether 

differences in recency of reinforcement would affect choice behavior. 

General Method 

Before the individual experiments are reported, a 

number of features common to all four experiments will be 

described. 

Subjects and ABparatus 

In each of the four experiments, subjects were exper­

imentally naive, male While King pigeons. They were 5-7 years 

old and were maintained at 75-85% of free feeding weight. 

Six Lehigh Valley Electronics pigeon chambers were 

modified so that the front panels contained two 1.1 in. (28mm) 
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square holes, horizontally adjacent to each other with their 

edges .2 in. (4mm) apart. Behind each hole was a translucent 

response key that was masked off from behind except for a .26 in. 

(7mm) diameter spot in the center of the key; during trials these 

spots could be illuminated from behind with red or green light. 

The two keys were closer together than those on a standard pigeon 

panel so that pecks on more than one key would be feasible on 

the short trials used. Only a small dot in the center of each· 

key was lit so that, if pecks were.localized around these dots, 

there would be a reduction in both (~) the number of pecks going 

unrecorded because the beak hit the panel instead of the key, 

and (b) the number of pecks on which the upper beak hit one 

key and the lower beak hit the other, causing a peck to be 

recorded on each key. 

Trials were presented and responses recorded using relay 

circuitry. Trial types were determined independently for each 

experimental chamber. 

General Procedures 

In Exp. l, 2, and 4, trials were 6.2 sec long (±.OJ sec), 

and time between trial onsets averaged 72 sec (range: 24 to 132 

sec). In Exp. J, trials could be ).2, 6.2, or 12.2 sec long 

(t.OJ sec in each case), and time between trial onsets averaged 

108 sec (range: J6 to 198 sec). A background masking noise 

(75-80 db) was replaced by a 1000 Hz tone (75-80 db) during 

all trials. Trials were prearranged to be either positive or 
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negative. If a trial was positive, and if one or more pecks 

had occurred on the trial, reinforcement was presented i~nediately 

at the offset of the trial. Reinforcement was not presented 

following positive trials on which no peck occurred, and was 

never presented following negative trials. 

Two unusual aspects of these contingencies should be 

noted. First, although there was a requirement that one or more 

responses be made on positive· trials in order that a programmed 

reinforcement be delivered, this requirement was a minimal one 

and was almost always met. These procedures will th(?refore be 

described in terms of number of positive trials - that is, number 

of trials on which reinforcement was available - since that number 

corresponds very closely "tx:: tLenurrl.-e:::- of trials o~ which reinfo~~ceme:nt 

was actuaJ.ly delivered. Second, it should be noted that responses 

had no effect on trial length in any of these experiments. 

Throughout these experiments, continge:-1cies were arranged 

with respect to the color of the stimulus, not the key on which 

it occurred. For all birds, whatever colors were presented 

occurred equally often on each key in every experimental session, 

so that key waD always varied and irrelevant. Although occasional 

birds showed key preferences, the data reported here will be 

responses to a particular color summed across keys. 

Color assignments were always counterbalanced within 

an experimental group, but remained constant for an individual 

bird. 'I'he term "S trial" will be used to refer to a trial on
1 
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which one key was lit red (or for some birds, green) and the 

other key unlit; 11S2 trial" will refer to a trial on which 

one key was lit green (or for some birds, red) and the othef 

key unlit· and "S S trl·al" or "choice trial" will refer to 
I 1 2 

trials with both keys lit, one red and one green. During 

s~ngle-stimulus training only s trials and s 2 trials occurred.
1 

During choice tests only s1s
2 

trials occurred. Except in Exp. 4 

reiriforcement was never available on choice trials. 

The birds in each experiment were first trained to 

peck the key by the method of autoshaping (Brown & Jenkins, 

1968). Each bird was autoshaped during the first few sessions 

of Phase 1 of an experiment, using the same contingencies and 

schedules of trial presentation used throughout Phase 1 of t.hat 

exper1ment, except that in the autoshaping sessions reinforcement 

occurred following positive trials whether or not a peck occurred. 

Note that during autoshaping a fixed trial length was used, and 

negative trials occurred for some birds, so that for some birds 

up to half bf the trials during autoshaping were not followed 

by reinforcement. 

Experiment 1: reinforcements per stimulus-on time 

and reinforcements per overall time 

In Exp. 1 rft/stimulus-on time and rft/overall time were 

manipul~ted separately in different groups. The variable rft/ 

stimulus-on time was manipulated by varying the proportion of 
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trials followed by reinforcement. When all trials with a given 

stimulus were positive, rft/stimulus-on time for that stimulus 

was high; when only some trials with a given stimulus were 

positive, rft/stimulus-on time for that stimulus was lower. 

In Exp. 1, therefore, rft/stimulus-on time and proportion of 

trials followed by reinforcement were confounded. The experiment 

is described in terms of rft/stimulus-on time, however, since 

previous experiments have suggested that that variable strongly 

determines choice behavior. We will find that the results of 

Exp. J, where rft/stimulus-on time and proportion of trials 

followed by reinforcement were separated, lend support to this 

~~y of describing Exp. 1. 

Design and Proceduro 

The number of positive and negative trials presented 

during single-stimulus training in Exp.l is shown in Table 1. 

INSERT TABLE 1 ABOUT HERE 


That table also shows rft/stimulus-on time and rft/overall time 

for each stimulus in each group. Three groups were run, with 

six birds in each group. Group names are based on the variable 

that differentiated s 1 and s in each group. In Group S, the2 
stimuli differed in rft/stimulus-on time during single-stimulus 

training, but v.;ere identical in rft/overall time. In Group o, the 

stimuli differed in rft/overall time, but were identical in 

rft/stimulus-on time. In Group OS, the stimuli differed in 
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Note.- Rft/stimulus-on time ic,_, expressed in rft/mirl; 

rft/overall time is expre::.;sed in.rft/session. 

' 

. 

TABLE 1 . 

Design of Exp. 1 

- ­
Number of positive (+) and rft/f;timulus-on rft/overall 

Group negative (-) trials time time 

S1+ S1­ S2+­ S2­ F'1/T1 F2/T2 Fl F2 

s 12 - /12 24 9.7 J.2 12 12 

0 12 - J6 - 9.7 9.7 12 ' J6 

OS 12 - 2LJ­ 12 9.7 6.5 :1.2 21-t 
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both rft/stimulus-on time and rft/overall time, with s1 having 

the higher rft/stimulus-on time and s 2 having the higher rft/ 

overall time. All groups received 12 s1 trials and 36 s2 trials 

in every session so presentation probability was higher fo~ s 2 
than for s1 in each group. Each group received 16 sessions 

of single-stimulus training as shown in Table 1. In the next 

session each group received half of a normal single-stimulus 

session, then 20 nonreinforced s1s2 trials, then the second 

half of a normal session, then a f4rther 20 nonreinforced s1s 2 

trials. The left key was red and the right key green on half 

the s1s 2 trials, and stimuli were reversed on the remaining 

s1s 2 trials. The 40 nonreinforced s1s2 trials taken together 

will be referred to as the ch6ice test. 

Results and Discussion 

All 18 birds autoshap~d successfully during the first 

two sessions. Starting with the third session, one or more 

responses had to occ~r for reinforcement to be delivered following 

a positive trial. However, birds responded on almost all trials, 

so that reinforcement was received on most positive trials. The 

response requirement was met and reinforcement was delivered on 

an average of 98% of positive trials (range: from 93% to 99% 

for individual birds) during the last ten sess~ons of single-

stimulus training. 
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Mean rate of response to each stimulus in each group 

is shown in Fig. 1. Response rates rose gradually for all 

INSERT FIGURE 1 ABOUT HERE 

groups during single-stimulus training. It is interesting to 

note that the rise in response rate seemed to be more closely 

related to total number of trials (or sessions) than to number 

af trials with a particular stimulus. If response rate to s. 
)_ 

were determined only by number of trials with Si' or by number 

of reinforcements received for responses to Si, then in Group 0 

the curve for s would have risen three times as fast as the2 
curve for s • However, the difference between average rate of

1 
response to s1 and average rate to s 2 was not this large, 

suggesting either-that there was generalization between s1 

and s 2 , o~ that some common factor was affecting rate of response. 

Although mean rate _of response to s 2 was somewhat higher than 

mean rate of response to in Group O, a consistent differences1 

in this direction occurred in only four of the six birds. 

Rates of response to s and s 2 remained quite close1 
throughout all phases of single-stimulus training for Groups 

S and OS. For all groups, Fig. 1 shows that rates of response 

to sl and s2 did not differ greatly during phases of single­

stimulus training, but differed considerably on the choice test. 

It should be noted th~t since both stimuli were present together 

during choice tests, total rate of response on a choice test is 

the sum of rate of response to s1 and the rate of response to s • 2
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Fig. 1. Mean rate of response to s1 (open figures) 

and to s2 (filled figures) during single-stim~lus training 

(circles) and choice test (triangle~ in Exp. 1. Each point 

is a mean for six b~rds. 
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Total rates of response during nonreinforced s1s 2 trials on 

the choice test were not consistently lower than rates during 

single-stimulus training. 

Data for individual birds on the last five sessions 

of single-stimulus training and on the choice tests are shown 

in Fig. 2. Each line in the figure connects points showing 

relative rates of response to s1 for a given bird. Relative 

rates above .5 indicate a higher rate of response to s1 , while 

INSERT FIGURE 2 ABOUT HERE 

relative rates below .5 indicate a h~gher rate of response to 

s2 • ·During the last five sessions of single-stimulus training, 

some birds showed consistentli higher rates to s1 , and some 

birds sh6wed consistently higher rates to s 2 , but in none of 

the groups was there a consistent trend in favor of either 

stimulus across all birds in the group. 

During the choice test, responding was most often 

confined to·only one color throughout a trial. Of the 40 

choice trials, the average number on which only one color was 

pecked was 30 (range: from 12 to 40 for individual birds). 

A high relative rate of response to s1 , then, usually indicates 

not that the time between two successive responses to s1 was 

shorter th~n the time between two successive r~sponses to s2 , 

but rather that on the majority of choice test trials it was 

that was pecked, not s 2 • Note that, since s1 and s 2 weres1 
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Fig. 2. Relative rate of resp6nse to s1 for each 

bird in Exp. 1 during the last 5 sessions of single-stimulus 

training (0) and on the choice test (1). Filled 

triangles indicate statistically siQ1ificant preferences 
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present for the same length of time during choice tests (T1=T 2 ), 

relative rate of response to s1 on a choice test is the same as 

the proportion of total responses made to s1 {JR1/(R1+R 2 )::.~A 1 /(A1 +A2~. 
In order to estimate the reliability of choice test 

behavior on a single choice test for individual birds, the 

subset of trials on which an unequal number of responses was 

made to s1 and s2 was considered. The proportion of these trials 

in 0hich more responses were made to s1 than s 2 was calculated, 

and a sign test was used to determine whether this ·proportion 

was significantly different from .50. Choice test behaviors 

for which this test showed significance at Q<.05 (two-tailed) 

al~e indicated by filled triangles in Fig. 2, LJ-, and 6. 

As shown in Fig. 2, relative rates of response on the 

choice test were not closely related to relative rates of response 

at the end of single-stimulus training. Rank order correlation 

coefficienti between mean relative rate of response to s over1 
sessions 12 to 16 and relative rate of response to s1 on the 

choice test were -.54 in GroupS, +.OJ in Group 0, and +.49 

in Group OS. Choice test responding was strongly affected, 

however, by the schedule used in single-stimulus training. 

All six birds in GroupS showed a preference for s1 , showing 

that differences in rft/stimulus-on time during single-stimulus 

training influenced responding on a subsequent choice test. 

Similarly, five of the six birds in Group 0 showed a preference 

for s 2 , suggesting that differences in rft/overall time may also 

influence choice test responding. The preference in Group 0, 



however, was neither as strong within individual birds nor as 

consistent across birds as the preference in Group S, which 

suggests that rft/stimulus-on time may be a stronger determinant 

of choice than rft/overall time. Consistent with this interpreta­

tion, five of the six birds in Group OS, where rft/stimulus-on 

ti~e and rft/overall time were effectively competing, showed a 

preference for the stimulus which had received a higher number 

of rft/stimulus-on time. 

In summary, it was found in Exp.· 1 that manipulation 

of rft/stimulus-on time had a strong effect on choice, although 

it should be recalled that in Exp. 1 rft/stimulus-on time was 

confounded with proportion of trials followed by reinforcement. 

Rft/overall time also seemed to affect choice, although the 

effect of that variable was weaker and was not statistically 

significant since it occurred in only five of six birds. Pres­

entation probability had little or no effect on choice, since 

choice test responding was very different in different group$ 

even though presentation probabilities were the same in each 

group 

Experiment 2: Further Examination of 

Reinforcements per Overall Time 

In Exp. 1, rft/stimulus-on time had a strong and consistent 
' 

effect on choice, but the effect of ~ft/overall time was less 

clearcut. Since the finding of an effect due to rft/overall 
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time, vd th rft/stimulus-on time held constant, would have 

implications for the interpretation of a number of experiments 

on choice, a further examination of this variable seemed important. 

In addition, it seemed possible that an effect due to rft/overall 

time, if it existed, might not hold across the full range of 

~ft/stimulus-on time. For this reason two groups of birds were 

run. Within each group s1 and s 2 differed only with respect to 

rft/overall time, but in Group O(H) both stimuli received the 

same high number of rft/stimulus-on time that was used with 

Group 0 in Exp. 1~ while in Group O(L) both stimuli had a much 

lower value of rft/stimulus-on time. Both groups received more 

single-stimulus training than was given in Exp. 1 in order to 

ensure that response rates on single-stimulus trials were 

asymptotic at the time of the choice test. 

The first choice test of Exp. 2 showed no reliable 

effect due to rft/overall time. After that test, presentation 

schedules were reversed for all birds, so that s1 instead of s 2 

received the higher rft/overall time. It was felt that this 

manipulation would allow a more sensitive test for an effect 

due to rft/overall time, since the choice of each bird following 

the shift could be compared to its own previous choice, and even 

a small shift away from s 2 in each bird would reveal an effect. 

However, once ~gain no effect due to rft/over~ll time was found. 

Finally, all birds were presented with the schedule received by 

Group S in Exp. 1 in order to see whether differences in rft/stimulus­

on time, which had a large effect in Exp. 1, would reliably affect 
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choice even following a considerabl~ amount of other training. 

Design and Procedure 

The number of positive and negative trials presented 

in Phase 1 of Exp. 2 is shovm in Table 2. There were nine birds 

INSERT TABLE 2 ABOUT HERE 


in Group O(H) and six birds in Group O(L). Both groups started 

on the same schedule, but Group O(H) remained on the initial 

schedule with a high number of rft/stimulus-on time throughout 

Phase 1, while Group O(L) was shifted gradually to a low number 

of rft/stimulus-on time. Group O(H) received Phase 1 for 26 

sessions; Group O(L) received part a of Phase 1 for seven sessions, 

part .Q for six sessions, parts:_ for five sessions, and part d for 

eight sessions. Each group received a choice test in the 27th 

session. In that session the only trials presented were 40 non­

reinforced ~ 1 s 2 trials. 

In Phase 2, the schedules for all birds vvere changed so 

that s1 received the higher number of rft/overall time. Numbers 

of trials presented were the same as indicated in Table 2 ifor 

the final part of Phase 1, but s1 and s2 were simply reversed. 

After ten sessions of Phase 2 training, both groups received a 

second choice test identical to the first. Following the second 

choice test all birds were given 16 sessions of single-stimulus 

training identical to that received by GroupS in Exp. 1. 
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TABLE 2 

Design of First Phase of Exp. 2 

Number of positive (+) a.nd rft/stirnulus-on rft/overall 

Group negative 8 trials programmed time time 

Sl+ S1- S2+ S2­ F1/T1 F2/T2 F1 F2 

8 - l-1-0 ­O(H) 8 409.7 9·7 

O(L) a 8 - 4·0 ­
J.j- 4 20 20b-

c 2 6 10 JO 

d 1.2 1'.;.2 1 51 7 5 J5-

Note,- Rft/stimulus-on time is expressed in rft/min; rft/ 

overall time is expressed in rft/session. 

. 
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All birds then received a final choice test identical to the 

first two choice t~sts. 

Results and Discussion 

Autoshaping was begun with 17 birds, but one bird had 

a physical impairment and one never ate from the food tray. All 

of the remaining birds autoshaped successfully. 

Fig. 3 shows that rates of response to s1 and s 2 remained 

close throughout all phases of single-stimulus training. The 

INSERT FIGURE 3 ABOUT HERE 


individual data in Fig. 4 show no consistently higher rate of 

response to s1 or s 2 across birds either at the end of Phase 1, 

or on the first choice test, or on the second choice test, in 

~ither group. On the first choice test a total of only 9 of 

the 15 birds-pecked s2 at a higher rate than s1 , so the manipulation 

of rft/overall time during single-stimulus training in Phase 1 

had only a very weak effect on choice behavior, if indeed it had 

any effect at all. 

INSERT FIGURE 4 ABOUT HERE 


After the first choice test the possibility remained 

that rft/overall time was having an effect, but that this effect 

was competing against strong color preferences in individual 

birds. To test this possibility, birds were given further single­

stimulus training in which s1 instead of s now received the2 
higher number of rft/overall time. Ac~ording to the hypothesis 
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Fig. 3. Mean rate of response to s1 (open figures) 

and to s2 (filled figures) during single-stimulus training 

(circles) and choice tests (triangles) in Exp. 2. Points 

for Group O(H) are means for nine birds, while points for 

Group 0(1,) are means for six birds. 



55. 


oS1 eS2 SINGLE 

u 
w 
V)-

5 
GROUP O(H) .651 AS2 CHOICE 

~m~rrOeif~(J ~~ ~~~.SS 
A 

GROUP O(L) 

~~~~~~A 
{ . A A

Q A 
0 10 20 30 40 50 

SESSION 



56. 


Fig. L~ • Relative rate of response to sl for each 

bird in Exp. 2 during the last 5 sessions of Phase 1 ( 0) , on 

the first choice test ( 1 ) , on the second choice test ( 2), 

and on the final choice test (J). Filled triangles indicate 

statistically significant preferences for sl or for s2. 
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of competing color preferences, birds that preferred s in the1 
first choice test because of a color preference should now prefer 

sr even more strongly, while birds that preferred s2 in the first 

choice test might still prefer s2' but should prefer it less 

strongly. That is, according to the hypothesis relative rate 

of response to s1 should rise for all birds. ·As shown in Fig. L~, 

behavior on the second choice test offered no support for this 

view. Combining the two groups, relative rate of response to 

increased in seven birds but decreased in eight birds froms1 

the first to the second choice test. 

Following the second choice test, all birds received 

single-stimulus training in which s1 was associated with a higher 

value of rft/stlmulus-on time than s2 • Behavior on the third 

choice test was strongly affected by this manipulation, since 

14 of 15 birds responded at a higher rate to s1 than to s 2 , and 

the preference for s1 was significant (two-tailed 12. <.05 by the 

test described earlier) for all 14 of these birds. 

In Exp. 2, as in Exp. 1, relative rates of response on 

choice tests were not closely related to relative rates of response 

during the single-stimulus training that preceded those choice 

tests. Combining the two groups, rank order correlations between 

relative rate of response on a choice test and mean relative rate 

of response during the 5 preceding single-stimulus sessions were 

+.29 for the first choice test, +.28 for the second choice test, 

and +.43 for the third choice test. Even on the first and second 

choice tests, when choice did not seem to be affected by the 

independent variable manipulated, choice test behavior was not 
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closely predicted by response rates during single-stimulus 


training. 


In summary, no evidence was found in Exp. 2 for any 


effect of rft/overall time on choice·, even when a within-subject 


test was used that should have been quj_te sensitive to such an 


·effect. Presentation probability was also found to have no 

effect on choice in Exp. 2, since there was no significant 

preference for s2 on the first choice test even though s 2 had 

been presented five times as often as s
1 

prior to the test. As 

•in Exp. 1, however, manip'l.J.lation of r:ft/stimulv.s-on time during 

single-stimulus training strongly affected responding on the 

choice test in Exp. 2. That manipulation had a strong effect 

in this experiment even fo1lovling a considerable amount of other 

training. 

Experiment 3: Reinforcements per Stimulus-on Time 


and Proportion of Trials Followed by Reinforcement 


In both Exp. 1 and Exp. 2, manipulation of rft/stirnulus­

on time strongly affected choice behavior. However, in both of 

those experiments rft/stimulus-on time was manipulated by varying 

the proportion of trials followed by reinforcement, so that rft/ 

stimulus-on time and proportion of trials followed by reinforcement 

were confounded in those experiments. In Exp. J, different trial 

lengths were used with s1 and s 2 in order to isolate these factors. 
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Des irrn and Procr.:;dure 

Three groups of birds were run, with·10 birds in each 

group. Table J shows the trial lengths and numbers of positive 

and negative trials received by each·group. In GroupS-Only, 

stimuli differed in rft/stimulv.s-on time, but vwre the same in 

INSERT TABLE J ABOUT HERE 


proportion of trials followed by reinforcement. In Group P-Only, 

stimuli differed in proportion of trials followed by reinforcement, 

~ut were similar in rft/stimulus-on time. In Group SP, stimuli 

differed in both rft/stimulus-on tjme and proportion of trials 

followed by reinforcement, just as they had when rft/stimulus­

on time was manipulated i~ Exp. 1 and 2. 

After 16 sessj_ons of single-stimulus training, all birds 

were given 12 daily choice test -sessions, each consisting of 24 

nonreinforc~d s1s 2 trials. The first choice test session allowed 

examination of the effects of the independent variabJ.es on choice; 

the remaining choice test sessions allov,red examination of the 

extent to which choice would be maintained throughout extinction. 

In each choice test session, half the trials were ).2 sec long 

and half were 12.2 sec long, in a mixed order. Both short and 

long trials were used in the choice test sessions in order to 

evaluate shifts in preference as a trial progressed; such shifts 

would be revealed by differences in average rates of response 

on short and long trials. 

http:variabJ.es
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TABLE J 


Design of Exp. J 


Trial length and number of 

+ and - trials programmed 

Group sl c•")2 

nurnber length number lengtll 

C' A c•(st:c)S1+ Sl- o-c;··,.J Z' I (sec) 

S-Only 8 ­ 6.2 8 ­ 12.2 

P-Only 8 ­ 6.?. 8 8 J.2 

SP 8 ­ 6.2 8 8 6.2 

-
rft/stjmulus-on 

time 

(in rft/min) 

Fl/Tl F2/T2 ___________ ,.. 

9.·7 5.0 

9.7 9 .I~. 

9.7 q.• 8 

Proportion 

of trials 

follov:ed_ b 

reinfore emerd 

for Sl, fo 
-·- ­

1.0 1.0 

1.0 0.5 

r::1.0 0 ...... 
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Results and Discussion 

All 30 birds autoshaped successfully during the first 

three sessions of Phase 1. Mean rate of response to s1 .and s2 

for each group is shown in Fig. 5. Since trial lengths for 

s
1 

and s2 differed in this experiment, mean rates of response 

can be misleading. Suppose a bird had a latency ·of 2 sec, but 

pecked at a rate of 5 responses per sec after his first peck. 

Average rate of respon~e for that bird on a .3-sec trial would 

be 5 responses in 3 sec or 1.7 responses per sec, while average 

rate of response on a 6-sec trial would be 20 responses in 6 sec 

or 3.3 responses per sec. In general, given that latency was 

INSERT F1GURE 5 ABOUT HERE 


greater than interresponse time, even though latencies were 

equal and interresponse times were equal on two trials of different 

length, average rate of response would be lower on the shorter trial. 

Latencies were considerably longer than interresponse times in the 

present experiments, and it i~ likely that the effect just described 

explains most of the differences during single-stimulus training 

shown in Fig. 5 and 6 for Group P-Only, where eight of ten £irds 

INSERT FIGURE 6 ABOUT HERE 


pecked at a higher average rate to s than to s2 • However, such
1 

an effect cannot explain the higher average. rate to s than to
1 

S2 observed in Group S-Only~since s1 trials were shorter than 

s 2 trials in Group S-Only. Such an effec·t could not occur at all 
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Fig. 5. Mean rat~ of response to s1 (open figures) 

and to s2 (filled figures) during single-stimulus training 

(circles) and choice tests (triangles) in Exp. J. Each point 

is a mean for 10 birds. 
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Fig. 6. Relative rate of response to s1 for each bird 


in Exp. 3 during the last 5 sessions of single-stimulus training 


(0) and on the first choice test session (1). Filled triangles 

.indicate statistically significant preferences for sl or for s2. 
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in Group SP, since trial lengths for ·s 1 and s2 were equal in 

that group. Nor could it affect the data of any group during 

the choice tests, where s and s were always present for the1 2 
same lengths of time. 

Responses on short and long trials were recorded sep­

arately during the first choice test. }[owever, there were no 

significant differences between relative rates of response to 

on short trials and relative rates of response to s1 on longs1 

trials in any group, so both short and long trials w~re' considered 

together for the points plotted in Fig. 5 and 6. For both of those 

figures, response rates were calculated by simply dividing total 

responses to a stimulus by total time that the stimulus was present 

during the session. 

In the first choice test session, all ten birds in Group 

S-Only responded at a high6r rate to s1 than to s 2 • For two•of 

the birds, there was also a much higher rate of response to s1 

than to s 2 during single-stimulus training. When the stimuli 

differed in rft/stimulus-on time, but not in proportion of trials 

followed by'reinforcement, the birds showed a strong preference ) 

for the stimulus associated with the higher value of rft/stimulus­

on time. 

In Group P-Only, seven of ten birds responded at a higher 

rate to s 2 than s1 • Moreover, all of the four girds whose choice 

test behavior was significant by the .test d'escribed earlier 

responded at a higher rate to s 2 than to s1 • When the stimuli 

differed in proportion of trials followed by reinforcement, but 
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not in rft/stimulus-on time, there was no evidence for a 

preference for thb stimulus associated with a higher proportion 

of trials followed by reinforcement. The slight preference for 

s2 in Group P-Only showed that when stimuli were associated 

with different trial lengths, even though they were similar in 

rft/stimulus-on time, there was a weak preference for the stimulus 

associated with the shorter trial length. 

In Group SP, nine of ten birds responded at a higher 

rate to s than to s • This result is in agreement with the1 2
previous results for Group S in Exp. 1 and for all groups in 

the last phase of Exp. 2. In each of these c~ses s was associated1 
r 

with both a higher value of rft/stimulus-on time thans 2 , and a 

higher proportion of trials followed by reinforcemen-t than s •2
As in Exp. 1 and 2, choice test behavior in Exp. 3 was 

not closely related to behavior at the end of single-stimulus 

training. Rank order correlation coefficients between mean 

relative rate of response to s1 over sessions 12 to 16 and ) 

relative rate of response to SL_in the first choice test session 
.. 

were +.51 ln Group S-Only, +.18 in Group P-Only, and +.13 in 

Group SP. 

Data for the remaining eleven choice test sessions 

showed a loss in preference over the first few sessions in 

all groups. In Gr~up S-Only, where all ten birds pecked more 

to s1 than s 2 in the first choice test session, only seven birds 

did so in the second choice test S£Ssion, seven birds in the 

third, and four birds in the fourth. In Group P-Only>where 



seven of ten birds pecked more to s 2 than to s1 in the first 

choice test session, eight birds did so in the second choice 

test session, four in the third, and six in the fourth. In 

Group SP, where nine of ten birds pecked more to s1 than s2 
in the first choice test session, nine birds did so in the second 

choice test session, six in the third, and four in the fourth. 

For some birds in Groups S-Only and SP, where there were strong 

p~eferences in the first choice test session, the weakening 

preferences over the second and third choice test sessions were 

accompanied by an increase in the absolute rate 
I 

of response to 

the less preferred stimulus (Fig. 5). However such an increase 

did not occur in all birds: an increase in rate of response to 

s from session 17 to session 18 or 19 occurred in five of the2 
ten birds in Group S-Only and in seven of the ten birds in Group 

SP. When total responses in the 12 extinction sessions were 

considered, there were no significant differences between total 

responses to s and s in any group, and there were no significant r
1 2 

differences betvreen any tv.ro groups in total responses to both 

stimuli. 

Conclusions from Experiments 1, 2, and 3 

These experiments showed that several of the independent 

variables described earlier had little or no effect on choice 

behavior. Presentation probability had no effect on choice in 

Exp. 1 or 2. Proportion of trials. followed by reinforcement 
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had no effect on choice in Exp. J, where presentation prob­

ability was manipulated independently of rft/stimulus-on time. 

Trial length, when manipulated independently of rft/stimulus-on 

time in Exp. J, had only a weak effect on choice behavior. 

Finally, there was no consistent evidence for an effe~t of 

rft/overall time on choice behaviot in these experiments. In 

Exp. 2,even though five times as many reinforcements were 

presented for responses to s as were presented for responses
2 

to s1 , there was no consistent preference for s 2 across subjects 

on the choice test. There was a stronger suggestion of an effect 

due to rft/overall time in Exp. 1, and it is interesting that the 
~ 

choice test was given earlier in that experiment •. Possibly 

differences in rft/overall time will have a significant effect 

on choice behavior if the choice test is given early in training: 

two pilot birds, tested after seven sessions on the schedule used 

with Group O(H) in Phase 1 of Exp. 2, made 89% and 91% of their 
( 

responses to s on the choice tests. However, Exp. 2 shows that2 
when response rates during single-stimulus training are asymptotic, 

rft/overall. time s~ems not to affect choice test behavior. 

One variable manipulated in these experiments, however, 

did have a strong and consistent effect on choice behavior. In 

all three experiments, stimuli associated with a higher value of 

rft/stimulus-on time during single-stimulus training were preferred 

on choice tests. In Exp. 1, this effect was 
' 

found in all 6 birds 

in GroupS and in 5 of 6 birds in.Group OS; in Exp. 2, the effect 

was found in 14- of 15 birds even aftE~r a considerable amount of 

pridr training; in Exp. Js the effect was found in 9 of 10 birds 
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in Group SP. In each of these cases, rft/stimulus-on time was 

manipulated by varying the proportion of trials followed by 

reinforcement. In Group S-Only of Exp. 3, however, rft/stimulus­

on time was manipulated without varying the prop~tion of trials 

followed by reinforcement; all 10 birds in that group pecked at 

a.higher rate on the choice test to the stimulus associated 

with the higher number of rft/stimulus-on time. 

In summary, every manipulation that had a strong effect· 

on choice behavior in these experiments involved differences in 

rft/stimulus-on time, and each of the other variables just 

described had either no effects or only very weak effects Vihen 

not confounded with rft/stimulus-on time. These experiments 

suggest, then, that rft/stimulus-on time is a major determinant 

of choice. However, there is one other variable that covaried 

with rft/stimulus-on time in each of these experiments. Whenever 

rft/stimulus-on time was varied in Exp. 1, 2 or 3, rft/response 

also differed for the two stimuli. Since in each experiment 

birds pecked s1 and s
2 

at nearly the same rate dm_~ing single­

stimulus trafuing, changes in the number of reinforcements 

received per unit time with the stimulus present also changed 

the number of reinforcements received per response. These exper­

iments do not allow a decision whether rft/stimulus-on time, rft/ 

response, or both of these factors were the important variables 

determining choice 2n Exp. 1, 2, and J. 
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. Experiment 4: Use of Daily Choice Tests 

to Determine the Importance of Recency 

At this point we turn our attention away from 

the particular variables examined in the previous exper­

iments, and ask instead the more general question of whether 

the experimental approach used in those experiments can be 

improved. The separation of single-stimulus training and 

choice tests in the first three experiments was certainly 

useful,_ since it allowed the examination of a large number 

of variables possibly affecting choice. However, the previous 

experiment:::; had the limitation that choice was examined only 

at infrequent points in each experiment. Day to day changes 

in choice due to- single-stimulus training were not observed, 

since choice tests were given only after single-stimulus 

training had continuc~d for many sessiom> and responding on 

single-stimulus trials appeared asymptotic. A major purpose 

of the present experiment was to examine the feasibility of 

giving a brief choice test in every session, so that changes 

in choice frorn session to session could be observed. If it 

proved feasible to introduce a daily choice test while still 

keeping single-stimulus trials and choice trials separated, 

this would extend the usefulness of the present experimental 

approach. 
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During the daily choice test, the subject would of 

course determine what responses would occur. Since this is 

so, a daily choice test could not be given without losing 

some of the high degree of control over the subject's exper­

ience that had been possible during single-stimulus training 

in the previous experiments. However, an attempt was made 

to reduce the effects of subject-determined behavior during 

choice trials by presenting only four choice tria~s in each 

48-trial session, and by using only nonreinforced choice trials 

in most phases of the experiment. The decision to use only a 

small number of nonreinforced choice trials in each session 

raised the possibilities that (a) reliable choice data would 

not be obtained with so fe~ choice trials, or (b) birds would 

stop pecking on choice trials since pecks on choice trials_were 

consistently nonreinforced. Neither of these potential problems 

in fact arose. 

The particular variable examined in Exp. 4 was recency. 

Even if reinforced responses occurred equally often to each 

of tV!o stimuli, choice test behavior might be strongly deter­

mined by which reinforced response occurred most recently. To 

examine this possibility, s and s were treated identically
1 2 

throughout Exp. 4, but the order of presentation of these stimuli 



was arranged so that one stimulus had occurred more recently 

at the time of a choice test. It was originally expected that 

the stimulus present on the last few trials prior to the choice 

test might strongly determine choice, but there was little 

evidence for a strong short-term recency effect of this sort. 

In order to examine recency effects over longer periods, single­

stimulus trials of only one color were presented for several 

sessions, and then single-stimulus trials of the other color 

were presented for several sessions, while shifts in choice were· 

observed on the daily choice tests. 

Desirm and Procedure 

Each of six birds was autoshaped with an equal number 

of s and s trials, all reinforced, in the first 3 sessions1 2 
of the experiment. The structure of all further sessions was 

as follows. The first 40 trials consisted of one or more types 

of single-stimulus trials, in a mixed order. Following the 40th 

single-stimulus trial, four choice trials were presented, with 

s always occurring once on the left key and once on the right 

key in each pair of choice trials. Unlike single-stimulus 

t~ials, the choice trials were presented with ·a fixed interval 

of 72 sec between trial onsets. Following the fourth choice 

trial, four further single-stimulus trials were presented, vri th 

the same proportion of trials of each type that had been presented 

in the first 40 single-stimulus trials of that session. 

1 
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The types of single-stimulus trials presented in each 

phase of Exp. 4 are shown across the top of Fig. 7• Autoshaping 

INSERT FIGURE 7 ABOUT HERE 


took three sessions, Phases 1, 2, and 3 took eight sessions 

each, and Phases 4 and 5 took six sessions each. Throughout 

the experiment, all single-stimulus trials were positive. Red 

was_s for birds 1, 2, and 3 and green was s for birds 4, 5,
1 1 

and 6. In Phase 1, and s were presented equaliy often ins 1 2 
each session in order to determine initial color pref~rences. 

In the remaining phases, only one stimulus was presented on 

single-stimulus trials throughout the phase, and all single­

stioulus trials were positive, Choice trials were nonreinforced 

throughout Phases 1,. 2, and J, but in Phases 4 and 5 all choice 

trials, as well as all single-stimulus trials, were positive. 

Results and Discussion 

Throughout the experiment, rates of responding during 

both single-stimulus trials and choice trials rose gradually 

for all birds. Despite the fact that responding on choice trials 

was nonreinforced from sessions 4 to 27, response rates on choice 

trials remained similar to response rates on single-stimulus 

trials for all birds. Response rates in the 27th session ranged 

from 4.4 to 8.4 responses per sec on ~ingle-stimulus trials 

and from 4.1 to B~responses per sec on choice trials. 
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Fig. 7. Relative rate of response to s1 for each­

bird on the daily choice tests throughout Exp. 4. 
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Figure 7 
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Relative rates of response on the choice tests are 

shown for each bird in Fig. 7. It was most often the case, 

especially after the first few choice tests, that birds pecked 

only one color throughout a choice trial. This was the case, 

for example, in 89% of all choice trials for all birds combined 

in Phase 2. 

Although there was a fair degree of variability in 

rel~tive rates of response during Phase 1, consistent color 

preferences appeared in some birds. Bird 1, for example, made 

more than 75% of his choice test responSE"~S to Sl in five of the 

last six sessions of Phase 1, and Bird 2 made more responses to 

s than to s on seven of the eight Phase 1 choice test~. Birds
1 2 

J and 6 made more responses to s than to s1 on six and seven2 
of the eight Phase 1 choice tests, respectively. Despite 

consistent color preferences in.~ome birds, none of the birds 

confined their responses solely to one color on more than two 

of the eight choice tests durinG Phase 1. 

In the first session of Phase 2, only one color (s )1 
was presented on the 40 single-stimulus trials preceding 

the choice test. If there were a short term recency effect, 

we would expect all birds to peck s more than s on the first
1 2 

choice test of Phase 2. However, only four of the six birds 

p~cked more to s than to s2 on that choice test, and only two
1 

of the six birds had a relative rate of response to s1 greater 

than •76. There was no s'trong short term recency effect in this 

experiment. 
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However, a recency effect did appear when longer periods 

of time were examined. During Phases 2 and ~' when only one color 

was presented during single-stimulus trjals for several sessions, 

all birc_s eventually came to respond more to that color on the 

choice tests. For some birds this shift was quite gradual. There 

was considerable variability across birds in the nurnbe1· of sessions 

that pasr3ed in each phase before the stimulu~> present durinG 

single-stimulus training was pecked consistently on the choice 

test. The number of sessions that passed before the appearance 

of a consistent preference was related to each bird's initial 

color preference. Birds 1 and 2 showed a pr~ference for s in1 

Phase 1, and shifted very rapidly to s1 in Phase. 2 but very slowly 

to s 2 in Phase J. Birds J and 6 showed a preference for s 2 in Phass 

1, and shifted slowly to s1 in Phase 2 but rapidly to s2 in Phase). 

Bird 4, who showed no strong preference in Phase 1, shifted to s1 

and to s 2 at approximately equal rates in Phases 2 and ). 

Although the shifts in preference during Phases 2 m1d. 

3 may have been due to recpncy, there is another explanation 

which mus{ be considered. In Phase 2, for example, along with 

single-stimulus training in whi~1 responses to s1 were reinforced, 

birds also received four choice trials per session in which 

responses to s 2 , if they occurred, were nonreinforced. Perhaps 

birds gradually shifted to s not bE!Caw:oe of the many trials on
1 

which responses to s1 were reinforced, but because of the few 

trials on which responses to s 2 were nonreinforced, Such an 

account is particularly plausible in cases where several sessions 

pa~sed before a bird reliably preferred s on the choice t~st.1 
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In order to examine whether such discrimination training 

contributed to the shifts in preference observed in Phases 2 and 

3, all choice trials were made positive in Phases 4 and 5. The 

birds responded on all choice trials·in these phases, so that 

reinforcement was actually delivered following all of the 288 

positive choice trials that occurred. The rate at which shifts 

in preference occurred in Phases 4 and 5, however, was similar 

to the rate at which they had occurred in Phases 2 and 3. This 

may be seen in Fig. 7, which shows that although some birds 

( 2 and 5) had weaker preferences in Phases L~ and 5 than in Phases 

2 and. 3, other birds (1 and 3) shifted preferences more rapidly 

in Phases lJ- and 5 than in Phases 2 and 3. Figure 8, 1.vhich shovvs 

mean relative rate of response for all birds in sessions 2, 3, 

4, and 5, shows that average rates of shift in Phases 4 and 5 

were similar to average rates or shift in Phases 2 and 3. 

INSERT FIGURE 8 ABOUT HERE 


The data in Fig. 8 also show that choice test behavior 

was not determined simply by the total number of trials a bird 

had experienced with s and s • This ·would explain preferences
1 2

for s at the ends of Phases 2 and 4, since more s trials s
1 1 2 

trials had been received at these points. However, it cannot 

explain the preferences for S that occurred at the ends of Phases 
2 

3 and 5, since an equal number of s1 trials and s2 trials had 

occurred at those points.· 

The data of this experiment show that it is not only 

the total number of reinforcements for responses to s and
1 
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Fig. 8. Mean relative rate of response to s1 for 

.each session of Phases 2 and 4-, and relative rates of response 

to s 2 for each session of Phase 3 and 5, for ~11 birds in Exp. 4. 

Points connected by dotted lines show mean relati~e rate of 

response on the last session of the previous phase. 
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responses to s2 that is important in determining choice behavior, 

but the order in 0hich these reinforcements are received. In 

particular, if responses to one stimulus have been reinforced 

more recently than responses to another stimulus, even though 

both responses have been reinforced equally often at the time 

of·the test and both stimuli are associated with equal rates 

of reinforcement, then the response that has been reinforced 

most recently will occur at a higher rate on the choice test. 

This recency effect may have implications for the formulation 

of a model of choice behavior. It may prove necessary to , 

incorporate into such a model some mechanism of forgetting, 

so that recent experience is weighted more heavily than early 

experience in determining choice! 

The more general finding of this experiment is that a 

daily choice test is indeed feasible in a situation where single-

stimulus trials and choice trials are separated. Even though 

*It is in fact possible to predict the data of Phases 2, 

3, 4, and 5 'without the assumption of diminishing effectiveness, 

using a relatively simple model in which "tendency to respond 

to S " and "tendency to respond to s " increase according to1 2 
linear operators, if one assumes that (a) there is some general­

ization between sl and s2, and (Q) the degree of generalization 

dimin'ishes over s~s~~ions. See Appendix 2. 
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only a small number of choice trials v.ras used daily in Exp. lj., 

it was possible to get reliable data on choice from session 

to session in individual birds. Two birds did not show reliable 

choice test behavior in the later phases of the experiment, but 

we cannot be sure whether th~t X'~ fleets a lack of sen::d tivi ty in 

.·the choice test or a weakness in the independent variable 

employed. 

The fact that the b1rds showed no decrease in responding 

on the nonreinforced choice trials over a per5.od of 24 sessions 

may seem surprising. Throughout this entire period, all trials 

with only one key lit were positive and all trials with both 

keys lit were negative. Despite this, the birds C'Ontinued to 

respond on trials with both keys lit. Although it may se~m 

surprising that no discrimination formed between positive and 

negative trials, other experiments have also shown that pigeons 

will continue to respond to n6nreinforcec1 displays if those 

displays ?ontain a distinctive feature that is also present 

on positive displays (Sainsbury & Jenkins, 1967; Jenkins & 

Sainsbury, in press, ~,b), Those experiments involved a larger 

number of negative trials·per session than the present experirnent, 

but generally ·involved fewer sessions, Taken with the present 

results, .they suggest that it may be possible to continue 

indefinitely· the daily pre~::entation of nonreinforced choice 

tri~l$ with no lcrss of responding. If this is so, it increases 

the attractiveness of the daily choice test procedure. 



In summary, the use of a daily choice test seems quite 

feasible. Reliable data may be obtained even if only ~ small 

number of choice trials is used, and responding on choice trials 

.is likely to continue over a large number of sessions even if 

responding on choice trials is never reinforced, The use.of a 

large number of single-stimulus trials and ~ small number of 

choice trials in each session has the advantage of allowing a 

high degree of control over the subject's experience with each 

stimulus while at the same time allowing the observation of day 

to day changes in choice. 

Summary and Conclusions 

In each of these four experiments, choice tests were 

separated from single-stimulus training in order to achieve a 

high degree of control over the subject's experience before 

examining choice behavior. Major findings were that (a) re­

inforcements per unit time with the stimulus present (rft/~timulus­

on time) seemed to be a potent variable affecting choice; (b) 

several other variables, including presentation probability, 

trial length, proportion of trials followed by reinforcement, 

and rft/overall time had either no effect on choice or only very 

weak effects when isolated from rft/stimulus-on time; (£) relative 

rate of response to a stimulus on a choice, test was not closely 

related to relative rate of response to that stimulus during 

single-stimulus training; (d) lirge differences in rates of response 
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to s1 and s in the first ~hoice test session following single­
2 

stimulus training were not sustained throughout continued testing 

of choice in extinction; and (~) w~en responses to two stimuli 

were equally often reinforced over all sessions, but in the 

most recent sessions responses to one stimull.l.:-:3 were reinforced 

and the other stimulus was not presented, then the response most 

recently reinforced occurred most often on the choice test. 

The general tactic of separating single-stimulus training 

and choice tests appears to offer several adv~ntages for the study 

of ch6ice. First, the procedure makes possible a high degeee of 

control over the subject's experience with each stiwulus. Second, 

the procedure allows the separate manipulation of each of a large 

number of variables that might affect choice. 'J'hird, the procGdure 

is sensitive enough so that in these experiments the effects of 

at least one ln8.J)r variable, rft/stir;mlur:;-on time' were consh~t(mtly 

observed. Fourth, the procedure may be extended so that a daily 

cho3.ce test is given, as done here in Exp. 4, allowing the obser­

vation of shifts in preference from session to session. Finally, 

it should be noted that the tactic of separating single-stimulus 

training and choicetests could easily be extended beyon~ the trial 

situation that was used in these experiments. There is no reason 

vrhy single-stimulus training could not include longer periods with 

each stjmulus on, employing any or the commonly used schedules of 

reinforcement. 



In conclusion, the general tactic of separating single-­

stimulus training ~nd choice tests has many useful features. 

It seems 1ikE~1y that a large number of questio:-1~~ concerning 

·choice may profitably be asked by using that general tactic. 

' 

t, 

._­



APPENDIX 1 


THE CONCEPT OF RESPONSE STRENGTH AND SOME DATA 


ON EXTINCTION: PREDICTIONS BASED ON WITHIN- AND 


BETWEEN-SUBJECT PARTIAL REINFORCEMENT EFFECTS 


In this appendix,I (a) suggest that a model for the 

present experimental situation might be formulated in terms 

of-response strength; (b) point out the possible relevance of 

previous findings of within- and between-subject·~artial 

reinforcement effects; (£) make some predictions about what 

would happen during extinction in the present experiments if 

within- and betweer1-subject partial reinforcement effects 

occurred; and (~) examine some data on extinction in the 

present experiments .in order to evaluate these predictions. 

Some of the data to be described were discussed earlier from 

another point of view. but some of the data have not been 

described before. 

The Concept of Resp~nses Strength 

Consider two approaches to a model for choice behavior 

in the present experiments. One approach is to say that as a 

result of the variables manipulated during single-stimulus 

training. at the end of single-stimulus training there exists a 

certain probability of response to Sl and a certain probability 

of response to s2 • On the choice test these probabilities 
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interact according to some rule that determines·the probability 

of each response when both stimuli are present concurrently. 

For convenience, we will call this model the nrobabili~odel. 

The major feature of the probability model is that it attempts 

to predict choice behavior from the probabilities of different 

r~sponses at the end of single-stimulus training. 

Now consider an alternative approach to a model for 

choice behavior in these experiments, which we will call the 

strength model. One could argue that during single-stimulus 

training, responses to s1 and responses to s2 acquire different 

"strengths" as a result of their association with different 

schedules of reinforcement. On choice tests, the interaction 

of these different strengths would determine which response 

occurred. The difference between this model and the probability 

model is that "response strength" is a theoretical term, and 

response strengths at the end of single-stimulus training need 

not be directly tied to rates of resp6nse at that time. That is, 

the strength model has a degree of freedom not available to the 

probability model. According to the strength model, the indepen­

derit variables of the experiment affect the theoretical "strengths~" 

which in turn affect choice behavior. The model does not require 

any particular relation between probabilities of response at the 

end of single-stimulus training and probabilities of response on 

the choice test. 

We could say that the probability model uses the independent 

variables to predict bahavior at the end of single-stimulus 
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training, and then in turn uses this behavior to predict choice 

test behavior. The strength model, on the other hand, predicts 

choice test behavior directly from the independent variables, 

via the theoretical concept of "response strength." In one 

sense the strength model is the weaker of the two, sine~ it 

dpes not necessarily predict anything about r~sponding during 

single-stimulus training. But this may also be an advantage 

for the strength model, since that model does not have to predict 

a close relation between responding during single-stimulus 

training and responding during the choice test. The data from 

the-experiments reported in this thesis suggests that this 

advantage may be an important one. 

Three related aspects of the data suggest that the 

form of model we have called the "probability model" might be 

difficult to apply to the present experiments. First, in all 

of the experiments differences in rates of response to the two 

stimuli were very much smaller during single-stimulus training 

than durini choice tests. Second, variables having consistent 

effects on choice behavior across birds often had inconsistent 

effects bn behavior during single-stimulus training. In Exp. 2, 

for example, 14 of 15 birds showed a significant preference for 

on the third choice test. During the single-stimulus training.s1 

immediately prio~ to that choice test, however, only nine of 

the 15 birds had shown higher rates of response to s1 than to 

s2 • This means that six birds responded at a higher rate to 

s2 than to s1 during single-stimulus training - and some of 
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the~e birds did this consistently, session after session - but 

responded at a higher rate to s1 than to s2 during choice tests. 

Finally, the correlations reported for Exp. 1, 2 and 3 showed 

that there was no strong relation between relative rate of 

response during single-stimulus training and relative rate of 

response during choice tests. 

All of these facts show that relative rates of response 

dur~ng single-stimulus training need not be closely related to 

relative rates of response during choice tests. If what I have 

called a "probability model" of choice estimated probabilities 

from observed rates of response, such a model would be faced 

with the problem of predicting large differences in probabilities 

of response on a choice test from probabilities that differed 

only slightly, or not at all, or even in the wrong direction 

during single-stimulus training. For this reason, a simple 

model relating probabilities of response during single-stimulus 

training to probabilities of response during choice tests might 

not fare well in the present situation. 

The approach taken in the "strength model" makes it 

po~sible· to avoid these difficulties because response strength 

is a theoretical term, and need not be directly tied to observed 

rate of response. Using the concept of response strength woula 

leave one room to argue as follows: at the end of single-stimulus 

training, sl and s2 have differen~ response strengths due 

to their association with different schedules of reinforcement. 

However, at this.point both response strengths are above some 

; 
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particular value, so that rates of response to s1 and s 2 are 

each at their maximum and no reliable difference is observed 

between them. (In fact, one could even argue here that maximum 

rate to s1 and maximum rate to s2 may be slightly different, 

but unrelated to the different response strengths of s1 and s2 .) 

On.choice tests, the argument would continue, relative rate of 

response to s1 would be determined by the relation between 

strength of response to s1 and streng~h of response to s 2 • 

In summary, the advantage of the response strength notion is 

that it allows strong preferences on choice tests even though 

there are no preferences (or perhaps even slight differences 

in the other direction) during single-stimulus trgining. 

Relevance of the Partial Reinforcement Effects 

We have not offered a precise definition of "response 

strength," and indeed such a definition must await a more formal 

model of choice behavior*. The use of the term, however, does· 

suggest the possible relevance of previous findings thought 

to affect "response strength." An example of such a finding 

is the partial reinforcement effect (PRE). This refers to the 

fact that when one stimulus is associated with consistent 

reinforcement, and another stimulus is associated with only 

occasional reinforcement, responding declines less rapidly to 

the latter stimulus during extinction. When two stimuli so 

treated are compared with different groups of animals, we observe 

~•see Appendix 2. 
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a between-subject PRE; when two stimuli so treated are compared 

within a given animal, we observe a wj_thin-m.tbject PRE. Within­

subject PREs have been noticeably more difficult to demonstrate 

than between-subject PREs (Amsel, 1967), 

In terms of our present for~ulation, we would say that 

\·rhen one stimulus is associated with consistent. reinforcement 

and one with occasional reinforcement, response strength during 

extinction declines less raoidlv* to the stimulus.associated with 

occasional reinforcement. In both Exp. 1 and Exp. J some stimuli 

were associated with less consistent reinforcement than others; 

we turn now to an examination of data from these experiments to 

see whether differences expected on the basis of within- and 

between subject PREs w2re in fact found. 

*N6te we do not say the partially reinforced response 

"has greater strength", since the t'~rm "strength" is not defined 

hero in term~ of resistance to extinction. A careful distinction 

must be m~de between (~) momentary response tendency and (b) 

the rate of decline in that tendency during extinction. As used 

hare, "strength" i·s related to momentary re~.:>ponse teJ:!dency. 'rhe 

PRE, hbwever has usually referred not to differences in response 

tendencies at the beginning of extinction, but to differences in 

the rates at which these response t~ndencies decline during 

extinction. Sometimes the PRE has been described by saying the 



Data from an Extinction Pha.se of Exp. J 

The schedules of reinforcement used in Exp. 1 were such 

that both within- and between-subject partial reinforcement 

effects might have been expected, Table.l, which shows the 

d.esicrn of Exp·. 1, is pre~:wnted again on the next page to allow 

easy ~eference. Note that in Group St all s1 trj.als were followed 

by reinforcement, vihile only one-third of all s 2 trials were 

followed by reinforcement. We might therefore expect a within-

subject partial reinforcement ~ffect in Group S, A similar 

analysis could be made for Group OS, where s trials were again1 
always followed by reinforcement, but only two-t~irds of all s

2 
trials were follow8d by reinforcement. Finally, if we compare 

partially reinforced response has greate·r "strength", but that 

use of the term "strength", to mean resistance to extinction, 

is different from the v:ay the term "strength" is used here. 

These different uses of the term "strength" do not diminish 

the fact that the PRE is relevant to the concept of response 

strength as used here, since it implies more rapid decline in 

response strength following consistent reinforcement than 

follovving occasional reinforc(;ment. 
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TABLE 1 


Design of Exp. 1 


Number of positive (+) and rft/stimulus-on rft/overall 

Group negative (-) trials time time 

Sl+ S1­ S2+ s2­ F1/T1 F2/T2 F1 F2 

s 


OS 


12 12 24 

12 36 -
12 24 12 

12 129.7 3.2 

12 369.7 9.7 

12 21-J.­9.7 6.5 

Note.- Rft/stimulus-on time is expressed in rft/min; rft/overall 

time is expressed in rft/session. 



Group 0 to Groups S and OS, we find that in Group 0 all trials 

were positive, while some trials were negative in Groups S 

and OS. We might therefore expect a between-subject partial 

reinforcement effect, ·with Group 0 making fewer responses in 

extinction than Groups S and OS. 

It should be noted that the above discussion has 

pointed out differences in reinforcements per trial, not 

reimforcements per response. Even when all trials were 

followed by reinforcement, as in Group 0, from 6 to 40 

resportses were usually made before a reinforcement occurred. 

However, there are two reasons why we might still expect 

partial reinforcement effects to occur. First,- when 

reinforcements per trial were lower in one case than another, 

reinforcements per response were also lower, since about the 

same number of responses was made on each trial type. Second, 

if the partial reinforcement effect is produced by the failure 

of reinforcement to occur when it is "expected" (Amsel, 1958), 

then the termination of some trials without reinforcement in 

Groups S and OS might cause partial reinforcement effects. 

To test the prediction of within- and between-subject 

PREs in Exp. 1, following the first choice test all birds were 

returned to their Phase 1 schedules for a further 11 sessions. 

Then all birds received five sessions of extinction in which 

24 s1. trials and 24 s2 trials were pr~sented daily in a mixed 

order with reinforcement never available. A second choice test 

was presented following the fifth extinction session. Due to 
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the low level of responding at that point, the second choice 

test was unlike the first. The first 20 trials of the second 

choice test were nonreinforced s1s 2 trials, as in the first 

choice test. From two to five minutes after the 20th s1s 2 trial, 

however, the food tray was raised for each bird until he ate or 

until five minutes had passed. Then another 20 nonreinforced 

s1s 2 trials were presented. The free tray had the effect of 

increasing rate of response in 15 of the 17 birds that ate from 

the raised tray. Note that the fre·e tray was not presented 

immediately following a trial. In the second choice test, as 

in the first, reinforcement was never presented for responding 

on an s1s 2 trial. 

Figure 9 shows mean rates of response to s1 and s 2 

throughout these extra phases of Exp. 1. Recalling that before 

extinction began all single-stimulus trials were positive in 

Group 0, while only half of all single-stimulus trials were 

positive in Group S and three quarters positive in Group OS, 

we might expect that a between-subject PRE would occur, with 

Group 0 making less total responses extinction than Groups S 

or OS. A difference in this direction was found only when the 

data were analyzed in an unusual-way. The groups did not differ 

significantly in terms of total responses during extinction 

(sessions 29-33). However, there was consider~ble variability 

in response rates from bird to bird, and it remained possible 

that if some corr~ction were made for this a significant difference 

• 
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Fig. 9. Mean rate of response to s1 (open figures) 

and to s2 (filled figures) during single-stimulus training 

(circles) and choice tests (triangles) in Exp. 1. This figure 

is an expansion of Fig, 1 to show the additional training, 

extinction, and second choice test, 
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between groups would be found. One tactic that was tried was 

to take each bird's total responses in the last four sessions 

of extinction as a proportion of that bird's responses in the 

first session of extinction. This proportion would be lower 

if extinction were more rapid. However, even this measure 

showed no significant differences between groups. A third 

measure did show significant differences between groups, 

however. When each bird's average response rate in the first 

session of extinction was subtracted from its average response 

rate to S1 and s2 on the last session of rewarded training, the 

difference was la~ger in Group 0 than in Groups S and OS combined 

(Mann-''lhitney U=11, two-tailed 12. <. 05). 'l1hat is, rate of response 

dropped more rapidly from the last session of rewarded training 

to the first session· of extinction in Group 0 than in the other 

two groups. Although this difference is in the direction expected 

on the basis of a between-subject PRE, it is not highly significant 

and is based on an unusual measure. 

No evidence at all was obtained for a within-subject 

PRE in Group S or in Group OS. Evidence for such an effect 

would be fewer responses to s1 than to s2 in extinction in 

these groups, but this did not occur. There was no significant 

difference in either of these groups (or in both groups combined) 

in total responses to the two stimuli throughout extinction. 

Even when the measure described above was us~d, and the difference 

in rate of response to s1 in session 28 and 29 was compared to 

Mr.MASTER UNIVERSITY LIBRARY 
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the difference in rate of response to s2 in sessions 28 and 

29J the drop in rate of response was greater for s1 than for 

s2 in only two of the six birds in Group S and three of the 

six birds in Group OS, 

To this point, only the data for the five single-stimulus 

extinction sessions have been discussed. Following those sessions, 

all birds were given a second choice test. This was done for 

the following reason. It was thought that, if a within-subject 

PRE occurred, responses to s1 would extinguish faster than 

responses to s 2 during the five extinction sessions in Groups 

S and OS, and birds would choose on the second choice test.s2 

This would be particularly interesting since the birds in these 

groups had chosen s1 on their first choice test. However, no 

within-subject PRE appeared during the single-stimulus extinction 

sessions, and, as might be expected, there was no evidence for 

a significant preference for s2 on the second choice test. Six 

of the twelve birds in Groups S and OS responded more often to 

on the second choice test, and six responded more often to s1 •s2 

In summary, there was no evidence whatsoever for a 

within-subject PRE in the extinction sessions of Exp. 1. There 

was only very weak evidence for a between-subject PRE, with 

extinction more rapid in Group 0 than in the other two groups. 

However, that evidence was based on an unusual measure, and 

the difference observed was of only m~rginal statistical 

significance. 
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Further Analysis of the Extinction Data in Exp. 3 

Table 3, showing the design of Exp. 3, and Fig. 5, 

showing the results, are presented again on the following two 

pages to allow easy reference. Recall that after single­

stimulus training as shown in Table 3, all birds were given 

12 sessions of choice tests in extinction. 

Note that the extinction sessions in Exp. 3, unlike 

those in Exp. 1, involved choice trials only. This makes it 

difficult to look for within-subject PRE effects in Exp. 3, 

since numbers of responses to s1 and s2 in Exp. 3 are affected 

not only by resistance to extinction, but also by choice. To 

put it another way, if a bird made more responses ·to s1 than 

to s 2 this might mean either that (a) responses to s1 were 

more resistant to extinction, or (.Q.) there was a strong pref­

erence for s1 , so that very few responses to s2 could occur. 

In terms of a strength model,. it could be· said that total 

responses to a particular stimulus during extinction would 

be a joint function of (g) the initial response strength to 

that stimulus, (b) the rate at which that strength declined, 

and (£) the concurrent value of response strength to the com­

peting stimulus at each point in time throughout extinction. 

For these reasons, no strong predictions could be made for 

Exp. 3 on the basis of a within-subject PRE. The data showed 

that total responses to s1 and s 2 during extinction did not 

differ consistently in favor of ei~her stimulus in any group. 
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TABLE J 
·/ Design of Exp. J 

Trial length and number of rft/stimulus-on Proportion of 

trials followel.+ and - trials programmed timeGroup 

(in rft/min) by reinforcemecrs1 s2 

number length number length 

for sl for s~(sec) S2+ S2­S1+ sl­ (sec) Fl/'rl F2/T.2 
-

I 
S-Only 8 ­ 8 ­6.2 12.2 1.0 1.09-7 5.0 

P-Only 8 ­ 8 86.2 1.0 0.5J.2 9-7 9.4 

8 ­SP 6.2 8 8 6.2 1.0 0.59·7 4.8 

--· ­
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Fig. 5. Mean rate of response to s1 (open figures) 

and to s2 (filled figures) during single-stimulus training 

(circles) and choice tests (triangles) in Exp. J. Each point 

is a mean for 10 birds. 



105. 


Figure 5 
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The fact that only choice trials were presented during 

extinction does not prevent a comparison of groups in total 

responses, however. As in Exp. 1, we can ask here whether 

any effects analogous to between-subject PREs occurred by 

simply comparing groups in total responses during extinction, 

~ithout regard to what stimulus was responded to. Three 

analyses on overall response rates were carried out, similar 

to those carried out in Exp. 1. 

First, when total responses· in all 12 extinction 

sessions were considered, there were no significant differences 

between groups. This had also been found in Exp. 1. However, 

when responses in the last eleven extinction sessions were taken 

as a proportion of responses in the first extinction session, 

this proportion was found to be significantly lower in Group 

P-Only than in Group S-Only (Mann-Whitney .Y.. = 20, two-tailed 

.:Q: < . 05) and also lower in Group P-Only than in Group SP 

(Mann-Whitney U = 22, two-tailed 2 < .05). A measure analogous 

to this measure had shovm no significant differences between 

groups in Exp. l. A third measure, one that had shown significant 

differenes in Exp. 1, was the difference between average response 

rate in the first extinction session and average response rate 

in the last session of rewarded training. This measure showed 

no significant differences betvveen groups in E'xp. J. 

Only one of the three measures showed significant 

differences betwe~n groups in Exp. J. Moreover, even those 

differences were of only marginal statistical significance. 
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A Mann-Whitney U of 23 or less is required for significance 

at two-tailed 12 < . 05 with the number of subjects used in these 

comparisons, and.the ~·s described were only slightly below 

that value. However, assuming that these findings are replicable, 

how would we interpret them? One difference between Group P-Only 

9-nd the other groups.,is that Group P-Only was the only group with 

3 sec trials during single-stimulus training. It is difficult to 

see why that fact alone should cause more rapid extinction in 

Group P-Only. Another possibility ·is that the more rapid extinc­

tion in Group P-Only was due to its high average value of rft/ 

stimulus-on time. If rft/stimulus-on time is calculated without 

regard to the distinction between s1 and s2 , that measure was 

higher in Group P-Only than in the other two groups. This also 

means that, on the average, rft/response was higher in Group 

P-Only than in the other two groups. The differences observed 

in this experiment are therefore consistent with the argument 

that the partial reinforcement effect is determined by differences 

in the probability of reinforcement given a response. They are 

not consistent with the argument that the termination of a trial 

without reinforcement is an important factor causing the partial 

reinforcement effect in this situation, for if that were the case 

group S-On~y would have been the group to extinguish most rapidly. 

Conclusions 

In summary, there was no evidence for within-subject 

PREs in either Exp. 1 or Exp. 3. In each experim.ent, however, 
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there was weak evidence for an effect consistent with a between­

subject PRE, The evidence for such an effect in each experiment 

should be regarded as tentative, since in each case differences 

were cinly found when an unusual measure was employed, and even 

then the differences were of marginal statistical significance. 

However, it is of some interest that in each case the differences 

were in a direction that could be explained by saying extinction 

is more rapid the higher the number of rft/stimulus-on time, or 

alternatively, the higher the number of rft/response. 



APPENDIX 2 

A MODEL OF CHOICE BEHAVIOR 

No attempt is made to present a comprehensive model 

of choice in this appendix. The model presented is sketched 

only in sufficient detail to make a particular point. That 

point is this: it is possible for a model to predict "recency" 

effects, such as those observed in Exp. 4, without incorporating 

any explicit axiom about forgetting. To·make this point I will 

first sketch a simple model that cannot predict recency. Then 

I will show that by adding an extra axiom to that model - an 

axiom not apparently related to recency ... effects of the sort 

found in Exp. 4 can be predicted. 

Before the models are described, it is important to 

specify exactly what we want to predict. Suppose a subject 

receives only reinforced s1 trials and reinforced s2 trials 

throughout training. Suppose further that he first receives 

an equal number of s1 and s2 trials intermingled, then a block 

of s1 trials; then another block of s 2 trials. We wish to 

predict that, if given a choice test near the end of any of 

the four blocks of trials, the subject would choose the stimulus 

most recently experienced. Note that we must be able to predict 

a choice of s2 after a block of s2 trials, despite the fact that 

an equal number of reinforced s1 and s2 trials will have been 

- 109 ­
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received at that point. This is what is meant by a "recency 

effect": even though s 1 and s 2 have been experienced an equal 

number of times, the fact that experience with s 2 has been more 

recent at the time of the choice test causes responses to tos 2 
occur more frequently on that choice test. 

Model 1: Strength Model with Linear Operators 

Model 1 cannot predict the desired effect, but will be 

useful as a background for Model 2, which can predict the effect. 

Both models have two basic theoretical variables, "strength of 

response to S1" (V1 ) and "strength of response to s 2" (V2). 

The values of v1 and are determined by the training conditions,v2 

and behavior on choice tests is in turn a function of the values 

of v1 and v2 • Here are the axioms of Model 1. 

AXIOM 1. If trial n is a trial and is followeds 1 

by reinforcement, then following that trial, v1 increases 

according to the formula 

v1'n+1 = vl,n + A(L - v1,n), 

and v 2 increases according to the formula 

v = v2 + BA(L - v2 ),2,n+1 ,n ,n 

where e ~A ~ 1, O~B~ 1 t and L) o. 

AXIGr.1 2. If trial n is a s2 trial and is followed by 

reinforcement, then following that trial, increases accordingv1 

to the formula 

vl,n+1 
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and v2 increases according to the formula 

V2,n+1 = V2,n + A(L- V2,n)' 

where 0 ~ A~ I, 0 ' B ~ 1, and L > 0. 

AXIOM J. If v1 is greater than at the time of av2 

choice test, more responses will occur to s1 than to s2 on 

that choice test, and if v2 is greater than vl at the time of 

a choice test, more responses occur to s2 than to s1 on that 

choice test. 

Axioms 1 and 2 describe the v.;ay response strengths 

increase during single-stimulus training. Notice that the 

appropriate formulas are applied following every trial, not 

following every response. These axioms are meant for a sit ­

uation in which trial-lengths are the same for s1 and s 2 , and 

would have to be modified to take trial lengths into account 

if s1 and s 2 had different trial lengths. Also, no axioms are 

presented for nonreinforced trials; we are concerned only with 

positive trials in the present situation. 

Each of the four formulas employs a linear operator. 

The formulas are most easily understood if the three parameters 

are described as follows: 

A = learning rate 

B = generalization constant 

L = limit or asymptotic value of strength 

The model simply says that on reinforced trials with a 

particular stimulus present, response strength to that 
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stimulus rises toward its. asymptote at a certain rate, and 

response strength to the other stimulus also rises toward 

its asymptote, but at a less rapid rate. The difference in 

rates is determined by parameter B. If B = 1, then general­

ization is complete, and following a reinforced trial with 

one stimulus the response strengths to both stimuli rise at 

the same rate. If B = 0, then there is no generalization, 

an~ following a reinforced trial with one stimulus the 

response strength to the other stimulus is unchanged. The 

~arameters A, B, and L are not given subscrips in this model, 

since this is not necessary for the point we wish to make. 

Also, the prediction concerning choice test responding in 

Axiom 3 is very weak in this model, but again it is sufficient 

for the point we wi~h to make. 

Model 1 cannot predict the desired recency effect. 

Rather than making this point formally, we will demonstrate 

it with a set of examples. In each case we assume that at 

the end of training on intermingled s1 and s2 trials, v and1 
v are equal. Then we follow the strengths v1 and V2 through2 

two sl trials, two s2 trials, another two trials, and anothers1 
two s2 trials. It turns out that v1 and v2 are equal at the end 

of each set of s 2 trials, where the total number o.f·/-time~-~and 

s2 have been experienced are equal., 
~>:···· 
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EXAMPLE 1: Model 1 with A=.20, L=lO, B=1.0 (complete general­

ization) 

INI'riAL VALUES: = s.o = s.ov1 v2 

TRIALS: Sl+ 6.0 6.0 

6.8 . 6. 8Sl+ 


S?+ 7 ,li-4 ?.44 


S2+ ?.952 7.952 


s1+ 8.3616 8.3616 


Sl+ 8.68928 8.68928 


S2+ 8. 951424- 8. 9 5142'+ 


S2+ 9.1611392 9.1611392 

This example is not VGry interesting: due to the·complete 

generalization (B=l.O), v1 and are always equal and therev2 

cannot possibly be any recency effect. 

EXAMPLE 2: Model 1 with A=.20, L::=10, B=O (no generalization) 

INITIAL VALUES: v1 = s.o v2 == s.o 
TRIALS: Sl+ 6.0 s.o 

Sl+ 6.8 5.0 (V larger)
1 

S2+ 6.8 6.0 

S2+ 6.8 6.8 

S1+ ?.44 6.8 


S1+ ?.952 6.8 (V1 larger) 


S2+ ?.952 ?.44 


S2+ ?.952 ?.952 (v1=V2 ) 
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In this example, with no generalization, there is again no 

recency effect since v == v2 at the critical points.1 
EXAMPLE .3: Model 1 with A==.20, L=10, B==.50 (some generalization) 

INITIAl, VALUES: = 5.0 v2 = 5. 0v1 

TRIAlS: S1+ 6.0 5.5 

s + 6.8 5.95 (V larger)
1 1 

S2+ 6.76 

S2+ 7 ,lW8 7.408 

s + 7.9264 7.66721 

Sl+ 8.34112 7.90048 (v larger)
1 

S2+ 8.507008 8.3203840 

S2+ 8.6563072 8.6563072 


This example shows that even with an intermediate level of 

generalization, no recency effect is found with Model 1. 

Whenever an equal number of s1 and s 2 trials have been received, 

v and v are equal.
1 2 

Model 2: a Strength Model with Linear Operators and Diminishing 

Generalization 

Model 2 is identical to Model 1 except that the following 

axiom is added: 

AXIOM 4. The value of the parameter B(the generalization 

constant) diminishes over trials. 

This axiom simply states that· generalization from one 

stimulus to another decreases over.trials. Note that we could 

have chosen to say decreases over time, since trials and time 
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are confounded in the situation we are concerned with. The 

effect of this axiom is to allow the strength of responses to 

to catch up and pass the strength of responses to s 1 durings 2 
s + training. In other words, Model 2, with its axiom of2

diminishing generalization, predicts the result we have referred 

to as a "recency effect." 

EXAMPI,E 4: Model 2 with A=. 20, L=1 0, and B diminishing over trials 

·INri,IAL VALUES: = 5.0 v = 5.0v1 2 

'I'RIALS: S 1+ (B=l.O) 6.0 6.0 

S + ( B=. 9) 6.8 6.72 (V
1 

larger)
1

S
2
+ (B=.8) 7.312 7.376 

S
2

+ (B=.7) 7.68832 7.9008 (V
2 

larger) 

S + (B=.6) 8.150656 8 .15270~-
1

S + ( B=. 5) 8.5205248 8.3'374336 (V larger)
1 1 

S
2
+ ( B= .4) 8.6]8882816 8.6699h688 

S2+ (R--=.3) 8, 720Si-J-98Lt7 8.935957504 (V2 larger) 

This example shows that a recency effect can be predicted with 

Model 2. With that model, V2 is larger than V1 , and therefore 

more responpes will occur to s than to s1 is a choice test is2 
given, at points where and s2 have occurred equally oftens1 

but s 2 has occurred most recently. As shown in the example, 

the diminishi!lg generalization between sl and s2 allows response 

strength to s to grow considerably .during early S1+ trials.2 
Then, during s2+ trials, response strength to s2 continues 

to grow but there is not as much generalization to s
1 

, so 

that response strength to s 2 catches up to and passes response 
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strength to s • One might say that, due to diminishing1 

generalization, s2 gains more from s during early s1+1 
training than it gives back to s1 during later s2+ training. 

Moreover, this effect can continue through several alternating 

blocks of sl and s2 training, so long as generalization 

continues to diminish. 

Conclusions 

The point of this appendix has been that recency effects 

such as those observed in Exp. 4 can be predicted without an 

explicit axiom about "forgetting," Although Model 2 was sketched 

is sufficient detail to make this point, the model as it stands 

is certainly not adequate to explain all of the findings reported 

in this thesis, Nor do the experiments reported here contain 

evidence relevant to the central hypothesis of the model, that 

generalization diminishes over trials. It is interesting to 

note that some existing models of discrimination learning might 

predict that generalization would increase, not decrease, over 

trials. This prediction would be based on tte f.-,e:t -u:,~::t t}:e color of 

the key predicted nothing about reinforcement in Exp. 4, and 

therefore might come to be "ignored" as training continued. 

Evaluation of this and other possibilities must await further 

experiments, For the moment, all we can say is that the finding 

of a "recency effect" in Exp. 4 must be interpreted with caution. 

The results of that experiment do not require the conclusion that 

previous experience is forgotten as time passes or as further 

trials are presented, 



APPENDIX 3 

fPPARATUS 

The apparatus used in the experiments reported in this 

thesis was described in the General Method section of Chapter 

2, Some additional details are described here, 

E!xperimental Chambers 

Six standard JL.ehigh Valley Electronics pigeon chambers 

were modified in several ways. The. original key hole or key 

holes on the front panel were replaced by the two adjacent 

square holes described earlier. Lehigh Valley Electronics 

pigeon keys with clear plastic paddles were modified by gluing 

to the back of each key a thin metal mask with a .6 inch diam­

eter hole punched in it, and then covering this hole with a 

piece of 1/16 inch diffusing plastic. When lit from behind 

with red or green light, a bright dot with sharp edges could 

be seen. The entire front panel of the pigeon cham~er was 

painted flat gray. The side of the metal key mask that could 

be seen through the clear plastic from the inside of the pigeon 

chamber was also painted flat gray. When no bulbs were lit 

behind the keys, they appeared to contain black dots somewhat 

darker than the rest of the key. 

Previous experience had suggested that pigeons would 

tenk to peck red dots more than green dots when the two were 

presented together. In an attempt to reduce this color pref­

erence, the red dot was made dimmer than the green dot. Two 

- 117­
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green-filtered bulbs (#GE 1820) behind each key were lit 

simultaneously to obtain a green dot, while only one red­

filtered bulb was lit to obtain the red dot. Moreover, the 

voltage across the green-filtered bulbs was 21 volts, while 

the voltage across the red-filtered bulbs was only 15 volts. 

This succeeded in making the red dot less bright than the 

green dot. However, while each of several human observers 

agreed that the red dots were less bright than the green dots, 

these observers also commented that the red dots nevertheless 

appeared larger than the green dots and also "denser" or "more 

saturated" or "more attractive" than the green dots. The use 

of a dimmer red dot than green dot did seem to reduce color 

preferences in these experiments. The data shown in Appendix 

4 (coiumns at the far right) show no strong preferences across 

birds for a particular color either during single-stimulus 

training or during choice tests. 

Pro~ably because of the lower voltage used across the 

red-filtered bulbs, the green dot seemed to light slightly 

before the red dot on choice trials. To some observers this 

difference in onset time suggested apparent movement from red 

to green as a choice trial came on. However, examination of 

the choice ·test data across the four experiments showed that 

the difference in onset time for red and green seemed to have 

no strong effect on choice. 



Control Apparatus 

The control apparatus allowed one basic control unit 

to present stimuli and record responses from six experimental 

chambers. Since only brief trials were employed, it was poss­

ible for the control apparatus to deal with only one chamber 

at a time. A five-channel p~per tape reader essentially instruct­

ed the apparatus which experimental chamber was to be dealt with, 

and .stimuli were then presented to that chamber and responses 

recorded from it. This mode of operation allowed a large saving 

of equipment, since large segments of the apparatus vmre used 

in common by all experimental chambers. The use of one basic 

apparatus to control all chambers also had the advantage of 

making the different chambers identical with respect to a 

number of timing functions. For example, trial length for 

all chambers was determined from the same basic timing cycle; 

tray time for all chambers was determined from the same mechan·N 

ical timer; and pulse-formers used with responses for all 

chambers were the same. Pulse formers were BRS CX-207 units, 

which had a maximum following rate well in excess of ten inputs 

per second. 

The main control apparatus was built with standard 

relay and timer equipment. The basic time base was taken from 

a continuously moving synchrounous.motor and so was quite acc­

urate. Electromagnetic impulse counters recorded the total 

number of trials, responses to each key-color combination, and 
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trays for each chamber. Between-trial responses were not 

recorded, although we know from earlier experiments and from 

occasional observation in these experiments that they were 

·extremely infrequent. 

As a secondary recording device, an 8-channel paper 

ta.pe punch driven by BRS logic modules was employed. That 

device recorded the occurence of every response, along with 

the time of the response to the nearest 1/10th second. Data 

from the punched paper tape are not reported in this thesis. 

The basic configuration of the control apparatus is 

shown in Table 4. A basic three-second timing cycle drove 

the equipment. Within each three-second cycle, the five­

channel paper tape reader was advanced and decoded. ~Phen 

one of four actions was taken depending on the code that was 

read: either a stimulus was set up, or a trial was turned on 

in a particular experimental chamber (ie, stimulus presented 

to that chamber and responses recorded from it), or no action 

was taken (allowing the trial to continue), or the trial was 

terminated (stimuli turned off, responses no longer effective, 

and tray operated if required). In addition, the 1/10 sec 

timer on the punched paper tape data recording device was 

activated at the start of each trial and reset at the end 

of each trial. This timer was just a binary counter contain­

ing a code that would be punched along with each peck to in­

dicate the time that the peck occurred on the data tape. 
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The entire sequence of setting up stimuli, delivering 

trials to a given chamber, and terminating trials was controlled 

by a five-channel p~per tape. Intertrial intervals for a partic­

ular chamber were varied by varying the number of trials to 

other chambers that intervened between two successive trials 

to the chamber in question. Since stimuli were set up sep­

arately for each trial, the stimuli presented to different 

chambers were independent. All of these factors meant that 

the five-channel control tape for a particular session was 

quite complex, but control tapes were generated and proofread 

with the aid of a PDP-8 computer. 



APPENDIX l.1. 

DATA 

The following pages present ~ata from each of the four 

experiments reported in the text. For each experiment, detailed 

data from selected important sessions of the experiment are first 

presented, Next one or more summary data sheets are presented, 

on which important data for several sessions are collected on 

one sheet, 

It should be noted that since both stimuli were present 

together during choice tests, total rate of response on a choice 

test is the sum of rate of response to S and rate of response
1 

to s • The entries in the column labelled R ho~ever, are2 1+R 2 
2 

the means of rate to S and S , and therefore must be doubled
1 2 

to be comparable to entries in this same column in sessions of 

single-stimulus training. 

Wherever indices and means are shown on the following 

pages, the calculation of those numbers was not based on other 

numbers shown, but was based on those numbers before they were 

rounded off, Since all calculations were made before rounding, 

there are occasional slight discrepancies between sets of numbers 

shown and the mean that is presented for those numbers. In all 

caseD the mean presented is more a.ccurate than the mean that ca~J 

be recalculated from the rounded numbers shown here. 
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DATA FROM EXPERIMENT 1 
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DATA FROM EXPERIMENT 1, SESSION 12 

RATE OF RESPONSE INDICES(r~sponses per second)
Grou s1 R:--1 =R K& Rl+R2 !\1r G -~ s> >GKlR KlG K2R K2G Rl R2Bird 2 H.1+R2 Kl+K2 2 

GROUP 0 
1 R 1.9 .3.1 2.2 2.4 2.0 2.7 2.4 .4.3 .52 no no 
2 R 4 • .3 .3.9 .3.6 4.1 .3.9 ~~-. 0 4.0 .4-9 •51 no no 
.3 R 6.7 7.1 6.9 6.5 6.8 6.8 6.8 .so •51 yes yes
4 G 4.8 .3.5 1+.9 .3.9 J.7 lj-. 8 4-.3 .L~J .48 no yes 
5 G .3.5 .3.1 .3.4 J.O J.O J.4 ).2 .LJ-7 • 51 no yes
6 G 1.2 1.1 1.1 0.7 0.9 1., 1 1.0 .45 • 56 no yes 

MEAN .3.7 .3.6 .3.7 .3.5 _3.4 ).8 .3. 6 . .Ll6 •51 1/6 4/6 

GROUPS 
7 R ).8 .3 . .3 .3.7 .3.5 ).8 .3 •LJ- 3.6 .5':<./ .49 yes yes
8 R L~.S Lt-.0 4.7 4.0 q,, 6 1-t-. 0 lj-. 3 • Sf~- ..49 yes yes
9 R 1 • }_~ 1.6 1 . 0 1 .L~ 1 • 2 1.5 1.3 • Lj-l} ._,~s no no 

10 G 2.8 2 .1~- 2.8 2.4 2 .LI- 2.8 2~6 .46 .so no yes
11 G 1.7 1.7 1.8 2.0 lo9 1.7 1.8 .52 .'+7 yes no 
12 G .3 .Lt- .3.4 J.J .3.3 3 • .3 3.4 .3 ,1.!- .49 • 51 no yes 

MEAN 2.9 2.7 2.9 2.8 2.9 2.8 2.8 .so •50 .3/6 4/6 

GROUP _GS 
1.3 R J.5 J.4 ).6 J. Lj. .3.5 .3 ,l} .3.5 • 51 .so yes yes
14 R 6.0 5.6 5.2 s.o 5.6 5.3 5 .'+ •51 .53 yes yes
15 R 2.2 2 ,l.J- 2.5 2,1"2,4 2.2 2 • .3 .52 .so yes yes
16 G .3.6 J.6 .3.6 J.7 .3·7 .3.6 ).6 .so • 50 yes no 
17 G 2.8 2 < lt- 2.2 2.2 2.3 2.5 2 .LJ- .Lr-8 .54 no yes
18 G 4.5 lj-. 0 1.j-. 2 1.j-. 0 4.0 lj-.; lj-. 2 ,lJ-8 • 51 no yes 

MEAN .3.8 .3.6 .3.6 3.4 ).6 .3.6 ).6 .so •51 4/6 5/6 
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Grou 
& 

Bird 

RATE OF RESPONSE INDICES(re~ponses per second) 
-,1 =R 

R1+R2 Rl Kr G 1 
s> ·> 

R 

KlR KlG K2R K2G Rl Rz --· ­ s G2 Rl+R2 Kl+Kz 2 

GROUP 0 
1 R 2.6 ).5 2.4 2.7 2.5 J.l 2.8 .44 .55 no no 
2 R 3.7 3.8 3.6 ).7 3-7 ).7 ).7 . 50 •51 no no 

·J R 6.5 5.8 6.7 5.5 6.6 5.7 6.1 .54 •50 yes yes
4 G 5.2 lJ-.1 }-J-.9 4-.2 4.1 5.0 4.6 .45 .so no yes
5 G 3.7 ).2 3.6 3.3 3.2 3.6 3 ,14 .47 .so no yes
6 G. 1. 4 0.9 l.J 1.1 1.0 1.3 1 .1 • L~2 .so no yes 

MEAN 3.8 ).5 ).7 3.4 3.5 3.7 ·3.6 .4? •51 1/6 14/6 

GROUP s 
? R 3.S 3.8 3.9 3.9 3.7 3.8 3.8 .49 .48 no no
8 R L~ • 8 L~.s 1L 7 4.6 4.7 4.6 4.6 ,• 51 .so yes yes
9 R 2.0 1.7 1.2 1.9 1.6 1.8 1 . 7 •LJ-8 .55 no no 

10 G 2.8 2.6 2.7 3.1 2.8 2.8 2.8 •51 .48 yes no 
11 G 1.8 1.7 1.6 1.9 1.8 1.7 1.7 • 51 ~-so noye~
12 G J. 1! 3 .l.j 3.4- 3.2 ).3 3 .lj. 3.3 .4·9 • 50 no yes 

MEAN 3.1 2.9 2.9 3.1 3.0 ).0 3.0 .so .so 3/6 2/6 

GROUP OS 
13 R 2.9 J.l ).1 3.1 3.0 3.1 3.1 .49 •L~9 no no 
11~. • 52 .52 ............)R 5.1-1· 5J~ 5.2 4.5 5.3 5.0 5.1 yes yo<-' 
15 R 2.• 5 2.h 2.7 2.6 .2.6 2.5 2.5 •51 .48 yes yes
16 G ).5 ).5 3.S 3.4 ).5 ).5 ).5 •50 .so no yes
17 G 2.5 2.5 2.3 2.3 2.~ 2 ,I_J: 2.14- .so .53 yes no 
18 G 4.? ).8 4.1 ).6 3.7 h.4 4.1 .46 .52 no yes 

MEAN ).6 3.5 J,5 J,J ).4 3.5 ).4 • 50 •51 J/6 4/6 

http:2.14-.so
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RATE OF RESPONSE INDICES(responses per second)
Grou s1 R 

& Rl+R2 1 KlR > >KlR KlG K2R K2G Rl R2 - ­Bird s G 
I 2 Rl+R2 Kl+K2 2 

GROUP 0 
1 
2 
3 
L~ 

5 
6 

R 2.5 4.0 2.7 3.6 2.6 3.8 
R 4.5 lt.l 4.0 4.0 4.3 4-.o 
R 6.7 7.5 7.2 6.8 7.0 7.1 
G 5.0 Lj, .1 5.2 4.5 4.3 5.1 
G 3.6 3.3 3.h 3.1 3.2 3.5 
G 1.0 0.9 1.0 1.0 0.9 1.0 

3.2 
t.j-.2 
7.1 
1-t- • 7 
3.3 
1.0 

.ltl 
•51 
,1}9 
.4·6 
•1~7 
.48 

•51 
• 52 
.50 
.lt9 
•51 
.lt9 

no 
yes 
no 
no 
no 
no 

no 
yes 
no 
yes 
yes 
yes 

MEAN 3.9 lt.o 3.9 3.8 3.7 It .1 3.9 •4-7 .50 1/6 4/6 

GROUP OS 
7 
8 
9 

R 3.8 3.5 3.6 3.9 3.7 3.7 
R 5.0 lt.6 5.3 4.9 5.1 4.7 
R 2.1 1.5·1.2 1.9 1.6 1.7 

3.7 
lt.9 
1.7 

.50 

.52 

.1~9 

.so 
,lr8 
.53 

yes 
yes-
no 

yes 
yes 
no 

10 
11 
12 

G 1. 9 2.1 1.6 2.1 2.1 1.7 
G 1. Lj, 1.5 1.4· 1.8 1.7 1.4 
G 3.h 3.2 3.3 3.2 3.2 3. lr 

1.9 
1.5 
3.3 

.55 
•54 
.lt9 

.52 

.48 

.50 

yes 
yps 
no 

no 
no 
ye;3 

MEAN 2.9 2.7 2~'7 3.0 2.9 2.8 2.9 .52 .50 lt/6 3/6 

GEOUP OS 
13 R 2.8 2.8 3.0 3.1 2.9 3.0 2.9 .49 .48 no no 
11~ 

15 
16 
17 
18 

R 5.5 5.2 L} • 6 4.? 5.1 4.9 
R 2.2 2.1 2.3 2. '* 2.3 2.2 
G ).6 3.1 3.7 3.7"3./t 3-7 
G 2.9 1.9 2.4- 2.5 2.2 2.6 
G J.S 2.8 LJ • 2 3.9 3.3 4-.o 

5.0 
2.3 
3.5 
2. Lr 
J.? 

•51 
.50 
.48 
.45 
.45 

•5'-f· 
.1+8 
.48 
.49 
,l.j.5 

yes 
yes 
no 
no 
no 

yos 
yes 
yes 
yes 
yes 

MEAN 3.5 3.0 3.3 3.4 3.2 3 ,l-1­ 3.3 •1~8 .49 2/6 5/6 
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RATE OF' RESPONSE 
(responses per second) 

Grour -,1=-R 
r G KlR KlG K2R 

Rl+R2 
Bird 

& 
K2G Rl R2 2 

GROUP 0 
1 
2 
J 
L!­

5 
6­

MEAN 

GROUPS 
7 
8 
9 

1.0 
11. 
12 

MEAN 

GROUP OS 
13 
11+ 
15 
16 
17 
18 

MEAN 

R 2.7 3.9 2.8 J,J 2.8 ).6 
R ~~.J 4-.o 4.2 4.4 /.~.) 4.2 
R 6.8 7.1' 6.) 6.4 6.6 6.8 
G 5.4 11-.0 5·7 4.6 4.) 5.5 
G ).5 3.2 ).5 3.1 3.2 ).5 
G 1.1 0.9 1 .1 0.8 0.9 1 .1 

4.0 ).9 ).9 3.8 ).7 4· .1 

R 3. l.j. 3.3 ).8 3 • Lj. 3.6 3 ,lJ. 

R 5.6 5 ,Lt. 5.2 5.) 5.4 5•LJ. 
R 1.) 1.7 1.7 1.8 1 .::;,- 1 • 8 
G 1 • l.j. l.J 1.7 2.0 1.7 1.5 
G 1 • 0 1.3 1 .1.1- 1.5 1.4 1.2 
G 3 ,lj. J • Ll- ).2 ).4 3 .LI- ).3 

2.7 2.7 2.8 2.9 2.8 2.8 

R ).2 ).0 y.o J.2 J,1 J.l 
R 6.0 5.6 s.o 4.6 5.5 5.1 
R 2.0 2.2 2.2 2.5 2.1 2 ,l..j. 
G J.? ).5 J.7 J. ?' J. 6 ).7 
G 2.8 2.5 2.3 2.4 2 ,l.j. 2.6 
G 4.9 4.4 4.6 J..j.. 2 4.J 4.7 

).8 ).5 ).5 3.4 ).5 ).6 

).2 
4.2 
6.7 
4.9 
3.3 

·1. 0 

3.9 

).5 
5.4 
1.6 
1.6 
1.) 
J.h 

2.8 

J.1 
t: 3:::>· 
2.3 
3.7 
2.5 
h.5 

).5 

INDICES 

s1 R 
-~ __2\_t_ 

s> >
GRl+R2 K1+K2 2 

.4) 
•50 
.4·9 
.44 
.47 
.45 

.47 

• 51 .so 
.45 
.52 
•54 
• 51 

• 51 

.so 
•52 
.47 
.49 
.4·9 
·'l·8 

.49 

.52 

.49 

.52 
.• 48 
• 51 
• 51 

.·51 

.49 
• 51 
.46 
•4·2 
.44 
• 51 

.47 

.so 

.55 

.47 
,l.J-9 
.53 
• 51 

• 51 

no 
yes 
no 
no 
no 
no 

1/6 

yes 
yes_ 
no 
yes 
yes 
yes 

5/6 

yes 
yes 
no 
no 
no 
no 

2/6 

no 
yes 
no 
yes 
yes 
yes 

l.J./6 

yes 
yes 
no 
no 
no 
no 

2/6 

yes 
yes 
no 
yes 
yes 
..yes 

5/6 



INDICES 

H K_:.:1..__ J 
Rl+R2 Kl+K2 

sl 
>s 2 

R 
>G 

• ~-~2 • 51 no no 
.Lt-8 .49 no no 
•50 • 51 
.46 
.48 

• l+? 
•51 

-no 
no 

yes 
yes 

.L~9 •51 no yes 

.1.!-7 •50 0/5 3/5 

.so 
•51 
.41 

.lJ-9 
•1+8 
.47 

yes 
yes 
no. 

yes 
yes 
no 

.58 .47 yes no 

.55 • J.r-LJ. yes no 
• 51 •51 yes no 

•51 .48 5/6 2/6 

.49 ,IH no no 
•51 
• 5'-J· 

,lJ-7 
,lj.lj. 

yes 
yes 

yes 
yes 

.52 

.so 

.4·3 

.47 
•4·9 
•4lt· 

yes 
yes 
no 

no 
no 
yes 

.so .45 l.J./6 J/6 

Grou 31=R 
& r GBird 

GROUP 0 
l R 

RATE OF RESPONSE 
(re~ponses per second) 

R1+R2 
KlR KlG K2R K2G Rl R2 2 

_..__ 
~-

2.3 3.7 2.7 3.2 2.5 3.5 
2 R 3.9 3.8 3.6 4.3 3.8 4.0 
3 R 6.6 6.8 6.5 6.) 6.6 6.6 
4 G 5.1 L1- .1 5.6 li-.9 Lj.• 5 5.4 
5 G J.? J.4 J.6 ).2 3.3 J.6 
6 G' 1.1 1 .1 1.0 1.0 1.0 1 .1 

MEAN J.8 J.8 3.8 J.8 J.6 4.0 

GROUPS 
7 R 3.5 J.7 3.8 J.6 3.7 J.6 
8 R 4.9 s.o 5.? 5.1 5.3 s.o 
9 R 1 .1 1. 4- 1.1 1.7 1 .1 1.5 

10 G 1.5 1.8 1 • '+ 2.2 2.0 1 • 5 
11 G 0.8 1 • J. 1 .1 1 • 3 1.2 1.0 
12 G J.4 J.5 J.2 J.4 J'.4 3.3 

MEAN 2.5 2.7 2.7 2.9 2.8 2.7 

GROUP OS 
13 R 2.0 2,J J.O ).1 2.5 2.7 
14 R 4.7 4.2 5.1 5.1 4.9 4.7 
15 R 2.2 1.8 2.7 2.lt 2.5 2.1 
16 G 3.1 3.7 3.8 3.7·3.7 3 .1~. 
17 G 1.9 2.0 2.1 2.0 2.0 2.0 
1.8 G 4-.0 2.3 Lj.• 1 3·9 3.1 l+ .1 

MEAN J.O 2.7 3.5 3.l.J. 3.1 3.1 

3.0 
3-9 
6.6 
l-!-. 9 
3•.5 
1.1 

J·. 8 . 

J.7 
5.2 
1.3 
1.7 
1.1 
3. LJ. 

2.7 

2.6 
'-~·. 8 
2.3 
3.6 
2.0 
3.6 

3.1 



130. 

)2ATA .EJW1~1 E~PI~BIIVII2l'a j__j__SES.f::._lOILll 

(SINGLE-·S'I'IMULUS 'l'RAJNIJ~G) 

Grour: l=R
& r GBird KlR K1.G 

RATE OF RESPONSE II'\DICES
(re~ponses per second) 

sl R
KRl+R2 ~ 1 > >K2R K2G Rl R2 -

2 s GR.l +H2 K1+K2 2 
-.:t.el!illiD -· ­

GROUP 0 
1 
2 
3 
l} 

5
6 

MEAN 

GROUPS 

7 

8 
9 

10 
11 
.12 

MEAN 

GROUP OS 
13 
1I+ 
15 
16 
17 
18 

MEAN 

R 2.3 3.2 2.5 2.9 2.4 3.1 
R lj,. 7 1-~-ol 3.9 Lj•• 4 l.j.. 3 4.'3 
R 6.7 6.4 6.3 5.9 6.5 6.1 
G 4.9 3.9 5.0 J~.• 5 4.2 s.o 
G 3.7 3 • L~ 3.5 3.2 3.3 3.6 
G 0.9 0.8 0.8 0.8 0.8 0.8 

3.9 3.6 3.7 3.6 3.6 3.8 

R 3.5 3.6 3.8 3.8 3.7 3.7 
R 4.9 4.1 4:.3 1-j.. 9 h.6 l~.• 5 
R 1.9 1 • 5 1 • 0 1.7 1.5 1.6 
G 1.? 1.9 1.9 2.0 1.9 1.8 
G 1 • 2 0.9 1 .h 1.6 1.2 1 • 3 
G 3.5 3.1 3.6 3.4 3.3 3.5 

2.8 2.5 2.? 2.9 2.? 2.? 

R J.l 3.2 3.0 3.2 3.1 3.2 
R 6.1 5.9 4.6 4-.5 5.3 5.2 
R 2.3 2.1+ 2.7 2.? 2 • .5 2.6 . 2 • .5 .1~-9 .1.}7 no no 
G ].8 3.7 3.7 3.7· 3.7 3.8 3.7 .49 • 51 no yes
G 2.6 2.6 2.3 2.3 2.5 2.5 2.5 .so .54 
G IL3 4.0 L~ .1 3.9 3.9 4.2 4.1 o49 •51 no yes 

J.7 J.? J.4 3 .4· J • .5 ).6 J.5 .49 •51 1/5 J/5 

2.7 .hi+ • 51 no no 
J~.• 3 •51 • 51 yes yes 
6.3 •52 .52 yes yes
4.6 .46 ,1+8 no yes 
3.5 .48 •51 no yes
0.8 .49 •50 no yes 

3.7 .48 •51 2/6 5/6 

3.7 •50 • 4Pv no no 
1L5 •51 .so yes yes
1.5 .48 .55 no no 

yc~s1.9 .52 .48 no 
1.3 •1+8 .41 no yes
3.4 • l-J-8 ,l.J-9 no yes 

2.? .LJ-9 .1+9 2/6 3/6 

3.1 .49 .so no no 
5.3 •51 • 57 yes yE::r: 
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DA'Ui__FfWM E~PEfUMEN'J, 1''. SESSION 1.{ _j_CHOICF_;_ TES'r) 

RATE OF RESPONSE 
(re~ponses per second.) 

Grou 1:::R Rl+R2& r G KlR K1G K2R K2G Rl R2 -y-· 

-- . - ­
Bird 

GI~OUP 0 
1 R 1 .1 2.8 0.1 1.5 0.6 2.1 1.3 

-2 R 2.1 2. 1-t 1.9 2.3 2.0 2.3 2.2 
·3 R 0.8 4.6 0.9 lj-. 1 0.8 4-.4 2.6 

I+ G 3.0 1.8 2.7 1.6 1.7 2.9 2.J 
5 G 2.1 2.L1· 0.9 1.2 1.8 1 .:;C'. 1.7 
6 c· o. 9 O.J 1.0 0.3 O.J 0.9 0.6 

MEAN 1.7 2.4 1.J 1.8 1.2 2 ,lr . 1.8 

GHOUP S 
7 R J.? 1.2 2.6 O,J ).1 0.7 1.9 
8 R ).5 1 .1 J.8 l.J 3.7 1.2 2.5 
9 R 1.3 0.1 1.J 0.3 1.J 0.2 0.8 

10 G o.o 1.5 0.7 2.7 2.1. 0.4 1.2 
11 G o.o 0 .'~- 0, Lj. 1. 4 0.9 0.2 0.6 
12 G o.o 2.1 1 .1 3.1 2.6 0.5 1.6 

MEAN 1 ,I+ 1 .1 1.7 1.5 2.J 0.5 1.4 

GROUP OS 
13 R 1 .1 2.1 1.1 2.1 1 .1 2.1 1.6 
14 R 4.5 0.1 h.9 1.2 4.7 0.7 2.7 
15 R 1 ,I.} O.J 2.J 0.9 1.8 0.6 ·1.2 
16 G 0.7 2.9 0.7 2.9-2.9 0.7 1.8 
17 G 1.6 1.6 0.9 1.0 l.J 1.3 l.J 
18 G 0. l.} 2.8 1.J J.J 3.0 0.8 1.9 

NiEAN 1.6 1.6 1.9 1.9 2.5 1.0 1.7 

INDICES 

sl R 
_L_E1 K > ·> 

s -GR1+R2 Kl+K2 2 

.22 .?1 no no 
,l.V? •52 no no 
.16 .52 no no 
• J? .5J no yes
•5'+ .68 yes no 
.2J .48 no yes 

,JJ -57 1/6 2/6 

.81 .6) yes yes 
·75 .LJ..8 YE:~S yes
.86 ,l.J-8 yes yes
.85 • 31 yes no 
.so .18 yes no 
.8J ,JJ yes no 

.82 •4-o 6/6 J/6 

.35 .49 no no 

.88 ,lrl+ yes yes 

.75 .J5 yes yes

.81 .50 yes no 
e 51 .6) yes no 
.?8 .41 yes no 

.68 .47 5/6 2/6 



:l.J2. 

DNPA FROl'll EXPERIMENT 1 1 S}]:SSION 28 

RATE OF RESPONSE INDICES(responses per second) 
s1 R 

Rl+R2 _s__ ~l_::l~H. d r > >B1r 
& l 

G KlR 1\lG K2R K2G Rl R2 - ­ s G2 Rl+R2 K1+K2 2 

GROUP 0 
1 

.2 
·J 
4 

5 

6 

MEAN 

GROUPS 
7 
8 

9 


10 
11 
.12 

MEAN 

GROUP OS 
13 
:J.l.j. 
15 
16 
17 
18 

MEAN 

---~----

R J.8 lj. .1 J.J J.7 J.6 J.9 
R 5.2 5.3 lj.• 8 4.9 5.0 5.1 
R 7.0 7. 1-t 7.0 7.5 7.0 7·'4· 
G 5.1 4.7 J.8 J.9 4·. 3 4.1-1· 
G 3.7 3.3 3.5 3.3 J.3 J.6
G. 0.9 0.7 0.9 0.5 0.6 0.9 

4.3 4.2 J.9 I+. 0 3.9 4.2 

R J.2 3.1 J • L~ J.J 3.3 3.2 
R 4.7 4.3 4.5 4.7 l.j.. 6 ~·. 5 
R 1.8 2.0 0.9 .2 • LJ. 1.3 2.2 
G 1.9 1.8 2 .'4· 2.3 2.0 2.1 
G 1.5 1.7 1

•:J
[' 2.0 1 0 9 1.5 

G 3.4· J.LJ. J.2 J ·'~- J .L~ J.J 

2.8 2.7 2.6 3.0 2o8 2.8 

R 3.1 J,J J.3 3o2 3.2 3.2 
R 6.6 6.1 5.1 l.j.. 8 5.8 5 ,l.j. 
R J.l 2.6 3.4 3.4 3.J 3.0 
G 3.6 3.4 J.4 J.4·J.4 J.5 
G 1. 9 2.3 2.J 2.0 2.2 2.1 

-~ .. 

J.7 • 'i·8 .53 
5.1 .~-9 .52 
7.2 .49 .50 
4 .I+ .LJ.9 •56
J ,lj. .1+8 •51 
0.7 ·39 •5'+ 

~· .1 ·'+7 •52 

3.2 •51 .L~9 
4.5 •50 .l+9 
1.8 .3? •5h 
2.1 .49 .hh 
1.7 .55 .~·8 
J.4 •51 •51 

2.8 .'+9 .'+9 

3.2 .50 .50 

5•6 .52 .56 


. J .l •52 .46 

J.5 .49 •51 

2.1 •51 .50 


G 5.4 h.8 4.7 4-.6 L1.• 7 5.0 l.}. 9 .48 .52 

J.9 J.? 3.7 J.6 3.8 3.7 J.7 •51 •51 

no no 
no no 
no no 
no yes 
no yes 
no yes 

0/6 3/6 

yes yes 
YE~ s yes 
no no 
no yes 
yes no 
yes no 

4j6 J/6 

yes yes 
yes yes 
no yes 
yes no 
no yes 

J/5 LJ-/5 



--

133. 

DA'J'A FROM 	 EXPERIMEN'r 1 , SESSION 29 (EXTILlC'riON) 

RATE OF RESPONSE 
(responses per second)

Grou 
c 1=R 

& r G KlR KlG K2R K2G Rl R2Bird 

GROUP 0 
1 
2 
3 
4 
5 
6 

MEAN 

GROUPS 
7 
8 
9 

10 
11 
12 

MEAN 

GROUPo~; 

13 
1h 
15 
16 
17 
18 

MEAN 

-
R 3.0 2.9 	).0 3.0 3.0 2.9 

4.1~. 4.1-~ ~~-.3 1+.1R '+. 2 3-7 
R ).5 J.J 2.9 '+. 0 ).2 ).6 
G 4.7 2.7 2,6 2.1 2J!· ).7
G ).8 J.5 ).6 J.4 ).4 ).7 
G o.s 0.2 0.4 0 .LJ. O.J 0.4 

J.J 2.7 2.8 2.9 2.8 J.l 

R J.J 2.9 J.s J.J 3 .I+ ).1 
R 5.2 l.j.. 8 l.j.• 6 4.3 l.j.. 9 L~ • 6 
R 1.5 2(. 0 1.7 2 • Lj. 1.6 2.2 
G 1 ,lj. 1.2 1.8 1.9 1.5 1.6 
G 1.9 1.9 1 • 8 1.9 1.9 1 • 8 
G 3 .l.J. ).5 3. /j. 3.6 3.5 J.4 

2.8 2.7 2.8 2.9 2.8 .2.8 

R J.l 3.2 3.3 3.1 3.2 J.2 
R 6.9 6.3 6.7 s.3 6.8 5.8 
R 2.4· 2.4 J,O 2.9 2.7 2.6 
G ).8 3.6 3. '+ 3 • 2· 3 • LJ. 3.6 
G 2.5 2.1 2.2 2.2 2.:1. 2.J 
G h.? s.o 4.5 5.1 5.0 L~.6 

).9 3.8 ).9 ).6 J.9 J.? 

Rl+R2 
2 

2.9 
Lj.• 2 
).4 
).0
).6 
0 .l~ 

2.9 

J.J 

Lj.• 7 

:1:.9 
1.6 
1.9 
3.5 

2.8 

3.2 
6.3 

. 2. 7 
3.5 
2.3 
Lr. 8 

).8 

INDICES 

p K­_.:.l_ 

Rl+R2 Kl+K2 

sl 
>s 2 

R 
>G 

• 51 
.52 
.47 
.)9
.48 
.41 

.4·6 

• 52 
•52 
• Lj. 3 
.49 
•51 
. 51 

.so 

.so 
•5'-t 
•51 
,l-t9 
.48 
.52 

•51 

.l.J-9 
.4-7 
.so 
.61 
•51 
.47 

•51 

•'-l·7 
.53 
,1-1-6 
,LH 
•51 
.so 
• Lj.g 

.so 

.52 

.45 

.sJ 
• 51 
•51 

.so 

yes 
yes 
no 
no 
no 
no 

2/6 

yes 
yes 
no 
no 
yes 
yes 

LJ-/6 

yes 
yes 
yes 
no 
no 
yes 

lJ-/6 

yes 
yes 
no 
yes 
yes 
yes 

5/6 

yes 
yes 
no 
yes 
no 
no 

3/6 

yes 
yes 
yes 
yes 
yes 
no 

5/6 



1 JLJ. o 

DATA FROM EXPERIMENT 1, SESSION JO (EXTINCTION) 


RA'l'E OF RESPONSE 
 INDICES(responses per second) 
Grour s1 R·l=R p& Rl+R2 '1 Klr G 

s> >GKlR KlG K2R K2G Rl R2 --·Bird 2 Rl+R2 Kl+K2 2 

GROUP 0 
1 R 0.5 0.4 0.5 O.J 0.5 O.J 0.4 •59 •53 yes yes 
2 R 1.8 1.9 l..h 1.4-1.6 1.6 1.6 .49 . 57 no no

.. J R 1.1 J,O 0.9 J,O 1.0 J.O 2.0 .25 •51 no no 
4 G J.5 2.6 2.1 2.J 2 • L~ 2.8 2.6 .47 .5e no yes 
5 G J.5 1.5 3.5 2.0 1.8 J.5 2.6 ,JJ • LJ-8 no yes
6 c· 0.1 0.2 0.2 0.2 0.2 0.2 0.2 .56 ,41.~ yes no· 

MEAN 1.8 1.6 1 ,lj. 1.5 l.J 1.9 . 1. 6 .45 .52 2/6 J/6 

GROUPS 
7 R 2.0 2.6 2.5 2.5 2.2 2.6 2.4 .47 ,l~-8 no no 
8 R J.7 J.7 4.1 2.7 J.9 J.2 3.6 ·55 •52 yes yes 
9 R 1.7 l.J 0.9 1.6 l.J l • k} 1.1-1- ,1+7 .55 no no 

10 G 0.5 l.J 0.9 l.J l.J 0.7 1.0 .64 •4-1.} yes no 
11 G 0.6 O.J 0.8 1 .1 0.7 0.7 0.7 • 51 ,J2 yes no 
12 G J.J J.h J.O 2.J 2.9 J.1 J.O •1+8 .55 no yes 

MEAN 2.0 2.1 2.0 1.9 2,1 2.0 2.0 .52 • LJ-8 J/6 2/6 

GROUPo~; 
13 R J.O J.O J.1 J.2 J,O J,l J,l • 50 .49 no no 
14 R J.9 5.1 J,6 J.8 J.7 LJ. • 5 4 .. 1 ,l.J-6 .55 no no 
15 R 2.5 2.5 2.8 2.8 2.6 2.7 . 2. 7 •50 o /J,.7 no no 
16 G 4·. 0 J.8 J.J J.4· J,6 J.6 J.6 .so • SLJ. no yes
17 G 1 • '+ 0.6 1. 4 0.9 0.7 1 ,1+ 1 .1 ,J5 ,I.J-7 no yes
18 G l+o 9 '+. 6 5.3 4.J '+.4 5.1 4.8 .47 .50 no yes 

MEAN J,J J,J J.2 J.l J,O J,4 J.2 .46 • 50 0/6 J/6 



---

DNT.'A FROM EXPERIMEN'r 1 , SESSJ_QN _lLj EXtr_INCtr:..~ON) 

~1::::R 

r G KlR K1G 

RATE OF EESPONSE 
(respom_;es per second)

Grou 
Rl+R2 

Bird 
& 

K2R K2G Rl R2 2 

GROUP 0 
1 
2 
3 
4 
5 
6­

MEAN 

GROUPS 
7 
8 
9 

10 
11 
12 

MEAN 

GROUP OS 
13 
11-t­
15 
16 
17 
18 

MEAN 

R 0.1 o.o o.o o.o o.o o.o 
R 0.9 o.4 0.7 1.0 0.8 0.7 
R J.7 3.4 3.0 3.7 3.3 3.6 
G 1.3 0.9 0.9 o.6 0.7 1 .1 
G 3.0 0.1 3.5 0.5 0.3 3.2 
G· 0.3 0.2 0.3 0.1 0.1 0.3 

1.5 0.8 1.4 1.0 0.9 1.5 

R 0.7 0.8 1.0 1 .1 0.8 1.0 
R 3.6 2.5 3.6 3 ,1-J- 3.6 3.0 
R 1.0 0.9 0.9 o.'~- o .. 9 o.6 
G 0.3 0. ~~- 0.2 o.J-1- o.L~ 0.3 
G 0.1 0.1 0.:!. 0.2 0.2 0.1 
G 3.J 2.11- 2.1 2.7 2.6 2.7 

1. 5 1.2 1.3 1.1-1- 1.4 1.3 

R 3~0 3.1 ]". 2 2.7 3.1 2.9 
R Oe8 :J. 9 0.7 1.4 0.8 1.7 
R 2 .1+ 2.5 ).2 3.0 2.8 2'. 8 
G 1.lJ- 1.3 0.9 1.6·1.4 1 .1 
G 0.8 0.6 1 .4 0.7 0.7 1.1 
G 2.3 ~-.0 1.9 3.8 3.9 2.1 

1.8 2.2 1.9 2.2 2.1 1.9 

o.o 
0.8 
3.5 
0 .. 9 
1.8 
0.2 

1.2 

0.9 
3.3 
o.8 
0.3 
0.1 
2.6 

1.3 

J.O 
1.2 
2.8 
1.3 
0.9 
3.0 

2.0 

INDICES 

s1 R 
-~L_ _!l__ > ·>

GRl+R2 Kl+Kz s2 
~~JI:.-

•50 .L5 
·53 • +J yes yes
.48 .52 no no 
·39 .58 no yes
.09 ·'~-4 no yes
,JO • 58 no yes 

.38 ..55 1/5 14/5 

.LJ.5 ,IH no no 
·55 .47 yes yes
.60 .58 yes yes
.64 • 52 yes no 
.69 .37 Y'2S no 
,1}9 .54 no yes 

.57 .48 '+/6 3/6 

.52 .so yes yes 
• 31 •56 no no 
• 50 • ltLr yes yes 
.55 .53 yes no 
.37 .39 no yes
.65 .52 yes no 

.49 .49 4/6 3/6 



1J6. 


GROUP 0 
1 
2 
J 
h 
5 
6 

MEAN· 

GROUPS 
7 
8 
9 

10 
11 
12 

MEAN 

GROUP OS 
13 
14 
15 
16 
17 
18 

lilliAN 

Grou l=R
& r GBird K1R KlG K2R 

-'11-.'11·1·111~-

R 0.1 0.2 o.o o.o 0.1 0.1 
R 0.5 O.J o.o 0.6 O.J 0.5 
R o.o 1..2 0.4 1.6 0.2 1.4 
G 0.3 0.2 0.9 0 .4· 0.3 o.6 
G 1. 5 0.3 0.5 o.o 0.2 1.0
c·o.1 0.1 o.o o.o 0.1 0.1 

OJ~ 0.4 O.J 0 .1~ 0.2 0.6 

R 0.3 1. 4 0.9 1.2 0.6 1.3 
R 2.9 0.9 2.7 o. 7' 2.8 0.8 
R 0.3 o.o o.o 0.3 0.1 0.2 
G O.J 0.5 o.J.t- 0.1 0.3 0. 4­
G 0.1 o.o o.o o.o o.o 0.1 
G 1.0 0.8 1.4 1.0 0.9 1.2 

0.8 0.6 0.9 0.6 0.8 0.7 

R 2.8 2.9 2.5 2.7 2.7 2.8 
R 0.9 1.0 0.1 o.o 0.5 0.5 
R 1.7 2.3 2.1 2.5 1.9 2. l.j. 
G o.o 0.1 0.1 o.o·o.o o.o 
G 0.2 O.l 0.2 0.1 0.1 0.2 
G o·. 7 0.7 1.3 1.1 0.9 1.0 

1.0 1~2 1.0 1.1 1.0 1.1 

HATE OF RESPfnlSE 
(re~ponses per second) 

Rl+R2 
K2G R1 R2 2 

- •t - ­

0.1 
0. ).j.. 
0.8 
0 .l+ ' 
o.6 
0.1 

0.4' 

0.9 
1.8 
0.2 
0.3 
o.o 
1 .l 

0.7 

2.7 
0.5 
2 •. 1 
o.o 
0.2 
0.9 

1 .1 

INDICES 

p KJ_:..:1__ 

Rl+R2 Kl+K2 

sl 
>s 2 

R 
>
G 

.40 1. 00 ' no no 

.36 .59 no no 

.12 ·37 no no 

.35 .28 no yes

.14 .?? no yes
• L~4 .89 no yes 

.JO .65 0/6 3/6 

• 31 • l.J6 no no 
.77 .53 yes yes 
.4·7 .li-7 no no 
• 4LI. • 61-t no yes 
.09 .91 no yes
.43 .l~2 no yes 

,1+2 • 57 1/6 4/6 

.49 .52 no no 
• 1.}9 .96 no no 
.l+Lt- .l+? no no 
• 56 .Ll·h yes no 
.38 .55 no yes 
.47 • JC::J no yes 

.47 ·55 1/6 2/6 



--

1 Y? e 

DATA FR.OI'/I EXPEIUMEN~: 1 ' SESSION _}]__(EXf'I_NC_1:_ION) 

RATE OF RESPONSE INDICES(responses per second)Gr~uJ,1=H sl R 
. d rB1r G KlR KlG K2R K2G Rl R2 

-
GROUP 0 

1 

2 


"3 
4 
5 
6 

l\'!EAN 

GROUP S 
7 
8 
9 

10 
11 
12 

MEAN 

GROUP OS 
13 
111­
15 
16 
17 
18 

MEAN 

--·Til!lf!11V 

R o.o 0.2 o.o 0.1 o.o 0.2 
R 0.1 0.7 Oel 0.2 0.1 0.4 
R 0.1 0.2 0.3 o.o 0.2 0.1 
G o.o o.o o.o o.o o.o o.o 
G 1.7 o.s 2.1 0.7 0.8 1.9 
c· o.o 0.1 o.o o.o 0.1 o.o 

0.3 O.J 0 ,l.f 0.2 0.2 0. )~. 

R 0.1 0.5 o.o O.J 0.1 0 • Lj. 
R O.J 0.4 0.6 0.4 o.s 0.4 
R o.o o.o o.o o.o o.o o.o 
G 0.8 0.9 O.J 1 • Lr 1.1 0.5 
G o.o o.o o.o o.o o.o o.o 
G O.J o. 3 0 ,lj. 0.2 O.J O.J 

O,J O.J 0.2 0.4 0.) O.J 

R 2.7 2.0 2 • L~ 
R 0.8 1.9 1 .l 
R q.4 o.s 0' ~) 
G o.o o.o c 
G O.Jo.l·C 
G o.o 0.9 0' ·• 

2.3 2.5 2.2 
1.6 0.9 1 • 8 
0 .1+ .O.J 0.6 
o.o o.o o.o 
0.2 0.1 0.3 
O.J o.6 0.2 

0.7 0.9 0.7 0.8 0.7 0.8 


Rl+R2 ~- Kl > ·> 
s G2 R.l +R2 Kl+K2 2 

*""--~· 

0.1 .os •58 
0.3 .21 .75 
0.1 .67 •4'-r 
o.o 1.00 .oo 
1.3 .29 ,1+7 
o.o .91 .91 

O.J .53 .53 

O,J .1 7 .64 
0 ·'~- •54 .44 
o.o -­
0.8 .68 ,lJ-9 
o.o 1.00 1.00 
O.J .43 •51 

O.J •56 .62 

2.3 •91 .so 
1 .li- .J5 .4-9

·o,h .J2 .66 
o.o 
O.J ,JO .J6 
0.4 .79 .60 

0.8 .46 .52 

no no 
no no 
yes yes 
yes no 
no yes 
yes no 

J/6 2/6 

no no 
yes yes 

yes no 
yes no 
no yes 

J/5 2/5 

yes yes 
no no 
no no 

no yes 
yes no 

2/5 2/5 



--

RATE OF RESPONSE 
(responses per second) 

Grour :cl =R 
& r Rl+R2 

Bird 
G K1R KlG K2R K2G ----Rl R2 2 

GHOUP 0 
1 
2 

.. 3 
Lj. 

5 
6 

MEAN 

GROUP S 
7 
8 
9 

10 
11 
12 

MEAN 

GROUP OS 
13 
1Lj. 


15 

16 
17 
18 

MEAN 

--~"""~ 

R o.o o.o 0.0 o.o o.o o.o 
R o.4 0.2 0.1 0.1 0.2 0.2 
R o.o O.J 0.1 0.8 0.1 o.6 
G 0 .Ll· o.o o.o 0$0 o.40 ·'·~ 
G 1.8 o.o 1.6 0.1 0.1 1.'? 

G·o.2 o.o 0.2 o.o o.o 0.2 


0.5 0.1 o.L:.- 0.2 0.1 0.5 

R o.s 0.7 o.o O.J O.. J 0.5 
R 1 • LJ- o.o 1.2 0.1 l.; J 0.1 
R O.J 0 .L~o O.J 0 .'+ O.J o.h 
G 0.3 o.o 0.2 o.o o.o 0 ~·J 

G 0.5 O.l o.s 0.1 O.l 0.5 
G 2.0 o.o 1 .h o.o o.o :1.. 7 

0.8 0.2 0.6 0.2 O.J o.6 

R 0.8 0.6 o.s o.6 0,6 o.6 
R o.s 0.2 0.2 0.1 O.J 0.2 
R O.J O.J 0.2 o.o 0.2 0.2 
G 0.1 0.2 O.J 0.2·0.2 0.2 
G o.l+ o.o O.J 0.1 o.o OJI· 
G o.o 0.3 0.1 0.7 o.s o.o 

O.J O.J O.J O.J O.J O.J 

o.o 
0.2 
O.J 
0.2 
0.9 
0.1 

O.J 

o.h 
Oo'? 
O.J 
0.1 
O.J 
0.9 

0.5 

0.6 
0.2 

.0.2 
0.2 
0.2 
O.J 

O.J 

1JE3. 


INDICES 

s R 
~-~l_ ~ >s GRl+R2 Kl+K2 2 

---.-~-

.57 

.11 
.8J 
.28 

yes 
no 

yes 
no 

• Ql.~ • 4-8 no yes 
.OJ .53 no yes 
.1 J .58 no yes 

.2J .53 1/5 l+/5 

•Jlj. .78 no no 
·95 
.Lrt 

.52 
• L~5 

yes 
no 

yes 
no 

.11} •57 no yes 

.1 J 
•01 

.Lf-8 

·59 
no 
no 

yes 
yes 

.JJ .5'? 1/6 l~/6 

•51 •57 yes yes 
o66 
.58 

.67 

.71 
yes 
yes 

yes 
yes 

• 51 
.o6 

• Li·l 
.48 

yes 
no 

no 
yes 

.9J .]2 yes no 

•51} .53 5/6 4/6 
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SUNJI\1AHY DATA FOR EXP. 1 

R1/(Rl+H2) VAVJES FOE INDIVIDUAl-' BIRDS DURING SINGI,E...: 
S'fiN!Ul,US TRAINING ( SS'r) AND CHOICE 'fES~i'S (c~e) 

(decimal points are omitted to save space) 

Bird Sj_ ~R 
& or G 

s E s s I 0 N 

Group Single St.Training CT SST SST(extinction) CT 
mean 

12 13 1lJ, 15 16 17 12-16 17 28 29 30 31 32 33 34 
GHOUP 

1 
2 

0 
R ·L!,3 
R 49 

LJJJ, 
50 

4·1 
51 

1~,3 

50 
}~,2 

48 
1!-L~ 

51 

a 
L~ 3 
50 

a 
22 
47 

Lj.g 
Lj,9 

51 
52 

59 
4·9 

50 
53 

40 
36 

08 
21 57 

3
1-.t­ -
5 
6 

R 50 5'+ 49 
G 4-3 45 46 
G LJ,7 '~7 h7 
G }~, 5 42 1+8 

L~9 50 
Lj-1~ 1!,6 
4'7 lj,g 
45 LJ,9 

52
Lj,6 
48 
L~9 

50 
l~5 
47 
1~.6 

16 
37 
5'1­
23 

49 
1!·9 
4El 
39 

~~7 

. 39 
Lj,E) 

lH 

25 
47 
33 
56 

L~8 

39 
09 
.30 

12 
35 
11+ 
4-lj. 

67 
100 
29 
91 

11 
Ol.J­
OJ 
13 

MEAN 46 1~7 lJ-7 !.~7 LJ-7 l.J-8 47 3.3 47 46 45 38 30 53 23 
' 
GROUP c• 

7 R 
0 

53 49 50 51 50 50 51 81 51 52 47 l.j.. 5 31 17 34 
('')8 R 54 51 :Jt- 50 51 51 52 75 50 52 55 55 ?7 51+ 95 

9 R 4L!, LJ,8 !.~9 lj, 5 h:L 1+8 l.J-6 86 37 43 LJ,? 60 47 4-1 
10 G L~6 51 55 52 58 52 52 85 '+9 '+9 614- 61!- 1.j..LJ- 68 1Lj. 
11 G 52 51 5'1- 51+ 55 4·8 53 80 55 51 51 69 09 100 13 
12 G lj-9 lJ-9 lJ-9 51 51 48 50 83 51 51 1+8 h9 LrJ l} 3 01 

MEAN 50 50 52 51 51 LJ·9 51 82 '*9 50 52 57 lt-2 56 33 

o,...GROUP 
13 R 

;) 

51 L!-9 Lt9 50 -1+9 LJ-9 50 35 50 50 50 52 4·9 5'-1- 51 
11+ R 51 52 51 52 51 51 51 88 52 5'+ 4-6 31 4-9 35 66 
15 R 52 51 50 LJ-7 511- LJ-9 51 75 52 51 50 50 LJ-'+ 32 58 
16 G 50 50 lJ.8 LJ-9 52 L!-9 . 50 81 lj-9 '+9 50 55 56 51 
17 G L!-8 50 1+5 49 50 50 l.J..9 51 51 lj.8 35 37 38 JO 06

Lj,g18 G 4-8 LJ-6 45 4.3 49 46 78 48 52 L~7 65 4-? 79 93 

MEAN 50 50 48 1!-9 50 1+9 lJ-9 68 51 51 46 L!-9 47 46 54 

aCorrelations between entries for individual b · J.rde" (bef'"~r•~,1..; .. • 

'~c.J_ ··· -~ ·i rp"~(::;_,) -in th(~se columnE;)~!,,d.\.c.>,., - al~f::: 

r 8 =+.03 in Group 0 
r C'=-. 5'-l· in Group s 
r s 

'"=+ •L~9 in Group OS 
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DATA FROM EXPERIMENT 2 




RA':I'E OF RESPONSE 
(responses per second)

Grou -='l=R 
& R1+R2r G KlR KlG K2R K2G Rl RBird 2 2 


--.l'-IES'" -IIIII...­
GROUP O(H) 

1 R 6.2 5.8 5·9 6.0 6.1 5e9 6.0 
2 R 6.0 5.7 6.7 6.2 6.4 6.o 6.2 
3 R 3.7 4.3 3.8 4.1 J.8 l.j-. 2 L~ • 0 
Lj, 	 C'.G 2.6 	2.5 2.5 2 •:J 2.5 2.6 2.5 
5 G 0.8 1.3 3.1 4.1 2e7 1.9 2.3 
6 c· 4. 7 l}. 2 L~.4 lt,1 4.1 4.5 li.• 3 


13 R 7.4 7.7 6.9 7.9 7.2 7.8 7.5

1 /..j. R 2.7 3.6 2.6 2.7 2.6 ).2 2. 9 . 

15 .G 1.4 1.9 2.7 2.1 2.0 2.0 2.0 

MEAN. 3.9 4-.1 4.3 4-.h lj-. 2 lj,. 2 lJ-. 2 


GROUP 0 (T,)
7 R 4 .lJ, lt_ 0 5.9 4.1 _5.1 4.1" 4.6 
8 R 2.5 2.9 2.9 2.9 2.7 2.9 2.8 
9 R 1 .1 1.1 1.1 0.8 1.1 1.0 1 • 0 

10 G 2.9 2.7 2.7 2.7 2.7 2.8 2.8 
11 G 3.4 3.1 3.3 3.2 3.2 3 .Ll· 3.3
12 G 2.5 2 .lJ- 2.0 1.8 2.1 2.2 2.2 

MEAN 2.8 2.7 3.0 2.6 2.8 2.7 2.8 

INDICES 

sl R 
_Kl~J 	 > >s GRl+R2 	 Kl+Kz 2 


yes yes• 50 

.l-t8 	 yes yes 

no no•51 
.so no yes 

.22 yes no 


no yes•51 

no no•51 

no no• 54 


.40 	 no yes 

.46 	 3/9 5/9 

.• LJ-6 yes yes
.l.l-8 no no 
•5'-J. 	 yes yes 

no yes•51 

.so 	 no yes 

no yes.57 


•51 	 2/6 5/6 

• 51 

• 52 

.47 

.so 
.59 

.48 

.Lt8 
•~~- 5 

.49 


•50 


.56 


.48 

• 54· 

.so 
.48 

•.4·8 

•51 




DATA FROM EXPERIMENT 2, SESSION 23 


Grou 
& 

Bird 

GROUP 
1. 
2 

.. 3 
J~. 

5 
6 


13 

ll-t 

15 

MEAN 

GROUP 
7 
8 
9 

10 
11 
12 

MEAN 

RATE OF RESPONSE 
(responses per second) 

l=R Rl+R2r G KlR K1G K2R K2G Rl R2 - ­2 

-
O(H) 

R 5. Lr s.s 6.5 6.1 6.0 6.0 
R 6.0 s.'~- 6.0 5-9 6.0 6.7 
R J.8 4.3 3-9 1+.1 3.9 I+ • 2 
G 2.6 2.7 2.6 2.7 2.7 2.6 
G o.6 1..5 3.3 3.6 2 • .5 2.0 
G 4.7 4.6 l.j•• ? Lr. o 4.3 4.7 
R 8.2 7.7 8.6 B.h 8. 1+ 8.0 
R 3.1 J.2 2.6 2.9 2.9 J.i 
G 1.6 1.7 2.9 2.3 2.0 2.3 

4·. 0 l.j. .1 4.6 4.4 4.3 4.J 

0 (I~) 
R 4.2 J.8 4.0 4.LJ. 4.1 4.1 
R J.O 2.5 2.L1· 2.6 2.7 2.6 
R 1.3 1.0 1 .LJ-. 0.7 1.3 0.9 
G 2.8 1.7 2.5 2o6 2.2 2.6 
G ].2 2.9 3.1 2.9 2.9 ].2 
G 1.7 2.7 1.6 2.1 2 .I-t 1.7 

2.7 2 o Lr 2.5 2.6 2.6 2.5 

6.0 
s.s 
4.0 
2.6 
2.3 
L} • 5 
8.2 
J.O 
2.1 

11-. J 

Lj.• 1 
2.6 
:L1 
2 • Lr 
J.O 
2.0 

2.5 

INDICES 

s R 
R'1 ~ > >s GRl+R2 Kl+K2 2 

--- ~41110'11184:dlll~ 

• 50 e ~~-7 
•51 .49 yes yes 
.48 .so no no 
• 51 • 50 yes no 
• 57 .24 yes no 
.48 .52 no yes 
• 51 .1+8 yes yes 
.48 .54 no no 
•l.J-7 .39 no yes 

.so .4-6 4/8 4/8 

.so .49 
•51 .sJ yes Yt?S 

.61 .sJ :,res- yes 

.45 .4r1
( no yes 

.h8 •so no yes 
yes no·59 .53 

.52 • 51 J/5 4/5 



1h3. 

DATA FROM EXPERIMENT 2, SESSION 2'-l­·- -

Grou 
& 

Bird 
-1 ==R 
r G 

RATE OF RESPONSE 
(responses per second) 

R1+R2 
KlR Kl.G K2R K2G Rl R2 2 

INDICES 

St
E _!\_L_ >1 

H.l +R2 K1+K2 s 2 

R 
>G 

GROUP O(H)
1 R 6.0 5.3 6.1. 5.9 6.0 5.6 5.8 •52 .4·8 yes yes 
2" R 6.2 5.8 6.1 5.7 6.1 5.8 5.9 .52 •50 yes yes 
3 R Lj.• 2 4.7 3.2 1~.• 5 3.7 4.7 l.j. 0 2 .44 •5lJ· no no 
Lj. no yesG 2.7 2.6 2.7 2.6 2.6 2.7 2.7 .49 .so 
5 G 0.8 1.6 2.8 l.j. .I.!. 3.0 1.8 2. Lj. .62 .25 yes no 
6 G·4.8 4.1 4.LJ. 4. 0 4.1 ~~-. 6 4.3 .47 .52 no yes 

13 R 7 .l} 7.7 8.7 8s7 8.1 8.2_ 8.1 •50 .4·7 no no 
14 R 2.5 3.2 2.3 2.5 2.4 2.8 2.6 •LJ-6 .54 no no 
15 G 2.0 2.0 3.2 2.3 2.1 2.6 2 • LJ- .I+5 .42 no yes 

MEAN Lj.• 1 4-.1 4.1} 4.5 4.2 l.j.. 3 4.3 •50 .LJ.7 3/9 5/9 

GROUP 0 (I,) 
7 R 5.2 3.6 5.9 }~.• 0 5.6 3.8 4.7 .60 .47 yes yes
8 R 1..2 2.1 2.1 2.1 1.7 2.1 1.9 .hh .43 no no 
9 R 1 • 0 1 .~~- 0.7 0.6 0.8 1. • 0 0.9 .45 .65 no no 

10 G 3.0 2.9 2.4 2.6 2.7 2.7 2.7 •50 .54 yes no 
11 G 3.3 3.1 3.3 3.2 .3 .1 J.J J.2 .49 •50 no yes 
12 G 1.8 1.7 1.6 2.2 2.0 1.7 1.8 .53 .48 yes no 

MEAN 2.6 2.5 2.7 2.5 2.7 2.4 2.5 .so •51 3/6 2/6 



1LjJ} • 

DATA FROM EXPERIMENT 2, SESSION ~.2_ 

Grou -;l=R
& r GBird KlR 

-

RATE OF RESPONSE INDICES(re~ponses per second) 
s R 

Rl+R2 _!i__ ~L_ ~ >KlG K2R K2G Rl R2 s G2 Rl+Rz Kl+K2 2 

GIWUP 0 (H) 
6.5 6.0 6.31 R 6.0 s.6 5.8 

2 R 6.3 5.9 6.1 5.7 6.2 5.8 
·3 R 3.7 4.1 Lj, .1 4.1 3.9 4.1 
4 G 2.7 2.8 2 ? 2.6 2e7 2.70 I 

5 G 0.7 1 • Lj. 3. Lj, 3.7 2.6 2.1 
6 c· LJ. 7 LJ. .1 lj.. 3 3.2 J.? 4.5 

13 R 8.2 7.7 8.5 8.3 8.4 8.0 
14 R 3.3 3.5 2.9 3.1 3.1 J,J 
15 G 2.1 2.1 3.2 2.3 2.2 2.7' 

6,0 
6.0 
J~.• 0 
2.7 
2.3 
4.1 
8.2 

. 3. 2 
2.h 

•52 
•51 
.49 
.50 
·55 
• l.j. 5 
• 51 
,LJ-9 
.45 

.h8 
•51 
•l.J-9 
•51 
.23 
• 54 
.49 
.53 
.4J 

yes 
yes 
no 
yes 
yes 
no 
yes 
no 
no 

yes 
yes 
no 
no 
no 
yes 
yes 
no 
yes 

MEAN L~, 2 4.1 4.6 Lj.• 3 4 • 3 Lj.• 3 4.3 .so • L~7 5/9 5/9 

GROUP O(L) 
J.h lLJ 3 .J.J.7 R J,O 5.3 3.7 

8 R 2.2 2.9 2.1 2.6 2.1 2e7 
.9 R 1.5 1.2 1.2 o.G 1.3 0.9 
10 G 2.7 2.3 2.3 2.5 2 ·'~- 2.5 
11 G 2.9 2.3 J,O 2.9 2.6 J.O 
12 G 1.9 1 0 2.1 2.J 2.1 2.0./ 

3.9 
2.h 
1 .1 
2.5 
2.8 
2.1 

.56 
• Lj.Lj. 
.60 
,lJ.9 
.47 
•51 

.Ln 

.52 

.61 
•51 
•LJ-6 
•~~-6 

yes 
no 
yes 
no 
no 
yes 

yes 
no 
yes 
yes 
yes 
no 

MEAN 2.4 2.3 2o7 2 • I-t 2.5 2.4 2.5 • 51 ,lJ-9 3/6 4/6 



1h5. 

D.A'I'A FROM EXPER D.:JEN'I' 2, SESSION 26 

RATE OF RESPONSE 
(responses 

Grour ~, R 
& 

~ 1 = 

Bird r c KlR KlG K2R 

INDICESper second) 
s1 R 

Rl+R2 Rl _Jj__ > >K2G Rl R2 --2 s GRl+R2 Kl+K2 2
-!- m 

GHOUP O(H) . 
1 R 6.5 5. 1-j- 6.7 6.1 6.6 5.8 
2 R 5.9 5.6 6.5 5.5 6.2 5.6 
J R J~~. 0 J.9 J.6 4.J J.8 4.1 
4 G 2.6 2.5 2.6 2.5 2.5 2.6 
5 G 1.1 1.1 3.5 J.9 2.5 2.3
6_ G· 4. 9 4-.5 4.1 J.5 LJ..o 4.5 

13. R 7.J '7. J 8.1 8.6 7.7 8.0 
14 R 2.9 3.9 2.6 J.J 2.7 J.6 
15 G 1.8 1.7 J.6 3.0 2.J 2.7 

\ 

MEAN 4.1 4-.0 4.6 L~ • 5 4.J 4.3 

GROUP 0 (:L) 
7 
8 
9 

10 
11 

' 12 

MEAN 

R 4.7 2.9 l.j.. 2 3.6 4. Lj. J.2 
R 2.5 2.6 2.9 2.J 2e'? 2.5 
R 1.6 1.2 0.8 o.s 1.? 0.8 
G 2.7 2.6 2.1 2.3 2.5 2.4 
G J.O 2.0 3~1 2.9 2.4 J.1 
G 1.9 1.2 1.7 2.1 1.7 1.8 

2~7 2.1 2.5 2.J 2._./ ~ 2.J 

-----~ 

6.2 .sJ .48 
5.9 .sJ .49 
4.0 • L~8 .so 
2.5 .49 .so 
2 .lt- .52 .2J
'+. J .47 .55 
7.8 .1~-9 .47 
J.2 .1~. 3 ."53 
2.5 .1-i-6 .35 

l.j.. J •L~9 .4·5 

J.8 .58 .14·9 
2.6 • 52 .49 
1.0 •59 .69 
2. 4- •51 .55 
2.7 • l.j.l~. .4·5 
1.7 .h8 .I+5 

2.4 .52 .52 

yes yes 
yes yes 
no no 
no yes 
yes no 
no yes 
no no 
no no 
no yes 

J/9 5/9 

:yes ye~·; 

yes yr::.·C'
~ .•.)... 

yes y·es 
yes no 
no yes 
no yes 

l!/6 5/I'0 



-- --

DNl'A FHOM EXPEHIIvTEN'T 2"!. SESSION 27 

RATE OF RESPONSE 
(responses per second) 

Grour l=R
& r G

Bird KlR KlG K2R K2G Rl R2 

GROUP O(H) 

1 
2 
J 
4 

1.6R 1.9 1.9 2.7 1.7 2.,J 
R 0.1 0.9 ].9 LJ.• 5 2.0 2.7 
R 2.6 2.9 0.5 1.3 1.5 2.1. 
G 0.5 0.9 1.7 2.1 1.5 1 .1 

5 
6 

13 
11-J. 

G 0.9 1.0 1.8 1.1 1 .1 1 .LJ. 
c·2.o 4.0 0.5 2. '-r J.2 1.J 
R 6.J '+. 2 J.9 1 ,l.j. 5.1 2.8 
R 0.1 2.2 O.J 1.7 0.2 1.9 

15 G O.J O.J 1. 9 1.1 0.7 :L1 

MEAN 1.6 2.0 1.8 2.0 1.9 1.9 

GROUP O(L)

7 
8 
9 

10 
11 
12 

MEAN 

R 1. J 1.6 1 .11- 2.1 l.J 1.9 
R 1 .4 2.? o.o 0.9 0.7 1.8 
R 0.8 0.7 o.o o.o o.h o. Lr 
G 1.9 0.9 1.5 0.7 0.8 1.7 
G 1.5 1.8 1.1 1. 4 1.6 l.J 
G 0.2 1.0 o.o 1.0 1'.0 0.1 

1.2 1.5 0.7 1.0 1.0 1.2 

Rl+R2 ~- _Kl >-z-­ sRl+R2 Kl+K2 2 

(CHOICE TEST) 

INDICES . 

sl 

~-.,,-

2.0 .'-!·J • 1+ J 
2.] .LJ. J .1 0 
1.8 .1+2 •74· 
l.J .57 .28 
1.2 .l.J·J .40 
2.2 .72 .6? 
l~. 0 .65 .6? 
1.1 .09 .55 
0.9 •41 .16 

1..9 .l.!-6 • L~ 5 

1.6 •'-l-2 .4r'::; 
1.J .29 .82 
0 .l.r . 52 .98 
1.2 • 31 •56 
1 • J~. .55 .57 
o.6 .89 .55 

1.1 •50 .65 

no 
no 
no 
yes 
no 
yes 
yes 
no 
no 

J/9 

no 
no 
yes 
no 
yes 
yes 

J/6 

llt-6. 

R 
>

G 

no 
no 
no 
no 
yes 
no 
yes 
no 
yes 

J/9 

no 
no 
yes 
yes 
no 
no 

2/6 



DNL'i\ J7JWr..1 EXPERIMEN'.I' 2 1 SE~~SION ....':21 

RATE OF RESPONSE INDICES(responses per second)
Grou ~1 =R s R 

& Rl+R2 _.5___ ~ > >r GBird KlR KlG K2R K2G Rl R2 2 Rl+R2 K1+K2 s G2 
.aa;~-· ~- ll&ll._... 

GROUP O(H)
1 R 5.6 5.8 6.1 6.1 5.9 5.9 5.9 • 50 .48 no no 
·~. 
3 
l.j. 

5
6 

13 
14 
15 

R 6.3 5.1 6Jt 5.7 6.3 5 .L~ 
R J.8 J.5 h.o L~ • 3 J.9 J 0./ 

G 2.7 2.5 2.6 2.7 2o6 2.6 
G 0.7 1.6 2.7 3.5 2.5 1.7 
G h.? h.9 5.0 lj.• 7 h.8 4.9 
R 7.7 7.0 7 .L~ 7.5 r, 6 7.2( . 
R l .1 1. 5 0.8 1.2 0.9 1.J 
G 2.6 2.5 J.3 J.5 J.O 2.9 

5.9 
J.9 
2.6 
2.1 
~-. 8 
7,l.J. 
1 .l 
J,O 

•Sl!­
.50 
.h9 
.60 
.50 
•51 
,l.J-1 
.50 

.~~-9 

.h7 

.so 

.27 

.l-1·9 
• 50 
-57 
.43 

yes yes 
yes yes 
no yes 
yes no 
no. yes 
yes yes 
no· no 
yes no 

MEAN J.9 J.8 LJ. • 3 ~-. 3 h.2 Lj- • 0 l; .• 1 •51 .47 5/9 5/9 

GROUP O(L) 
7 R 1-t_ J Lj.. 1. 
8 R 2.5 2 .L~ 

5.1 ~~-. 7 l}. 7 l.f. 4 
2.5 2.9 2.5 2.7 

Lt•• 6 
2.6 

• 51 
•L!-8 

,11-6 
.48 

yes yes 
no no 

9 
10 
11 
12 

R 1.8 1.9 1~2 0.6 1 • 5 1.2 
G 2.J 2.1+ 2.9 2 .1+ 2 • Lj. 2.6 
G 0.8 0. 1.} 0.7 0.5 0. J~. 0.7 
G 1.7 1.9 2.2 2.3 2.1 1.9 

1 .lJ. 

2.5 
o.6 
2.0 

.55 

.49 

.38 

.52 

.67 

.47 

.50 
• Lj.L~ 

yes yes 
no yes 
no yes 
yes no 

MEAN 2.2 2.2 2.4 2.2 2.J 2.J 2.J .49 .50 3/6 lJ/6 



DA'J.'A FROM EXPERih1EN~L' 2, SESSION...]!!: 

Grou 
& 

Bird 

~.... 

GROUP 
1 
2 

·J 
l.j. 

5 
6 

13 
14 
15 

MEAN 

GROUP 
7 
8 
9 

10 
11 
12 

MEAN 

RATE OF 
(responses 

>1 =R 
r G KlR K1G K2R K2G 

RESPONSE 
per second) 

Rl+R2 
R1 R2 2 

-..---crn wr. 

O(H)
R 5.8 5.7 6. i} 6. L} 6.1 6.0 
R 5.9 5.8 6.J 5.8 6.1 5.8 
R J.8 3.9 J.8 J.? J.8 3.8 
G 2 ~ .. 0) 

G 1 .1 
G·4·.5 
R 8.1 
R 2.1 

•) (,2.5 2.1{. 2.7 2.5t_.. ti ..... .~ 

1 .4 J,J J.1 2.2 2.2 
/~.• 8 h.1 4.8 4·. 8 Lj.• J 
8.7 ?.6 7·9 '1·9 8.J 
2.7 1.J 1.9 1.7 2.J 

c· 2.0 2.2 3.8 J.J 2.7 2.9 

lj•• 0 L~ • 2 1~.• J l} • l} L~ • 2 lf. 2 

O(I,~
R • 6 l}. h 5.1 4.9 lt. 9 !~.• 7 
R 2.9 2.1 2 .1+ 2.8 2.7 2.4 
R 2.1 1.7 1.8 1o3 1.9 1. 5 

l'G J.l 2.J 2•• :J 2.2 2.3 2.8 
G J.O 2.? 2.6 J.J J.O 2.8 
G 2.2 1.8 1.7 1.8 1.8 2.0 

J.O 2.5 2.7 2.7 2.7 2.7 

6,1 
5.9 
J.8 
2.5 
2.2 
lj.. 5 
8.1 
2.0 
2.8 

L~ • 2 

4.8 
2.5 
1.7 
2.6 
2.9 
1.9 

2.7 

INDICES 

sl R 
_l__H KJ > >s GRl+R2 Kl+K2 2 
~-..... "..:· 

yes yes•50 .47 
•51 • 1.~9 yes yes 
0 

no no50 .so 
0 

yes no51 .so 
yes no•51 .29 
yes no·.53 •51 

.1~9 .52 no no 
• LJ. J .60 no no 
.49 .37 no yes 

•50 .47 5/9 J/9 

• 51 .48 yes yes 
.52 yes yes·'~·9 
.56 .55 yes yes 
,l}5 .53 no yes 

51 .1~·9 yes no 
.48 .54 no yes 
0 

0 51 •51 4/6 5/6 



1'-~9. 


DNrA FROT;ti EXP.ERIMEWl' 2, SESSION J5 

RATE OF' RESPONSE INDICES(responses per second)
Grou St R1 =R R KRl+R2& '1 _J__r G > >KlR K1G K2R K2G ..--·Bird Rl R2 2 s GRl+R2 Kl;tK2 2 

GROUP O(H)
1 R 5.7 5.9 5.8 6.4 5.8 6.2 6.0 .l-t-8 .li-9 no no 
.2 R 5.7 5.2 5.1 5.0 5.4 5.1. 5·3 • 51 •52 yes yes 

'3 R Lt- • 0 4-.7 3.8 3.9 3·9 4.3 Lt.1 • Lt-7 •5:3 no no 
4 G 2.9 2.7 3.0 2.9 2.8 2.9 2.9 .49 .49 no yes 
5 G 1.7 1.9 2.5 3.3 2.6 2.1 2.3 .55 .39 yes no 
6 c·3.7 4.1 ~~-. 6 4 • Jr: 4-.3 l.j- .1 4.2 .51 .46 yes no 

13 R 8.3 8.1 8.7 7·9 s.s 8.0 8.3 • 51 .so yes yes 
1. l.j- F 2.3 2.8 1.9 2.3 2.1 2.5 2.3 .4·5 .ss no no 
15 G 2.5 2.3 .3 .1 2.? 2.5 2. ,g 2.6 .48 .45 no yes 

MEAN Lj, .1 4.2 L~ • 3 4.3 Lf- • 2 4-.2 l.j-. 2 • LJ-9 • L~9 '-1/9 h/9 

GROUP rU (" 1L 1 

7 R 4.2 4.L!, Lj,o 7 5.2 Lt- • 5 4.8 4-.6 .h8 .46 no no 
8 R 2.1 2.2 2.4 1 • 7 2.3 1.9 2.1 •S'+ •51 yes yes 
9 R 1.5 1 • 3 1.2 1..6 1..3 1. •J~. 1..4 • 1~-8 .so no no 

10 G 2.9 2. L!- 2.6 2.5 2. 4· 2.8 2.6 • l.J-7 .52 no yes 
11 G o.o 0.1 o.o 0.3 0.2 o.o 0.1 1.00 • 3l.J· yes no 
12 G 0.9 1 .lj, 1.9 1.7 1.6 1 .4 1.5 • 52 .39 yes no 

MEAN :L9 2.0 291 2~1 2.0 281 2.1 .ss .45 3/6 2/6 



150. 


Grou 
& 

Bird 

-

-,1 =R 
r G 

DA'rA FHOJ\1 EXPERIMEN'l' 2, SESSION _J.2_ 

RATE OF RESPONSE 
(responses per second) 

Rl+R2 
KlR KlG K2R K2G Rl R2 2 

~---

GROUPO(H) 
1 R 5.7 6.3 6.2 6.4 6.0 6 .LI­ 6.2 
2 R 6.1 5.2 5.7 5.1 5.9 5.2 5.5 
3 
4 

R 3.8 4.7 3·7 3.8 3.7 4.3 
G 2.9 2.5 2.7 2.9 2.7 2.8 

4.0 
2.7 

5 G 1.6 2.1 3.3 3.6 2.9 2.5 2.7 
6, G 3.8 L~ • 2 l}. 7 1-t. 6 4.L~ 11-.2 4.3 

13. R 8.7 ?o? 8o9 8.5 8.8 8.1 8.4 
14 R 2.6 3.0 2 .1-J­ 3.3 2.5 3.2 2o8 
15 G 2. 5 2.4 3.9 3.0 2.7 3.2 3.0 

'MEAN 4.2 4.3 4.6 1-t-.6 4.4 L~.4 lJ-.4 

GRCUPO(L) 
7 R 5.1 Lr. 6 5.3 s.3 5.2 4.9 5.1 
8 R 2.3 2.0 2.3 1.8 2.3 1.9 2.1 
9 R 1.6 1.9 0.9 1 .1 1 • 2 1.5 1.1--l­

10 G 2.6 2 .1-J­ 2.5 2.4 2.4 2.5 2.5 
11 G 1o2 2.3 J·. 2 1.9 2.1 _2. 2 2.1 

- 12 G 1.6 1 .4 1.9 1.3 1.3 1.7 1.5 

MEAN 2. LJ­ 2 .L!­ 2.7 2.3 2.'-1­ 2.5 2.5 

INDICES 

s1 R 
_ R_l_____ K1 

. __...K , , __ s> >
GRl+R2 1"'- ? 2 

.48 • ~~-9 no no 

.53 •51 yes yes 

.47 .53 no no 

.lt-9 •LJ-9 no yes 

.54 .35 yes no 
•51 .46 yes no 

yc:.c•• 52 .49 '-' ~) yes 
•Ll-4 .·so no no 
• L~6 .42 no yes 

.49 .4? 4/9 LI-/9 

•51 • LJ-8 yes yes 
.55 •51 yes yes 
.45 61~- no no0 

•1+9 51 no yese 

•Li-9 .41 no yes 
.43 LJ-9 no yes0 

o49 51 2/6 5/60 



151. 

DNPA FROM EXPERIMENT 2, SESSIOfi_J_2·--- . 

Grou · 1=R
& 

Bird r G K1R 

RATE OF RESPONSE 
(re~ponses per second) 

Rl+R2 
KlG K2R K2G Rl R2 -­2 

INDICES 

s1 R p K > ·>--21~- ~~ 
Rl+R2 K1+K2 s G2 

- ~-

GROUP O(H) 
1 R 5.7 6.2 6.0 6.4 5·9 6.3 6.1 .48 .lJ-9 no no 
2 R 6.0 5.9 6.6 5.9 6.3 5.9 6 .. 1 .52 .49 yes yes 
j R 4.0 ~~-. 0 !+. 2 5.I+ 14- .1 LJ. • 7 4.4 •4-6 .45 no no 
4 G 2.7 2.8 2.9 J.J J.1 2.8 J.O .52 •4-7 yes no 
5 G 2.1 1.9 3.7 J.6 2.7 2.9 2.3 .48 .J5 no yes 
6 G .6 .LJ. 1-t.J 4-.5 Lj..4 4.J 5.5 4.9 .44· •51+ no yes 

13 R 8.2 8.9 8.7 8.1 8.5 8.5 8.5 • 50 • 51 no no 
14 R 2.5 J.9 2.4 3.2 2.5 3.5 J.o .LH .53 no no 
15 G J.J 2.7 4.2 3.5 J.l J.8 J.4 .45 ,l.J.I+ no yes 

MEAN· 4.6 I+ •5 ~~-. 8 lj.. 9 4·.5 h.9 IL7 •LJ.7 .In 2/9 1+/9 

GROUP O(L) 
7 R 5.0 5.3 5.5 3.9 5.2 4-.6 4.9 •53 .52 yes yes 
8 R 2.9 2.1.j. 2.3 2.7 2.6 2.5 2.6 .51 •51 yes yes 
9 R 1 • 5 1. 5 1.2 1.3 1.3 1. 4· 1.3 .49 .55 no no 

10 G 2.7 2.3 2.1 2.4- 2.3 2.4 2 • LJ. .49 .5J no yes 
11 G 1.6 1 .L~ 2. I+ 1.7 1.5 2.0 1.8 .~-~ 3 •Lj. J no yes
12 G 0.9 1.6 2.8 1.6 1.6 1. 9 1 • 7 .LJ.6 .J6 no yes 

MEAN 2.1-1- 2.h 2.7 2.3 2 .1.1- 2.5 2.5 .• 49 ,1-1·8 2/6 5/6 



152. 

DATA FROM EXPERD!IEN'.r 2, SES§_ION .38 LgJIOICE 'l'EST) 


RATE OF RESPONSE 
 INDICES(responses per second) . 
Grou ~ s1 R~1=R 

Rl+R2& r G ~--~- > >KlR K1G K2R K2G R1 Rz --2Bird s GRl+R2 Kl+K2 2 

GROUP O(H)
1 R 0.2 0.7 0.1 1ti5 0.2 1.1 o.6 .13 .37 no no 
2 R 1.2 o.o 2.9 1 .LI- 2.1 0.? 1 .I-f .74 0 21 yes yes
3 R 1 .1 1.9 O.J 1.7 0.7 1.8 1.2 .28 .61 no no 
4 G 0 ,14- 0.6 2.1-1- 2.) 1.5 1 . .11- 1 .L-1- .52 .1 7 yes no 
5 G 0.7 1.1 1.9 1.8 1 • L1- 1.3 1 ·'-~- .52 .33 yes no 
6 G 2.6 2.5 0.7 1.6 2.1 1.7 1.9 .56 .69 yes no 

13 R 2.7 2.2 Lr. 2 3.7 3.5 2.9 3.2 .54 .3B yes yes
14 R 0.1 1.6 0.1 0.8 0.1 1. 2 ' 0.7 .06 •65 no no 
15 G 0.1 0.3 0.2 0.3 0.3 0.1 0.2 .67 .36 yes no 

MEAN 1.0 1.2 1 .4 1.7 1 • 3 1 • 4 1.3 • L!-_5 .1}2 6/9 2/9 

GROUP O(I_,) 
7 R 0.3 0.1 o.o o.o 0.2 0.1 0.1 .76 .91 yes yes
8 R 1.8 2.4 0. 4· 0.8 1.1 1.6 1 ,l} .Ln .78 no no 
9 R 1.0 1.3 o.o o.o 0.5 0.7 0.6 l.J-2 .98 no no0 

10 G 1. 9 1 .1 1.3 0.7 0.9 1.6 1.3 .36 no.59 yes
11 G 0.9 0.3 1~2 o.8 0.5 1 .1 0.8 .38 no yes-33
12 G 0.1 1 • 3 0.1 1.7 1.5 0.1 0.8 ·93 • L1-L1- yes no 

MEAN 1.0 1.1 0.5 0.7 0.8 0.9 0.8 .54 .68 2/6 3/6 



15J. 




151.1. 


DA'rA FH.OM EXPERIMENT 2 LSESSION __21 

RATE OF RESPONSE INDICES(responses per second) 
Grou .,1 =R s1 R 

& R1+R2r Rl._ ~--
s> >G 

G K1R K1G K2R K2G Rl R2 --2Bird Rl+R2 Kl+K2 2 

GROUP O(H)
1 R 6.4 !+. 7 7.8 6.6 7.1 5.7 6.4 .56 .Lf-Lj. yes yes
2 R 6 .1-r 5.7 6.J 5.2 6.J 5.4 5.9 .54 •51 yes yes
J R J.5 4.0 3.7 1~-. 3 3.6 Lf- • 2 3.9 .46 .49 no no 
Lj. G 2.5 2.5 2.7 2.9 2.7 2.6 2.7 •51 ,1-t7 yes no 
5 
/ 

G 2.2 2.9 3 .1-r J.2 3~0 2.8 2.9 .52 .43 yes no 
0. G' 4.8 Ll- .1 4.8 4.J 1~-. 2 Lj.• 8 4.5 •Li-7 .49 no yes

13. R 7.9 7.4 7 .Lr 8.6 7.6 8.0 7.8 .49 .49 no no
1Lf- R 2.3 1.7 2.0 1.8 2.1 1.7 1.9 .55 .·51 yes yes
15 G J .1~- 2 .1~. 2 ,1-} 2.2 2.3 2.9 2.6 , Lj.l.J. •56 no yes 

MEAN 4 .LJ. Ll- • 5 Lj. • L!.3.9 4.J ~~- 0 2 4.3 •50 •LJ-9 5/9 5/9 

GROUP O(I,) 
7 R 6.5 5•L!, 6.1 5.6 6.J 5.5 5.9 .sJ •51 yes yes
8 R J.O 3.0 2.7 2.7 2.8 2.9 2.9 .so .53 no no 
9 R 1.5 :t~J 1.8 1 .1 1.7 1.2 1 • Lj. .58 .49 yes yes

10 G J.1 2.5 2.5 2.7 2.6 2.8 2.7 • 11-9 •52 no yes
11 G 2.4 2.3 J.5 J.5 2.9 2.9 2.9 •50 .40 no yes. 12 G 2.5 2.7 2.5 2.7 2.7 2.5 2 •. 6 •52 .so yes no 

MEAN y. 2 2.9 3.2 J.1 J.2 J.O J.l •52 .49 J/6 4/6 



---
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DA~1A FIWNI EXPERIMENT SEC'C'ION 2 2>.) •• ) --~:2 ' --~ 

Grou 1=1~
& or G KlR KlGBird 

- ­

RATE OF RESPONSE INDTCES(responses per second) 
sl R 

Rl+R2 -~-~--! > >K2R K2G Rl R2 --2 s GRl+R2 Kl-: . 2 

GROUP O(H)
1 R 5.8 LJ-.8 7.4 6.9 6.6 5·9 6.2 • 53 • Lj. 3 yes yes 
2 R 6.1 5.6 6.1 5.3 6.1 5. Lj. 5.7 • 53 .so yes yes 
3 R 3.8 L~ • 0 4.3 4.3 Lj, .1 '+ .1 4.1 •50 .48 no no 
4 G 2.8 2.5 2.7 2.7 2.6 2.7 2.7 o49 • l.J-9 no yes 
5 G 1.9 2.6 2.8 2.5 2.6 2.4 2.5 .52 .46 yes no 
6 G. I+ .L~ l.j-. 3 s.o 4.8 lt. 5 li-. 7 '+. 6 ,14-9 .47 no yes 

13 R 6.7 7.1 6.2 7 .1+ 6.4 7.3 6.8 .47 • 51 no no 
ll.J- R 2 • LJ- 1.8 2. 0' 2. 0 2.2 1.9 2.1 . .53 •51 yes yes 
15 G 2.5 2.3 2.0 2.0 2.1 2.3 2.2 ,48 .55 no yes 

MEAN· 4-.1 3.9 4.3 4-.2 4.1 4.1 l.J-. 1 • 50 .4-9 4/9 6/9 

GROUP 0 (I,) 
7 R 5.8 5.0 6.0 5.1 5.9 s.o 5.5 • 51-J- .49 yes yes
8 R 2.5 2.9 2.9 2.8,2.7 2.9 2.8 .11-9 .49 no no 
9 R 2.2 1.2 1.5 1.0 1.9 1.1 1.5 e63 •58 yes :yes

10 G 2.8 2.6 2.6 2.8 2.7 2.7 2.7 •50 •50 no yes
11 G 1.1 0.9 1.1 1 .1 1.0 1.1 1.1 .48 •4-7 no yes
12 G 2.5 3.0 2.9 2c6 2.8 2.7 2.8 • 51 .so yes no 

MEAN 2.8 2.6 2.8 2.6 2.8 2.6 ')1:.-G 7 • 52 • 51. J/6 4/6 

http:51-J-.49
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DA'fA FPi..OM EXPER D:f2NT 2, SESSION 53 

GrouJ1=R 

RATE OF RESPONSE 
(responses per second) 

& r G 
Bird KlR K1G K2R K2G Rl 

Rl+R2___.,._ 

R2 2 

GROUP O(H)

1 
2 

·3 
4 
5 
6 

13 
14 
15 

MEAN 

R 6.7 5.1 7.5 6.9 7.1 6.0 
R 5.7 Lj.• 7 5.7 l.J.. 8 5.7 l+ 0 7 
R 3.8 h.2 3.2 '-1· .1 3.5 4.1 
G 2.7 3.0 2.6 2.9 2.9 2.6 
·c 2.1-J- 2.9 3. 4- 3.5 3.2 2.9 
c· 5.1 4.8 '~-. 7 1L9 4.9 4.9 
R 7.0 6.6 7.0 7·9 7.0 7.3 
R 2.1 1.? 2t1 1.8 2.1 1.7 
('
·-T 2.6 3.4 2.9 2.8 3.1 2.7 

4.2 4.o lj-. 3 L~ • Lj. 1~.• 4 iLl 

GROUP O(L)

7 R 5.9 5.0 5.9 5.5 5.9 5.3 
8 R 2.5 2.7 2.6 2.9 2.6 2.8 
9 

10 
11 
12 

R 1.8 1.3 1.9 1 .1 1.8 1.2 
G 3.4 ).0 3.0 2. 1.(­ 2.7 3.2 
G ).0 3.0 ).9 3.7 3.3 J.5 
G 2. Lj. J.l 2.8 3.1 J,l 2.6 

MEAN 3.2 ).0 JoJ J.l J.2 3.1 

6.5 
5.2 
).8 
2.8 
3.0 
Lj.• 9 
7.1 


. 1.9 

2.9 

4.3 

5.6 
2.7 
1.5 
.3. 0 
J.4­
2.8 

.J. 2 

INDICES 

St R 
F'1 . Kl > ·> 

s GRl+R2 Kl+Kz 2 

•Sl+ 
• S'~-
.{1.6 
.53 
.52 .so 
.49 
.55 
.5J 

.52 

.53 

.48 

.60 
•Lj.6 
•4-9 
• 5'-~ 

.52 

.Lr5 
•50 
.53 
•51 
.43 
• 51 
• L!-8 
,lJ-9 
•51 

•L~9 

.49 

.49 

.52 

.55 
·'~-4 
.lJ-9 

.49 

yes 
yes 
no 
yes 
ye f:. 
no 
no 
yes 
yes 

6/9 

yes 
no 
yes 
no 
no 
yes 

3/6 

yes 
yes 

·no 
no 
no 
yes 
no 
yes 
no 

yes 
no 
yes 
yes 
yes 
no 

'+/6 

4/9 
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DA'I'A FROM EXPERifV:EN1' SESSION~ ~-----· 

RATE OF RESPONSE 
(responses per second)

Grou , 1 :::R 
& r GBird KlH KlG K2R K2G Rl 

INDICES 

St R 
p > >R1+R2 _.....:.1__ Kl 

R2 --· 2 Rl+R2 Kl+K2 s2 G 

GROUP O(H)
1 R 7.4 5.1-1· 8.1 6.7 7.7 6.0 
2 R 5.9 5.1 6.6 5.0.6.3 s.o 
3 R 3.5 Lj.• 1 l.j.• 0 4.0 3.8 l.j. .1 
l~ G 2.7 2.9 2.9 2.9 2.9 2.8 
5 G 2.5 3.1 Lj•• 0 3.6 3.3 3.2 
6 G. 4-.3 3.7 4.5 3.8 3.8 4-.4 

13 R 7.1 _5.2 5.2 6.5 6.2 5.8 
ll.j. R 2.2 1.7 2.0 1.9 2.1 1.8 
15 G. 3.0 2.3 2.8 2.5 2.4 2.9 

6.9 
5.6 
3.9 
2.9 
3.3 
4-.1 
6.0 
1. 9 . 
2.6 

•56 
.55 
.1.~8 

•51 
0 51 
.46 
0 51 
·53 
.ll.5 

• L~6 
.l~-9 
·'+9 
• 50 
,lJ-2 
.49 
•51 .so 
• 51 

yes 
yes. 
no 
yes 
yes 
no 
yes 
yes 
no 

yes 
yes 
no 
no 
no 
yes 
yes 
yr~s 

yes 

MEAN. 4.3 3.7 lt. 4 4.1 LJ. • 3 /.}. 0 4-. J •51 •4-9 ·6/9 6/9 

GROUP O(I,) 
7 
8 
9 

10 
11 
12 

R 6.6 5.3 5.9 5.6 6.2 5. '-1 
R 2.9 ).0 3.1 2.1 3.0 2.6 
R 2.3 1.8 2.LJ. 1.6 2 .1~ 1.7 
G 3.1 2.7 2.9 2.6 2.7 3.0 
G 3.2 3.0 3.8 3.'+ J.2 3.5 
G 2.7 2.8 2.8 3.0 2.9 2.7 

5.8 
2.8 
2.0 
2.8 
3.3 
2.8 

.53 
•5h 
.58 
•Lj.? 
.48 
•51 

• 51
5'). ..) 

• 51 
• 51 
.46 
•Ll-9 

yes 
yes 
yes 
no 
no 
yes 

yes 
yes 
yes 
:les 
yes 
no 

MEAN 3.4 3ol 3.5 3.1 3Jf 3.1 3.J • 52 •50 4/6 5/6 



---
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DNrA FROM EXPERD.1EN'l1 2t SESSION 5_.5_ _(CJ_iOI_9E rrgsrr) 

RATE OF HESPONSE 
INDICES(responses per second) 

Group St Rl::::R
& Rl+R2 _.s___ ~ r G > ·>KlR K1G K2R K2G Rl R2 2Bird s GRl+R2 Kl+K2 2 

GROUP O(H) 
1 R 5.5 o.o 6.7 0.1 6.1 o.o J.l .99 • L~ 5 yes yes 
·~ R 3.1 o.o 4.8 1.3 4.0 0.7 2.3 .86 •Jl,j- yes yes 
3 R 2.6 0.3 2.9 o.• 8 2.8 0.6 1.7 .8J .43 yes yes
Lj, G 0.1 1.7 0.1 1.7 1.7 0.1 0.9 .95 .49 yes no 
5 G 1.8 1.5 1.3 0.3 0.9 1 • 5 1.2 • 37 .67 no yes
6 c· o. 6 3.0 0.9 J.4 3.2 0.7 2.0 .82 .45 yes no 

13 R 5.0 1 • Lj, 5.6 2.2 s.J 1.8 3.6 .75 .45 yes yes
14 R 1.7 o.LJ 1 . 0 0.1 1 .4 0.2 o. 8. .86 .66 yes yes
15 G o.o 2.6 0.4 1.7 2.1 0.2 1.2 .92 .55 yes no 

MEAN· 2.3 1.2 2.6 1.3 3.1 0.7 1.9 •81 .so 8/9 6/9 

GROUP 0 (L) 
7 R 5.9 0.1 5.8 o.o 5.9 0.1 2.9 .99 • 51 yes yes
8 R 2.2 1. •4 1.2 0.3 1.7 0.8 1.3 .68 .71 yes yer::; 
9 R 2.1 0.1 1.6 o.o l • 8 o.o 0.9 .98 • 57 yes yes

10 G 0.5 1.9 0.1 2.1 2.0 0.3 1.2 .8? • 51 yes no 
11 G 0.3 1.0 0.7 1.7 1.3 0.5 0.9 •7'+ • JL~ yes no 
12 G 0.1 J.O o.o J.O 3.0 0.1 1.5 .98 •51 yes no 

MEAN 1.8 1.2 1.6 1.2 2.6 O.J 1..5 .87 .sJ 6/6 3/6 



SUMMARY DATA FOR EXP. 2 

R1/(R1+R2) VALUES FOR INDIVIDUAL BIRDS DURING SINGLE­
STIMULUS TRAINING (SST) AND CHOICE TESTS (CT) 

· (decimal points are orni tted to save space) 

Birds.:?,.:R
& J. 

or G
Group 

22 23 

S 

24 

E 

25 26 

s 

mean 
22-26 

s 
CT 

27 

I 0 
SST 

mean 
33-37 

CT 

38 

N 
ssrr 
mean 
50- 51+ 

CT 

55 
a a b b c c 

GROUP 0 (H) 
1 R 51 50 52 52 53 52 43 49 13 55 '99 
2 
3 

R 52 
R 47 

51 
48 

52 
44 

51 
49 

53 
48 

52 
47 

4)
42 

52 
48 

71+
28 

55 
Lj.g 

86 
83 

4 G 50 51 49 50 49 50 57 50 52 51 95 
5 
6 

G 59 
G 48 

57 
48 

62 
47 

55 52 
45 47 

57 
47 

43 
72 

Sl~-
50 

52 
56 

53 
lt-8 

37 
82 

13 R 48 51 -50 51 49 50 65 51 9+­ l.J-9 75 
14 R 45 48 46 49 43 46 09 43 o6 S'+ 86 
15 G 49 47 45 45 46 46 41 LJ-7 67 11-7 92 

filEAN 50 50 50 50 49 50 46 4-5 51 81 

GROU? 0 (IJ) 
7 R 56 50 60 56 58 56 42 51 ?6 53 99 
8 R 48 51 44 44 52 48 -29 52 LH 50 68 
9 R 54 61 45 60 59 56 52 51 . 4-2 59 98 

10 G 50 45 50 49 51 49 31 LJ-8 36 lJ-8 87 
11 G 48 48 49 47 44 47 55 56 33 1~-9 7Lt 
12 G 48 59 53 51 48 j2 89 48 93 52 98 

51 52 50 51 52 51 50 51 54 52 87 

acorrelations hPtween entries for individual birds 
(be fore r~..!1.md :i.ng) 
in these two columns are r~=+.37 in Group O(H)

"'rs=+.09 in Group O(L)
·bcorrelations in these columns are r8=+~43 ~n Gro~p O(E)

r,_,=-. 37 1n Group 0 (J_j)c 0Correlations in these columns are rc=+.28 ·in Group O(H)
"'- (., . .rs-+.J7 1n Group 0 (IJ) 
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DA '"i'J\ i=i'PQI\~ T~Y.pFPTT!rFl'\''P J- "1 ..J.._ ..,\ ~ 1-l.\._ . ...-J.,\._._J_'J-<-.J ..•. 



Grou 
& 

Bird 

-, 
l=R 
r G 

HATE OF RESPONSE 
(responses per second) 

Rl+Rz 
KlR KlG K2R K2G Rl Rz 2 

INDICES 

St 
Rl Kl > 

Rl+Rz Kl+Kz s 2 

R 
>G 

---­ w---..n:AS--.. 

GROUP S-only 
1 R 2.9 2.5 2.4 2.1 2.6 2o3 2.5 •91- •5'+ yes yes
2· R 4.4 1.2 5.7 2.0 5.1 1.6 3.3 .76 .4·2 yes yes 
3 R 2.5 3.3 3.2 3.5 2.8 3.4 3.1 .l~-6 .46 no no 
4 G 2.9 3.7 ).5 3.5 ).6 3.2 J.4 • 53 .48 yes no 
5 G 2.0 2.5 2.3 2.0 2.2 2.2 2.2 •51 •51 yes no 
6 c· 3.7 4.1 J.J 1+.3 lj-. 2 3.5 3.9 .55 •50 yes no 

19 R 2.9 1.5 2.2 1.0 2. 5 1. 3 1.9 .67 • 58 yes yes
20 R 2.1 3.7 2.7 3.2 2.4 3. ~~- 2.9 ,1+1 • 50 no no 
21 G 3.2 3.3 3.3 3.1 3.2 3.3 3.3 .49 • 51 no yes
22 G 1.8 2.3 2.0 2.3 2.3 1.9 2.1 • 54 .1~-9 yes no 

MEAN 2.8 2.8 J.1 2.7 J.1 2.6 2.9 .55 •50 7/10 4/10 

GROUP P·-on1y 
7 _·R 2.9 2.9 J.O 2.7 J.O 2.8 2.9 .52 •51 yes yes
8 R 6.7 3.7 6. Lj. 2. 5 6.6 J.l LJ. • 8 .68 • 54· yes yes 
9 R 5 .'9 l.j.• 0 6.8 8.1 6.) 6.1 6.2 • 51 .40 yes yes

10 G 1.9 1.9 1.9 2.6 2.2 1.9 2.1 • 54 .45 yes no 
11 G 6.1 6 ,lj. 5.1 5.9 6.1 5.6 5.9 • 52 .53 yes no 
12 G 2.9 3 ,lj. 2.6 2.7 J.O 2.7 2.9 .53 .55 yes no 
23 R 4 .lJ.. 3.3 4.9 2.5 lj-. 7 2.9 J.8 .61 • 51 yes yes
24 R 2.3 2.'7 2.7 J.l 2.5 2.9 2.7 .46 .47 no no 
25 G J.1 2.8 1.8 1.8 2.3 2 .lj- 2.3 ,lJ-9 .62 no yes
26 G 2.2 2.6 1.5 2.Q 2.3 1.8 2.1 •56 •58 yes no 

MEAN J.• 9 J.4 J.7 J.4 J.9 3.2 J.6 • 54 .52 8/10 5/1.0 

GROUP SP 
13 R 1.7 1.6 1.J 1.7 1.5 1.6 1.6 .48 .53 no no 
14 R 1.9 J.O 4.7 5.4 3.3 4-.2 J.7 .41-r .JJ no no 
15 R 2.7 2 • L~ 2.7 2.5 2.7 2.5 2.6 ~52 .49 yes YHS 
16 G 4-.7 4.5 4.2 3.8 4.1 4-.5 4-.3 .48 .53 no yes
17 G 1.0 1.0 1. 5 1 . 9 1.5 1.2 l.J •94- .J7 yes no 
18 G J .1 2.3 2.6 2.3 2.3 2.8 2.6 .45 • 52 no yes
27 R J.8 4.1 J.J h.3 3.5 4.2 J.9 '.46 •51 no no 
28 R 1.8 1.8 2.1 2.1 2.0 2.0 2.0 • 50 .47 no no 
29 G ).0 J.O 0.2 2.1 2.5 1.6 2.1 • 61 .7J yes no 
JO G J.1 2.8 2.8 2.5 2.7 2.9. 2.8 .4·7 .53 no yes 

MEAN 2.7 2.6 2.5 2.9 2.6 2.7 2.7 ·.49 ~50 J/10 4/10 
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DNl'A FF~OM E)~PERUrJEN'r ), SESSION lJ. 

RATE OF RESPONSE INDICES(responses per second)
Grou s1 R'l=R RRl+R2& ~- KJ > >r G KlR K1G K2R K2G Rl R2 ~--Bird s GR1+R2 Kl+K2 2 

-:e·Ji-~~ 

GROUPS·~only 
1 H 2.9 2.) 2.8 1.6 2.8 1.9 2.4 .59 •5L~ yes yes 
2 H l.j.. 7 2. Lj. 5.5 1.9 5.1 2.1 ).6 .70 .l~-9 yes yes 
3 R ].1 ).0 ).0 ).5 ).0 ).2 ].1 .49 .49 no no 
4 G ).) ].4 3. '* ).7 ).5 J .Lr ].4 • 51 •LJ-9 yes no 
5 G 2.5 1.9 2.5 2.6 2.2 2.5 2.4 .47 .46 no yes 
6 c· lt .1 4.] ].1 4.1 l.j.. 2 J.6 ).9 •5'+ •Slr yes no 

19 R 3.0 2.1 2.7 1.1 2.9 1 • 6 2.3 • 61~. .58 yes yes 
20 R 3.4 ).8 ).1 3.3 3.) ).6 3.4 .48 .53 no no 
21 G 3.6 3.7 ).7 3.3 3.5 3.7 3.6 .49 •51 no yes
22 G 2.0 2 .'-1- 2.2 2.5 2. Lj. 2.1 2.3 .53 .48 yes no 

MEAN J.3 2.9 3.2 2.8 3.3 2.8 3.0 .55 •51 6/10 5/10 

GROUP p.. only
7 H J.1 2.9 2.9 2.8 3.0 2.8 2.9 • 51 •51 yes yes
8 H 7.1 2.2 6.3 0.8 6.7 1.5 .82 .57 yes yes'* .1
9 R 5.8 l.j- • '* 5.7 7.8 5.7 6.1 5.9 .49 .43 no no 

10 G 2.1 1. 9 1 • 7 2.3 2.1 1.9 2.0 .52 • L1-9 yes no 
11 G 6.2 6.6 5.4 s.o 5.8 5.8 5.8 .so .55 
12 G 3.2 J.6 2.7 J.6 J.6 2.9 3.2 .55 •52 yes no 
23 R 5.2 3 •:Jc: 5.0 lj.• 7 5.1 4.1 }~.• 6 .55 .4'7 yes yes
24· R 2.3 2.5 2.2 2.6 2.3 2.6 2.4 • ~~-7 • 50 no no 
25 G 2.5 2.9 1.5 1.5 2.2 2.0 2.1 .53 .65 yes no 
26 G 2.2 2.9 1. 5 2.3 2;6 1.8 2.2 .59 .57 yes no 

MEAN 4.0 J.3 3.5 3.3 3·9 J.2 3.5 .55 .5) 7/9 3/9 

GROUP SP 
13 R l.LI- 1 • LI- 1.6 1.5 1 • 5 1.5 1.5 •51 •• Lr6 yes yes

R 2.2 2.8 1+. 5 5.1 3·3 3.9 3.6 .46 •3lJ· no no1'* 15 H 2.5 2.5 2.2 2.4 2.3 2.5 2.4 .h8 .52 no no 
16 G lj.• 9 5.1 lj-. 3 5•LJ- 5.2 4.6 4.9 • 53 • 51 yes no 
17 G 1.0 1.5 0.9 1.7 1.6 0.9 1.3 .63 .48 yes no 
18 G 2.9 2.2 2. Lj. 2.9 2.5 2.7 2.6 .49 .49 no yes
27 R 3.9 '-i·. 5 3.2 4.1 3.6 l.j.. 3 l.j.. 0 ' .lJ.5 .53 no no 
28 R 2.1 lo7 2.0 1.7 2.1 1.7 1·. 9 .54 •51 yes yes
29 G 2.9 ).0 o.LJ- 2.1 2 • .5 1.6 2.1 .61. .70 yes no
)0 G J.O 2.5 2.? .J.2 2.9 2.9 2.9 • 50 .• 4-8 no yes 

MEAN 2.? 2.7 2.4 3.0 2.7 2.? 2.? .52 • 50 5/10 h/1 0 
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DATA FROM EXPERIMENT 3, SESSION 1l.J­

RATE OF RESPONSE INDICES(responses per second) 
Grou ,1 =R s1 R 

& Rl+R2 H ~- > >r G J
Bird KlR K1G K2R K2G R1 R2 2 Rl+R2 Kl+K2 s G2 

GROUP S-only
1 R 1.5 1.2 1 .1 1.0 1.3 1.1 1.2 .53 .57 yes yes 
2 R 4.4 1.4 5.2 1.6 4.8 1.5 3.1 • '?6 .l-1-7 yes yes 

·3 R 2.7 3.3 3.3 J.5 3.0 3.4 3.2 .4·7 .47 no no 
4 G 3.1 3.6 3.1-J. 3.5 3.5 3.2 3.lt .52 .49 yes no

.5 G o.o 0.7 o.o o.o 0.3 o.o 0.2 1,00 1.00 yes no 
6 G. 3. 8 It. 2 3.6 iLl 4.1 3.7 3.9 .53 •51 yes no 

19 R 3.3 1.9 2.7 1.0 3.0 1 • '+ 2.2 .68 .58 yes yes
20 R 2.5 3.6 2.3 3.1 2.4 3. 3 . 2.9 .42 .53 no no 
21 G 3.7 3.4 3.6 3.6 3-5 3.7 ).6 .l.J-9 .so no yes
22 G 2.0 2 • Lj. 2.4 2.5 2.5 2.2 2.3 .53 .47 yes no 

MEAN 2.7 2.6 2.7 2 .4· 2.9 2.1-l- 2.6 •59 •56 7/10 lJ./10 

GROUP P-only 
7 R 3.2 2.9 3.0 2.3 3.1 2.6 2.8 .55 .54 yes yes
8 R 7.6 2.5 5.3 2.1 6.5 2.3 4.4 .74 .57 yes yes 
9 R 4.8 l.J-.6 4.6 7.5 4.7 6.1. 5.4 .44 .1+4 no no 

10 G 2.1 1.9 2.0 1.9 1.9 2.1 2.0 .48 • 51 no yes
11 G 5.4 6.7 5.7 5.1 5·9 5.6 5.7 •51 .53 yes no 
12 G 3.4 ].6 2.5 3.3 3.4 2.9 ).2 • _51-1· .55 yes no 
23 R 5. 3 11-. 2 1+.9 LJ..O s.t 4.1 4.6 .55 •51 yes yes
24 R 1.8 2. 1+ 2 .lj. 2. 5 2.1 2.4 2.3 .46 ,lJ.? no no 
25 G 2.8 2.8 1 .1 1.5 2.2 1.9 2.1 .53 .68 yes no 
26 G 2.1 2.6 1.? 2.6 2.6 1. 9 2.2 .58 •52 yes no 

MEAN J.8 3 • Lj. 3.3 3.3 3.7 3.2 3.5 •5LJ. .53 7/10 4/10 

GROUP SP 
13 R 1.8 1.6 2.0 1.7 1.9 1.7 1.8 .53 .48 yes yes
14 R 2.4 3.3 4· .It 5.7 3.4 4.5 3.9 .43 ,J6 no no 
15 R 2.4 2.3 2.4 2.J 2.4 2.3 2.3 •51 •50 yes yes
16 G 4,9 4o6 1+ .1 4.2 4 .lj. 4. 5 4·. 5 •50 .53 no yes
1'7 G 1.8 l.J 1.3 2.1 1.7 1.5 1.6 .52 • LJ.8 yes no 
18 G '2, 2 2.h 1.7 1.6 2.0 1.9 2.0 . 5~ •58 yes no 
27 R 3.7 4.3 3.5 4·.0 3.6 l.j. • 1 3.9 .46 •52 no no 
28 R 2.0 1.7 2.0 1.7 2.0 1.7 1.9 .53 .so yes. yes
29 G 2.9 2.7 0 ,1+ 2.1 2. 4· 1.6 2.0 .60 .70 yes no 
30 G 2.8 2.9 2.8 2.8 2.9 2.8 2.8 .so •51 yes no 

MEAN 2.7 2.7 2.5 2.8 2.7 2.7 2.7 •51 .• 51 7/10 h/10 



16!~. 

DATA FROM EXPERIM~NT ] 2 SESSION 15 

Grou 
& 

Bird 

-~ R-1 == 
r G 

RATE OF RESPONSE 
(re~ponses per second) 

R1+R2 
KlR KlG K2R K2G Rl R2 --­

2 

INDICES 

St
H Kl >~-

Rl+R2 Kl+K2 s 2 

R 
>G 

GROUP S~only 
1 R 3 .l 2.3 2.7 2.0 2.9 2.1 2.5 .58 .53 yes yes 
2 R -4,0 1 o 1 5.2 2.1 4.6 1.6 3.1 .?4 JH yes yes 
3 R 3.0 3.1 3.2 3.1 3.1 3.1 3.1 .so .49 yes yes 
Lt- G 3.2 3.7 3.3 3.5 3.6 3.3 3.4 .53 .so yes no 
5 G 2.9 2.5 2.4 2.5 2.5 2.6 2.6 .49 .52 no yes
6 c-4.2 4.4 4.o 4.4 4.4 4.1 4.3 .52 • 51 yes no 

19 R 3.5 1.5 3. 0 1. 3 3.2 1.4 2.3 .?0 .54 yes yes
20 R 3.6 3.5 2.2 3.2 2.9 3.h 3 .1 - • l.J-6 .57 no no 
21 G 3.7 3 • L~ 3.6 3.3 3.L!- J.? 3.5 • LJ-8 •51 no yes
22 G 2.3 2.7 1.9 2.0 2.3 2.1 2.2 .52 .56 yes no 

MEAN 3.3 2.8 3.1 2.7 J.3 2.7 3.0 ·55 •51 7/10 6/10 

GROUP P'"'only 
7 R 2.9 2.9 3.0 2.8 3.0 2.9 2.9 •51 .so yes yes
8 R 6.8 2.5 7.3 2.2 7.1 2.3 '+. 7 .75 •'*9 yes yes 
9 R 5.4 3.5 5.6 7.6 s.s s.s s.s .so .40 no no 

10 G 2.8 2.2 2.1 2.9 2.5 2. 4· 2.5 •51 .so yes no 
11 G 5.6 6.8 5.2 5.1 6.0 5 • LJ- 5.7 .53 .55 yes no 
12 G 3.6 3.7 3.0 3.4 J.5 3.3 3.1-1- .52 .53 yes no 
23 R 5.1 '-1-. 3 h.B '+.3 4-.9 4.3 4.6 .53 •51 yes yes 
2Ll- R 2.5 2.9 2.3 2.9 2.4 2.9 2.6 .'+5 •51 no no 
25 G 2.3 3.0 1.1 1.6 2.3 1.7 2. o, .58 .66 yes no 
26 G 2.1 2.9 2.3 2.7 2.8 2.2 2.5 •56 .so yes no 

MEAN 3.9 3.5 3.7 3·5 4.0 J.3 J.7 •5'-t .52 8/10 3/10 

GROUP SP 
13 R 2.0 1.6 1. 8 1. 7 1.9 1.7 1.8 • .)J .so yes yes
14 R J.2 3.1 3.8 h.? J.5 3-9 3.7 .4·8 .43 no no 
15 R 2.5 2.L1- 2 • 5 2 • 5 2 • 5 2 • l~ 2.5 •51 .49 yes yes
16 G 4.2 '+.3 J.7 h.l 4.2 4.0 4.1 •51 .52 yes no 
17 G 1 e 5 1 • 8 1. 5 1. 8 1.8 1. 5 1.7 •51+ .so yes no 
18 G 3.2 2.7 2.4 2.6 2.7 2.8 2.7 .49 •54 no yes
27 R 3.9 h.? 3.? 3.9 3.8 '+.3 4.0 '.47 .53 no no 
28 R 2.1 1.7 2.3 2.0 2.2 1.9 2.1 ·55 .47 yes yes 
29 G 2.9 2.7 0.8 2.'? 2.7 1.8 2.3 .60 .61 yes no 
30 G 3.0 2.6 2.F3 2.7 2.'? 2. 9. 2. ,g •4-8 .so no yes 

MEAN 2.9 2.8 2.5 2.9 2.8 2.7 2.7 . •52 •51 6/10 5/10 

http:3.1-1-.52


165. 


DATA FROM EXPERIMENT J, SESSION 16 


RATE OF RESPONSE 
(responses per second)

Grou ~ 1 ==R 
& r G Rl+R2 

Bird KlR KlG K2R K2G Rl R2 - ­2 

INDICES 
S1_ R _s___ _ll_ > >s GRl+R2 K1+K2 2 

~-f~",.,.,-~ 

GROUP s.::.only 
1 R 2.9 2.,0 2.7 1.8 2.8 1.9 2.3 .60 .52 yes yes
2. R 4-.6 2.1 5.2 J.O 4.9 2.6 3.7 .66 .45 yes yes 
3 R 2.5 2.9 2.8 3.1 2.6 3.0 2.8 .li-6 .48 no no 
4 G 3.7 3.6 3-7 J.4 3.5 3.7 3.6 •4-9 •51 no yes 
5 G 2.9 2.2 2.9 2 • L~ 2.3 2.9 2.6 .44 .49 no yes
6 G-3.9 ~~-.6 4.1 4.1 4.3 4.0 4.2 .52 l'1 yes no0 :J~ 

19 R J. 9 1. 7 3.6 0.9 3.8 1.3 2.5 .75 .55 yes yes
20 R 3.0 3.4 2.1 3.0 2.5 3.2 2. 9 . 4-lj, .55 no no0 

21 G 3.6 3.6 3.9 3.1 3.4 3.7 3.6 .47 51 no yes
22 G 2.2 2.9 2.3 2.3 2.6 2.3 2.4 

0 

.53 .53 yes no 

MEAN 3.3 2.9 3.3 2.7 3.3 2.9 3.1 .54 •51 5/10 6/10 

GROUP P--only 
7 R 3.0 2.7 3.0 2.0 3.0 2.4 2.7 •56 • 54 yes yes
8 R 7.2 3.3 ?.0 J.2 7.1 J.J 5.2 .69 • 51 yes yes 
9 R 5.2 5.0 5.9 8.1 5.6 6.6 6.1 .46 .42 no no 

10 G 2.6 2.7 2.2 2.8 2.7· 2.1-} 2.6 •53 •51 yes no 
11 G 6.4 5.'? 5.7 5.1 5).4 6.1 5.7 .47 53 no yes0

12 G 3.9 ).9 3.4 3.5 3.7 3.7 3.'1 .so .53 yes no 
23 R 5.3 L~.? 5. J lj- 0 8 5.3 4-.7 5.0 .53 .50 yes yes
24 R 2.5 2.1 2.8 289 2.6 2.5 2.6 • 51 ,41-t- yes yes
25 G 3.1 2.7 1 .1 1.5 2.1 2 .. 1 2.1 •51 .69 yes no 
26 G 2.4 3.3 1.8 2.5 2.9 2.1 2.5 •59 •57 yes no 

MEAN 4.1 3.6 3.8 3.7 4.1 3.6 J.8 .53 .52 8/10 5/10 

GROUP SP 
13 R 2.1 2.1 loB 2.1 1.9 2.1 2.0 .47 •51 no no 
14 R 2.8 3.9 l+ 0 2 5.0 3.5 lj-. 5 l,J-. 0 • 4-LJ- .42 no no 
15 R 2.7 2.6 2.8 2.3 2.7 2.5 2.6 .53 51 yes yes
16 G 4.3 1+.9 3.7 J.8 4.3 3.9 4.1 •52 .55 yes no 

0 

17 G 1.6 2.3 1.7 2.0 2.2 1.7 :1.. 9 .56 51 yes no 
18 G 2.5 2.4 2.2 2.1 2.2 2.3 2.J .49 .54 no yes
27 R 3.4 3.9 2.6 J.5 ).0 J.? 3·3 ,.45 .54 no no 

0 

28 R 2.1 1.8 2.1 1.9 2.1 1.9 2.0 ·53 .so yes yes
29 G ).3 ).1 0.6 2.5 2.8 1.9 2.4 .60 .67 yes no 
30 G 2.9 3.1 J,O 2.9 3.0 2. 9. 3.0 .so .50 yes no 

MEAN 2.7 3.0 2.5 2.£3 2.8 2.'? 2.8 •51 .53 6/10 J/10 

http:4-LJ-.42


166. 


DATA FROM EXPEfUR{!EN~-- J, SESSION 17 (CHOI~:E.._TEliTJ 


RATE OF RESPONSE 
(responses per second) 

Grou l=R Rl+R2& r G KlR K1G K2R K2G Rl R2 -- ­Bird 2 

GHOUP S.,only 
1 R 1.h 0.2 1.3 0.3 1.4 0.3 o.s 
2 R 4.5 0.0 4.8 o.o 4.6 o.o 2.J 

.. 3 H 2.9 1.7 1.3 0.1 2.1 0.9 1.'5 
Lj. G 0.5 2.8 0.1 2.9 2.9 0.3 1.6 
5 G 0.5 0.7 0.7 0.6 0.7 0.6 0.6 
6 G·1.3 3.7 0.2 2 .'-1- 3.1 0.8 1.9 

19 H 3.3 0.3 2.6 0.1 2.9 0.2 1.6 
20 R 2.11- 0.5 1.1 0.1 1.8 0.3 1.0 
21 G o.o 3.5 o.o 3.3 J.4 o.o 1.7 
22 G 0.2 2.1 0 .4· 2.1 2.1 0.3 1.2 

MEAN 1.7 1.5 1 .. 3 1.2 2.5 0 .4· 1 .lt-

GROUP P-o;1ly 
7 R O.J 1.9 0.9 2.5 o.6 2.2 1 • '+
8 R 4.3 4.1 0.8 0.2 2.5 2.1 2.3 
9 R 0.7 4.5 o.o 6.J O.J 5.4 2.9 

10 G 0.7 1.2 1.0 2.1 1.6 Q.9 1.2 
11 G 2.3 2.7 3.0 2.6 2.6 2.6 2.6 
12 G 3.1 2.8 0.5 0.6 1. 7. 1. 8 1.7 
23 R 2.1 2.3 2.5 3.2 2.3 2.8 2.5 
24 R 0.1 1.8 1.2 3.0 0.7 2.1} 1.5 
25 G 1. 6 l. 8 0.5 0.7 1.2 1.0 1 .1 
26 G 2.5 1 .1 1.4 O.J 0.7 1.9 .1.3 

MEAN 1.7 2.4 1.2 2.1 1.4 2.3 1.9 

GROUP SP 
13 R 0.9 o.o 2.4 1.6 1.7 0.8 1.2 
14 R 1.4 0.2 4.0 0.9 2.7 o._s 1.6 
15 R 2.6 0.2 2.4 o.o 2.5 O.l 1.J 
16 G o.o J.3 0.4 3.1 3.2 0.2 1.7 
17 G .0. 3 1.4 0.4 1.7 1.5 0.4 0.9 
18 G 0.11- 0.1 1. 7 1. 7 0.9 1.0 1.0 
27 R J.3 1..2 1.6 OeO 2.4 0.6 1.5 
28 R 1.8 o.o 2.J O.J 2.1 0.1 1.1 
29 G 1.8 1.6 0.2 o.6 1.1 1.0 1 .1 
30 G 1.1 1.'? 1.3 1.7 1.7 1.2 l. 4 

MEAN 1.4 1.0 1.7 1.1 2.0 o.6 1.3 

INDICES 

s1 R 
Hl Kl 

s> >
GRl+R2 K1+K2 2 

-
.82 .so yes yes

1,00 , LI-8 yes yes 
• '11 .77 yes yes 
•91 .52 yes no 
.52 .47 yes no 
.so .66 yes no 
•9lJ. .57 yes yes
.86 .70 yes yes

1.00 	 .52 yes no 
.88 .48 yes no 

• 8'-~ ·57 10/10 5/10 

•21 .39 no no 
•Sf.l· .89 yes yes. 
.o6 .45 no no 
.65 .38 yes no 
.so .47 no yes 
,14·9 .85 no yes 
.'-t5 .4J no no 
• 21 •31 no no 
.55 -75 yes no 
.25 .68 no yes 

•39 .56 J/10 4/10 

.68 .18 yes yes 

.SJ .24 yes yes 

.9? • 54· yes yes 
• 9L!- ·'~9 yes no 
.81 .1+5 yes no 
.lt-7 .14 no yes
.so •71!r yes yes 
.93 .LI-1 yes yes 
• _sll- .81 y.es no 
•59 .I.J-9 yes no 

.75 .• 45 9/10 6/10 



Grou 

RATE OF' RESPONSE INDICES(responses per second) 
~: 1==R sl

Rl+R2 Rl Kl >r G K1R K1G K2R K2G R1 R2 --2 Rl +R2 K1+K2 s2 

~-
~ --Jllll »::1 __ 

R 
& >Bird G 

_,~ 

GROUP s·~only 
1 R 0.5 0.2 0.2 o.o 0.4 0.1 0.2 .77 .77 yes yes
2 R J .0/ o.o 5.5 o.o 4.7 o.o 2.4 1.00 .42 yes yes
J R 2.6 0.9 2.2 0.4 2.4 0.6 1.5 .so • 58 yes yes 
l.} G 1.5 1 •. 5 1.6 1.7 1.6 1.5 1.6 .so .47 yes no 
5 G 0.1 0.1 0.4 0.2 0.1 O.J 0.2 .)) • 32 no yes
6, c· 3.2 2.7 0.7 0.) 1.5 2.0 1.7 .43 .86 no yes

1. 9 . R 2 .1-J- 0 • LJ- 2.2 0.) 2.J O.J 1.) .87 .53 yes yes
20 R 1 • .5 o.o 1.1 o.o 1.) o.o 0.7 .98 .60 yes yes
21 G O.J 0.7 2.6 2o5 1.6 1 • LJ. 1.5 .5J .17 yes no 
,22 G o.LJ. 0.2 2.0 1 • 7 1.0 1.2 1 .1 .45 .1'+ no yes 

MEAN 1.7 0.7 1.8 0.7 1.7 0.7 1.2 .67 .48 7/10 8/10 

GROUP pk. onlv 
7 R 0~. 6 0.7 1.2 1.8 0.9 1 • J 1 .1 .~·2 .32 no no 
8 R 1.0 l.J o.o o.o 0.5 0.'? 0.6 .4J .99 no no . 
9 R 1.5 2.9 0~8 2.6 1 • 2 2.8 2.0 .)0 .56 no no 

10 .G 1.5 0.5 1.3 0.8 0.6 1.4 1.0 •Jl no yes·'~711 G 2.4 2.1 2.3 1.) 1.7 2.3 2 • .0 .42 .55 no yes
12 G o.o o.o 0.0 o.o o.o o.o o.o 
2J R 0~9 1.7 0.1 o.• 7 0.5 1 • 2 0.8 .29 .79 no no 
24 R 0.6 0.9 1;0 1.~ 0.8 1.2 1 • 0 .~·0 .39 no no 
25 G 0.8 1 • 0 0.2 0.3 0.7 0.5 0.6 • 57 .77 yes no 
26 G 1 .1 o.6 0.9 0.9 0.7 1~0 0.9 .4J .48 no yes 

Jif!EAN 1.0 1.2 0.8 1 . 0 0.8 1.2 1.0 .40 .59 1/9 J/9 

GROUP SP 
13 R 2,2 o.o 2.2 0.5 2.2 0,3 1.2 .90 .45 yes yes
14 R 0.7 o.o J.4 2.0 2.0 1.0 1.5 .67 .11 yes Yf~S 

15 R 1.8 0.3 1.9 0 ·'-1· 1.9 0.4 1.1 .8) .47 yes yes
16 G 1.6 ).1 0.8 2.1 2.6 1.2 1.9 .68 • 61 yes no 
17 G 0.1 O.J 0.7 1.2 0.7 o.s 0.6 .6J .20 yes no 
18 G 0. L~ 1.3 0.4 1.) 1.J 0. lj- 0.9 .76 .so yes no 
27 R 1.9 1.2 1 • 0 O.J 1.5 0.8 1 .1 .65 .70 yes yes
28 R 0.8 0..h 0.5 0.7 0.7 0.5 0.6 .55 • 51 yes yes
29 G 1.9 0.9 0.4 0.5 0.7 1 .1 0.9 .J9 .75 no yes
JO G 0.9 1.0 0.3 0.4 0.7 0.6 0.7 .55 .73 yes no 

MEAN 1.2 0.9 1 • 2 0.9 l. 4 0.7 1 .1 .66 • .so 9/10 6/10 



---

168. 


RATE OF 
(responses 

Grou , 1 =R 
& r G

Bird KlR KlG K2R K2G 

RESPONSE INDICESper second) 
St R 

R1+R2 ~-~ > >
R1 R2 -2- s GRl+H2 K1+K2 2 

~~ 

GROUP 
1 
2 
3 
l-f­

5 
6 

19 
20 
21 
22 

S.,onlv 
R o.~ o.1 0.1 0.1 0.2 0.1 
R 3.6 o.o /i- • l o.o J.9 o.o 
R 2.8 1.2 l.J 0.2 2.0 0.7 
G 1.0 0.7 1.6 1 • 2 1 . 0 1 • J 
G O.J 0.0 0 • LJ. 0.1 0.1 O.J 
G ·1. 6 1 • 7 0.4 0.5 1.1 1.0 
R 0.7 O.J 2.0 1. 5 1.J 0.9 
R 0.7 o.o 0.?. o.o 0 t: o.o._; 
G 2.2 0.2 2.9 1.2 0.7 2.5 
G o.h 0.6 1.3 1.2 0.9 Oo8 

0.1 
1.9 
1 .1-J. 
1 .1 
0.2 
1 .1 
1 .1 
0.2 
1.6 
0.9 

.54 
1.00 

.75 

.4J 

.18 

.53 

.61 
1.00 

.22 

.53 

.60 

.4·7 

.72 

.J7 

.J2 

.77 
• 21 
.76 
.J7 
.29 

yes 
yes 
yes 
no 
no 
yes 
yes 
yes 
no 
yes 

yes 
yes 
yes 
yes 
yes 
no 
yes 
yes 
yes 
no 

MEAN 1.J 0~5 1 .1+ 0.6 1.2 0.8 1.0 • 58 .49 7/10 8/10 

GROUP 
7 
8 
9 

10 
11 
12 

P-only
R 0 '1 0.1 1.9 1.3 1.1 0 • '7.~ 

R o.o o.o o.o o.o o~o o.o 
R 2.4 1 .1 1.6 o.6 2.0 0.9 
G 0.7 1 .1 0.9 1. 5 1.J 0.8 
G 1.J 0.8 1 ·'~· 0.1 0.5 1 ,lj. 
G o.o o.o o.o o.o o.o .o.o 

0.9 
o.o 
1 ·'+
1 .1 
0.9 
o.o 

.62 

.70 

.61 

.25 

.12 

• 61 
.l-1·2 
• 58 

yes 

yes 
yes 
no 

yes 

yes 
no 
yes 

2J 
24 
25 
26 

R o.o 0.8 0.1 0.8 0.1 o.s 
R 1 .1 0.6 1.0 0.3 1 .l 0.5 
G 0.7 o.h 0.3 0.2 O.J 0.5 
G 0.4 O.J 0._5 0.5 0.4 OJi­

0 • L~ 
0.8 
o.LJ. 
0.4 

.09 

.69 

.J5 

.49 

·'-~6 
.58 
.70 
.43 

no 
yes 
no 
no 

no 
yes 
yes 
yes 

r.:n~: Pl r~ 0.? 0.5 0. () 0.5 0.7 o.6 o.6 .l+-7 •L~9 l;/'i. - 6/E'·, 

GROUP .;_:;p 
13 
14 

R. 1. 5 0.0 1 .1 o.o 1 . 3 
R 0.4 0.1 J.5 3.9 2.0 

o.o 
2.0 

0.7 
2.0 

1. 00 
.49 

•56 
.07 

yes 
no 

yes 
no 

15 
16 
17 
18 
27 
28 
29 
30 

R 1.4 1 • 2 0,6 0.2 1 • 0 0.7 
G 2.0 1.6 2.0 l.J 1 .4 2.0 
G 0.5 O.J 0.2 o.o 0.2 O.J 
G O.J 1.8 1 .1 2.J 2.0 0.7 
R 3.. 1 2.6 0.9 0.5 2.0 1. 5 
R 1.7 0.4 1.5 0.1 1.6 0.3 
G 1 • 7 0.6 0.9 0.7 o.6 1.3 
G 0.4 0.6 o.o 0.4 o.s 0.2 

0.8 
1.7 
O.J 
l. lj. 
1.8 
0.9 
0.9 
O.J 

.60 

.42 

.J4 

.75
5(,• ,J 

.86. 

.JJ 

.7J 

.77 

.52 

.78 

.J7 

.so 
• 57 
•59 
.72 

yes 
no 
no 
yes 
yes 
yes 
no 
yes 

yes 
yes 
yes 
no 
yes 
yes 
yes 
no 

J\tT.EAN 1 • J 0.9 1.2 0.9 l.J 0.9 1 .l .61. •58 6/1.0 7/10 



169. 


DA'rA FHOM EXPER_IME_N'r J, SESSION 2Q_(..QL9 I_g_E TES'I') 


RATE OF RESPON::>E 


Groul =R
& 1 

. d r GBlr KlR K1G 

INDICES(responses per second) 
s1 R 

Rl+R2 -~-~- > >K2R K2G Rl R2 s G2 Rl+R2 Kl+K2 2 
~~--

.GROUP S-only 
1 
2 
J 
4 
5 
6 

19 
20 
21 
22 

MEAN 

R 0.1 o.o 0.1 o.o 0.1 o.o 
R 2.6 o.o 2.7 0.7 2.6 0.4 
R 1.5 1.8 0.9 0.9 1 • 2 1.3 
G 0.1 0.3 0.4 0 • L~ 0.3 0.2 
G o.o o.o 
G·1.1 O.J 
R o.o 0.5 
R 0.4 o.o 
G 0.8 o.o 
G 0.8 0 • .3 


o.o o.o 0.0 o.o 
0.5 o.o 0.2 0.8 
o.o 0.7 o.o 0.6 
o.o o.o 0.2 o.o 
2.6 0.5 0.2 1.7 
0.8 0.5 0.4 0.8 

0.7 0.3 0.8 0. }..j- 0.5 o.6 

GROUP P-only 
7 
8 
9 

10 
11 
12 
23 
24 
25 
26 

MEAN 

GROUP 
13 
1L~ 
15 
16 
17 
18 
27 
28 
29 
.30 

MEAN 

R 0.1 o.o 0.2 O.J 0.2 0.1 
R o.o 0.1 o.o 0.8 o.o 0 .l-J. 
R 1.0 o.o 0.7 0.1 0.8 0.1 
G 1 .1 o.s o.B 0.5 0.5 0.9 
G 0.4 0.1 1.2 o.o o.o 0.8 
G 0.2 0.7 o.o 0.6 0.6 0.1 
R 0.2 O.J o.o 0. '+ 0.1 O.J 
R O.J 0,0 o.o o.o 0.1 o.o 
G o.o Oo2 0.3 o.o 0.1 0.2 
G 0.1 0.1 0. Lj. o.o 0.1 O.J 

O.J 0.2 o.LJ O.J O.J O.J 

SP 
H 0.1 o.o O.J o.6 0.2 O.J 
H 0.1 0~0 0.5 0.5 0.3 0.2 
H 0.5 0.7 o.o 0.5 0.2 0.6 
G 2.6 0.5 J.1 0.5 o.s 2.9 
G O.J o.o 0. 1-t o.o o.o O.J 
G 0.7 1 .4 0.8 1.0 1.2 0.8 
R 2.9 1.7 1.0 o.o 1.9 0.9 
H 0.4 0.2 o.o o.o 0.2 0.1 
G O,J o.o 0.2 0,2 0.1 0.2 
G O,J 0.) 0 • L~ o.o 0.1 O.J 

Oo8 0.5 0.7 O.J 0.5 0.7 

o.o 1.00 •S't 
1.5 .88 .43 
1.3 .48 .65 
0.3 .57 • .31 
o.o 
0.5 .1 7 .7.3 
O.J .05 .41 
0.1 1.00 1.00 
1.0 .1.3 .20 
o.6 • .32 .46 

0.5 •51 .53 

0.2 .53 .JO 
0.2 .oo .11~. 

Oc5 ·9.3 .5? 
0.7 • 3'~· .53 
0.4 .05 .27 
0.4 •8'+ .57 
0.2 .22 •Si-t 
0.1 .92 .92 
0 .1. o40 .42 
0.1 .16 .JO 

O.J .44 .46 

0.2 .41 .11 
O.J •56 .11 
o.LJ. .29 .68 
1 • 7 .1l-t .46 
0.2 ~02 .lJ./.j. 

1.0 .61 .54 
1. 4 .70 .8 .3 
0.2 •71 .95 
0.2 .J5 • .37 
0.2 ,JO .62 

0.6 .41 • 51' 

yes yes 
yes yes 
no no 
yes no 

no yes 
no no 
yes yes 
no yes 
no yes 

4/9 6/9 

yes yes 
no no 
yes yes 
no y·E~s 

no yes 
yes no 
no no 
yes yes 
no yes 
no yes 

4/10 7/10 

no no 
yeE1 yes 
no no 
no yes 
no yes 
yes no 
yes yes 
yes yes 
no yes 
no yes 

4/10 7/10 
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DATA FROfvT EXPER IIvlEN'l, '3 ' SESSI9N. 21 jCHOICE TEST) 

HATE OF RESPONSE 
(responses per second) 

Grour ::' -R1­& .')r G KlR lUG K2R K2G Rl R2Bird 
R1+R2 


2 


D--­
GROUP S·-only

1 R o.o o.o o.o o.o o.o o.o 
2 R 1 .1 0.5 3.5 2.1 2.3 1.3 
3 R 1 .4 0 ,l} 2.5 1.6 2.0 1.0 

. 4 G 0.1 0.3 1.2 0 .Lt . 0.3 0.6 
.5 G o.o o.o o.o o.o o.o o.o 
6 G 0.3 o.o 0.3 0.1 o.o 0.3 

19 R 0.4 0.0 o.o 0.1 0.2 0.1 
20 R 0.6 o.o 0.2 o.o 0 .L~ o.o 
21 G 0.5 o.o 0.8 o.o o.o 0.? 
22 G o.o 0.4 0.2 0.1 0.3 0.1 . 

MEAN 0.5 0.2 0.9 0.4 o.6 0.4 

GROUP P-onJ.y 
7 R 0.2 o.o 0.1 0.2 0.1 0.1 
8 R 0.0 o.o o.o 0.0 o.o 0.0 
9 R 0 ,l} o.o 0.1 0.1 0.3 0.1 

10 G 0.1 0.3 0.3 0.1 0.2 0.2 
11 G 0.5 0.1 0.9 0.5 0.3 0.7 
12 G o.s 0.9 0.3 0.7 0.8 0.4 
23 R o.o o.o 0.0 0.4 o.o 0.2 
21-t R 0.2 o.o o.o o.o 0.1 o.o 
25 G o.o o.o 0.2 o.o o.o 0.1 
26 G o.o o.o o.o o.o o.o o.o 

MEAN 0.2 0.1 0.2 0.2 0.2 0.2 

GROUP SP 
1.3 R o.o o.o o.o o.o o.o o.o 
11~. R o.o o.o o.o o.o o.o 0.0 
15 R o.o o.o o.o o.o o.o o.o 
16 G 0.9 0.0 0.8 0.2 0.1 0.9 
17 G o.o o.o o.o 0.1 o.o o.o 
18 G 0.1 o.o 0.7 0.2 0.1 0,4 
27 R ·2.L~ 3.1 0.1 O.J 1 • .3 1.? 
28 R 0.1 0.1 o.o o.o 0.1 o.o 
29 G o.o 0.2 0.1 0.1 0.2 o.o 
30 G 0.3 0,2 o.o 0.1 0,1 0.1 

MEAN 0.4 0.4 0.2 0.1 0.2 0.3 

o.o 
1.8 
1.5 
0.5 
o.o 
0.2 
0.1 
0.2 
0.3 
0.2 

0.5 

0.1 
o.o 
0.2 
0.2 
0.5 
0.6 
0.1 
0.1 
0.1 
o.o 

0.2 

o.o 
o.o 
o.o 
0.5 
o.o 
O.J 
1.5 
0.1 
0.1. 
0.1 

0.3 

INDICES 

sl R 
~-_!~ > >s GR:1+R2 K1+K2 2 

P'lllllf ---···-··­

1.00 	 .oo yes yes 
.65 .22 yes yes 
.67 •31 yes yes 
.J2 .21 no yes 

.1 0 .47 no yes 

.81 .81 yes yes 
1.00 	 .72 yes yes

.OJ .34 no yes 
•71 .61 yes no 

.59 .41 6/9 8/9 

•51 .37 yes yes 

.81 .67 yes yes 

.55 •52 yes no 

.26 •31 no yes 

.6? .59 yes no 

.oo .oo no no 
1.00 1.00 yes yes
.• 1.3 .13 no yes 
.oo .oo no yes 

• L,d.t .40 5/9 6/9 

.09 .48 no yes
1.00 	 .oo yes no 

.17 .13 no yes 
,l-!-2 .93 no no 
.?'5 .95 yes yes
.?8 .49 yes no 
•52 .89 yes no 

.53 .55 4/7 3/7 
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RATE OF RESPONSE INDICES(re~ponses per second) 
Grour ~ sl R1==R 

& Rl+R2 _j__ KJr G H > >KlR KlG K2R K2G Rl R2Bird 2 Rl+R2 K1+K2 s2 G 
,..,a~- . ................ 
 ~·z: -

GROUP S~·only 
1 R o.o 0.2 o.o o.o o.o 0.1 0.1 .14 .86 no no 
2 R 0.2 o.o 1 ,l,t. 1.3 0.8 0.7 0.7 .54 .08 yes yes 
3 R 2.0 o.6 2.7 1 • 1 2 .LI- 0.9 1.6 .73 .41 yes yes
4 G 0.1 o.o 0.1 o.o o.o 0.1 0.1 .1 Lj. ,lt3 no yes
5 G o.o o.o o.o o.o o.o o.o o.o 
6_ c·o.2 O.J 0.2 o.o 0.1 0.2 0.1 .46 .72 no yes

19. R o.o 0.4 o.o 0.4 o.o 0.4 0.2 .oo . 9~ no no 
20 R O.J o.o o.o o.o 0.2 o.o 0.1 .88 .• 79 yes yes
21 G 0. Lj, o.o 0.6 o.o o.o o.s 0.3 .02 .L~o no yes
22 G 0 .1· o.o O.J 0.2 0.1 0.2 0.1 .33 .23 no yes 

MEAN 0.3 0.2 o.s 0.3 0. Lj. 0.3 0.3 .36 . 50 3/9 7/9 

GROUP P···only 
7 R 0.2 0.5 0.1 OJ~ 0.2 0 .1~- O.J .27 .5? no no 
8 R o.o 0.7 o.o 1.3 o.o 1.0 o.s .01 .34 no no 
9 R o.o o.o o.o 0.1 o.o o.o o.o .oo .oo no no 

10 G 0.3 o.o o·.l 0.2 0.1 0.2 0.1 • 35' .4? no yes
i1 G 0.7 1.1 0 ,I-t 0.7 0.9 0.6 0.? .61 .6lt yes no 
12 G 0.5 0.8 0.3 0.1 0 .l.J- 0.4 0.4 •53 .?6 yes no 
23 R o.o o.o 0.1 o.o o.o o.o o.o .86 .oo yes yes
24 R 0.1 o.o 0·. 0 0.3 0.1 0.1 0.1 .26 .24 no no 
25 G o.o o.o 0.1 o.o o.o o.o o.o .oo .oo no yes
26 G o.s 0.1. 0.1 o.o o.o O.J 0.2 .13 .92 no yes 

MEAN 0.2 0.3 0.1 0.3 0.2 O,J 0.2 .30 .39 3/10 4/10 

GROUP SP 
1.3 R o.o o.o o.o o.o o.o o.o o.o 
14 R 0.2 o.o o.o o.o 0.1 o.o 0.1 1. 00 . .83 yes yes
15 R o.o o.o o.o o.o o.o o.o o.o .oo 1,00 no no 
16 G 0.2 o.o 0.2 o.o o.o 0.2 O.l .12 ,lt9 no yes
17 G o.o o.o 0.1 o.o o.o 0.1 o.o .08 .oo no yes
18 G 0.4 o.h 0.7 0.6 o.s 0.8 0.6 .39 .so no yes
2? R 2. 2.1 o.o o.o 1.2 1 .1 1 .1 .53 .99 yes yes
28 R 0.2 0.4 0.1 o.o 0.1 0.2 0.2 .ho .91 no no 
29 G 0.5 O.J 0.1 0.4- 0.3 O.J O.J •56 .63 yes no 
30 G o.o 0.1 0.1 o.4 0.2 o.o 0.1 .88 .20 yes no 

IMEAN 0.4 0.3 0.1 0.1 O.J O.J O,J L~l+ .62 4/9 5/9 
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RATE OF' RESPONSE 
(responses per second) 

Grou :--1=R 
R1+R2& r G KlR KlG K2R K2G Rl RzBird 2 

GROUP s .... only 
1 ···R o.o o.o o.h o.o 0.2 o.o 0.1 
2 R o.o o.o 0,1 1 • 0 o.o o.s 0.1 
3 R 2.1 1.1 2.0 0.9 2.0 1.0 1/5
4 G o.o o.o O,J o.o o.o 0.2 0.1 
;5 G o.o o.o o.o o.o o.o o.o o.o 
6 G o.o 0.() o.o o.o o.o o.o o.o 

19 R o.o 0.1 o.o 0.2 o.o 0.2 0.1 
20 R O.J o.o o.o o.o 0.2 o.o 0.1· 
21 G 0.1 o.o O.J o.o o.o 0.2 0.1 

r<22 o.o o.o o.s 0.1 o.o O.J 0.1u 

MEAN O.J 0.1 0. LJ, 0.2 O,J 0.2 0.2 

GROUP P-on1y 
7 R 0.1 o.o 0.1 o.o 0.1 o.o o.o 

8 R o.o 0 .11. o.o O.J o.o O.J 0.2 

9 R o.o o.o o.o o.o o.o o.o o.o 


10 G 0.1 0.1 0.1 o.o o.o 0.1 0.1 

11 G 0.1 0.2 O.J o.o 0.1 0.2 0.2 

12 G o.o o.o o.o o.o o.o o.o o.o 

23 R 0.3 o.o o.o o.o 0.1 o.o 0.1 
2'+ R 0.0 o.o o.o o.o o.o o.o o.o 
25 G o.o o.o o.o o.o o.o o.o o.o 
26 G 0.1 o.o O.J o.o o.o 0.1 0.1 

MEAN 0.1 0.1 O.l o.o o.o 0.1 0.1 

~;pGROUP 
lJ R 0.1 o.o 0.1 o.s 0.1 0.2 0.2 
14 R o.o o.o o.o o.o o.o o.o o.o 
15 I\ o.o o.o o.o o.o o.o 0.0 o.o 

·16 G 0.2 o.o 0.3 o.o o.o 0.2 0.1 
17 G o.o o.o o.o o.o o.o o.o o.o 
18 G 0.1 o.o 0.? 0.3 0.2 0.2 0.2 
27 R 1.9 1.0 0.9 

~ 

0 .l} 1 .~~ 0.7 1.1 
28 R 0.1 o.o o.o o.o o.o o.o o.o 
29 G 0.1 0.3 0.1 0.1 0.2 0.1 0.2 
JO G o.o o.o o.o o.o o.o 0. o. o.o 

MEAN O.J 0.1 0.2 0.1 Oo2 0.1 0.2 

INDICES 

Rl 
H1+Rz 

_}l_ 
Kl+Kz 

St 
>
Sz 

R 
>
G 

.89 .os 

.68 

.oo 

.OJ 
1.00 

.oo 

.12 

·35 

1.()0 
.oo 
.oo 
.33 
• Jl.t 

1.00 
.oo 

.oo 

·33 

.25 

.07 

.4J 

.so 
' • 65 
1.00 

.6J 

.so 
.so 

.09 yes yes 

.oo no no 
• 52 yes yes 
,OJ no yes 

.J7 no no 

.9J yes yes 

.22 no yes 

.os no yes 

• 28· J/8 6/8 

,lj,5 yes yes 
• 61 no no 
.()0 no no 
.71 no yes 
.56 no yes 

1.00 yes yeB 
1.00 no no 

.18 no yes 

• 56 2/8 5/8 

.1 7 no no 

,IH no yes 
.oo no yes 
.15 
.69 yes yes 

yor'""'1.00 yes ,,,:, 

.66 yes no 
1.00 

•51 J/6 L~/6 
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INDICES 

Stp 
~- >'1 

Rl+R2 Kl+Kz s 2 

R 
>G 

RATE OP RESPONSE 
(re~ponses per second)

Grou ,' 1=R 
& 

Bird r G KlR K1G K2R K2G Rl 

- ill--511­ m-~ 

R2 

GROUP S'.:..only 
· 	 1 

2 
'')

·J 
.4 
5 
6 


19 

20 

21 

22 


dVIEAN 

R 0.0 o.o o.o o.o o.o o.o 
R o.o o.o o.o 0.4 o.o 0.2 
R 2.J 1.8 0.8 0.8 1.5 1.J 
G o.o o.o 
G O.J o.o 
c·o.7 0.1 
R O.J 0.4 
R 0.1 o.o 
G o.o 0.1 
G 0.1 o.o 

0.4 O,J 

GROUP P·-cm1y 
7 
8 
9 

10 
11 
12 
23 
zLJ. 
25 
26 

MEAN 

GHOUP SP 
13 
1L!­
15 
16 
17 
18 
27 
28 
29 
.30 

MEAN 

R o.o 
R o.o 
R o.o 
G 0.1 
G 0.6 
G o.o 
R o.o 
R 0.1 
G o.o 
G o.o 

0.1 

G 0 • L!- 0.2 0.8 
G .0.0 o.o o.o 
G 0.1 0.8 0. Lj. 
R 0.9 0.1 

R o.o o.o 
G o.o o.o 
G o.o o.o 

I 

0.2 0.1 

R O,J O,J 
R o.o o.o 
R o.o o.o 

.07 
•5/l­
.oo 
.oo 
.1 0 
• J6 

1.00 
2)'

I '"i' 

,08 

.27 

.oo 

.77 
,OJ 

.11 

.79 

.07 

.29 

,1+9 

.16 

.70 

.?9 

.?0 
• 51 
.09 

.49 

o.o o.o o.o o.o 
o.o o.o o.o 0.2 
O,J o.o 0.1 0.5 
o.o o.o 0.1 0.2 
0.1 o.o·o.1 o.o 
o.s 0.1 0.1 0.2 
0. 4- o.o o.o 0.2 

0.2 0.1 0.2 O.J 

0.2 o.o 0.1 
o.o o.o o.o 
o.o o.o o.o 
O.J O.J 0.1 


o.o 
o.o 
o.o 
0.1 
0.2 
o.o 
o.o 
o.o 
o.o 
0.1 

0.1 

o.o 
o.o 
o.o 

o.o 
o.o 
o.o 
0 .L~. 
o.o 
o.o 
o.o 
o.o 
o.o 
o.o 

o.o 

0.1 
0.1 

o.o 
o.o 
0.2 
o.o 
o.o 
o.o 

0,1 

o.o 
o.o 
o.o 
o.o 
o.o 

o.o 
o.o 
o.o 
0.1 
o.o 
o.o 

o.o 

0.1 
o.o 
o.o 
0.1 
o.o 

o.o o.o 
0.2 0.2 0.1 
0.2 o.o o.o 

0.2 0.1 0.1 

o.o 
0.1. 
0.1 

O.l 

Rl+R2 
2 

.. 

o.o 
0.1 
1.4 
o.o 
0.1 
O.J 
0.2 
0.1 
0.2 
0.1 

0.2 

0.1 
o.o 
o.o 
0.2 
0.2 
o.o 
0.1 
o.o 
o.o 


.o.o 


0.1 

0.1 
o.o 
o.o 
0 ,l.j. 
o.o 
0.4 
O.J 
o.o 
0.1 
0,1 

0.1 

0.4 o.6 0.2 
0.1 0.5 0.1 

.oo 

.7J 
1.00 
1.00 

.72 
1.00 
~68 
.1 7 
.16 

.61 

.oo 

.55 
• 71~-

.11 

.79 

.07 

• J8 

.98 

,l.j. 5 

• 51 
.so 
.1. 0 
.oo 
.oo 

•~-1 

0. Lt-
o.o 
0.1 
o.o 
o.o 
0.1 

O.l 

0.1 
o.o 
o.o 
0.6 
o.o 

no 
yes 
no 
no 
no 
no 
yE-; s 
no 
no 

2/9 

no 

yes 
no 

no 
yes 

no 

2/6 

no 

no 

yes 
yes 
yes 
yes 
no 

4/7 

no 
yes 
yes 
yes 
yes 
no 
yes 
yes 
yes 

7/9 

no 

no 
yes 

no 
yes 

yes 

J/6 

no 

yes 

no 
yes 
yes 
no 
yes 

L~/7 
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Grou:r: 
& 

Bird 

_, =R
l 
r G 

KlR 

RNrE OF RESPONSE 
(response~; per second) 

Rl+R2 
K1G K2R K2G Rl R2 2 

p
'1 

Rl+Rz 

INDICES 

s1 
KJ > 

Kl+K2 s 2 

R 

>
G 

GROUP ;::; ~or1ly 
1 R Ool o.o o.o o.o o.o o.o o.o 1.00 1.00 yes yes 
2 H o.u o.o 0.8 1.0 0.4 0.5 0.5 .45 .01 no no 
3 R 0.7 2.6 0.2 2.6 0.4 2.6 1.5 .14 .54 no no 
4 G o.o o.o o.o o.o o.o o.o o.o .oo 1.00 no yes

0. ,_,_5 G 0 ·'-~ 0.9 0.1 o.s 0 • I+ o.s .58 .7J yes no 
6' G·o.5 0.1 0.1 0.1 0.1 O,J 0.2 • 21-J- .?9 no yes

19. R 0.1 0.0 o.o o.o 0.1 o.o o.o • 71 .71 -yes yes 

20 R 0.1 o.o o.o o.o o.o o.o o.o 1.00 1.00 yes yes 

21 G 0.1 o.o 0.1 o.o o.o 0.1 0,1 .22 .44 no yes


•22 G o.o o.o 0.1 o.o o.o 0.1 o.o .07 .07 no yes 

MEAN 0.2 0.4 0.2 0.4 0.2 0 ,l.j- O,J • L!-4 .6J '~/11 7/10 

GROUP P-onl:,r 

7 H o.o o.o o.o o.o o.o o.o o.o 1.00 1..00 yes yes 

8 R o.o 0.2 o.o o.o o.o 0.1 o.o .oo 1.00 no no 

9 R o.o o.o o.o o.o o.o o.o o.o 

10 G o.o o.o o.o O.J 0,1 o.o 0,1 .96 .oo yes no 
11 G o.o 0.2 0.6 0.1 0.1 O.J 0.2 .29 .19 no yes
12 G o.o o.o o.o o.o o.o o.o o.o 
23 R o.o 0.0 0.5 O.J 0.2 0.2 0.2 ,60 .oo yes yes
21+ H 0.1 1 .l O.J 0.6 0.2 0.9 0.5 .19 . 58 no no 
25 G o.o O.J o.o o.o 0.2 o.o 0.1 1.00 1.00 yes no 
26 G o.o o.o 0.1 o.o o.o 0.'1 o.o .08 .oo no yes 

MEAN o.o 0.2 0.1 0.1 0.1 O.l 0.1 • 51 ·'~-7 4/8 4/8 

GROUP S~P 
13 R O,J 0.7 0,1 0.1 0.2 0.4 0,3 ,JJ .81 no no 
14 R o.o o.o o.o o.o o.o o.o o.o 
15 R o.o o.o o.o o.o o.o o.o o.o 
1.6 G 0.2 0.5 o.o 0.3 0.4 0.1 O,J .81 .66 yes no 
17 G 0,0 o.o o.o o.o o.o o.o o.o 
18 G O.J 1.0 o.o o.o 0.5 0.2 0.3 .75 1.00 yes no 
27 H 0.4 0.6 0.1 o.s 0.3 o.s 0.4 • Jl+ .62 no no 
28 H o.o o.o 0.1 o.o o.o o.o o.o .45 .36 no no 
29 G 0 .1-J- 0.1 0.2 o. Lr 0.2 0.3 0.3 .41 .49 no yes
JO G 0.5 o.o 0.2 o.o o.o 0.3 0.2 .02 .69 no yes 

MEAN 0.2 0.) 0.1 0.1 0.2 0,2 0.2 • L!-4 .66 2/? 2/7 
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DA'PA fJWM EXPERIMEN'C J, _S_ESSION 26 (CHOICE. 1'ES'r) 

HATE OF RESPONSE 
(re~ponses per second) 

Grou :> 1=:R 
& R1+R2r G 

KlR KlG K2R K2G Rl R2 --­Bird 2 
.,__..,___, __.. 

GROUP S u·onlv 
1 R 6.0 o.o o.o o.o o.o o.o o.o 
2 R O.J o.o 0.2 O.J 0.2 0.1 0"2 
3 R 0.9 2.0 1.1 2 .1-J- 1 . 0 2.2 1.6 
4 G o.o o.o 0.7 0 .1-f- 0.2 O.J 0.3 
5 G 0.3 o.o 0.3 o.o o.o O.J 0.2 
6 G 0.0 o.o o.o o.o o.o o.o o.o 

19. R 0.4 0.4- o.o 0.1 0.2 0.3 0.2 
20 R O.J o.o o.o o.o 0.2 o.o 0.1 
21 G o.o 0.2 0.4 o.o 0.1 0.2 0.1 
22 G o.o o.o 0.2 o.o o.o 0.1 0.1 

MEAN 0.2 0.3 0.3 0.3 0.2 O.J 0.3 

GHOUP P-only 
7 R 0.0 o.o 0.0 0.1 o.o 0.1 o.o 
8 R o.o 0.2 o.o 0.6 o.o 0.4 0.2 

R o.o o.o o.o o.o o.o o.o o.o 
10 

9 
G o.o 0.1 o·.l o.o o.o o.o o.o 

11 G O.J 0,1 0. ~~- o.o o.o O,J 0 .. 2 
12 G OJ~ 0. }~. 0.1 o.o 0.2 O,J 0.2 
23 R o.o 0.1 o.o O.J o.o 0.2 0.1 
24 R o.o o.o OoO o.o o.o o.o o.o 
25 G o.o o.o o.o o.o o.o o.o o.o 
26 G o.o o.o o.o o.o o.o o.o o.o 

MEAN 0.1 0.1 0.1 0.1 o.o 0.1 0.1 

(_"ij) 
L)j-GROUP 

13 R o.o 0.1 o.o 0.1 o.o O.l 0.1 
14 R o.o o.o o.o o.o o.o o.o o.o 
15 R o.o o.o o.o o.o o.o o.o o.o 
16 G 0.1 o.o 1.2 1 • 0 o.s 0.7 0.6 
17 G o.o o.o o.o o.o o.o o.o o.o 
18 G 0.1 o.o o.o 0.1 0.1 0.1 0.1 
27 R 0.5 0.2 o.o o.o 0.2 0.1 0.2 
28 R o.o 0.0 o.o o.o o.o o.o o.o 
29 G o.o 0.1 0,1 o.o 0.1 0.1 0.1 
JO G 0.1 o.o o.o o.o o.o o.o o.o 

MEAN 0.1 o.o 0.1 0.1 0.1 0.1 0.1 

_s_ 
Rl+R2 

.63 

.JO 

.37 

.oo 

.4-6 
1.00 

.J? 

.oo 

.39 

.oo 

.01 

.50 

.09 
,lJ-6 
.oo 

1.00 
• 50 

.32 

.22 
1.00 

.4J 

.41 

.70 

•4lt 
.14 

.h8 

INDICES 

St R 
KJ - > ·> 

sKl+K2 2 

.l1--0 

.46 

.05 

.48 

.90 

.89 
• 31 
.oo 

• 4-l-f­

.oo 

.23 

.• 50 
.42 
.87 
.35 

1.00 
• 50 

.48 

.50 
1.00 

,06 

.59 

.97 

,J7 
1.00 

.64 

yes 
no 
no 

·no 

no 
yes 
no 
no 

2/8 

no 
no 

no 
no 
no 

yes 

1/6 

no 
yes 

no 

no 
yes 

no 
no 

2/7 

G 

yes 
no 
yes 
yes 

no 
yes 
yes 
yes 

6/8 

no 
no 

yes 
yes 
no 

no 

2/6 

no 
yes 

yes 

yes 
yes 

yes 
yes 

6/7 
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DATA FROM EXPERIMEN'Ll_, SESSION 22 (CHOICE TEST) 


.Grou1 
1 
~R RATE OF RESPONSE INDICES(responses per second) 

s1 R 
& R1+R2 _Hl Kl > >. d r G KlR KlG K2R K2G Rl R2 - ­ s GB1r 2 Rl+R2 Kl+K2 2 

..,., ...,.,_ 

GROUP S-only 
l R o.o o.o o.o o.o o.o o.o o.o .oo .oo no no 
2 R 0.8 o.o J.O 0.7 1.9 0 • L} 1.1 .81+ ,19 yes yesI 

J R 1.5 1.7 1.1 1.6 l.J 1.7 1.5 •I.J-4 .54 no no 
4 G o.o o.o 0,2 o.o o.o 0.1 0.1 .oo .oo no yes 
5 G o.o o.o o.o o.o o.o o.o o.o 
6 G 0.1 o.o 0.1 o.o o.o 0.1 0.1 .05 .6J no yes

19· R o.o o.o o.o o.o o.o o.o o.o 
20 R 0.2 o.o o.o o.o 0.1 o.o 0.1 1.00 1.00 yes yes
21 G o.o o.o o.o o.o o.o o.o o.o .80 .80 yes no 

'22 G o.o o.o o.o o.o o.o o.o o.o 

MEAN O.J 0.2 0.5 0.2 O.J 0,2 O.J .45 .45 J/7 4/7 

GROUP P~only 

7 R o.o o.o o.o o.o o.o o.o o.o 
8 R 0.1 0e ~~ 1.1 o.o 0.6 0.2 0 ,, L~ .75 •Jl yes yes 
9 R o.o o.o o.• 0 o.o o.o o.o 0.0 

10 G o.o 0.2 o.o o.o 0,1 o.o 0.1 .96 •91 yes no 
11 G o.6 0.2 0.2 0,0 0.1 o.4 ·o. J .2J .82 no yes
12 G 1.8 1.3 0.6 0.9 1.1 1.2 1.1 •1+7 .67 no yes
2J R 0.1 o.o o.o 0.2 o.o 0.1 0.1 .24 •2/.j. no no 
2'+ R o.o o.o o.o o.o o.o o.o ,(). 0 
25 G o.o o.o o.o o.o o.o o.o o.o 
26 G o.o o.o 0.1 o.o o.o 0.0 o.o .oo .oo no yes 

MEAN O.J 0.2 0.2 0.1 0.2 0.2 0.2 .44 .h9 2/6 Ll/6 

GROUP SI) 
13 R o.o o.o o.o 0.2 o.o 0.1 0.1 .oo .06 no no
14 R 0.1 o.o o.o o.o 0.1 o.o o.o 1.00 1.00 yes yt:::lC" 

15 R o.o o.o o.o o.o o.o o.o o.o 
v0 

16 G 1.J 0.2 o.o 0. 4- O,J 0~7 0.5 .J2 .76 no yes ,.._17 G o.o o.o o.o o.o o.o o.o o.o 
18 G o.o o.o o.o o.o o.o o.o 0.0 
27 R 0.1 o.o o.o o.o o.o o.o o.o .8J 1.00 yes yes
28 R o.o o.o o.o o.o o.o o.o o.o 
29 G o.o o.o 0.1 o.o o.o 0.1 0.1 .2J .2J no yes
30 G o.o o.o o.o o.o o.o o.o b.o 

!VIEAN 0.1 0~0 o.o 0.1 o.o 0.1 0.1 .lJ-8 •61 2/5 4/5 
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DATA FFWM EXPEEJ_MENT_}.f_SESSION 2CLJ_CHOICE TES'I') 

Grou 
& 

Bird 

:'l::::R 
r G KlR 

RATE OF RESPONSE 
(responses per·second) 

Rl+R2 
KlG K2R K2G Rl R2 2 

E_.:l_ 

Rl+R2 

INDICES 

sl 
Kl > 

Kl+K2 s 2 

R 

>
G 

GROUP 
1 
2 
j 
l~ 

5 
6 

19 
20 
21 
22 

S-only
R 0,0 o.o o.o 
R o.o o.o OeO 
R 0.7 1.8 1 • L~ 
G o.o o.o o.o 
G 0~0 o.o o.o 
G· 0.9 0.1 0.6 
R o.o o.o o.o 
R O.J o.o 0.1 
G o.o o.o 0.2 
G o.o o.o o.o 

o.o o.o OoO 
O.J o.o 0.1 
1.9 1 .1 1.9 
o.o o.o o.o 
o.o o.o o.o 
o.o o.o 0.8 
o.o o.o o.o 
o.o 0~2 o.o 
o.o o.o 0.1 
o.o o.o o.o 

o.o 
0.1 
1.5 
o.o 
o.o 
0 ,l.i­
o.o 
0 ·.1 
0.1 
o.o 

. 

.oo 

.11 

.J7 

,OJ 

.98 

.oo 

1.00 
• Oli­
.4J 

.60 

.77 

.oo 

no 
no 
no 

no 

yes 
no 

no 
no 
no 

yes 

yes 
yes 

MEAN 0.2 0.2 0.2 0.2 0.1 O.J 0.2 .25 .47 1/6 J/6 

GROUP 
7 
8 
9 

10 
11 
12 
23 
21+ 
25 
26 

P-only
R o.o o.o o.o 
R o.o o.o o.o 
R o.o o.o o.o 
G o.o o.o o.o 
G 0.2 o.o 0.4 
G o.o o.o o.o 
R o.o 0.1 o.o 
R o.o 0,0 o.o 
G o.o o.o o.o 
G o.o o.o o.o 

o.o o.o 
0.3 o.o 
o.o o.o 
o.o o.o 
o.o o.o 
o.o o.o 
o.o o.o 
o.o o.o 
o.o o.o 
o.o o.o 

o.o 
0.2 
o.o 
o.o 
O.J 
o.o 
0.1 
o.o 
o.o 
o.o 

o.o 
0.1 
o.o 
o.o 
0.1 
o.o 
o.o 
o.o 
o.o 
o.o 

.oo 

.oo 

.14 

.oo 

,JO 

.86 

no 

no 

no 

no 
~-

yes 

no 

MEAN o.o o.o o.o o.o o.o 0.1 o.o .05 .J9 0/J 1/J 

GROUP 
13 
14 
15 
16 
17 
18 
27 
28 
29 
JO 

SP 
R o.o o.o o.o 
R o.o o.o 0.2 
R o.o o.o o.o 
G 0.5 0.1 0.8 
G o.o o.o 0.2 
G 1.3 0.9 0.1 
R o.o o.o o.o 
R o.o o.o o.o 
G o.o o.o 0.2 
G o.o o.o o.o 

0.2 OoO 0.1 
o.o 0.1 o.o 
o.o o.o o.o 
0.1 0.1 0.7 
o.o o.o 0.1 
0.1 0.5 0.7 
o.o o.o o.o 
o.o o.o o.o 
O.J 0.2 0.1 
o.o o.o o.o 

0.1 
0.1 
o.o 
0 .I+ 
o.J. 
0.6 
o.o 
o.o 
0.1 
o.o 

.14 
.1. 00 

.14 

.oo 
,l.j.J 

1.00 

.66 

.29 

.oo 

.40 

.oo 

.93 

.oo 

.o6 

no 
yes 

no 
no 
no 
yes 

yes 

no 
yes 

yes 
yes 
yes 
yes 

no 

MEAN 0.2 0.1 0.1 0.1 0.1 0.2 O.l .48 • 21~- J/7 5/7 
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SUM1V1AHY DNPA FOR EXP. 3 

R1/(R1+R 2 ) VALUES FOR INDIVIDUAL BIRDS DURING SINGLE­
STIMULUS 'I'HAINING (SS'l1 ) AND CHOICE 'I1ES~PS (err) 

(decimal points are omitted to save space) 

Birds ... R s s s I 0 N1 •> 

CT& or G
Group 	 mean 

12 13 14 15 16 12-16 17 18 19 20 21 22 23 24 25 26 27 28 
GROUP 	 b b 

1 SR 0S~y59 53 58 60 57 82 77 5lJ- 100 100 1lj. 89 -- 100 00 00 
2 R 76 70 76 74 66 7 3 10 0 10 0 JO 0 8 8 6 5 54 05 0 7 4 5 63 84 11 
3 R 46 49 47 50 46 48 71 80 75 48 67 73 68 54 14 30 1}4 37 
4 G 53 51 52 53 49 52 91 50 43 57 32 14 00 00 00 37 00 
5 G 51 47 a 49 44 48 52 33 18 -- -- -- -- 00 58 00 
6 G 55 54 53 52 52 53 so 43 53 17 10 46 -- 10 24 05 03 

19' R 67 64 68 70 75 69 94 87 61 05 81 00 OJ 36 71 46 
20 R 41 48 42 46 44 l~-4 86 98 100 100 100 88 100 100 JDO 100 100 98 
21 G 49 49 49 48 47 48 roo 53 22 13 OJ 02 oo 24 22 37 8o oo 

' 22 G 54 53 53 	 52 53 53 88 45 53 32 71 JJ 12 08 07 00 
MEAN 55 55 55 55 Sl.J· 55 84 67 58 51 59 36 35 27 44 39 45 25 

GROUP P.~n'-tl y 

7 ·R~~~ 51 55 51 56 53 21 L1-2 62 53 51 27 100 00 IDO 00 

8 R 68 82 74 75 69 73 54 4J 00 01 00 00 01 75 00 
9 R 51 49 44 50 46 48 06 30 70 93 81 00 00 

10 G 54 52 48 51 53 52 65 31 61 J4 55 35 33 77 96 50 96 
11 G 52 50 51 53 47 51 50 42 25 05 26 61 J4 OJ 29 09 23 00 
12 G 53 55 54 52 50 53 49 84 67 53' -- 46 J.j-7 
23 R 61 55 55 53 53 56 45 29 09 22 00 86 100 11 60 00 24 14 
2'-~ R 46 47 46 45 51 47 21 40 69 92 100 26 00 79 19 
25 G 49 53 53 58 51 53 55 57 35 40 13 00 -- 100 100 
26 G 56 59 58 56 59 57 25 43 49 16 00 13 00 07 8 50 00 
MEAN 54· 55 91- 54 53 54 )9 40 47 44 44 30 33 29 51 32 44 05 

GROUP ·s1~ 

13 R 48 51 53 53 47 50 68 90 IDO 41 -- -- 25 49 JJ 22 00 14 
14 R 44 46 43 48 44 45 8 3 67 4·9 56 -- 100 -- --- ~- 100 100 100 
15 R 52 48 51 51 53 51 97 83 6o 29 ~- oo -- - ­
16 G 48 53 50 51 52 51 94 68 42 14 09 12 07 16 81 43 32 14 
17 G 54 63 52 54 56 56 81 6J 34 02 100 08 4·3 -- 00 
18 G 45 49 51 49 49 48 47 76 75 61 17 39 50 70 75 41 -- 43 
27 R 46 45 46 47 45 46 80 65 56 70 42 53 65 79 34 70 83 IDO 
28 R 50 54 53 55 53 53 93 55 86 71 75 I+O 100 70 1+5 
29 G 61 61 60 60 60 60 54 39 33 35 78 56 63 51 41 44 23 66 
JO G 47 50 50 48 50 49 59 55 73 30 52 88 50 09 02 14 - ­
MEAN 49 52 51 52 51 51 75 66 61 41 53 44 50 49 44 48 48 48 

aMisleading index based on very few responses is omitted. 
bcorrelations between entries for individual birds in these 

two columns are rs 	= +.51 in Group s-:only 
= +.18 in Group P-onlyr 8 = + .13 in Group SPr 8 
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DATA FROM EXPERIMENT 4 

Note: the folJ.owing data sheets are the printout from 

a data analysis progr:::un written on FOCAl, on the PD?-·8 computer. 

The sixteen numbers above each table are counter readings, 

entered on the teletype by the operator, showing awnulative 

responses to left key red, left key green, right key red, and 

right key green after trials 40, 42, 44, and 48 of each session. 

The main tables show responses per second, and are parallel to 

previous tables for Experiments 1, 2, and J. However, here 

for the first time there are examples of responding on individual 

choice tr:i.als. 

'l'he raain tables show mec:u1 ref3ponse rates over the first 

40 sir1glo-stimulus trials, response rates on each of the four 

choice trials, mean resp~nse rates over the four choice trials, 

amd mean response rates over the last fpur single-stimulus trials. 

Althoue;h the order of presentation of the choice trials within 

trials L:.:J.-1+2 and vli thin triali:; LJ-J-hl! waL1 varied, the: compute:r:­

program always wrote the data from tho~e trials in the same 

fixed order. 

Entr1ef> in the "ALI~" colur:m are cquivalent to entrie~:; in 

the R1+R 2 column for previous experiments. Note that this means 

2 
the "AI,L" column shows mean rate of response to S and s on the

l 2 
choice tef~t (trialf; lrl-IJ-h), not total rate. In ordr?r to compare 

total. rates o:f resr)on::>e durine; f:>.ingle-stir.:u1us tra.ining and on choic· 

teste-:>, entries in the "AI,J./' column 1n the rov.r labe1lecl "lJ.l-1-t" rm;::;t 

be· doubled. 
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Uf-1Tf\: 
:?OF 
:P31 
=~~116 

: 2 (J (, 

: 0 
: () 
: u 
: D 

: ? 71 
: ';:·9 7 
: ]20 .3/JLJ. 

: (·) 

: 3 
: 3 .fJ. 

181.-J.(l 

nr~Y: 1 ~~ f3Il\D: 1 (51=):) 

TI~L ){ 1 \.,, K 1 ('.1 K21< K~~ C~ ~~ G ALL !Ui~+G 1/ 1 +2 KEY 

1- /j() 1 . (,(:j 2. 1 9 1.93 1.9 ~i 0. /J3/i 

L!l 
/12 
/J3 
/j/j 

3· 7 1 

2 • .IJ2 
o. Cif:J 

o. 00 

lj. 19 
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d• 71 

[). /J[; 

o. (]0 

3. 7 1 
/j • 19 
2. /J2 
3. 71 

0. LiB 

o. ClO 
!i). ori 
o. 02J 
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LJ, 19 
2. 1!2 
3. 71 

0. 88~) 
1.() () [j 

1 .()(J(:) 

1 .(:) (J (j 

o. 885 
1 .000 
1.0 Li ~J 
1 .orw 

0. <:!. r..., c:­
00 ,) 
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[/). DrJO 

LJl-/J 3· 06 (!j • (j (J 3. 9 :=; ~j • ~~ /j 3. ~i 1 0. 12 1.() 1 0 • 967 (3.967 0. 1122 

L!S-8 3. ?;i 1 • 9/J 2. 58 2 • se; (~. 625 

D!HA: 
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:0 
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Ti\L )\ 11~ K 1 G ~c>h I-\2G i-( ('.J 1\U_. lUH+G 1/ 1 +2 KFY 

1- /j!j 3· 9"u 3. 73 3. 85 3. 85 () .51 6 

Lt 1 
LJ2 
/J3 
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/)o 19 
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(•) .CJ CJ 
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IJ• 05 

Lil 
42 
43 
LjLj 

0.08 
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0 .) 

u. 1 6 
o. ()[) 
~) [10. 

r-J U(J0 

(,. 1 '),_, 

3· ") ('l 
,_J / 

[~ (/ 1~' .u 

s. 6 ') 

6 .~!9 
~i ft 39 
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Tt\L I< 1 )~ K 1 (; f\2 l< K?G f< (:: f-'ILL fUl<+G 11 1 +?. 1\FY 

1- /j[l C" r.; t" 
...) .,; .. ) 5.29 ::;,. 32 s. 32 0 503. 

/il 

112 
LJ,J 

/j/j 

s. 8 1 

o. 65 
'~ .[jCJ 

o. EJO 

s. '"l r),; L~ 

/j • :--J 5 

o. Ci(J 

(). v/3 

c:....· .() 1 
,:, .~)2 
( j. 65 
Lj. 35 

C1 .r:: kl 
() .r!iO 
0 .(~J u 
(:i • CiO 

:-l • 8 1 
s. 3'"''­ r:. 
(j. 65 
/j. 3 :s 

1 .9.} (0 [J 

1 .(le:Jtlj 

1.(.:J ::1 r-J 
1 .(J(:)U 

0 .00CJ 
('
,) .n~J0 
f3. fJ)iJ~:j 

(j .() 0;0 

1 .OvHJ 
CJ .()();) 

1.f'j f~.i C.~J 

0 .CJCi U 

Lil - Lj ~3-2~3 o. CJ (,) .1~. f:\/j D. ~?j f:J L~ • r'!3 o. fj(:.) ? .(I)~~ 1.OCHJ ~) .000 C) .L1 C)() 

/:5- t) s. i:Jb L!e 76 L{ • 9i: Lj. 92 0 . ~) 1 (, 



DATA: 
:0 .52/t. 
:0 5~)9.. 
:0 .585. 
:0 :631 

: (j 

: ra 
:0 
:o 

::) ::;9.. 
.. 581 
: 6fJ8 
:66.1J 

190 • 

DAY: 2 7 BIIW: 1 CSl==r() 

TRL K lt< Kl G K2f~ l'C2G E G ALL /Ul~+C-i l/1+2 KF.Y 

1- LJlJ Lf• 23 Ito 51 .lj. 37 Lt. 3 7 0. LJSLJ 

L!l 
;.o

tL. 

,,....,
·'-' 

/j/j 

0. !?J (/) 

c-1. e;o 
5·65 

L!o 19 

0. Of:J 

o.oo 

3. 55 

LJ• 35 

0.00 
0.00 
o.oo 
0.00 

~~. 5 ::; 
s. 65 
4-35 
Lj. 19 

3· 55 
s. 65 
/Jo 35 
Ljo 19 

t?l.OiaGJ 
0. (/JC:l0 
o.ooo 
0.000 

0.000 
0.000 
0.000 
0. (,100 

0.000 
1 • rJQJO 
Co:'l. 0f3Ci 
1 • 00(:') 

L!l- /j 0.00 Lt. 92 0. (J(:J ~3-9~) 0.00 LJo L!Ll 2.22 (j.00!!J 0. 0f:.lkJ 0. 555 

LtS-8 ~3. 71 /j. 52 LJ• 1 1 Li • 1 1 0oLJ51 

DATA: 
:0 560 :0.. 
:0 589 :0.. 
: (:) : 6 u:~ :0 
: VJ :675 :0 

' 

551.. 
: 578 
: 6f36 
:663 

Df>Y :27 BIFW:2 CSl=iD 

TF<L IOF< 1\1 G K~?.i~ K2G P­ G ALL R/f~+G 1/1+2 ~<EY 

1-L;0 4· 5~~ Lt. LJLJ /j. Lt8 L!o ItS o. 50/J 

L!l 

LJ2 
43 
4LJ 

fJ. f:JCJ 

O.fJ[) 
LJ • 68 

L:. 68 

0.om 

f!J. D~l 

L!o35 

Lj. 52 

C.'i.\JD 
[::).0\?J 
0.0[:) 
0.00 

4. ~3~) 
Lj. 6b 
4- 52 
/Jo 68 

Lj.35 
.lj. 6B 
LJ • 52 
L!e 68 

0. CHMl 
o.vlflO 
!3.(][!0 

o. r:J fH::J 

0.1()00 
0.0[10
0.c:ao 
e~. 01210 

!:l. (j(ij CJ 

1 • (1 Zir?J 
(tj. r?Jr,;HJ 
1 • 00(0 

41-/i 0. f:HJ Lj • 68 0.00 Lj.LJ4 0. vJO Li • L)l(
--0 2.28 O.ODEJ 0. O!ZH:i 0. 513 

LIS- f) Lt. 60 .lj. 6fJ L;. 6f'J L;. (,f:'.u 0. 500 

DATA: 
:0 :839 : (1 :8 59 
:0.001 .879 :0 :859.001. 
:0 :921 : 0 : 09/J 
:0 :997 • r~~ :986• iV 

DAY:27 Bifm: 3 c.st=rn 

TEL KIF< Kl G K2E K2G t~ G 1\LL FUl~+G 1/1+2 !{FY 

1- L:O 6. 77 6o93 6.85 6·85 0.LJ9L! 

Ll 1 

LJ2 
LJ3 
L!/J 

0. f:H) 

!?l.DO 
6· LJ5 

(,. 77 

[j.Cl(J 

VJ.fjfj 

0. f:H:J 

s. 65 

0.00 
O. f::WJ 
o. 0r) 
0.0(::) 

0.00 
6 • .IJS 
5. 65 
6. 77 

0.00 
(,. /J5 

s. 6L1 

6· 77 

[:). 00Cl 
0. 0FH:J 
(1).000 

0.0(';0 
0.000 
o.oovJ 

1 • fcJOO 
('j. 00f2) 
1 • f90fJ 

41- .lj 0. (){/) 6. 61 o.ou ?..82 (1. f'JO Lj. 72 2-36 0.0(:)0 f). (ij(.') (i) ¢. 7¢1 

/JS-8 6· 1 3 7. 1!2 6. 77 6· 77 fj. /J52 



Df-\T!\: 
:761 :\J 
:(512 :D 
:86U :lil 
:941 :0 

:r,?;3 
:656 
:69~'i 

:7(,(, 

:U 
:0 
:[) 
:0 

191. 

Uf\Y:27 BildJ:L: <Sl=G) 

!<1 G K2F< K2G ).:.; G f\LL lU;·;+G 1/l+~: KEY 

.1-/~:·J (o.llt 

41 
42 
43 
44 

8.23 

7-74 
0.00 

0.00 

5.32 

6·29 

0.00 

0.00 

8.23 
5.32 
7.711 

(.,.29 

0.00 
V.J.CiD 
Ci.r:J(l 

O.UCJ 

8.23 
5.32 
7.74 
6.29 

1.000 
1.000 
1.000 
}.000 

0.000 
o.ooo 
u.oou 
0.000 

1.000 
o.ooo 
1.oco 
0.000 

6. 1 3 

:126~:) 

:131:) 
: 1L! :3 SJ 

:LJ 

:Lj 

! (:] 

:9:?3 :\0 
:971 :f.J 
: 10 6~~ : 0 

DAY:?~ BIRD:5 CSl=G) 

Tt\L KlG !<2G G I< F'Y 

1-Ni 9 • 7 1 0. S7 (, 

111 
~0 

~3 

11 11 

9.~)~~ 

8.39 
0.65 

0 • r:lli! 

5.65 

7 • 7 11 

0.{00 

o.oo 

9 • 52 
5 • 6 5 
8.39 
7 • 7 -'1 

(:J. ~j(j 

;:J • () ~i 
0.80 
n • ~ Hj 

9.5? 
6.29 

}.800 
0.~97 

0.000 
0.103 

1.000 
0.10~ 

1;5-F> ltJ.Ci 7. 3/l 8.67 (_). 6 7 (1.577 

: 7 3~'. 
!7L!'?. 

:81L! 

: u 
:f:J 

:0 

: 6 3 9 
:(,7\J 
:73:-i 

: 2 9 
:29 
:(j 

DAY:27 BIRD:6 CSI=G> 

Tl~L. l\ 1 G 1\~.'. G G ALL R/R+G 1/1+2 

1-LlU 5.90 5. /tfJ 

LJl 

42 
/J3 
4~ 

().(j(j 

1.61 
o.ou 

0.0G 

s.oo 

5.00 
o.oo 

0.00 
s.uu 
1.61 
s. (lj(J 

Lt.68 
o.r,w! 
o·.r0o 
o. on 

4.~8 

s.uo 
1.61 
s.ou 

0.000 
1.000 
1.800 
1.800 

1.000 
0.000 
u.ooo 
0.000 

0.000 
o.ooo 
1.800 
0.000 

41-4 o.st o.no s.oo 2.34 



DATA: 
!1!33 : (1 
: /j(,b : ~j 

: /t90 : 0 
:557 : () 

: 38 I 
: Ld 0 
!113(, 

: S03 

: 0 
: 0 
: 0 
: 0 

192. 

DAY: 28 .B I hD: 1 <SI=l\) 

Tf'.L Klh KIG K2l< K2G !<: G ALL l</ h + r, 1/1+2 K Fr' 

1- 4(~ 3. 1<9 3.07 3-28 3o2B fj. 532 

41 
42 
/J3 
/J/f 

5o65 

3-55 

0. [10 

0.00 

4·68 

4· 19 

0.00 

0. 0(/J 

5.t-s 
/j. 68 

3-55 
4. 19 

0.00 
0. f:H) 
(ij • !/) ~) 

0. fM-1 

5.r,s 
4.68 
:~.55 

Lt. 19 

1. 000 
1 • ~)12)(5 

1.000 
1.00(-J 

1 • f:J00 
1.0l10 
1 .000 
I .000 

1. 0C.'l0 
0.000 
1 • 000 
(:1.000 

L!l- 4 4.60 FJ.!J0 /fo 44 u. 0r1 4.52 0.00 2.26 1. 000 1. 000 0.509 

-'15-8 5. 4~) 5./JO s.LJ0 5.40 0. 5~)(1 

DATA: 
:552 
:579 
: (,0(, 

:61')1 

:0 : 53(, :0 
: 0 : 5(,.11 : 0 
:27 : S6 11 : 0 
:27 : f-2 fl : 0 

DAY:28 8 li\D: 2 <Sl=h:) 

T.kL K1h KlG K2h K2G R G ALL t,J t< + G l/1+2 KFt 

1- /j(/) .1;.45 4-32 LJ.39 4. ~{9 (,j. 50 7 

41 
Lt2 

-'13 
4/f 

.1;. :-~ 5 

/f. 3 5 
0.00 

Llo 3 5 

L1. 52 

0.00 

0. (j0 

0. ~H0 

1!.35 
Lt. 52 
11.35 
0. fcj[/) 

(-1.0() 
0.00 
(:). 00 
Ljo 35 

/fo3~) 

L~. 5~?. 

/j. 35 
/Jo 3 ~) 

1 .vWiO 
I 0 00t~ 

1.000 
CJ.000 

1 .000 
1 • (:}0() 

1 • 0k'l0 
0. (HJ 0 

1. (~(:10 
0. 11(i10 

1.(1)(10 
1 • IZJC.::Hi.l 

·/fl-Lj L!.3s 2. 18 2. 2 (, 0. C::JO 3.31 }.(:)9 ?.20 .(1). 7 52 0.752 0. 7 1<3 

/6-8 /j. /i /i 11-52 Llo /48 /j. lt8 O.Lt95 

DATA: 
: 9 Ms : (!) :8b2 : [1 

:993 :0 :9?5 : 0 
:1(~39 : (j :9:1/f : D 
:112f, : 0 }(?)/jf, : 0.. 
DAY: 28 f3 I l\ D: 3 <Sl=I·O 

Ti<L K ll< KlG K2h K2G h G ALL 1\lt~+G 1/ 1+2 KFY 

1- /j(J 7.65 7. 1 1 7.38 7·38 0.518 

ld 

112 
/13 
LjiJ. 

7. 2 6 

7. 112 

0.00 

0.00 

6 • 9 Lt 

Lj.f,8 

0. 0l1 

0. 0(') 

7.26 
(.94. 
7. 112 
4./SS 

0. 0!2J 
(j.Q)0 
0.(j(l 

f~.OV.J 

7. 26 
(H9/i 

7. 1!2 
Ll• 68 

1 • 00~) 
1 • (',)00 
1.!7JCH1 
1 • (i:WI(~ 

1 • 12100 
1 • 0\-j 0 

1 • 00~) 
1.(){/J(l) 

1.000 
0. or-;c:J 
1 • o r3 vl 
0.0r.-10 

Ltl-L: 7 • 3 Li o.n0 5.81 0.00 6-57 (::).00 3.29 1 • [·H)(:·) 1 • (') (/j(:) 0. 55[) 

"lS-B 7.02 7. /J2 7-2'2 7-22 !(l.LJ8(, 



DATf'1: 
:0 :723 
:3 :7(,/J 
:3 :797 
:D :87LJ 

:f1 
:D 
:0 
:0 

:6L1/J 
:M~ij 

:65(, 
:717 

OAY:28 BIRO:LJ CSl=Gl 

KlF: l{ 1 G K21~ K2G G ALL R/R+G l/1+2 KEY 

l- LJU 5.83 ~). 3 5 

LJl 
42 
43 
44 

0.LJ8 

0.00 
6-61 

5-32 

o.oo 

0.00 

3.23 

5ol6 

0. LiB 

o.rc'JVJ 
0.(10 
0.0f:l 

3 • 23 
6-61 
5.16 
5.32 

3.71 
6-61 
5-16 
5-32 

0.130 
0.000 
0.000 
0.000 

0.870 
1.000 
1.000 
1.000 

0.130 
1.000 
0.000 
1.000 

41-4 0.24 5-97 o.oo 4-19 2.60 0.023 0.977 0.597 

45-8 5-56 5· ~)6 !7J. 5 58 

Ol\TA: 
:0 :1116 :0 :726 
:33 :1116 :36 :726 
:33 :1116 :80 :769 
:0 : 122 L; : 0 : 8 LJ2 

OAY:28 BIRD:S CSl=G) 

TRL KlR KlG l\2G G ALL R/R+G 1/1+2 i<FY 

1- /tf?i 5. 85 7 • LJ3 7·43 0.606 

42 
43 
44 

0.00 
o.oo 

0.00 

5.81 

7.10 
6.94 

5.31 
0.00 
7.HJ 

0.00 
6.9/J 
o.r-m 

5.32 
5.81 
6-94 
7.10 

1.000 
1.000 
o.ooo 
1.000 

0.000 
0.000 
1.080 
0.000 

1.000 
0.000 
0.000 
0.000 

41-4 2-66 o.oo 6-45 3.47 3e15 0.72~ 0.276 0.212 

45-B 5.89 0. 597 

DATI\: 
:o :658 
:2 :66'0 
:9 :687 
:0 :759 

:fa 
:0 
:0 
:0 

:6~'.9 

:6.!!7 
:659 
:723 

DAY:23 BIRD:6 CSl=Gl 

K l l~ K1G I\2E K2G ALL FUl~+G 1/1 +2 KEY 

5.07 5. 19 5· 19 0. 51 1 

42 
LJ3 
44 

1.13 
1-61 

3.06 

0.00 

o.oo 
}.9LJ 

0.32 
(:J.OC:l 
1.13 
o.c:m 

2.9Ql 
1.61 
lo9LJ 
~3.06 

3-23 
1-61 
3.06 
3.06 

0.100 
0.000 
0.368 
0.000 

0.900 
1.000 
0.632 
1.000 

0.100 
1.000 
0.368 
1.000 

le37 0.132 0.868 0.559 

~). 1 6 5• L18 0. 529 

' . 



DATA: 
: s~n : vJ 
:563 :CJ 
:589 :0 
:6/J2 : 0 

: 569•- 5(,0 
: 590 :o 
: 61 9 : flj 

:67B : (j 

: 0 .19~. 

Df-'IY: 33 BilW: 1 
! <Sl:-:R) 

THL K 1 F.: KlG K2l;; K2 c; F< G ALL l~/l~ + (] 1/1+2 KEY 

1- LJ0 LJ• 33 4·52 4. 1!2 L!o LJ2 0.490 

Ld 

Lt2 
LJ3 
LjLj 

Lj.l9 

Lj. 19 
(:). 00 

0. 0v! 

Lj.f)LJ 

Lj.68 

0. f::HiJ 

0. C::JO 

Lj. 19 
Lt-84 
Lj. 19 
4.68 

(/). 00 
0.()(:) 

0. (i) 0 
0. 0Ql 

Lto 19 
Lie 8 .t1 

Lj. 19 
LJo6tl 

1 • (100 
1 • OV.J0 
1.000 
1. 000 

1. 000 
1. 0(7J0 
1. 000 
1 • 0vJO 

1. 000 
0.(10() 

1.0!-J(-l 
0.000 

LJ1-Lt Lj. 19 0.(i)fj Lj.76 (1.(1(:) Lj.LJ8 0. ~)0 2.2LJ 1.0ovJ 1. 000 0oLJ68 

LIS- 8 /j. 2 7 L!o 76 Lto 52 Lt-52 0.Lt73 

DATA: 
:547 :0 : 556 : vJ 
:57~-) :0 : 57 CJ : (/) 

:575 : ~? 4 : 570 :26 
!632 ; 2LI : 631 : ~? 6 

DAY:33 BifW:2 ( s 1 = 10 

TF~L K ll< K1G l\2l< 1\~?. G R cJ ALL FUF<:+G 1/1+2 KFY 

1- LJ0 L{./j} /Jo LJ8 4.1.JS 4o45 0 o L!9 6 

LJl 
42 
1!3 
L!L! 

4.52 

fl.00 
0. (::)0 

3.87 

2.26 

0.00 

0 .• [j() 

Lj. 19 

LJ • 52 
2.26 
0. ~JD 
0.00 

0.00 
0.00 
Lj. l 9 
·3. 87 

Lj. 52 
2.26 
4· 19 
3· f)7 

l.(t](J(j 
1. 000 
o.orlei 
(lj. 0CJCJ 

1. 000 
1. (300 
C3.000 
vJ.0CtJ0 

1. 00\iJ 
(:').000 
CL 0Cl0 
1. 000 

Ltl-Lj 2.26 1 • 9 LJ 1 • 1 3 2. 10 1. 69 2. QJ2 }.85 ~JoLI57 0.1!57 (·l.565 

LtS-8 Li• (,!21 4.92 4.76 L!-76 0 • L!8 3 

DATA: 
:865 : !?) : 819 : 0 
:909 :o : 8 :::)8 :0 
:9 51 :0 :903 : 0 
: 10 I.J0 :0 :991 :0 

DAY:33 BHW:3 CS1=i~) 

TEL K 1 f{ KlG K2f'\ K2G r~ G ALL FUH+G 1/1+2 KFY 

1-/j("l 6.9ts 6.()0 6.79 6.79 0.511! 

Ltl 
LJ2 
Lt3 
LtLJ 

7. 1 (0 

6-77 
Cd.OCJ 

0.00 

6.29 

7.26 

0.00 

0. C)O 

7· 10 
6.29 
6o77 
7o26 

0. CJO 
0.00 
0. ~1 (~j 
[:).00 

1· 1(3 

6.29 
6·77 
7. 26 

1. !M::l0 
l.f)f/)0 
J • (!)0!(J 

1. EWif?) 

1. 000 
1 • (iJ CH::J 
1.000 
1. 000 

1 • (:)(3 0 
0.000 
1.0(10 
o.ooo 

Ltl-Lt . 6 • 9 Lj 0.00 6.77 VJ. 0('1 6.85 0. CJ0 ~). Lt3 1. 0~)0 1.000 0.50(-, 

L!S-8 7. 18 7. 10 1· 1 Lj 7· 1/.J 0.503 



Dt'\ TA: 
:0 : 731! 
:0 :78?.­
:0 :821 
:0 :901 

: 0 
: (<) 

:0 
:0 

:737 
:782 
:820 
:897 

19 5. 

D!\Y: ~33 Bll<D: Lt CSl=G) 

TRL KlH KlG K2f\ K2G r~ G ALL fUi<+G l/1+2 KEY 

1-40 5-92 5.9/.1 5.93 5.93 0 • LJ99 

41 
112 
L!3 
LILt 

(!). 00 

fJ.0QJ 
7. 111 

6.29 

0.!Ml 

0.0G 

7.26 

6. 13 

0. OC:J 
0.00 
0. (i)(t) 
0.00 

?.26 
7-74 
6. 1 ~1 

6.29 

7. 26 
7. 7 /i 
6. 13 
6.29 

0.000 
(ij. 000 
0.(;J00 
0.000· 

1.000 
1. 000 
1. FJ00 
1. 000 

0. 00(iJ 
1. Ot1t!J 
0. (JC:) 0J 
1. 000 

L!l- 4 0.00 7.02 0.00 6-69 0.00 6.85 3-43 0.000 1.0(10 (:j.512 

45-8 6oL'J5 6.21 6.33 6.33 0.510 

DATA: 
:0 :977 :0 : 6L!2 
:47 .1022 : 01 : f>Li::;_:. 
:LJ7 : 1064 :0 :678 
:0 :1166 :0 : 7'32 

DAY:33 BIED:5 CS1=G> 

Tl\L K lF~ ~<1 G K2f~ K2G .[,; G ALL. fUF<+G 1/1+2 KEY 

1- LIO 7. (';8 5. 18 6.53 6.53 0.603 

LJl 
LJ2 
LJ3 
LIIJ 

7-58 

fb.C:l2l 
7. 26 

6o77 

0. (;}0 

0.00 

o.oo 

5.81 

7. 58 
0. 0~) 
Ca. Cl0 
0. oe1 

CJ.Ofi.i 
7.26 
5.81 
6.77 

7. ~)b 
7.26 
5.81 
6.77 

l.f;JOD 
0. vJCH!J 
C:J. QlCl ('! 

0.000 

0. 0Cl0 
1. !)(30 
1.000 
1. 000 

1 • (1V)(i) 

1. 000 
0.00\3 
1.0':;0 

LJl- LJ 3.79 7.02 0.00 2.90 1. 90 Lio 96 3 .. L'!3 vj.276 0 • 72 L! 0.788 

Li5-8 8.23 Ll• 3 5 6.29 6. ~~9 0.65/i 

DATA: 
: VJ : 6f/)(1 
:o :638 
:0 :675 
:0 :7 LI4 

:0 
:0 
:0 
:0 

: 562 
: 59 Lj 

: 63[1 
: 7VJ9 

DAY:33 8IRD:6 CSl=Ci) 

TF~L KH\ KlG K2R K2G R G ALL lUf~+G l/1+2 f\EY 

1- LJO LJo8Li Lie 53 LI• 69 LJ-69 0.516 

41 
.112 
-'13 
L1L1 

0.00 

0~ f:HJ 
6. 13 

s. 97 

0. [:)(:1 

0.00 

5. 1 6 

5.81 

0. vJO 
0. {IH"J 
f/'J. 00 
0.00 

5.16 
6. 13 
5•81 
s. 97 

5. 1 6 
6. 1 ~~ 

5.81 
s. 97 

0.000 
0. [)(ij(j 
0. (:100 
(1.000 

1 • () CHa 
1. Of:il0 
1. !2l0Cl 
1.000 

0.(JCJ0 
1. 000 
0.000 
1 • rjO!a 

/Jl- LI 0.0.0 6-05 o.oo 5.LJ8 0. 0(;J s. Tl 2.88 0.(100 1. 0(00 ~ • 52 Li 

LJS- 8 5-56 6o37 5. 97 5· 9 7 0. Ll(') 6 

-·· " ' -·· ·~ -. ~~. -·· ·- .. 



IV\ T A : 
: vJ : 3 9 ~1 : ~J : ~) ~l 2 
:?.9 :3901:31 :5(:)2 
:57 :415 :31 :50?. 
:0 :Lt70 :0 :555 

DAY : 3 LJ B I f\ D : 1 <S 1 =r~ ) 

TI~L K1H KlG K2H 1<2G R G ALL R/R+G l/1+2 KE:Y 

3. 1 5 0.437 

lrl 
42 
~!~1 

44 

4.68 

4. 52 
0.80 

4·03 

5.00 

0.00 

0.00 

0. ()0 

4.6(3 
5-00 
4-52 
0.00 

(:J.!'.i0 
0.0\?i 
0.00 
4.03 

4o6S 
s.oo 
4.52 
4o03 

1.000 
1.000 
1.000 
0.000 

1.000 
1.000 
1.000 
0.000 

1.000 
0.000 
1.000 
lo000 

2.28 0.779 0.779 0.726 

1;5- 8 Lj. 35 Lt. 35 0.509 

DAT/1: 
:0 :551! :0 :549 
:16 :554 :28 :556 
:1!2 :58(;) : 2f) : 556 
:0 :639 :0 :615 

Df\Y : 31! B I !::0 : 2 C S 1 =Fn 

Tf-<L KJE KlG K2G G ALL R/R+G 1/1+2 

1-40 0. 5(02 

1!1 
42 
Li3 
44 

·?..5(3 

/~ • 1 9 
0.00 

Lj.}9 

4.52 

0.08 

1.13 

0 • QH'J 

2. 58 
4. s2 
Ljo}9 
0.(10 

1 • 1 3 
vJ. ra r;5 
0.00 
LJ.19 

3-71 
Lj. 52 
4. 1 9 
4. 19 

0.696 
1.000 
1.000 
0.000 

0.696 
1.000 
1.000 
0.000 

0.696 
0.000 
1.000 
1.000 

.41-~ 3.39 2.10 2.26 0-56 

45- tS 4o76 L!• 7 6 LJ-76 

DATA: 
:0 !861 :0 :761 
:1;5 :9!C)3 :0 !761 
:45 :91~0 :VJ :B08 
:0 :1!-?J33 :0 :861 

DAY:34 BIRD:3 CSl=R) 

n<L I< 1J:.; K1G K2G G ALL R/R+G 1/1+2 KEY 

6. 5/J 6·5/.! 0.531 

/d 
/J2 

Lf3 

41! 

7-26 

(i • (', 0 
6. 77 

5.97 

0. (7)(i) 

0.00 

7.26 
0.0EJ 
0.r-;o 
0.00 

0.00 
6.77 
6.29 
5.97 

7·26 
6o77 
6.?.9 
5.97 

1.000 
0.000 
0.000 
0.000 

1.000 
0.000 
o.ooo 
0.000 

1. 0(90 
1 • OC:H2i 
0. ~JOO 
1 • 0 Ci (j 

6-37 o.cw 3. 1 5 1.81 IJo76 3.29 0.276 0.276 

LtS-8 7. 5!Zj 6.21 6.21 



f)(\ Tl\: 
:7/t/j 
!7/i/j 

: 7 s 3 

:0 
:(') 

: (j 

:(<?') 
:65') 
: (. 9 7 

:0 
:~9 

: ~) 3 

197. 

0(\ Y : 3 /j HI !< n : 11 <S 1 =G) 

TJ~L Klh 1·<1 r:; K2h: ALL i~/1\+ G 111 +2 KFY 

o.s1J3 

41 
11~~ 

43 

(J.()(:'; 

1.Li:'"> 
vi. 0~1 5. 1!8 

o.or0 
So/!8 
loLlS 
r:.. 13 

L1.r,s 
(i).(j(/) 

~3.37 

o.vJU 

4. 68 
s.;,g 
5.32 

f). OCH'J 
t.ocio 
(1.273 

1 • OOi~ 
0.0()0 
0.727 

~J. ClvJvJ 
0.!)0VJ 
(1.27~:\ 

6. () 5 6.37 

D.I\Tf~: 

:JQl71 
:113(, 
:1200 
:13~)g 

:r:J :A77 .Cl 
:ss :677 :!(J 

:55 :705 :0 
:(j :7b~? ~o 

Df\ Y : 3 11 H I h D : "' <S 1 ::: G ) 

Kli?. K 1 r; G /\LL h/i\+G l/1+2 

(1).(,13 

L1l 

/j;) 

43 

1ki.S 

10.3 
8 • 8 7 0 • Cl (') 

(:\.00 

0.00 

1\1.':) 
vJ.UCJ 

·1r;1.3 
11.5::>. 

0.()0) 
t:s.b7 
u.u'iJ 
D.UC) 

10.5 
2i • 8 7 

10.~ 

~.S2 

}.000 
u • (:)i) ~j 
1.008 
1.080 

0.000 
1 • \')(/) (i) 

0.000 
0.000 

1.000 
1 • y\ (i) 0 

1.000 
0.000 

(,.21 

:673:0 
: 7 0 ':> : v; 
:766 : U 

' 

:A::111 
: f, r, ~~ 
: 7~Vl 

:0 
: f/l 
: ~J 

D!\Y: 3 Lt B UW: 6 <S 1 =G) 

Tl<L K 11~ G ALL fU1<+G l/1+2 KF'Y 

1-L!(i) 5.16 

At 
42 
43 
44 

s.j? 

5.16 
0.00 

().00 

4.(.8 

Ao6B 

o.ou 

o.ou 

s.]? 
Lto6f) 
~1.16 
,, • (_, e 

vJ.oo 
().QJ%) 

o:ori 
[) • o o 

5 • ~ 2 
~-68 

~i.}(, 

~.(8 

1 • Cl 0 D 
1.000 
1.(:}(!j(;) 

1.000 

0 • 0 ~J 0 
0.000 
~).()[)(:) 

0.000 

1 • f1 l'l D 
0.000 
1.0~)(') 

0.000 



Df-iTA: 
:0 :59/J 
:0 : (,2/t 
:0 :65/t 
: [-) : 7f'J9 

: 0 
: 0) 

: (l 

: 0 

: 61 6 
:647 
:673 
:729 

198. 

Dt\Y: 39 Bli\D: 1 <S1=f-D 

TRL K 11< KlG I\2H K2G K G ALL fUJ::+G 1/1+2 KEY 

1-40 4.79 Lt. 9 7 lj. 88 4.88 0.491 

-'11 
Lj?. 

43 
LtLt 

0.00 

0.00 
/j. 8 /j 

.It. 8 .It 

0.00 

o.~Jr'l 

5· 0"i 

4.19 

1?).00 
0.00 
0.0[1 
0. (:)0 

5. rJC"J 
Lt.8Lt 

4· 19 
4. 84 

5.00 
IJ.8/t 
LJo 19 
4.B4 

(!).~j(Jfj 

0. (H?l0 
0.(i)fiJ0 
0.(100 

0.000 
f:l.000 
0.000 
O.flC:lfiJ 

0.000 
1 • 00fb 
0. 0(1)0 
1. 000 

41- /j 0.0(1 /j. 8 /.j D• C:H) LJ.6Cl 0. Ql0 Lt. 72 2.36 0. (JfH21 0.0(2)0 0.513 

-'15-8 Lj. /J4 4.52 Lt. LtS 4• Lt8 0. /t9 5 

D.LiTA: 
:o :56 1 :0 : 566 
:0 :621 :0 : 59 .It 
:29 : 6 5[/i : f:J :59 /.j 
:29 :708 : ra : 651 

DAY:39 BIF:D:2 <.Sl=l·!) 

TF~L K ll< }(1 G K2h K2G f< (j f-ILL l:Uh+G 1/1+2 KEY 

1-40 /.j. 5~2 /io56 4· SL! 4o SLJ 0.Lt98 

Lt.l 
LJ2 
Lj3 
/JLJ 

0. Of:? 

/!.68 
9.6ts 

Lt. 68 

!Zl. li)f3 

0.00 

Lt. 52 

{i). 00 

Gj • (:H:l 

0. LH:J 
Lj. 68 
0. (iJO 

lj. ~)2 

9.68 
0.f2)(j 
4.6E: 

4. ~-)2 
9. 6EJ 
Lj.68 
LJ.68 

(:). (ij i;) f,j 

o.c100 
·t.~JU:O 

(i). 000 

0. (ij(ZJ ~1 

(2J. 0(1~) 

1 • fj(?J0 
0. fMJ0 

0.0()0 
1 • (')0(i) 

1. ODD 
1 • 00CJ 

41- Lj 2 • 3Lt 7.18 Q).(J(i) 2.26 1 • 1 7 L!o 72 2 o 9 LJ ~) .199 0. 199 0.808 

L!S-B 4o68 Lj. (,0 Lj. 611 Lj.(,.Lj 0 o 50 Lj 

OAT!\: 
:0 :9 56 :0 :922 
:0 : 10f/l 1 :0 :969 
: V) : 1 (j LJ0 : 0 .. 1012 
:e : 1 139 :0 : 11395 

DAY:39 BH\D:3 <Sl:::F(.) 

Tt'(L K lf< KlG K2n l<2 G f< G ALL fUk+G 1/ 1 ~-2 !{['{ 

1-40 7o7l 7. Ltll 7.57 7o57 0.509 

L!l 
42 
Lt~3 

4LJ 

o.no 

0. ~)(;) 
7. 26 

6.29 

'3. 00 

li) • &J 0 

7.58 

6o9LJ 

0.00 
0.00 
0. f:J0 
('). 00 

7. SG 
7.26 
6. 9 /; 
6.29 

7.58 
7-26 
6. 9/t 
6.29 

0. ~)(,j fij 
0. (J{-){/j 

r:1.0f.:l~) 

0.000 

0.008 
o.0vJO 
0. 00CiJ 
0.CJ0!1J 

0 • (!J(I)!) 

1. l)fi)f) 
0.(;)(10 
1 .000 

Lj}-LJ 0.00 6-77 o.oo 7.26 0.00 7.02 3. 51 f}. f'Hcl Cl 0. (ij(-]0 0. /Jf13 

L:S-B 7.98 6. (-,9 ?.3Lj 7.3Lj rJ.SL!L! 



DtYU\: ..(;93 : () : 73~i .. (1 ..73'? ..0 : 77'? : (l 199. 
: 779 ../j(, : 7'1'? : 0 
:f)(:, /j .. (;) : f) 59 : rJ 

D!'\Y: :39 Hir<n: ll <.S1=G) 

Tl<L Kl !< J< l G f<~F; K2G ~~ G ALL ru l·Z+ G l/ 1 +:::: KFY 

1- /j(l s. 59 s. 9 1 s. 75 s. 75 (1. .ltf56 

/1} 

/!2 

L!3 

Lt.lt 

(.,. 29 

7. c r'
,) () 

CJ • (}0 

7. L:?, 

6.29 

f,) • CJO 

(/1. no 

(/) .vi n 

(;. ?9 
6.29 
7. 58 
o. 00 

D. f)(~ 
{fj. f~CJ 

C• Ci(}/. 
7. 1!2 

6.29 
6.29 
7. 58 
7. L!2 

1 • (i)l() u 
1 .000 
1 Vi f:J 0. 
0.000 

~j. f?;(/;CJ 

0.000 
0.[1(3() 

1 .OCH:1 

1 • vivJ0 
o. [) (j{Zj 

1 Cl L'l Ll. 
1 .f:100 

L!1-L! 6. 91! 3. 71 ~1. 1 5 0. 00 s. 04 1.85 3. /j') L! • 7'3 1 0.269 o. 772 

1!5-f') 6. sc,) 7. 02 6. 9LJ (;.9/t CJ~ /i9Li 

Dl\ TA: 
: 12:v, 
: 129<5 

1 ~.~ (, 1.. 
: 1 1!82 

.0 /;/j/j : \?). .. 
: n . /f7~) : 0. 
: f., rJ : LJ7~: : (:J 

. '' 
: (;\ : 542 : r,J 

'<If.; 

DAY: ~-; <} HI i\D: 5 ( Sl = r.;) 

T1<L K1 I\ Kl r~ l<2f~ l\2G f~ G f:1L L. h/F~+(; 1/ 1 +2 i\FY 

1- /j(i 9. 97 3. 5t) / 77O• h• 77 o. 736 

/; 1 
LJ~~ 

L!3. 
It/! 

J n. rJ 

1 ('i f) 
' • L~ 

(7) • !') (') 

1 ~~. ;~ 

/j. S'l... _r:... 

u. ()() 

o. 00 

v). vlO 

10). 0 

4· 52 
10. ~:: 
Zl. CHJ 

Ci. oc:1 
c. [1 (j),J. 

(j. no 
· 1n. ...c: 

1o. CJ 
!J. "''"' .._ lC:, 

1u ~ ~~ 

1(). 2 

1.(j (0 (J 

1 .OOvi 
1 •cru c,:i 
[j. Vi CJ Ia 

(:i • eJGD 
C) • 0LICI 
o. (:) fl; !() 

1 EJ ~it). 

1 • (jr:J0 

0 • OD\:J 
1 • f? 0 (i) 
1 C}(l)(j. 

/Jl - /j 1u. 1 ~). 08 2.26 G. (')() (.,. 1 7 ?. .S/r /t. 3 ~) 0. 7CJ'0 (.).?92 o. 8 7(~} 

N'i·-K 9 7(,. l- f, 5~~ . 7· 70 7. 7U o. () ~3 /t 

DflTf\: 
: 7C: L'! 

: 7 /;?. 

: 7 ~~~) 
: 8~19 

: (j 
: (Jj 

: ~n 
: 0 

: 7?. ~J .. (') 

: 7 1!6 : () 

: 7 /!6 : 3 1 
.g?,f( : (j 

DAY: ~-~ 9 FH I~D: 6 ( ~; 1=G) 

TW. v.\ 1 j \ K 1 G K?.F; K2Ji ~~ G 1\L.L F:/l'.+(; 1/ 1+2 KFY 

1- /i(j s. f,t; s. p 
u 1 s. 7/J s. 71! (j. Lt91! 

!Jl 
1:2 
113 

/j/! 

(.,. 13 

[5. FlO 
o. (?)(! 

s. DO 

.q. 19 

VJ • r')0 

tl. [:l (;J 

s. or.:; 

(:,. 1 3 
11. 19 
[). 0t) 
(~. 00 

(J. CJO 
~·1 • ~) f0 
s. uo 
s. cu 

6· 13 
Lj • 19 
s. (:) () 

~,. LlU 

1 .1/!CiO 
1 • CiJCJO 
() .oun 
(:! • (';(l;f) 

(/). 000 
0.(!)(;)0 

1 .0 r;JO 

1 .!/) u ('j 

1.CH:J0 
fi. 00~5 
Q). r:J:ao 
1.00 f:l 

Li} ~ /j ~) e Ci (, ?. sn ~~ .1 [) P. s;; ?. ~) (=) 2 . 5~1 2. 51: 0. S(!Jfi (!). 119 ~'- o• 5/::;:; 

/JS-b s. L!(} 6. 6 1 f,. (~) 1 h• {II
··' 1 t::J. /JSO 



200. 

(S - single-stimulus trials, C = choice tr1als) 

s E s s I 0 N 

PHASE 1 PHASE 2 

6 
• Lt-9 
.73 
no 
• 7 J 
no 

7 
• 52 
.92 
ye.r; 
•55 
no 

8 
,lf-3 
.9h 
no 
•56 
no 

9 
• 5h 
.87 
yes 
.56 
no 

10 
.Lt-9 
.5'1­
no 
.Jl 
no 

11 
• 39 
·99 
no 
.51 
no 

12 

,lt-2 
no 

13 

,ln 
no 

1.00 

.h7 
no 

1.00 

,l!-9 
no 

•51 
.62 
yes 
• 08 
ycs 

•52 
.?7 
yes 
• 2_5 
no 

•52 
.55 
ves 
~. !:1-9· 

no 

•53 . 51 
.75 .72 
yes yes 
• 79 •?l 
no no 

. 51 
,OJ 
no 
• Li-7 

. yes 

1.00 

.li-8 
no 

.78 

• 7 2 
yes 

1.00 1.00 

• 51 •51 
no no 

agrcG? 
K

1 
/(K

1
+1: 

2 
S rate ) C 

) 

.J8 ,l}J •h6 
• rJ.~ • 1. b/ • lt-1,_/ ~ 

no yes yes 
C .85 .3l!­ .95 

ra.tc y:s y;s no 

._so 
• Of' ,q~ 

no 
.68 
yes 

.50 
0 (). ·~ 

yes 
•59 

.so .52 
() ..Jc: ? r.;. ...) ./ 

no no 
•.so•57 

.51 
'! 7.~-

no 
• J 1 

• 0 2 

.60 

• so 

.('9 

•~~-7 

.80 

yes 

.so 

yes 

..~/8:::1 
, L~6 

.LJG 

.29 
y;:_?;:, 

o E37 

•LJ-6 .l~-9 
0 55 1. 00 
no no 
• 9!1. 
yes yes 

.so 

.oo 
no 
, Li-E?· 

no 

)rCl• -ru .so .1-!-?J 
~ ?L/· 

-- r1o 
. 01 . ?5 

yes no 

,1!9 
.70 
no 
•?'7 
yes 

• 72 1. 00 

• 23 .'-!·9 
no no 

.52 

yes 

":l.'7 
• J I 

no 

.JO .. 46 .46 .48 .47 
• J 5 •59 •53 •Lj. J ,ljiJ 

yes no no yes yes 
0 9 6 1. 0 0 1. 0 0 1. 0 0 l. 0 0 

.SO .49 
• 2 0 0 51 
yes no 
• 72 1. 0 0 

.49 
•2 J 
ye~; ...-,q

( ,__. 

.1 7 

.67 1.00 1.00 .80 
no no no yes no yes yes no yes no no no 

,, ') 
• Yt._., 

.26 

ye:::; 
r-,(,

• )-J 

yes 

,lj)~. 

,l.r-6 
yes 
.01 
yes 

0 l:.lj. 

• 21. 

yes 
,JJ 
~yes 

I ~~-6 

• 26 

ye:.:; 
.2El 
yc~s 

Jl·7 
• lj.l~. 

ye~"> 

,lj.g 

• LJ6 
.?2 
no 

.72 
yes yes 

? l'• J 

7 l 
I -' 

yes 

.88 

yeE~ 

o9(' 

61 
• l_ 

.61 ·75 ·73 .91 




201. 


EXPEJUI'-":ENri' I~ SUMMARY DNI'A ( cont' d) 

s I 0 N 

PHASE 2 	 PHASE J 

20 21 22 '-·?J 211 25 26 2'7 

54 28 ,U3 .oo .oo .ooI I 

t'\gl''Of;? 

K 1(K +K ) C .41 611- .1+ 5 57 .76 .52 .?6 .26 .71 ,Lr9 ,/1-6 .55 
S rat<:>.>C rate no no no no no no no no no no no no 

1 1 2
I I 

Bird 11 2 
H I(R +H ) S 
Ri/(RLl-R2 ) C 1. • 0 0 • 9 0 1. 0 0 1. 0 0 • 73 • ~~ 9 • 51 • 0 5 , 0 J •0 0 • 0 0 • 0 0 

1 2 
agreE~? 


K /(K +K?) C .l-f6 .62 .52 .52 .751.00 ._53 .50 .57 .1~9 .50 .51 

1 1 '-­s rate>C rate yes no yes no no no no no yes no no no 

•Bird 	//J 
R /(I-( +R ) S 
Rt/(Rf+H~) C .50 .62 ,86 .79 ,00 ,00 .00 .00 ,00 .00 .00 .00 

ae:r·2e? 
K 1 I (K 1 +1~ 2 ) c l • 0 0 • 9 9 • 7 6 •75 •7l • 5J • _51-~ • _51~ • 60 •?I+ • 8 J •70 

S rate>C ratP yes yes yes no yes yes no yes yes yes yes yes 

Bi :c d // LI­
E I(E_ +R,J ;-; 

R 1 1(R 1 +R 1~) C 1.00 .751.001.00 .55 .oL~ .oo .oo .39 .oo .oo .oo 


1 1 2
agree? 

K 1u~ +K ) c •s4 •2 6 • so . '-19 • o 6 •Lr!+ • 55 • 5'-1- 1. o o • 5J •YJ •58 


1 1 2 
S rate>C rate yes no no no no no no no yc-::s no no no 

Bird /! 5 
R /(R +H ) S 
R1/(R 1+R2

2 ) C .50 .75 • 99 l. 00 .oo .07 .07 .. oo .oo .021 1
ag:cec? 

K 1(K +K ) C 1,00 .77 • 57 • 51+ . s J •62


1 1 2 
S rate:>C rate; no no no no no yes yes yes yefJ ·no ~yes 

Bi rcl /16 
E

1 
1(R1 -1··R')) S 

R1I (R~ +R~ ) c 1 • 0 0 1. 0 0 l. 0 0 • 9J • 0 0 • 0 0 • 0 0 • 52 • 0 0 • 0 l • 0 2 • 2 9 
8 crree~ 
K~I(K~-Hc2 ) c .h6 .52 .5'7 .91 .ho .1-r? ,14-9 .4-4 ,L:-9 .57 .57 .1 o 
S ratc~>C rate yes yes ye:cl no yes ye~" ye~; no no yes yc::> yes 

I~1~~Al\J 

1(Rf~-R ) c •sJ •e11 • 9 7 • 9 5 o 4 7 • 2 6 •1 J •1 5 •11 • o o o o ; o 50R1 2 



202. 

EXPERINENT 4 SU~~~ARY DATA (cont'd) 

S E S S I 0 N 

PHASE l~ PHM:.lE 5 

28 29 30 31 32 33 J/:. 35 36 37 .33 39 

~i~~~~i~~~~~ ~ 1.oo 1.oo r.oo 1.oo 1.oo 1.oo .?8 .zG J~s .oo .oo .oo 
ag:cee? 

0K1/(K1+K 2 ) C .51 .49 .52 .50 •hu ._.,-c;1 
S rate)C rate no no yes yes ye~3 no no no yr~s yes yes yes 

Bird ,/2 
H /(H +R ) S -.·­

1H /(RLr-R2) C .?5 .761.00 .?5 .81 .1-~6 .68 .51 .?4· .7h .51 .20
1 l 2.L 

a.crroer? 

K~/(K~+K 2 ) c .711.• 25 .52 .?J .73 .57 .66 .l-18 .7Lr .76 .50 .81 

S rate)C rate no no yes yes yes yes no no no no no· 


Bird //3 

R /(R +R ) S --·- · 

R1· /(R1+R 2 ) C 1.001.001.001.001.001.00 .28 .00 .00 .00 .00 .00


1 1 2 
agree? .n(,

( \)K /(K +K ) C .56 .53 .50 •50 •51
1 1 2 

S rate'7C ratt.; yes yes yes yes yes no no n.o ···- yes ye:c:> 

Bird ;W~ 
R1/(R 1 +H?) S 

H /(Ej.+E2) C .9·31.oo 1.oo 1.oo 1.oo 1.oo Jw .52 .oo .5'J .oo .2?


1
ac;ree? 
K (K +Y )

1 1 2 
C .53 .0'( •55 •50 .so ._) 

t'?·­ •7'7 
S rate)C rate yes no no no no no yes yes no no no no 

B:i.:cd II 5 
R /(R +F\ )
Hlj(1\l+H2) 

1 l 2)
ar::ree? 

S 
C .23 .~-5 .191.00 .22 .72 .26 •50 •11·9 2 0 

• I 

K'""/(K +K ) C 
1 l 2 

" r ,, ·t r_,>(' l""" ·t 0"~) CA.t.:::\J d ........ 

• 21 • 0 0 

yes yes 
• 3 0 

yes 

• 6 0 

yes 
• J 1.~ 

yes 
• 7 9 

no 
.87 
no 

o 96 1, () 0 

no no 
• 8 9 1o 0 0 

no no 
o 8 7 
no 

Bird //6 
R /(R +R ) S 
pl/(FJl+P2) C.\ \1 ·'2l -· 
agree? 
K /(K +K ) C 

1 1 2 

,871.00 loOO 

.56 .51 •55 

.81~- 1.001.00 

• '11 .h'-J. • 52 

,00 

•53 

.75 .23 ,LJ·9 

•2 3 • 7 5 1. 0 0 

.33 

• 3 3 

.48 

S rato)C rate yes no no yes no no yes no no no yes yes 

r·.1l~~AN 
n 1 j(l~(I·H 2 ) C .81 .8'? ,87 .93 .8'-l- ,86 .'-10 ,1-~2 ,J2 ,JI-t ,22 .21 

http:1.001.001.001.001.001.00
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