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'l'his thesis deals with algorithms which, for a 

given square matrix A of order .n, construct permutation 

matrices P and 0 (if they exist) such that PAO is a can-

onical form of A. The pertinent theory of fully indecom-

posable matrices is discussed and detailed description is 

given of the algorithm by Dulmage and Mendelsohn. The 

connection between irreducible and fully indecomposable 

matrices is also examined, and it is observed that Harary's 

algorithm for bringing a matrix to a normal form is inter-

changeable with the second part of the Dulmage and Mendel-

sohn algorithm. Efficient computer programs for the Dulmage 

and Mendelsohn algorithm are presented which are directly 

applicable to various numerical problems. 
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1. FULLY INDECOMPOSABLE MATRICES 

1.1 INTRODUCTION 

This thesis deals with algorithms which, for a 

given square matrix A=(aij) of order n (henceforth denoted 

simply A), construct permutation matrices P and Q (if they 

exist) such that PAQ is a canonical form of A. The perti­

nent theory of fully indecomposable and irreducible matrices 

is presented in section 1.3. Since we are primarily con­

cerned with the points of nonzero entries in A rather than 

the entries, we work with the pattern of a matrix (see 

section 1.2) and consider (0,1)-matrices only. 

In Chapter 2, we discuss the term rank and coverance 

of a matrix. In this connection, the classical Konig-Hall 

Theorem plays an important role. 

In section 3.3, we explain Egerv~s algorithm which 

in essence constitutes the first part of the Dulmage and 

~endelsohn algorithm. The second part is presented in 

section 3.1. In section 3.2, Harary's algorithm is dis­

cussed which performs the same task as the second part of 

the Dulmage and Mendelsohn algorithm. 

The remainder of the thesis is devoted to the pres­

entation of computer programs of the Dulmage and Mendelsohn 

algorithm which should prove valuable in the realm of 

numerical analysis (e.g. Forsythe and Moler (1), pp. 14-15: 

A Research Problem) . 
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1.2 PATTERN OF A MATRIX 

We say that {i,j} is a nonzero point of A if 

aij~O where aij is the entry at point {i,j}. The set of 

nonzero points of A is called the pattern of A. Hence a 

pattern is simply a subset of the set J={(i,j)li=l,2, ... ,n; 

j=l,2, ... ,n} for some natural number n. 

In connection with matrices, it is customary to 

use the word line to refer to either the word 'row' or the 

word 'column'. For the purpose of our discussion, it is 

convenient to define the i-th row as the set {{i,l}, (i,2}, 

•.• , (i,n)} and the j-th column as the set { (l,j), (2,j), .•• , 

(n,j) }. This way a line is simply a pattern of a special 

kind. 

Points (iltj1 ), (i2,j2), ... , (ik,jk) are independent 

if no two points appear on the same line. A diagonal of 

A consists of n independent points. 

1.3 DEFINITIONS 

2 

A matrix whose entries consist solely of the integers 

0 and l is called a (0,1)-matrix. A permutation matrix is 

a (0,1)-matrix which has exactly n l's at independent 

points. Prernultiplying A by a permutation matrix permutes 

the rows of A while postmultiplyinq A by a permutation ma­

trix permutes the columns of A. 
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Definition 1.3.1 If A is of order n~2, then A is fully in-

decomposable if no permutation matrices P and Q exist such 

that 

PAQ = [ c D 

B 0 

] ( 1) 

where B and D are square submatrices and 0 is a zero sub-

matrix. If A is of order 1, then A is fully indecomposable 

if its only entry is nonzero. If A is not fully indecompos-

able, then A is partly decomposable. 

If A 1s partly decomposable and either of the dia-

gonal submatrices B and D in (1) is partly decomposable, 

then there exist permutation matrices P
1 

and Q
1 

such that 

0 0 

0 

Continuing this process, after a finite number of steps 

we obtain a canonical form 

0 0 

0 

A 
mm 

where each of the diagonal submatrices A , p=l,2, ... ,m is 
pp 

either fully indecomposable or is a zero submatrix of order 1. 



Definition 1.3.2 A is reducible if there exists a permu-

tation matrix R such that 
B 0 

1 
( 2) 

c D 

where B and D are square submatrices and 0 is a zero sub-

matrix. If A is not reducible, then A is irreducible. 

If A is reducible and either of the diagonal sub-

matrices B and D in (2) is reducible, then there exists a 

permutation matrix R
1 

such that 

0 0 

0 

Continuing this process, after a finite number of steps we 

obtain a normal form 

0 

Aml 

0 

0 

A 
mm 

where each of the diagonal submatrices A , p=l,2, ... ,m is 
pp 

irreducible. 

4 

Remark 1.3.1 Every reducible matrix is partly decomposable 

and every fully indecomposable matrix is irreducible. The matrix 



[ 0 

1 : l 
l S partly d e composable and irreducible. 
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2. THE TERM RANK AND COVERANCE OF A MATRIX 

2.1 THE K5NIG-HALL THEOREM 

Let P be the pattern of A and let L be a set of lines. 

Then L is a k-cover of A if ILI=k and Pc U h. The coverance 
-hEL 

of A is c if c is the minimum number of lines required to 

cover A. The term rank of A is r if r is the largest 

number such that P has a subset of r independent points. 

Remark 2.1.1 The term rank and coverance of a matrix are 

invariant under permutation of rows and columns of a matrix. 

From the definitions it follows immediately that the 

coverance of A is at least equal to the term rank of A. The 

following is a classical theorem of D. Konig (2). 

Theorem 2.1.1 (D. Konig). The term rank of a matrix is 

equal to its coverance. 

A corollary of this theorem is the well known 

theorem of P. Hall {3) on systems of distinct representatives. 

Let F=(s 1 ,s2 , •.. ,Sn) be ann-tuple of {not necessarily 

distinct) subsets of an arbitrary finite set S, then the n-

tuple (al,a2,···,an) formed from distinct elements of Sis 

called a system of distinct representatives {abbreviated 

SDR) for F. 

Theorem 2.1.2 {P. Hall). F has an SDR if and only if the 

following condition holds: For each k=l,2, ..• ,n, any k of 
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the sets s 1 ,s2 , .•. ,sn contain between them at least k 

distinct elements. 

2 . 2 DUL.'1AGE AND MENDELSOHN'S ALGORITHM 
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Since we are primarily concerned in this thesis with 

determining whether or not a matrix is fully indecomposable, 

the following theorem {4} reveals that we need only consider 

matrices with term rank n. 

Theorem 2.2.1 {Frobenius-Konig}. Every diagonal of A con-

tains a zero entry if and only if A has an sxt zero submatrix 

with s+t = n+l. 

Proof Assume A is of the form 

[ 
B 0 

l c D 

where 0 is an sxt zero submatrix. Suppose that A has a 

strictly positive diagonal. Then t points of the diagonal 

must lie in submatrix D. Hence t = n-s. But then t<n-s+l, 

a contradiction. 

We prove the necessity by induction on n. If A is 

a zero matrix, there is nothing to prove. Assume a· ·10 1] 

for some point {i,j}. Then each diagonal of A must contain 

a zero entry; and, by the induction hypothesis, A has a 

uxv zero submatrix with u+v = {n-1)+1. Hence there exist 

permutation matrices P and Q such that 



PAQ = [ 
B 

c : l 
where 0 is a u x (n-u) zero submatrix. If all the entries 

of any diagonal of submatrix B are nonzero, then all the 

diagonals of submatrix D must contain a zero entry. It 

follows that all the diagonals of B or D must contain a 

zero entry. Without loss of generality, assume the former 

is the case. Then, by the induction hypothesis, B must 

contain a pxq zero submatrix with p+q = u+l. But then the 

first u rows of PAQ contain a p x (q+v) zero submatrix and 

p + (q+v) = (p+q) + (n-u) = (u+l) + (n-u) = n+l. 

Corollary 2.2.1 

rank of A is n. 

Remark 2.2.1 

If A is fully indecomposable, the term 

A square matrix has at least two n-covers: 

a set of n horizontal lines and a set of n vertical lines. 

Theorem 2.2.2 If the order of A is n~2, then A is fully 

indecomposable if and only if A has precisely two n-covers. 

Proof Assume A is fully indecomposable and has an n-cover 

consisting of r rows and n-r columns. Then there exist 

permutation matrices P and Q such that 

PAQ = [ : : l 

8 
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Hhere H is a sauare submatrix of order n-r, D is a scruare 

submatrix of order r, and 0 is a zero submatrix. Hence A 

is partly decomoosable, a contradiction. 

Assume A has precisely two n-covers and is partly 

decomposable. Then there exist permutation matrices P and 

() such that 

[ 
a 0 I 

PAQ = 
J c D 

where p 
LJ and D are square submatrices and 0 is a zero sub-

matrix. Suopose B is of order n-r and D is of order r. 

Consequently the last r rows and first n-r columns of PAO 

constitute an n-cover of PAQ other than a set of n horizon-

tal lines and a set of n vertical lines, a contradiction. 

Remark 2.2.2 If the term rank of A is n and A is not 

fully indecomposable, then there exist permutation matrices 

P and n such that 

PAQ 

l\ l m 

0 

0 

PAQ l1as u strictly Positive main diaqonal, and each of the 

diuqonal submntriccs A , p=l,2, ... ,m, is fully indecomros­pp . 

able. 

1'hcorem 2. 2 . 3 ( 5) A is fully indecomposable if and only 
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if there exist nermutation m.J.trices P and Q such that Pl\(l 

has a strictly oositive main diagonal and is irreducible. 

Proof Let 1\ be fully indecomposable. Then, by Theorem 

2. 2.1, there exist permutation matrices P and ') such that 

Pl\() iws a strictly positive main diarronal. Since Pl\0 is 

fully indecomoosa~le if and only if 1\ is, PAO is irreducible. 

Conversely, suppose PAQ has a strictly positive main 

diarronal and is irreducible. Without loss of generality, 

we may assume PAO = A. Suppose A is not fully indecornpos-

able and let P 1 and o1 be oermutation matrices such that 

[ c D 

B 0 

l 
where H and D are sauare submatrices and 0 is : zero sub-

matrix. Suppose B is of order r and D is of order n-r. 

1 l 1 T 'l'hen we may write P1Ao 1 = !'.. Q where A = P 1AP 1 is again 

a matrix with a strictly positive main diagonal and ol = 

P 1o1 is a permutation matrix. But then it follows that 01 

permutes the first r columns of Al among themselves and the 

last n-r columns of l\l among themselves. Hence A is reducihle, 

a contradiction. 

Herein is the Dulmage and ~·lencielsohn algorithm ( 6) . 

Part one determines whether or not permutation matrices P 

and t.) exist such that PAC) has a strictly posi tivc main 

diaqonal. If this is indeed the ca~:>c, part two ci thcr con-

eludes that 1\ is fully indecomposable or decomposes Pl\Q to 

a normal form as given in Remark 2.2.2. 



3. THE DECOMPOSITION OF MATRICES 

3.1 THE DECOMPOSITION ALGORITHM 

A partition of a set S is a family of nonvai.d st:bsets 

cs1 ,s 2 , ..• ,Sm) such that the union of all the subsets in 

the family is S and the intersection of any two distinct 

subsets in the family is empty. 

Let H = (M1 ,I·-1 2 , ••• ,Mr) and N = (N1 ,N2 , ••• ,Nr) be two 

partitions of the set of first n natural numbers. Then to 

(I-1, N} there corresponds a function P~.1N '!tlhich maps the 

(0,1)-matrices of order n onto the (0,1)-matrices of order 

r according to the following rule: the (i*,j*)-entry of 

A*=pMN(A) is 1 if and only if I .I aij~O. A* is 
ie:Mi* JE:Nj* 

called the induced matrix. 

A set of k independent nonzero points is called a 

k-transversal. We will refer to an n-transversal simply 

as a transversal. 

A sequence of nonzero points (il,j 1 ),(i 2 ,j 2 ) , .•• , 

(ik,jk) is a chain (of length k) if no two adjacent points 

are identical, every two consecutive points are on a line, 

but no three consecutive points are on a line. A chain is 

simple if no point appears twice. Let T denote a transversal. 

Then an alternating chain (with respect to T) is a chain 

with every other point in T. The chain (i1 ,j 1 ) ,(i2,j2) , .•• , 

11 



(ik,jk) is a cycle if (ik-l'jk-l), (ik,jk), (i 1 ,j 1 ), 

(i
2
,j

2
) is a chain. 

Remark 3.1.1 The length of every cycle is even. 

A nonzero point is admissible if it is a point of 

a transversal. Otherwise a nonzero point is inadmissible. 

Remark 3.1.2 Let C be an alternating cycle with respect 

to a transversal T. Let c
1 

(C
2

) denote the set of points 

of C which belong (do not belong) to T. Then the points 

of c
1 

are admissible by definition. 

12 

transversal and hence the points in c
2 

are admissible. 

Consequently every point in an alternating cycle is admissible. 

Remark 3.1.3 It follows from Konig's Theorem that a point 

(i,j) in A is inadmissible if and only if there is ann­

cover of A such that (i,j) belongs to two lines of the n-

cover. 

Remark 3.1.4 If the order of A is n~2, a necessary condition 

for A to be fully indecomposable is that every line of A 

contains at least two nonzero points. 

Repeating Remark 2.2.2, if the term rank of A is n 

and A is not fully indecomposable, then there exist permu­

tation matrices P and Q such that 



0 

PAQ = 

0 

0 

A 
rrun 

( 3) 

PAQ has a strictly positive main diagonal, and each of the 

13 

diagonal submatrices A , p=l,2, ... ,m, is fully indecompos­
pp 

able. In addition, we have the following: 

Remark 3.1.5 By Remark 3.1.3, every nonzero point in the 

diagonal submatrices in {3) is admissible while the remain-

ing nonzero points are inadmissible. 

Remark 3.1.6 If C is an alternating cycle in PAQ, then 

every point in C is in one of the diagonal submatrices. 

Remark 3.1.7 All the nonzero points in one of the diagonal 

submatrices of order at least 2 form an alternating cycle. 

The preceding remarks yield irrunediately the follow-

ing theorem: 

Theorem 3.1.1 If C is an alternating cycle (i
1
,i

1
), (i

1
,i

2
), 

then the restriction of A to DxD is fully indecomposable. 

LetS= {1,2, ... ,n} and assume A has a strictly 

positive main diagonal. The decomposition algorithm begins 
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by constructing a finite alternating chain (i
1
,i

1
), (i

1
,i

2
), 

If ik+l = i for some r<k, then 
r 

nating cycle c
1 

of length 2r
1 

(r
1
=k-r+l). 

Let B
1 

= {1,2, ... ,n-r
1

+1} and let 8
1 

be the surjection 

8
1

: S-~1 such that 8
1

(i) = 1 if (i,i) is a point in c
1 

and o
1 

-1 s-e
1 

(1). preserves the order of magnitude of the integers in 

Then D
1 

-1 -1 -1 (e
1 

(1),8
1 

(2), ... ,e
1 

(n-r
1

+1)) is a partition 

of S and (D
1

,D
1

) induces a matrix A
1 

from A. It is apparent 

that ( e
1 

( i 
1 

) , e
1 

( i 
1 

) ) , ( e
1 

( i 
1 

) , 8
1 

( i 
2 

) ) , . . . , ( 8
1 

( i r ) , e
1 

( i r) ) 

is a simple alternating chain in A
1 

(of course the last 

point of this chain is (1,1) since 8
1 

(ir)=l). 

Continue the chain from point (1,1) in A forming an 
1 

induced matrix as above whenever a simple alternating cycle 

is found. 

Eventually the alternating chain will terminate at 

some point (t,t) of Ak, the only nonzero point in row t of 

Then the rest~iction of A to 

~- 1 (t)x~-l(t) is carried into point (t,t). By Theorem 3.1.1, 

-1 -1 
the restriction of A to ¢ (t)x¢ (t) is fully indecomposable. 

In addition, the restriction of A to ~-l(t)x(S-~-l(t)) is a 

zero submatrix. Hence we may construct a permutation matrix 
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R
1 

such that 0 l D 

\!here A
11 

is fully indecomposable. 

Repeating the above procedure, a new chain is con-

structed in the restriction of Ak to (3k-t)x(Bk-t). 

~ltimately m chains will be reauired to exhaust A. 

lienee, 1·1e may construct a permutation matrix R = RmRm-1· .. R1 

such that 

7\ml 

() 

' ' ' mm 
'I' 

PAR has a strictly positive main diagonal, each of the 

diagonal submatrices App' p=l,2, .•. ,m, is fully indecom?OS­

able, and A is in a normal form. 

3. 2 lll\PJ\RY Is ?\LGOlUTHI\1 ( 7) 

in A is reachable from a non-

zero point (i
1
,j

1
) in 1\ if either (i

1
,j 1 ) = (i 2 ,j

2
) or there 

exists a chain in 7\ starting with (il' j 1 ) and endinrr with (i2, j 2 ). 

Let S = {1,2, ... ,n} and assume B = (b .. {1)) is a 
11 

(0,1)-matrix of order n with a strictly positive main diagonal. 

Let '1' = { (1,1), (2,2), ... , (n,n)}. 

. · n-1 __ (b .. (n--1)) · P1rst compute matr1x B lJ us1ng 

multiplication and addition. For 2~k,n-l, bij(k) = 

boolean 

I bi~-1 \)rj(l) 
r=l 

is 1 if and only if either bij(k-l} = 1 o~ there is a simple 

LJ.l terna tinq chain in f3 (with respect to 'I') of length 2k-l 



16 

such that a nonzero point (i*,j), i*fj, in column j of B is 

reachable from a nonzero point (i,j*) ,j*fi, in row i of B. 

Remark 3.2.1 If the (i,j)-entry of any pmver of B is 1, 

then the (i,j)-entry of any higher power of il is 1. 

Remark 3.2.2 Bn-l = BP whenever p~n-1 since the longest 

simple alternating chain in B (with respect to rr) as defined 

above consists of 2n-3 points. Bn-l is called the reachahi~ 

_i_!:y _211~-t:._r~x . 

• T ' tl t 1 th f t . u 2 I} 
4 B 8 •,-.e Ol)Serve 1a on y e secruence o ma r1ces .u , d , . , 

need be computed in order to find nn-l. 

~ext each row of un-1 is searched in turn until a row, 

say i, is found such that, for each nonzero point (i,j 1 ), 

(2,j2), ... , (i,jk) in rmv i, b· · (n-l) = b · · (n-l) = 1 for 
1Jp Jp1 

p=l,2, ... ,k. Let s 1 = {j 1 ,j 2 , •.• ,jk}. Consequently each 

nonzero point in the restriction of B to s 1xs 1 is a point of 

an alternating cycle; and, by Theorem 3.1.1, the restriction 

of B to s 1xs 1 is fully indecomposable. In addition, the re-

striction of n to s 1x(s-s 1 ) is a zero submatrix. Hence we 

may construct a permutation matrix Rl such that 

'I' [ 7\11 0 l HlBP.l = 
c D 

where A11 is fully indecomPosable. 

Delete from un-l all the rows and columns whose 

:i.ndices are in the set s1 but preserve the original rmv 

and column indices of en-1 in the resultinq submatrix. 



Repeat the above procedure on this submatrix. 

Ultimately the partition (s1 ,s 2 , ... ,Sm) of Swill 

be formed. Hence we may construct a permutation matrix 

R ~ R R 
1 
... R

1 
such that m m-

1\nl 

0 

0 

RBRT has a strictly positive main diagonal, each of the 

diagonal submatrices App' p=l,2, •.• ,m, is fully indecompos­

able, and B is in a normal form. 

3. 3 THE TRANSVERSAL ALGORITHJI.1 

If the term rank of A (denotedp(h)) is p, then A 

has a p-transversal. ~·Jhen A is large, the selection of p 

such nonzero points is not a trivial task. An efficient 
~ 

algorithm to do this has been provided by E. Egervary (8). 

This algorithm is also known as the 'Hungarian Hethod' 

(see Kuhn (9)) and lends itself in a natural way to 

computer programming (10). If A has a transversal, then 

the algorithm constructs one. If A has no transversal, 

the algorithm can be used to detect this fact. 

A k-transversal is a maximal transversal if it can 

not be extended to a (k+l)-transversal by the addition of 

17 



a point. 

Let T be a maximal transversal. A simple chain 

(i 1 ,j 1 J, (i 2 ,j 2 ) , ••• , (i2a+l'j 2 +l) is an augmenting chain 
- q 

(with respect toT) if (i2r,j2r> ET for r=l,2, •.• ,q 

but no points from row i 1 or column j 2a+l helon0 to T. 

Theorem 3.3.1 (Egervary) If T is a maximal transversal 

in A, then p(A) = ITI if and only if there is no augmenting 

chain in A (with respect to T) • 

Proof Suppose p (A) = IT I = k and there is an augmenting 

chain (i 1 ,j 1 ) ,(i 2 ,j 2 ) , .•• ,(i 2q+l'j 2q+l) in A (with respect 

toT). Then we can construct a (k+l)-transversal from T 

and 

Thus p(A)>ITI, a contradiction. 

Suppose there is no augmenting chain in A (with 

respect to T) • Clearly the coverance of A is at least 

equal to IT I. ~'Je shall now construct a minimum cover of 

A revealing the coverance of A is exactly equal to IT!. 

Select a row r 1 of A with a nonzero point such that T has 

no point in row r 1 and let T 1 denote the set of points in 

T which are reachable from some nonzero point in row r 1 . 

Next select a different row r 2 in A with a nonzero point 

such that T has no point in row r 2 and let T2 denote the 

18 



set of points in T-T1 which are reachable from some non­

zero point m row r2. Continuing in this manner, after a 

finite number of steps we will reach a row rw of A with a 

nonzero point such that T has no point in row r but will 
w 

be unable to find a row rw+l with a nonzero point such 

in row r,
17
+l" Let T,17 denote the set of that T has no poi~t 

w-1 
points in T- U Tm which are reachable from some nonzero 

m=l 

19 

point in row rw. \vi thout loss of generality, \'le may assume 
w 

T = {(il,jl), (i 2 ,j 2 ), ... , (ik,jk)} and U Tm = {(i1 ,j 1 ), 
m=l 

(i 2 ,j 2 ), .•. , (iP,jp)}. Then columns j 1 ,j 2 , .•• , jp of A and 

rows i +l'i +2 , .•• ,ik of A constitute a minimum cover of A. p p 

For, since T is maximal, any nonzero point (i,j) in a row 

rv of A, l~v~w, is covered by a vertical line. In addition, 

a nonzero point (i,j) in A in the same row as a point in 

T but not in the same column as a point in T is covered by 

a horizontal line. Othen'lise point (i,j) is reachable from 

a nonzero point in some row rv of A, l~v~w, by an augmenting 

chain in A (with respect to T), a contradiction. It is 

evident from the construction that each nonzero point in 

the same row and column as a point in T is covered by at 

least one line. Thus the coverance of A is IT!; and, by 

Konig's Theorem, p(A)=ITI. 

The algorithm begins by selecting nonzero indepen-

dent points (i,j 1 ), (2,j 2 ), ••• from rows 1,2, .•. of A 

respectively until a maximal transversal T is found. 
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If jTj = n, then there exists a permutation matrix P such 

that PI\ has a strictly positive main diaqonal. Othenvise, 

assuminq p(A) = n, we apply Eqerv&ry's Theorem and continue 

as before. 

3. 4 <:.?nc_~udj_n_g_~~m_a_rk§_ 

In the remainder of this thesis, computer proqrams 

of the foreqoinq algorithms are presented. For larqe ma­

trices, a comparison of the tables in sections C and D of 

the i\ppendix apt:>ears to indicate that the second part of 

the Dulmaqe and ~endelsohn algorithm is more efficient 

than ilarary' s alqori thm for decomposing a rna trix to a 

normal form. 



APPENDIX 

A. P ROG RA£.1 DE COI1P 

I. Pur12._C?_S~ 

Program DECOMP (written in FORT~~) determines 

\vhether or not a matrix is fully indecomposable. 

I I. '1cthod 

The method has oreviously been presented in section 

2.2 of the thesis. Program DECO~P reads and orints oerti-

nent data oertaininq to subroutine EGVARY and subroutine 

DULfilBN or HARARY. DECOHP begins by calling subroutine 

EGVARY to determine whether or not A has a transversal. 

If a transversal is not found, DECOMP prints the term 

rank of A and a minimum cover of A. Othenvise l'• is re-

turried with a nonzero main diagonal and either subroutine 

DULMI'N or liARl\RY is called. in order to decompose A to <:1 

normal form. 

21 



III. Flowchart, Listing and Typical Printouts 

A IS 
FULLY 
INDECOM­
POSABLE 

Yes 

DECOMP 

CALL 
EGVARY 

No 

CALL 
DULHEN 

OR 
HARARY 

CALL 
EXIT 

Yes 

No 

CALL 
EXIT 

A IS 
PAR'l'LY 
DECOM­
POSABLE 

22 
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PROGRAM oECCMP(tNPUTtCUTPUT,TAPES:INPUT,TAPE6=0UTPUT) 

c 

C PURPOSE 

C TO DETER~INE WHET~ER OR NOT A MATRIX IS FULLY 

C JNDECOMPCSABLE. 

c 

C SUBROUTINES CALLED 

C EGVARV A~D OULMEN 

c 

.. 

c 

INTEGER PER,HORtVERT 

DIMENSION AClOtlO) tS(lO,ll) tREPNG(l(l) tREPAYClO), 

PER(l0) tS~ORT(lO> tTAlL(lO) tHORClO) tVEPrllOl • 

IRfHlO) ,woRK(lO) tHLOCH(iO> tZE~Ol Clll t 

Ct-<AIN(ll) ,HLDPER(lll tSTART(ll) tFINISH(ll>, 

It-.0(10) 

EQUIVALENCE (REPNGttRR),(~EPHYtWOPK)t(SHORT,HLOCH), 

CTAILtZERCl)tCHO~tCHAtN)t(VEPTtHLOPER) 

NN=lO 

C NTIMES IS T~E TOTAL N~MBER OF TIMES THE PROGRAM 

C IS TO dE EXECUTED. 

c 

READC5tl) NTIMES 

DO 350 LLL=l•NTIMES 

c 



C READ AND PRINT MATRIX A, 

c 

c 

READCS•U N 

WRITEC6t2l ~ 

NPl=N+l 

DO 100 I=ltl\ 

REAOC5t3l CACltJ)•J=ltN) 

lOO WRITECotAl CA(I,JltJ=ltN) 

C CALL SUBROUTINE EGVARY, 

c 

CALL TOCKS 

CALL EuVAHYCNtNNtLLtAtStREPNG,REP~Y,PEReSHORTt 

• TAILtiNQtHORtVERT) 

CALL TOCKP 

IFCLL.EQeO) GO TO 310 

c 

C NO TRANSVERSAL HAS BEEN FOUND, PRINT THE TERM RANK 

C OF A A~D A ~INIMUM cOVER OF A, 

c 

NMLL=N•LL 

WRITEC6,13) NMLL 

WRITEC6tl5) 

K:O 

DO 200 I=ltt\ 

24 
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IFCVF.RTCI> •EQ.O) GO TO 200 

K=K+l 

VERT(K)=I 

2oo CONTINUE 

IF CK.E'-J.O) GO TO 205 

WRITE(6tll) <VERTCI> tl=ltK) 

K=O 

205 DO 210 I=l•" 

IFCHOR(J) .EQ.O) GO TO 210 

K=K+l 

HORCK>=I 

210 CONTINUE 

IF<K.EQ.O) GO TO 350 

WRITEC6tl4) (HOR(l) ,I=ltK) 

GO TO 350 

c 

C A TRANSVERSAL HAS BEEN FOUND. PRINT A WITH A NONZERO 

C MAIN DIAGONAL AND PRl~T ARRAY PER. 

c 

c 

310 WRITEC6,4) 

DO 320 I=ltN 

320 WRITF.C6t8) CA(I,J) tJ=ltN) 

WRITE(6,9) 

WRITEC6,t0) CPER(l)elti=ltN) 



C CALL SUBROUTINE DULMEN. 

c 

c 

CALL TOCKS 

CALL OULM~NCNtNNtKK,M~tAtStPE~tiRRtWORK,HLDCHt 

ZEROltCHAIN,HLDPERtSTART,FINISH) 

CALL TOCKP 

IF(MM.EQ.l) GO TO 330 

C A IS FULLY INDECOMPOSABLE. 

c 

c 

WRITF.:C6t5) 

GO TO 350 

C A IS PARTLY DECOMPOSABLE• PRINT A IN A NORMAL FORM 

C AND PRI~T ARRAYS PER AND IRRe 

c 

330 WRITEC6t6) 

DO 339 I=ltN 

339 WRITEC6,8) (A (I ,J) tJ=ltN) 

WRITEC6t9) 

WRITEC6tl0) CPEFHI> ,Iti=ltN) 

WRITE(6,9) 

WRITE<6t12) (IRR(l)tltl=ltKK> 

3so CONTINUE 

WRITEC6,7) 

26 



CALL EXIT 

1 FORMAT(IS) 

2 FORMAT(1~lt////tlOX,l8HINITIAL MATRIX A, 

17HTHE O~OER OF A 1St13,1) 

3 FO~MAT(8Fl0,1) 

4 FORMAT(lH0tlOXt24HMA~RIX A WITH A NONZERO 

• 14HMA1~ DIAGONAL,,/) 

27 

5 FORMAT(lHUtlOX,33HMATRIX A IS FULLY INDECOMPOSA8LE,,/) 

6 FORMAT(lH0tl0Xt26HMATRIX A IN A NORMAL FORM.,/) 

7 FORMAT<lHOtlOXt11HEND OF JOA,) 

8 FORMAT(lH tl0Xtl5F7,~) 

q FORMAT(lH 

10 FORMAT(lH t10X,4CI3,5h=PERCti3tlH)t3X)) 

11 FORMAT(l~OtlSX,8HCOLU~NS tlO(I3tlHt)) 

12 FO~MAT(1H tl0Xt4CI3,5~=l~R(tl3t1H),JX)) 

13 FORMAT(1H0t10X,33HMA!RIX A IS PARTLY DECOMPOSABLE• , 

- 21HTH~ TE~M RANK OF A ISti3t/) 

14 FORMAT(lH0tlSX,8H ROWS tlO(IJ,lHt)) 

15 FORMAT(lH tlOX,21HA MINIMUM CCVER OF Ae) 

END 



c 
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PROGRA~ oECCMP(INPUTtCUTPUT,TAPES:INPUTtTAPEb=OUTPUT) 

C PURPOSE 

C TO OETER~INE WHET~ER OR NOT A MATRIX IS FULLY 

C INDECOMPCSABLE. 

c 

C SUBROUTINES CALLED 

C EGVARY A~D HARARY 

c 

-
-

c 

INTEGEH PER,HORtVERT 

DIMENSION A(lOtlO) tS(lOtll> tB<lOtlO) tREPNG(lO) t 

REP8Y(l0l ,~ERClO> ,SHORTclO) ,TAIL(l0) t 

HCR(lO) tVF.:RT(lOl tiRR(lO) tJHOLD(lO) t 

Iw0RK(l0ltl~D(l0) 

EQUIVALENCE CREPNG,IRH),(REPBYtJHOLDlt(SHORTtiWORK) 

NN=lO 

C NTIMES IS T~E TOTAL N~MAER OF TIM~S THE PROGRAM 

C IS TO HE EXECUTED. 

c 

READ(Stll NTIMES 

DO 350 LLL=ltNTIMES 

c 

C READ AND PRINT MATRIX A. 

c 



c 

READ (5t1) N 

WRITE(6,2) N 

NP1=N+l 

DO 100 I=ltt\ 

READC5t3) CA<ItJ)tJ=ltN) 

lOO WRITE(~,d) (ACitJ)tJ=lt~) 

C CALL SUAROUTI~E EGVARY. 

c 

CALL TOCKS 

CALL EGV~~YCNtNNtLLtAtS,REPNG,REP~y,PERtSHORTt 

• TAILtiNDthORtVERT) 

CALL TOCKP 

IF<LLeEQ.O) GO TO 310 

c 

C NO T~ANSVERSAL HAS ~EEN FOUND. PRINT THE TERM RANK 

C OF A AND A ~INIMUM COVER OF Ae 

c 

NMLL=N•LL 

WRITE (6, 13) NMLL 

WRITE(6,J.5) 

K=O 

DO 200 I=ltN 

IFCVERTCI)eEOeO) GO TO 200 

K=K+l 

29 
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VERTCK>=t 

2oo CONTINUE 

IFCK,EO,O) GO TO 205 

WRITE<t>tlU <VERT (I)' 1=1 tK) 

K=O 

2o5 DO 210 I=ltt\ 

IFCHOFHI> eEGeO) GO TO 210 

K=K+l 

HOR(K)=I 

2io CONTINUE 

IFCK,EtJ,O) GO TO 350 

WRITEC6,14) CHORCI> ,I=ltK) 

GO TO 350 

c 

C A TRANSVERSAL HAS BEEN FOUND, PRINT A WITH A ~ONZERO 

C MAIN DIAGONAL AND PRlt\T ARRAY PER, 

c 

c 

310 WRITF.C6t4> 

DO 320 I=ltt\ 

320 WRITE(6,8) CACitJhJ=ltN) 

WRITEC6;9) 

WRITEC6tl0) CPER(J),ltl=ltN) 

C CALL SURROUTINE HARA~Y, 

c 



CALL TOCKS 

CALL HARARY(NtNNtKK,MMtAtStBtPERttRPeJHOLDtJWORK) 

CALL TOCI(P 

IF' CMM,f::G ,1) GO TO 330 

c 

C A IS FULLY INDECOMPOSABLE, 

c 

c 

WRITEC6tS) 

GO TO 350 

C A IS PARTLY DECOMPOSABLE• PRI~T A IN A NORMAL FORM 

C AND PRINT ARRAYS Pf.R AND IRR, 

c 

330 WRITF.(6t6) 

DO 339 I=ltN 

339 WRITE(6,8) (A ( I , J) , J= 1 t N) 

WRITEC6t9) 

WRITEC6tl0) CPERCI) ,ltl=ltN) 

WRITE(6,9) 

WRITEC6tl2) (IRRCI)tltl=ltKK) 

3SO CONTINUE 

WRITEC6t7> 

CALL EXIT 

1 FORMAT CIS) 

2 F'ORMATClHlt//1/tlOXtlBHINITIAL MATRIX A, 

31 
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- 17HTHE O~OE~ OF A 1Stl3tl) 

3 FORMATC8Fl0.1) 

4 FOR~1ATC1H0tl0Xt24HMA!RIX A WITH A NONZERO 

• 14H~Al~ DIAGONAL.,/) 

5 FORMATC1H0tl0Xt33HMA!RIX A IS FULLY INDECOMPOSAALEet/) 

6 rORM~TClrl0tl0Xe26H~1ATRIX A IN A NORMAL FORM.t/) 

7 FORMATClHUtlOXtl1HEN0 OF JOR.) 

8 FORMATClH tl0Xtl5F7.~) 

9 fORMATClH 

10 FORMATC1H t10Xt4CIJ,oh=PERCti3tlH)t3X)) 

11 fORMATC1HOtl5XtAHCOLUMNS t10CI3t1Ht)) 

12 fORMATClH tl0Xt4Cl3,5h=IRRCtl3tlH)t3X)) 

13 FORMAT(lHOt10Xt33HMATRIX A IS PARTLY DECOMPOSABLE• , 

21HTHE TERM RA~K OF A IStl3t/) 

14 FORMATClHOtlSX,aH 

15 FORMAT(1H tl0Xt21HA MINIMUM COVER OF Ae) 

ENO 
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INITIAL MATRIX A• THE ORDER CF A IS 7 

1.0 o.o 2.0 o~o 3,o o.o o.o 
-s.o 0•0 o.o o.o 4.0 6.0 o.o 

o.o o.o ., • 0 o.! o a.o o.o o.o 
9.0 o.o o.o 10•0 o.o o.o o.o 
o.o 11.0 o.o 0•0 12.0 o.o o.o 
o.o o.o 13.o o!o o.o 14.0 o.o 
o.o o.o o.o 15~0 o.o o.o 16.0 

.006 SECONDS 

MATRIX A WITH A NCNZERO MAll\ DIAGONAL, 

1.0 o.o 2.0 0.!0 3.o n.o o.o 
o.o 4.0 s.o 0•0 o.o 6e0 o.o 
o.o o.o 1.o o!O a.o o.n o.o 
9,0 o.o o.o 10!0 o.o o.o o.o 
o.o 11.0 o.o 0!_0 12.0 o.o o.o 
o.o o.o 13.0 0•0 o.o 14.0 o.o 
o.o o.o o,o 1s!:o o.o o.o 16.0 

l~PERC 1 ) 2=PERC 2) 3=PER( 3) 4:PER( 4) 
~=PER( 5) 6=PERC ,, 7=PER( 7) 

.042 SECONDS 

MATRIX A IN A NORPJAL FORM, 

4,0 s.o o.o 6!0 o.o o.o o.o 
o.o 7.0 a.o 0•0 o.o Q.o o.o 

11.0 o.o 12.o o!o o.o Q•Q o.o 
o.o 13.0 o.o 14~0 o.o o.o o.o 
o.o 2.0 J,o o.o 1.0 o.n o.o 
o.o o.o o.o 0•0 9.0 1o.o o.o 
o.o o.o o.o o~o o.o ls.n 16.0 

2~PER( 1) 3=PERC ~) S:PER( 3) 6=PER( 4) 
J.=PER( 5) 4=PERC 6) 7=PERC 7) 

4=IRR( 1) 1=IRR( 2) l=IRRC 3) l=IRR( 4) 
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INITIAL MATRI~ A• THE ORDER CF A IS 5 

a.o 2.0 1.o 3!,0 2.0 
1.o o.o o.o 0•0 3,0 
1. 0 1.o 6,0 B!O 4,0 
2.0 6.0 J.o 2·0 1,0 
2.0 o.o o.o o!o 2,0 

.004 SECONDS 

MATRIX A WITrl A NCNZERO t--1A It.. DIAGONAL, 

2.0 o.o o.o 0!0 z.o 
e.o 2.0 1.o 3!0 2,0 
1.0 7.0 6eO 8!0 4,0 
2.0 6.0 J.o 2•0 1,0 
1.0 o.o o.o O!U J,O 

S:PER( 1) l=PER( 2) 3=PER( 3} 4:PER( 4) 
2:PER( 5) 

.o1o SECONDS 

MATRIX A IN A NOR~AL FORM, 

2.0 2.o o.o 0.!0 o.o 
1.0 3.o o.o 0!0 o.o 
e.o 2.0 2.o 1!0 3,0 
1.o 4.0 ., • 0 6!0 a.o 
2.0 1.0 6,0 )eO 2,0 

1~PER( 1) S=PER( 2) 2=PER( 3) 3:PER( 4) 
4=PER( 5) 

2:IRR( 1) 3=IRR( 2) 
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INITIAL MATRIX A• THE ORDER OF A IS 8 

1.o 2.0 o.o o.o o.o o.o o.o o.o 
3.0 4.0 o.o o•O o.o o.n o.o o.o 

32.0 33.0 34,0 35;0 36,0 37,0 3B,O 39,0 
24,0 25.0 26.o 27·0 28,0 29,0 30.0 31,0 
20.0 21.0 20.0 21·0 22,0 2'3,0 o.o o.o 
14.0 15.0 16.0 1 ., ! u 18,0 19.0 o.o o.o 
5.0 6.0 7,0 0•0 o.o o,o o.o o.o 
a.o 9,0 1o.o ll!U 12,0 11.0 o.o o.o 

.012 SECONDS 

MATRIX A wiTH A NCNZERO MAlf\ DIAGONAL, 

1. 0 2.0 o.o o~o o,o o.o o.o o.o 
3.0 4.0 o.o 0!0 o.o o.o o.o o.o 
s.o 6.o 7,0 O!U o.o o.o o.o o.o 
a.o 9.0 10·0 11• 0 12.0 1.'3. 0 o.o o.o 

20.0 21.0 20.0 21_!0 22,0 23.0 o.o o.o 
"i 4. 0 IS.O t6.o 17.!0 18,0 19,0 o.o o.o 
32.0 33.0 34.0 35!0 36,0 37,(1 38.0 . 39.0 
24.0 25.0 26.0 27!0 28,0 29,0 30.0 31.0 

l~PER( 1) 2=PER( 2> 7=PER( 3) A=PER( 4) 
5:PER( 5) 6=PER( 6>. 3=PER( 7) 4:PERC 8) 

.014 SECONDS 

MATRIX A IN A NORt-~AL FORM, 

1.0 2.o o.o 0!0 o.o o.o o.o o.o 
3,0 4.0 o.o 0.!0 o.o o.o o.o o.o 
s.o 6,0 1.o 0_!0 o.o o.o o.o o.o 
a.o 9,0 10.0 11•0 12.0 13,q o.o o.o 

20.0 21.0 20eO 21.!0 22.0 23.Q o.o o.o 
14,0 15.0 16.0 17.!0 18,0 19.0 o.o o.o 
32.0 33.0 34,0 35!0 36,0 37,0 38.0 39,0 
24,0 25.0 26,0 27!_0 28.0 29.0 30.0 3}.0 

1~PER( 1) 2=PER( 2) 3=PER( 3) 4:PER( 4) 
5~PERC 5) 6=PER( ,,_ 7=PER( 7) f:J=PERC 8) 

2~IRR( 1) 1=IRR( z> 3=IRR( 3) 2=tRR( 4) 
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INITIAL MATRIX A• THE ORDER CF A IS 9 

1.0 2.0 o.o 0!,0 o.o 
-
o.o n.o o.o 3,0 

o.o 5.0 6,0 0!0 o.o o.o 7.0 o.o o.o 
o.o e.o 9,0 0•0 10,0 li.n 12.0 13.0 o.o 
o,o 36.0 o.o o~o o,o o.o o.o o.o o.o 

14.0 o.o o.o 15.!0 o.o o.o o.o 16.0 o.o 
o,o 17.0 1a.o 0•0 19.0 o.o 20.0 21.0 o.o 
o.o 22.0 o.o O.!U 23,0 24,0 25,0 26.0 o.o 
o.o 27.0 o.o O!U 2B,O 29,0 30.0 o.o o.o 
o,o 31.0 o.o 32!,0 33,0 34,0 o.o 35.0 o,o 

.o1o SECONDS 

MATRIX A WJni A NCNZERO MAll\ DIAGONAL, 

14.0 o.o o.o 15!,0 o.o o.o o.o '~ 16.0 o.o 
o.o 36.0 o.o o.o o.o I) eO o.o o.o o.o 
o.o 5.0 6,0 o~o o.o o.o 7.0 o.o o.o 
o.o 31.0 o.o 32!U 33.0 34,0 o.o 35.0 o.o 
o.o t.i,O 9,0 0.!0 10.0 11.0 12.0 13.0 o.o 
o.o 21.o o.o 0!0 2B.o 2CJ.Q 30.0 o.o o.o 
o.o 1 ., • 0 11;J·O O.!U 19.0 o.o 20.0 21.0 o.o 
o.o 22.0 o.o 0!0 23.0 24.0 25.0 26.0 o.o 
1.o 2.0 o.o 0!0 o.o o.o o.o o.o 3,0 

5=PER( 1) 4=PERC 2 >. 2=PERC 3) 9:PER( 4) 
3~PER( 5) 8=PERC 6>. b=PERC 7) 7=PER( 8) 
l=PERC 9) 

.027 SECONDS 

MATRIX A IN A NOR~AL FORM, 

o.o 0!0 o.o 
.. 

o.o 36.0 o.o o.o o.o o.o 
8,o 10.0 11·0 12•0 13,0 9.0 o.o o.o o.o 

27.0 28eO 29.o 30;0 o.o o.o o.o o.o o.o 
17.0 19.0 o.o 20!0 21,0 1~.o o.o o.o o.o 
22.0 23,0 24·0 25!0 2b,O o.o o.o o.o 0,0 
5.0 o.o o.o 7!0 o.o 6.0 o.o o.o o.o 

31.0 33.0 34·0 0!0 35,0 o.o 32,0 o.o o.o 
o.o o.o o.o o~o lb,O o.o 15.0 14.0 o.o 
2,0 o.o u.o 0!0 o,o o.o o.o 1.0 3,0 

2:PER( 1) S=PER( 2) 6=PERC 3) 7:PER( 4) 
t:t=PERC 5) 3=PERC 6>. '+=PERC 7) l=PERC 8) 
~=PERC 9) 

l~IRRC 1 ) S=IRRC 2) l=IRR( 3) l=IRR( 4) 
l:IRRC 5) 
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INt!IAL MATRIX A• THE ORDER OF ~ IS 5 

1.0 o.o o.o 2.!0 o.o 
3.0 o.o o.o 4•0 o.o 
s.o o.o o.o 6;0 o.o 
r.o o.o o.o 0•0 8,0 
o.o 9.0 10.0 O!U o.o 

,002 SECONDS 

MATRIX A IS PARTLY DECOMPOSABLE, THE TEQM RANK Of A IS 4 

A MINIMUM COVER OF A, 

COLUMNS 

ROWS 4t s, 
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INITIAL ~ATRIX A• THE ORDER OF A IS 5 

1.0 o.o z.o 3.!.0 o.o 
o.o 4.0 s.o 6•0 o.o 
., • 0 o.o o.o o ;o o.o 
a.o o.o o.o 0•0 o.o 
o.o o.o u.o o;o 9.0 

.003 SECONDS 

MATRIX A IS PARTLY DECOMPOSABLE. THE TERM RANK OF A IS 4 

A MINIMUM COVER OF Ae 

COLUMNS lt 

ROWS lt 2t St 
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INITIAL MATRIX A• THE ORDER CF A IS 8 
·~ o.o o.o o.o 0!0 o.o o.o o.o o.o 

o.o 1.0 o.o 1•0 o.o o.o o.o o.o 
o.o 1.0 o.o o;o o.o o.o o.o o.o 
1.o o.o 1.o 0•0 o.o o.o o.o o.o 
o.o o.o o.o o~o o.o 1. 0 o.o o.o 
o.o o.o o.o 0!0 1.0 o.o o.o o.o 
o.o o.o 1.o O•U o.o o.o o.o o.o 
o.o o.o leO 0!0 o,o o.o o.o o.o 

.004 SECONDS 

Mi\TRIX A IS PARTLY DECOMPOSABLE. THE TERM RANK OF A IS 6 

A MINIMUM COVER OF A, 

COLUMNS 3, 

ROWS 2, 3t 4t s, 6t 
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INITIAL MATRIX Ae THE ORDER OF A IS 8 

1. 0 1. 0 o.o 0!0 o.o o.o o.o o.o 
o.o 1. 0 1.o 0•0 o.o o.o 1.0 OeO 
o.o o.o 1 e 0 1;0 o.o o.n o.o ~ OeO 
o.o o.o o.o 1!0 1.0 o.o o.o OeO 
l.o o.o OeO 0!0 1.0 o.o o.o OeO 
o.o o.o OeO OeO o.o 1·1) 1.0 o.o 
OeO 1.o OeO 0!0 o.o Q.o 1. 0 leO 
OeO o.o UeO 0•0 OeO leO o.o leO 

.006 SECONDS 

MATRIX A WITH A NONZERO MAll\ DIAGONAL. 

l.o 1. 0 OeO 0!0 o.o o.o OeO OeO 
o.o 1.o leO QeO o.o OeO leO o.o 
o.o o.o leO 1!0 OeO o.o o.o o.o 
OeO OeO o.o 1!0 leO OeO o.o OeO 
1eo o.o OeO 0.!0 1e0 OeO o.o OeO 
OeO o.o OeO 0!0 o.o t.o 1.0 OeO 
OeO 1.o OeO 0!_0 o.o OeO 1.0 1.0 
OeO o.o o.o 0.!0 OeO leO o.o ii leO 

l:PERC 1 ) 2=PERC ~) 3:PER( 3) 4:PER( 4) 
!:>=PERC 5) 6=PERC 6 >. 7=PERC 7) 8:PER( 8) 

e047 SECONDS 

MATRIX A IS FULLY INDECOMPOSABLE. 
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INITIAL MATRIX A• THE ORDER OF A IS 9 

1.o 2.0 o.o 0!0 o.o o.o o.o o.o 3.0 
o.o s.o 6,() 0!0 o.o o.o 7,0 o.o o.o 
u.o a.o 9,o O•U 10,0 1 i. 0 12.0 13.0 o.o 

14.0 o.o o.o 1~!o o.o o.n o.o 16.0 o.o 
o.o 17.0 u~. o o.u 1~.o o.o 2n.o 21.0 o.o 
o.o 22.0 o.o 0!0 23,0 24.0 25.0 26,0 o.o 
o.o 27.0 o.o O!U 28.0 29.0 Jo.o o.o o.o 
o.o 31 • 0 o.o 32!0 ,33. 0 34.n o.o 35,0 o.o 
o.o 36.0 o.o 37·0 o.o o.o o.o o.o 38.0 

.008 SECONDS 

MATRIX A WITH A NCNZEFW ~~A If\ DIAGONAL, 

1.o 2.0 o.o 0!0 o.o o.o o.o o.o 3,0 
o.o s.o 6eO 0.!,0 o.o o.n ., • 0 o.o o.o 
o.o a.o 9,0 0!0 10.0 11.0 12.0 13.0 o.o 

14.0 o.o o.o 1'5•0 o.o o.o o.o 16.0 o.o 
o.o 17.0 18eO 0.!,0 1~.o n,o 20.0 21.0 o.o 
o.o 22.0 o.o 0_!0 23,0 24,1) 25.0 ?.6.0 o.o 
o.o 27.0 o.o 0•0 28,0 29,0 3o,o o.o o,o 
o.o 31.0 0•0 32.!,0 33,0 34.0 o.o 35.0 o.o 
o.o 36.0 o.o 37!0 o.o o.o o.o o.o 38,0 

l~PF.R( 1) 2=PER( 2) ' 3=PER( 3) 4=PER( 4) 

!>=PER< 5) 6=PER( 6) 7:PER( 7) 8~PER( 8) 
9=PER( 9) 

.017 SECoNDS 

MATRIX A IS FULLY INDECOMPOSABLE, 
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INITIAL MATRIX A• THE ORDER CF A'Is 4 

1.0 o.o 2.0 0!0 
o.o 3.0 o.o 4e0 
o.o s.o 6,Q 7!0 
8.0 9.0 10.0 11 !0 

.003 SFCONDS 

MATRIX A WITrl A NCNZERO MAll\ DIAGONAL, 

1. 0 o.o 2.0 0!0 
o.o J.o o.o 4•0 
o.o s.o 6,0 7•0 
a.o "i.O lOeO 11 !o 

l:PERC 1) 2=PERC 2) 3:PERC 3) 4:Pf.R ( 4) 

.oos SECONDS 

MATRIX A IS FULLY INDECOMPOSABLE, 
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B. Subroutine EGVARY 

Subroutine EGVARY (written in FORTRAN) determines 

~.-:h c ther or not a matrix has a transversal. 

I I . t,le thod 

The method has previously been presented in section . 

3 . 3 of the thesis. 

(i) De~cription of variables 

A- A is a matrix for which we wish a 

transversal. If a transversal is 

found, A is returned with a nonzero 

main diagonal. 

II OR- HOI< is an integer array. If a trans-

versal is not found,then, if HOR(I)=l, 

I=l,2, ... ,N, row I of A is a horizontal 

line in a minimum cover of A. 

I- I is a DO loop indexing variable or 

a variable subscript. 

Il!OLD- IHOLD is a temporary storage variable. 

IL- IL is a temporary storage variable. 

HID- In the search for an augmenting chain, 

point (I,S(I,IND(I)+l)) in A, l:SI~N , is 

the point under consideration. 
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J- J is a DO loop indexing variable or a 

variable subscript. 

K- K is a variable subscript. 

KK- KK is a temoorary storage variable. 

L- L is a DO loop indexino variable or a 

~riable subscript. 

Ll- Ll is a variable subscriot. 

LL- At the end of the subroutine, if LL = 0, 

l\ has a transversal. 1,!-LL is the term 

rank of !\.. 

n- ~~ is a variable subscri nt. 

u- N is the order of matrix ,"\. 

NN- NN is the first dimension of doubly 

subscripted arrays A and S in the calling 

program . 

. JPl-

PER-

~JPl = N+l 

PER is an integer array. If a transversal 

is found, rm1 PER(I) of 1\, I=l,2, ... ,.J, 

lS p0rmutc~<1 into row I. 

r~EP!~Y- If EEPUY(l) is not zero, l-=l,2, ••• ,:J, 

then ooint (REPBY(I) .I) in A is a noint 

in the maximal transversal beino con­

structed. 

REPNG- If REPNG (I) is not zero, I=l, 2, •.. ,~J, then 

point (I,REPNG(I)) in l\. is a point in the 

maximal transversal being constructed. 



(iii) 

( i v) 
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EiiOLD- RHOLD is a temporary storage variable . 

.:i 
defined as follows: For I=l,2, ... ,N, 

if the nonzero points in row I of A are 

(I , J l) , ( I , J 2 ) , ••• , (I , J K) , then 

S(I,l) = ,Jl,S(I,2) = J 2 , ... ,S(I,.K) = J.K, 

S(I,K+l) = 0 where the remainder of the 

points in row I of S are ignored. 

SEORT- SHORT is an integer array. No noint in 

the ~aximal transversal being constructed 

is in roVJ SHOR'r(I), I=l,2, ... ,Ll. 

TAIL- TAIL is an integer array. In thfi; search 

for an aug~cnting chain, TAIL(I), l'I~~. 

was the orcvious row searched. 

VERT- VERT is an inteqer array. If a trans-

versal is not found, then, if VERT(I) = 1, 

I=l,2, ... ,N, column I of A is a vertical 

line in a minimum cover of A. 

l:GVARY 

Lxit noints 

f\jormal return 

~:ulmroqra;ns called ---- ,). - --- .. -·-- ·---- . - ~------ -

\one 

(v) Restrictions and limitations 
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Subroutine EC:Vl\RY requires 236 words of 

computer memory on a CDC 6400. The following table shows 

additional storage required in the calling program for 

var.LJble arrays. 

r--- ORDEr: OF-----T-coRE STORAG-r:-, 
I ~1ATRIX 1 (in decimal) 1 

f-~~-~~----- --t·-------~--1 
I 10 ! 290 I 

I 20 I 980 I 
, I I 30 I 
I 

2070 
I 
II 40 ! 3560 II 

50 54SO 

1 60 I 7740 J 
- ------ -------- _l -------------

Table 1 

v. Timino 

The identity matrix I yields the fastest comouter 

time while matrix A = PL where L is a strictly oositive 

lo\rer triangular matrix and P = (pij) is a permutation 

matrix, Pn-i+l,i=l, i=l,2, ... ,n, takes the lonaest 

comput(~r time. Typical tiJllinr;s for these h.ro tynes of 

m<1tricc:s arc shown in the followinq tabl('. 
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I:~E R --:-~-- ---;-II;~-I~-; EC;-;J;S l 
l ___ r1z_\.~-:r_x····-+-~0 ~ 5 i -:=-~ 

.021 I .112 1

1

, 

.027 .309 

20 

30 
f 
I 

I .654 40 .044 

50 I .121 1.187 1 
I 

60 • 2 7 2 _L~: :_6 ___ 1 

Table 2 



c EGVARY ) 
------·- __ / 

1 

INITIALIZE 

I 
_____ j ______ ~ 
I SEARCH 

FOR A 
TRANSVERSAL 

·"'''""/ · ...... 
,· ',, 

~RANS~J'li_,? 
~ ,/ 

-L /,-., CONSIDER ' 
; 4 0 I ROV'l I L , \ ,t---------* 
'-., . ./ IL=SIICRT(U) 

SEARCH -l 
FOR AN I 

AUGMENTING 
CHAIN 
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Yes 



Yes 

No 

UPDATE 
VERT 

~--PER11UTE 
- _R

7 
:~--r------'1'~~SVERSJ>L? 

FORM 
ARRAY 

PER 
~~:y _j 

HOR 
'---~--. --·-· 

RETURN 

Yes 

No 

UPDATE 
REPNG 

. AND 
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l__~,P,B_Y_--..J 

Ll=Ll~~-l 



c 
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SUBROUTINE EGVARY(N,N~tLLtAtStREPNG,REPRYtPER,SHORT, 

TAlLtiNDtHO~tVERT~ 

C PURPOSE 

C TO DETER~INE WHETHER OR NOT A MATRIX HAS A 

C TRANSVERSAL, IF SOt THE MATRIX IS RETURNED WITH A 

C NONlE~O ~AIN DIAGO~AL• 

c 

C OESCRIPTION OF PARAMETERS 

C INPUT- ~- THE ORDE~ OF MATRIX A, 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

THe FIRST Dl~ENSION OF DOURLY 

SU~SCRIPTEO ARRAYS A AND S IN THE 

CALLING PROGRAM, THE SECOND 

ol~E~SION OF ARRAY A IS AT LEAST 

N wHILE THE SECOI'JO DI~<1Et~SION OF 

ARRAy S IS AT LEAST N+le 

S- A DOU~LY SU~SCRTPTED WORK ARRAY, 

REPNG- A SI~GLY SUBSCRIPTED WORK ARRAY 

oF DIMENSION AT LEAST Ne 

HEPBY- A SI~GLY SUBSCRIPTED WORK ARRAY 

oF DIMENSION AT LEAST N, 

SHORT- A SI~GLY SUBSCRIPTED WORK ARRAY 

oF DIMENSION AT LEAST Ne 

TAIL• A SINGLY SUHSCRIPTED WORK ARRAY 

oF DIMENSION AT LEAST N, 



c 
c 

c 
c 

c 

c 

c 

c 

c 

,C 

c 
c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

IND• 

IN/OUT• A• 

OUTPUT• PER-

VERT-

LL-

A SI~GL.Y SUBSCRIPTED WORK ARRAY 

oF DIMENSICN AT LEAST N. 
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A IS A MATRIX FOR WHICH WE WISH A 

TRANSVERSAL• IF A TRANSVERSAL IS 

FOUND• A IS RETURNED WITH A NONZERO 

MAIN DIAGONAL, 

P~R IS AN INTEGER ARRAY, IF A 

TRANSVERSAL IS FOUND, ROW PERCI) 

oF At I=l•2•••••N• IS PERMUTED 

INTO ROW le 

V~RT IS AN INTEGER ARRAY, IF A 

TRANSVERSAL IS NOT FOUND, THEN• IF 

V~RTCI>=lt 1=1,2,.,,,N, COLUMN I 

0~ A IS A V~RTICAL LINE IN A 

Ml~IMUM COVER OF Ae 

HOR IS AN INTEr,ER ARRAY, IF A 

TRANSVERSAL IS NOT FOUND, THEN• IF 

HOR(I):l, I=l•2•••••N• ROW I OF A 

IS A HORIZONTAL LINE IN A ~INIMUM 

cOVER OF A. 

I~ LL=O• THEN A HAS A TRANSVERSALe 

N·LL IS THE TERM RANK OF A, 

INTEGER REP~G,REPAv,ShORTtTAIL•PERtVERT,HOR 

DIMENSION A(NNtl) tS(NI\,1) tREPf\JG(l) tREPBY(}) ,SHOPT(l), 



c 

c 
c 

c 

- TAIL (1) t PERC 1) t I NO ( l) , H()R ( 1) 'VERT ( 1) 

FORM REPRESENTATIVE MATRIX Se 

DO 20 I~ltN 

L=l 

DO 19 J:i,N 

IFCA(ItJ)•EQ.O.O) GO TO 19 

SCI, U =J 

L=L+l 

19 CONTINUE 

20 sci.u=o 

C INITIALIZE• 

c 

c 

DO 21 I~ltN 

VERTCI):O 

REPAYCI)=O 

21 REPNGCI)=O 

C K IS THE NEXT ENTRY I~ ROW Ie IF K=Oe EITHER THERE 

C IS NO NCNZERO POINT I~ ROW I OR ELSE EACH NONZERO 

C POINT IN RO~ I IS IN THE SAME COLUMN AS A POINT IN 

C THE MAXIMAL TRANSVERSAL BEING CONSTRUCTED. 

c 

52 



c 

Ll=o 

NPl=N+l 

DO 30 l=l•N 

DO 25 J:ltNPl 

K=S(ItJ) 

IF(K.F.O.ol GO TO 24 

JF(REP~y(K).NE.Ol GO TO 25 

REPRY(K):I 

REPNG(!):K 

GO TO 30 

24 Ll=Ll+l 
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C NO POINT IN THE MAXIMAL TRANSVERSAL REING CONSTRUCTED 

C IS IN ROw SHORT(J), l=l,2, ••• ,Ll. 

c 

c 

SHORT(Ll)=l 

GO TO 30 

25 CONTINUE 

30 CONTINUE 

C IF Ll=O, A TRANSVERSAL HAS BEEN FOUND. GO TO PERMUTE 

C THE ROWS OF Ae 

c 

LL=O 

lf(Ll.EQ.O) GO TO 120 
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c 

C SEARCH fO~ AUGMENTIN~ CHAINS. 

c 

40 00 50 l=l•N 

INDCI)=O 

so TAILCI)=O 

c 

c SEARCH fO~ AN AUGMEN!lNG CHAIN BEr, I ~JN I NG WITH A 

c NONZF.RO PUII\T IN ~0\IJ IL. POINT C I , S C I , I "'0 C I ) + 1 > IS THE 

c POINT UNDE~ CONSIDE~AT 101-..J. ROW TAILCI) WAS THE 

c PREVIOUS ROw. 

c 

IL=SHORTCLl) 

I=IL 

60 J=INIJ(l) 

70 J=J+l 

K:S(JtJ) 

c 

C If K=O• EITHER EACH E~TRY IN ROW I IS ZERO OR 

C ELSE THERE IS NO AUGMENTING CHAIN THROUGH ROW I. 

c 

IfCK.EQ,Q) GO TO 80 

c 

C If VERTCK)=l• THEN POINT (I,K) CANNOT BE ~ POINT IN 

C THE AUG~ENTING CHAIN BEING CONSTRUCTED. 



c 
IFCVFRT(Kl.EQ.l) GO TO 70 

c 

C IF M=I• THE~ POINT (ItK) IS A POINT IN THE MAXIMAL 

C TRANSVERSAL. 

c 

M=RF.:PBY(K) 

I F ( M • E (~ • I ) G 0 T 0 7 0 

c 

C IF M=Ot WE HAVE AN AUGMENTING CHAtN. 

c 

IFCM.EQ.O) GO TO 100 

c 

C IF TAILCM) IS NOT ZE~C, WE HAVE ALREADY TRAVELLED 

C THROUGrl ROW M, 

c 

IFCTAIL(Ml,t\E,Q) GO TC 70 

c 

C IND AN0 TAIL ARE UPDATED. 

c 

c 

INDCil=J 

TAILCMl=I 

C WE HAVE ARRIVED FROM ROW I TO ROW M, 

c 

.35 
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I=M 

GO TO 60 

c 

C IF I=IL, THERE IS NO AUGMENTING CHAIN F~O~ A ~ONZERO 

C POINT IN ROw I. 

c 

8 0 IF < I • E (~. I U GO T 0 9 0 

c 

C RACK UP FRO~ ROW I TO ROw TAIL(J). 

c 

c 

I=TAIL<Il 

GO TO 60 

C AT THE ENU CF THE SU~HOUTINEt IF VE~T(I)=l• 

C I=l,2••••'N' THEN COLUM~ I IS A VERTICAL LINE IN A 

C MINIMU11 COVER OF A. 

c 

90 LL=LL+l 

DO 95 I=l•N 

K=TAIL<Il 

IF (K.EI.J.o) GO TO 95 

L=REPNG(I) 

VERT<Ll=l 

95 CONTINUE 

GO TO 110 



c 
C THE MAXIMAL TRANSVERSAL IS AUGMENTED. REPNG AND REPAY 

C ARE AUG~ENTED, 

c 

c 

lOO KK=RF.PNG(I) 

REPNG(l):K 

REPBY(K)=I 

IF<J.EQ,JL) GO TO 110 

I=TAIL<l) 

K=KK 

GO TO 100 

C L1 IS !JECRE~ENTED. I~ Ll=Ot SHORT IS EXHAUSTED, 

c 

110 Ll=Ll•1 

IF(Ll,NE,O) GO TO 40 

c 

C IF LL=O, A TRANSVERSAL HAS BEEN FOUNO. 

c 

IF<LL,EQ.O) GO TO 12~ 

c 

C IF HOR(J)=lt 1=1•2•••••N• ROW I IS A HORIZONTAL LINE 

C IN A MINIMU~ COVER oF A, NO TRANSVERSAL HAS BEEN 

C FOUND, 

c 



114 

115 

c 

c 

c 

120 

121 

c 

c 

c 

c 
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DO 114 I=1tN 

HORCil=O 

DO 115 I=1tN 

K=REPHYCI) 

IFCK.Eq.O) GO TO 115 

IFCVERT(Il .EQ.1) GO TO 115 

HOR(K)=1 

CONTINUE 

RETURN 

INITIALIZE• 

DO 121 I=ltt\ 

PER<Il=I 

PERMUTE THE ROWS OF A SUCH THAT A HAS A NONZE~O MAIN 

DIAGONAL• 

DO lqO L=1tN 

K=REPI:i Y ( L) 

IHOLO=PEH(L) 

PER ( L) =PER ( K) 

PER(Kl=IHOLD 

DO li,8 J=ltN 

RHOLO=A(KtJ) 



A(K,J):A(L,J) 

168 A(L,Jl=RH0LD 

170 REPNGCK):REPNGCLl 

K=REPNG(Ll 

190 REPAY(K)=~EPBYCL) 

RETURN 

END 

59 
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C. Subroutine DULMEN 

I. ?urpose 

Subroutine DULHEN (written in FORTRAN) decomposes 

a matrix to a normal form. 

II. ~1ethod 

The method has previously been presented in section 

3.1 of the thesis. 

(i) Description of variables 

A- Initially A is a square matrix having 

a nonzero main diagonal. At the end 

of the subroutine, A is in a normal 

form. 

Cl- Cl, l~Cl~NPl, is augmented by 1 each 

time the alternating chain being con-

structed changes direction. Cl is an 

integer variable. 

CEND- CEND = Cl-1. CEND is an integer 

variable. 

CIIAIN- CBAIN(I), l~I~Cl, denotes a row of S 

in the construction of an alternating 

chain. 1'7hen CHAIN (I) = CHAIN ( Cl) , 

I<Cl, a simple alternating cycle is 

found. CHAIN is an integer array. 



FINISII- FINISH is an integer variable array 

used for subscripting array HLDPER. 

ill­

HHl-

Hl is a variable integer subscript. 

IfHl is a variable integer subscript. 

HLDCH- IILDCH is an inteqer storage array. 

HLDPER- HLDPER is an integer array. At any 

stage of the subroutine, row I of S, 

I:NI, ... ,NL, represents rows 

I!LDPER(START(I)) to IILDPER(FINISII(I)) 

inclusive of A. 

I- I is a DO loop indexing variable or 

a vari 2ble subscript. 

Gl 

IRR- If A is not fully indecompsable, 

IRR(I), I=l,2, ... ,KK, is the coverance 

of the I-th fully indecomposable 

diagonal suhmatrix of A in a normal 

form. 

J-

K­

KK­

L­

Ll­

L2-

LLl-

J is a DO loop indexing variable or a 

variable subscript. 

K is a variable subscript. 

See the description of IRR. 

L is a variable subscriot. 

Ll is a DO loop indexing parameter. 

L2 is a DO loop indcxinq parameter. 

LLl is a DO loop indexing parameter. 



LL2-

r1-

rn-

M2-

H3-

LL2 is a DO loop indexing parameter. 

M is a DO loop indexing variable. 

Ml is a DO loop indexing variable. 

M2 is a DO loop indexing variable. 

M3 is a DO loop indexing variable. 

62 

At the end of the subroutine, if >vU-1=0, 

A is fully indecomposable. If ~1M=l, 

A is partly decomposable. 

MPl- MPl is a variable subscript. 

N- N is the order of matrix A. 

NI- Initially NI=l. When a new alternating 

chain is started, NI is augmented by 1. 

Nil- Nil=NI+l 

NEWNL- NEWNL=NL-(CEND-I+l) where (CEND-I+l) 

is the length of a simple alternating 

cycle. 

NL- Initially NL=N. After a simple alterna­

ting cycle has been found, NL is diminished 

by the length of the cycle. 

NN- NN is the first dimension of doubly sub­

scripted arrays A and S in the callinq 

program. 

NPl­

Pl-

NPl=N+l 

Pl is a variable integer subscript. 



PE R- PER is an integer array. If A is not 

fully indecomposable, row PER(I) of 

A, I=l,2, •.. ,N, is permuted into row 
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I while column PER(I) of A is permuted 

into column I. 

Rl- Rl is a variable integer subscript. 

S- Initially S is a representative matrix 

of A. During the subroutine, S is the 

representative matrix of the induced 

matrix in question. 

START- START is a variable integer array used 

for subscripting array HLDPER. 

TEHP­

'l'Er·'lPl-

TEI··1P2-

TEHPJ­

HORK­

ZERO!-

TEMP is an integer storaqe variable. 

TEf1Pl is an integer storage variable. 

TE!v1P2 is an integer storage variable. 

TEr'lPJ is an integer storage variable. 

WORK is an integer storage array. 

ZERO! is an integer work array. 

(ii) Entry points 

DULHEN 

(iii) Exit points 

Normal return 

( i v) 9_ubprogram~~~a_!}ed 

None 
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(v) Re strictions and limitations 

The only restriction (required by the 

algorithm) is that A must have a nonzero main 

di agonal. 

Subroutine DULME~ requires 534 words of 

comp uto~r memory on a CDC 6400. The following table shm·1s 

add itio na l s toraqe reQuired in the calling proqram for 

vari able arra ys. 

l
j ~;;o-;~- oF --·- r-- coRE s~oM"c~j 

1 

_ '1A::IX I (in :::imal~ 
I 20 1005 I 
1 30 2105 l 

I :: j :::: 
; 60 7aas I 
L -- - --- --- - ------------- --- -- - -- --- J 

Table 3 

We define a step matrix A o f order N as follows: 

A( N,l)tO, the main diagonal and superdiagonal of A are 

s trictly positive, the remaining entries of A are zero. 

A step matrix B yields the fastest computer time while a 

tridi aqonal matrix D with a strictly positive band requires 
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the longest c omputer time. Typical timings for these two 

t ypes of matrices are shown in the following table. 

-·---
TIME IN SECONDS 

ORDER OF 
HATRIX B D 

------
10 0.005 0.046 

20 0.016 0.340 

30 0.033 1.116 

40 0.057 2.714 

50 0.089 5.298 

60 
I _ ______ 

0.125 8.813 

Table 4 



(o_~TN:~ 

INITIALIZE j 
- - L_- -~ 

I 

INITIALIZE : 
TO START I 

r-A ~fi~- 11 
(~)t-------..

1
. INITIAL! ZE ! 

~~ TO CONTINUEj 

__ :' __ 'IAIN_J 

FIND A 
POINT IN 
THE CHAIN 

r
--~uGrmrn 

CHAIN 

~', Yes 
+--------< ,!\LONE IN />---

' , ROl'-1? / "'- ./ 

No 

No Yes <v-- -----
.... . ' · 

STORE 
CYCLE 

INFORMATION 

No 



~ 
.------ -- --, 

AUGI•1ENT 
PER, IRR 

~ Yes 
DULHEI~--------­
ENDS?/. 

/ 
No 

--rii~~~-E~-l 
L-------' 

No 

, ----···· -· ---- , 
! FORM NE'-'7 I! 

l1ATRIX S 

....---------··-'"\ 
RETURN 

No 

Yes 

Yes DECOMPOSE 
A TO A 

NORMAL FORt-1 

(

· ·· ·-··-· L .. -··· · -··· ·, 

RE'rURN \ 

-----~/ 
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SUBROUTINE CUL~ENCN,N~,KK,MM,A,S,pfR,IRR,WORK,HLOCH, 

ZERCl ,CHAINtHLDPf.P,STMH tF IN ISH) 

C PURPOSE 

C TO OECOMPOSE A MA!RIX TO A NORMAL FORM, 

c 

C DESCRI~TtON OF PARAMETERS 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

INPUT- t\• T~E ORDER OF MATRIX A. 

THE FIRST DIMENSION OF DOUBLY 

SUBSCRIPTED ARRAYS A AND S IN THE 

cALLING PROGRAM, THE SECON~ 

ol~ENSION OF ARRAY A IS ~T LEAST 

N ~HILE THE SECO~tO DIMENSION OF 

ARRAy S IS AT LEAST N+le 

S- A DOUBLY SUHSCRIPTF.Q WORK ARRAY, 

~ORK- A SINGLY SUBSCRIPTED WORK ARRAY 

oF DIMENSION AT LEAST N. 

HLDCH- A SINGLY SUBSCRIPTED wOpK ARRAY 

0~ DIMENSION AT Lf.AST N, 

ZEROl- A SI~GLY SUBSCRIPTED WORK ARRAY 

oF DIMENSION AT Lf.AST N+l• 

CHAIN- A SINGLY SUBSCRIPTED WORK ARRAY 

oF DIMENSION AT l.EAST N+i, 

HLDPER- A SINGLY SUBSCRIPTED WORK ARRAY 

oF DIMENSION AT LEAST N+i, 



c 
c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

START- A SINGLY SU8SCRTPTED ~ORK ARRAY 

oF DIMENSION AT LEAST N+l• 

FINISH• A SINGLY SUBSCRIPTED wORK ARRAY 

oF DIMENSION AT LEAST N+l• 

IN/OUT• A-

OUTPUT• PER-

IRR-

KK• 

INITIALLY A IS THE MATRIX WITH A 

NO~ZERO MAIN DIAnnNAL TO BE 

DECOMPOSED. ON RETURN, A IS IN A 

NO"t-1AL FORM ·. 

PE" IS AN INTEGER ARRAY. 

IF A IS NOT FULLY INOECOMPOSAHLE, 

ROW PER<Ilt I=i•?•••••N• OF A IS 

P~~MUTEO INTO ROW I AND COLUMN 

PEH(Il OF A IS PERMUTED INTO 

cOLU~N I. 

tF A IS NOT FULLY INnECOMPOSABLE, 

IRR<Il, I=lt2t ••• KKtt IS THE 

cOVERANCE OF THE I-TH FULLY 

INDECOMPOSABLE DTAGONAL SUAMATRIX 

OF A IN A NORMAL FORM. 

SEE THE DESCRIPTION OF IRR. 

I~ MM=Ot A Is FULLY INDECO~POSABLE. 

IF MM=lt A IS PARTLY DECOMPOSABLE. 

INTEGER ZERCltPERtHLDPERtCHA!NtHLDCH,START,FINISHtWORKt 

Plt~ltHHltRltCl,CEND,TEMP,TEMPltTEMP2tTEMP3 



c 

DIMENSION A(NNtll ,scN~tll tPERCll tlRRCl) t 1.oJQRK(l), 

HLlJCH(l) ,zEf101 (1) tCHA!NCl> tHLOPERCll' 

STARTClltFI~ISH(l) 

C INITIALizE, 

c 

c 

NI=l 

NL=N 

Pl=O 

KK=O 

MM=O 

NPl=N+l 

DO 10 I~ltNPl 

ZEROlCI):l 

HLOPERCil=I 

START(!)=! 

10 FINISH(Il=I 

C FORM REPRESENTATIVE MATRIX S FOR A. 

c 

DO 18 I~ltN 

L=l 

DO 17 J=ltN 

lf(A(ItJ)•EG.O.O) GO TO 17 

S(I,Ll=J 
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c 

L=L+l 

17 CONTINUE 

18 S(I,L):Q 

I=1 

C START AT 20 TO BEGIN A CHAIN. 

c 

20 Nil::NI+l 

c 

C START AT 30 TO CONTINUE A CHAIN. 

c 

c 

30 Cl=I 

CHAIN(I):NI 

L=NI 

J=NI 

C IF SCLtJ+l):O, THEN !hERE ARE NO fLE"'1ENTS TO THE 

C RIGHT IN RO~ L. OTHE~~ISE, S<LtJ+l) ~ECOMES THE 

C NEXT ELEMENT IN THE ~HAIN. 

c 

40 K=J+l 

IF ( S ( L' K l • NE • 0 • 0) GO T 0 60 

c 

C IF J=NI, S (L tNI) IS ALONE IN ROW i... 

c 
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IF (J,NE,Nil GO TO 59 

c 

C IF L=Nit SOdtNil IS ALONE IN ROW NI, 

c 

c 

I F C L • E (J • N I ) G 0 T 0 2 3 0 

I=Cl 

CENO=Cl 

GO TO 90 

59 K=NI 

C AN ELEMENT HAS BEEN FOU~D FOR THE CHAIN, 

c 

c 

nO CEND::Cl 

Cl=CENil+l 

CHAINCCll=S(LtK) 

L=SCLtK) 

C BRANCH IF A CYCLE JS COMPLETED. OTHERWISE SEARCH 

C FOR A NEW MEMBER FOR THE CHAIN, 

c 

c 

DO 70 I~ltCEND 

IFCCHAI~(ll,EQ,CHAIN(~l>l GO TO 90 

70 CONTINUE 

C BRANCHING ALWAYS OCC~RS ~y THE FOLLOWING DO LOOP, 

72 



c 

c 

DO 80 J~Nltt\L 

IF(S(L•Jl .EG.FLOAT(Ll l GO TO 40 

~0 CONTINUE 

C A CYCLE HAS BEEN FOUND FOR THE CHAIN. 

c 

90 NEWNL= ' ~L- (CEND .. I) 

c 
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C IF NEWNL=NI, GO TO PERMUTE THE ROWS ~NO COLUMNS OF A. 

c 

IF(NEWNL.NE.Nl) GO TO 100 

c 

C IF MM:n, A IS FULLY lf\DECOMPOSABLE. 

c 

c 

lF(MM.EQ.O) RETURN 

Ll=START<NI) 

L2=FINISH(NL) 

GO TO 235 

C INFORMATION STORED IN HLDPER IS LATFR TRANSFERRED TO 

C PEH WH[C~ CONTAINS ALL THE NECESSARY INFORMATION TO 

C PERMUTE THE ROWS AND COLUMNS OF A AT THE END OF THE 

C SUBROUTINE, 

c 
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C REINITIALIZE FOR NEw REPRESENTATIVE MAT~IX. 

c 

loo Hl=O 

DO 110 ~=I,CEND 

TEMP:CrtAIN(PJ) 

ZEROI CTEMPl=O 

Ll=STA~TITE~P) 

L2=FINISH !TEMP) 

DO 110 r·.q=LltL2 

Hl=Hl+l 

110 HLDCHC~l)=HLDPER(Ml) 

Ll=START(NI) 

L2=F t N I SriC NL) 

DO 1 1 1 t-i=LltL2 

111 WORK(Ml=HLOPER(M) 

oo 112 t-i=ltHl 

112 HLDPER(M)=HLDCH(M) 

Ll=l 

L2=Hl 

Rl=NI 

TEMPi=ZEROl(Nl) 

TEMP2=START(NI) 

TEMP3=FI"JlSH(Nl) 

DO 120 M:NI,NL 

MPl=M+l 



IFCTEMPl.EG.Ol GO TO 115 

Rl=Rl+l 

H L DC H ( 1<1 ) ::: R 1 

TF.MP=Tn1Pl 

TEMPl=LER01 (MPl) 

ZERO} (Rl)=TEMP 

TEMP=Tt:M~2 

TEMP?=START(MPl) 

S T A R T ( ~q ) = T E ~~ P 

TEMP=TtMP3 

TEMP3=FINISH(MPll 

FINISH(R1l=TEMP 

GO TO 120 

115 TEMPl=ZEHOl(MPl) 

TEMP?=STA~H P~P 1) 

TEMP3=FINISH(MP1) 

120 CONTINUE 

Z E R 0 1 ( '·J I ) = 1 

START PH l =1 

FINISH(Nll=Hl 

NL=NEWNL 

HHl=Hl 

DO 1?.6 ,_.:NI1tNL 

Ll=START(M) 

L2=F!NISH(M) 
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c 

DO 125 llll=Ll•L2 

HHl=HHl+l 

125 HLOP(R(HHl):WORK(Ml) 

START(M)=HH1-(L2-Ll) 

126 FINISH(~)=H~l 

C RETRIEVE THE FIRST PART OF THE CHAIN. 

c 

c 

IF ( I • E iJ • 1 l G 0 T 0 12 8 

Il=I-1 

00 127 M=l,Yl 

TEMP:CHAlN(I'J) 

127 CHAIN(M)=HLOCH(TEMP) 

C FIRST ~OW OF NEW REPRESENTATIVE MATRIX. 

c 

128 R1=NI 

S(NI,N!):NI 

DO 160 tJ.:i\II1tNL 

L 1 ::s T ArH 0 ·1) 

L2=FJNISH(M) 

DO 131 t-~l=l,H1 

TEMPl=HL11PER<M1) 

00 131 M2=Lltl2 

TEMP?.=HLUPER(M2) 
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c 

IF(A(T E~ PltTEMP2).NE•O.O) Go TO lSO 

131 CONTINUE 

GO TO 160 

150 R1=Rl+l 

S(NI,Rll=M 

160 CONTINUE 

S(NJ,Rl+ll=O 

C REMAINING ROWS OF NE~ REPRESENTATIVE MATRIX. 

c 

DO ?.20 M::NiltNL 

F~ 1 =N r 

L 1 = S T 1\ !H ( M) 

L?-=FtNISH(M) 

no 110 ~l=l,Hl 

TEMP2=HLOPER(M1) 

00 170 M2=Ll•L2 

TEMP1=r1Lf)PER(M2) 

lF(A(TEMPltTEMP2).1\1E!.0•0) GO TO lqo 

170 CONTINUE 

Rl=Rl-1 

GO TO 200 

190 50-i,Nil=Nl 

200 DO 215 Ml=Nil,NL 

DO 205 f'J2=LltL2 

7 7 



78 

TEMPI=HLOPER(M2) 

LLl=STARrC~Il) 

LL2=Fli\JISHC~l) 

DO 2n5 M3=LLltLL2 

TEMP2=t-1LDPER(M3) 

IFCACTEMPltTEMP2).N~!O•O) GO TO 2io 

2As CONTINUE 

GO TO 215 

210 Fn=Rl+l 

S(M,Rl>:Ml 

215 CONTINUE 

220 5("'1,Rl+l)=O 

c 

c CONTINUE THE CHAIN. 

c 

GO TO 30 

c 

c AUGMENT PER. 

c 

230 Ll=START(Nl) 

L2=FINISH(NI) 

235 DO 238 M~Ll,L2 

Pl=Pl+l 

238 PERCPl):HLDPER(M) 

c 



C AUG MENT IHR. 

c 

c 

KK=KK+l 

IRRtKKl:L2·Ll+l 

C IF Pl=N, GO TO PEHMU!E THE ROWS AND COLUMNS OF A. 

c 

IF<Pl.EQ.N) GO TO 270 

c 

C FORM A NEW REPRESENTATIVE MATRIX. 

c 

c 

DO 260 M:NiltNL 

IF(S(MtNileEQ.FLOAT(Nl)) GO TO 260 

TEMPI=S(M,NI) 

DO 250 t-q=NiltNL 

TEMP2=S(MtMl) 

S(M,Ml):Tf.MPl 

250 TEMPl=TEMP2 

S(M,NL+l)=O 

260 CONTINUE 

C BEGIN A NEW CHAIN. 

c 

MM=l 

NI=NI+l 

79 



8 0 

I=l 

GO TO 20 

c 

C PERMtJTE THE ROWS ANf) COLUMNS OF A • 

c 

270 DO 2~0 ~=l·t-. 

TEMP=PER(M) 

oo 2AO t·.~t:::l,N 

2130 S(Ml,M):::A(Ml•lEMP) 

00 2')0 M:::l,l\ 

TEMP:::PER(M) 

DO 290 t-At=l,N 

290 A(M,Ml):::SCTEMP,Ml) 

RETURN 

END 
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D. Subroutine I-IARARY 

I. Purpose 

Subroutine HARARY {written in FORTRAN) decomposes 

a matrix to a normal form. 

II. Method 

The method has previously been presented in section 

3.2 of the thesis. 

III. Operation 

(i) Description of variables 

A- Initially A is a square matrix having a 

nonzero main diagonal. At the end of the 

subroutine, A is in a normal form. 

B- At the end of phase one of the subroutine, 

B is the reachability matrix of the 

(0,1)-matrix formed from A by replacing 

nonzero entries in A by 1. 

I- I is a DO loop indexing variable. 

INDEX- INDEX is the power of B at each 

stage of phase one of the algorithm. 

When INDEX is greater than or equal to 

NMl, phase one is complete and the 

reachability matrix B is found. 



IRR- If A is not fully indecomposable, 

IRR(I), I=l,2, ... ,KK, is the coverance 

of the I-th fully indecomposable diagonal 

submatrix of A in a normal form. 

HlORK- HvORK is a vmrk array. 

J- J is a DO loop indexing variable or a 

variable subscript. 

JHOLD- JHOLD is a work array. 

K- K is a DO loop indexing variable. 

KK- See description of IRR. 

Ll- Ll is a DO loop indexing parame ter. 

L2- L2 is a variable subscript. 

f1- M is a DO loop indexing variable. 

Ml- Ml is a DO loop indexing variable. 

l\1!'-1- At the end of the subroutine, if HM=O, 

A is fully indecomposable. If l'-1H=l, 

A is partly decomposable. 

N- N is the order of A. 

NHl- mn = N-1 

NN- NN is the first dimc nsjnn of doubly 

subscr ipted arrays A, ~; and B in the' 

callinq program. 

ffiR- PER is .~n integer array. If A is not 

fu lly indecomposable, )._., PER(I) o l A, 

I =l ,2, ..• ,N, is permu ted into row I 
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v:hile column PEH(I) of A i s oermutcd 

into coluiTln I. 

s- InitiJlly sis the (0,1)-Datrix forMe d 

from 1-\ by re:_:>lacin cr nonzero en tries in A 

by L . S is used to comnute t he r eJc habil-

ity m:1 trix B. 

'1'l>1P- T:C t·tP is an inteoer storaqc va rL1blo . 

HARARY 

(iii) ~xit points 

CJormal return. 

( i v) Subnroarams called 
____ ! _ __ __ _,.;~- - · -· - - ·--- ---

None 

(v) Restrictions and limitations 

The only restriction (reauired by the algorithm) 

is that A must have a nonzero main diaaonal. 

IV. Sto raoe Rcau irements 
__ __ __ _ J._ _ ______ _ -- - ---- ·--- ·- --

Subroutine Hi\RARY requires 218 words of 

compu t e r me mory on a CDC 6400. The following table shows 

additional storaqe required in the calling program for 

vari ab le arrays. 



84 

ORDER OF CORE STORAGE 
Ml\TRIX (in deciJTlal) 

10 340 

20 1280 

30 2820 

40 4960 

50 7700 

60 11040 

'l'able 5 

V. Timinq_ 

Typical timings for the two types of matrices B and 

D (defined in section V of Appendix C) are shown in the 

followinq table. 

~-- O~~E~ OF-----1-_ _ _ TIHE -IN ·SECoo6s-lj 
I ~1ATRIX 1 B 1 D 

~-- 10 ---T---.l~r---.1-1-7 -I 
! I I l 20 1.408 ! 1.244 

30 5.458 4.876 

50.676 I
I ~::::: 

55.128 

40 12.970 

50 27.281 

60 
_ _ _________ j _ _ ____ ~ 



c llARARY ) 

COHPUTE 

BN-1 

-~~T-~-
FORM 

PER 

Yes 

,----------
· DECOf.llPOSE 

A '1'0 A 
NORMAL FORI-1 

i 

~L 
RE'rURN ~) 
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No~ 

---"-~~-) 
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.. 
c 

C PURPOSE 

C TO 0EC0MPOSE A MA!RIX TO A NORMAL FO~M. 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

DESCRifJT ION 

INPUT• 

OF PARAMETERS 

1\:• TH~ ORDER OF MATRIX A. 

t\N• THE FIRST D lt1ENS I ON OF DOUBLY 

SUHSCRIPTED ARRAYS At s AND H IN 

THE CALLING Pf~OGRAM. THE SECOND 

DIMENSION OF Af.~RAYS A, s AND H IS 

AT LEAST Ne 

s- A DCUHLY SUR SCRIPTED WORK ARRAY. 

fl• A UOUBLY SUBSCRIPTED \•/ORK ARRAY. 

JHOLD- A SINGLY SUBSCRIPTED WORK ARRAY OF 

OIMENSION AT LEAST Ne 

IWORK- A SINGLY SURSCRJPTED WO~K ARRAY OF 

DIMENSION AT LEAST N. 

IN/OUT- A• INITIALLY A IS THf MATRIX WITH A 

NONLERO MAl~ DIAGONAL TO AE 

Of.CCMPOSED. ON RETURN, A IS IN A 

NOR~AL FORM. 

OUTPUT- PER- PER IS AN INTEGER ARRAY. 

IF A IS NOT fULLY INDECOMPOSABLE, 



c 
c 

c 
c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

IRR-

KK­

tJM-

INTEGER TEMPtPER 

RnW PER(l)t l=l,?., ••• ,N, OF A IS 

PER~UTEO INTO RoW I A~n COLUMN 

PEH(l) OF A IS PERMUTEO INTO 

COLUr~N I • 

IF A IS NOT FULLY INDECCMPOSABLEt 

tRR(l)t I=l,2,.,.,KKt IS THE 

COVERANCE OF THF: I-TH FULLY 

INUECOMPOSAHLE DIAGONAL SUA~ATRlX 

OF A IN A NORMAL FORM. 

SEE THE DESCRIPTION OF IRR. 
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IF ~M=Ot A IS FULLY INnECOMPOSAdLE. 

IF ~M=lt A IS PARTLY DECOMPOSABLE. 

DH1ENS!Or-J A(NNtl) tS(NI\tl) t8(NNtll 9 P(R(l) dRR(l) t 

JHOLO ( 1) , I WCRK ( 1) 

INITIAI~IZE, 

IF<N.LF::.2l STOP 44 

NMl=N-1 

INDEX=l 

L2=o 

KK=O 

MM=O 
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DO 1 0 I=ltN 

DO 10 J=l•N 

S(I,Jl=O 

IF<A(I•Jl .NE.O,O) S(ltJl=l 

10 CONTINUE 

DO 1? l=1•N 

12 t\'JORK(!)~O 

c 

c PH A SF. 1 • FORM ~~AT R I X Bi)*(N-1). 

c 

15 DO 30 I=l•N 

DO 30 J=ltN 

DO 20 K:ltN 

R(l,Jl=S(ltKl*S(KtJ) 

!F(8(!,J) .EG.l.O) GO TO 30 

20 CONTINUE 

30 CONTINUE 

INDEX=INOEX+I~OEX 

IF ( ll\lOEX,GE,NMl) GO TO 50 

DO 40 I~ltN 

DO 40 .J: 1 'N 

40 S(l,Jl=A(ltJ) 

GO TO 15 

c 

c PHASE ?.. FORM PER AND IRR. 
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c 

50 DO 7'1 I=l•N 

I F C hi 0 r~ K c I ) • E Q • 1 ) c; 0 TO 70 

Ll=o 

00 flO J= 1 tN 

IFCACltJ)•EC.O.o) GO TO 60 

IFCf~CitJ) .NE.BCJtll l GO To 70 

Ll=Ll+l 

JHOLD(Ll)=J 

60 CONTINUE 

GO TO 75 

70 CONTINUE 

·rs DO AO K:;ltll 

L2=L2+l 

80 PERC L2 l = ,JHOLD ( K l 

KK=KK+l 

IRR(KK)=Ll 

IFCL?.•EQ.N) GO TO 110 

DO 100 K=ltLl 

J=JHOLD(K) 

IWORK(J):l 

DO 100 I=lt~ 

loo HCitJl=O 

MM=l 

GO TO so 
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c 

C PHASE 3. UECO~POSE A TO A NOR~AL FOP~. 

c 

110 I F < W~ • E Q • 0 ) RETURN 

DO 120 M:ltt\ 

TEMP:PJ::R(M) 

00 120 ~l=l,N 

120 S(M},M):A(MltTEMP) 

DO 130 M:l,~ 

TEMP:PER(M) 

00 130 Mt=ltN 

110 A(M,Ml)=S<TEMPtMl) 

RETURN 

END 
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