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LAY ABSTRACT 
 
 
 Bone is a dynamic tissue that can adapt to mechanical loading. Prostaglandins 
(PGs) are important signalling factors produced by osteocytes, the bone mechanosensing 
cells, that help to activate various cells and cell processes leading to changes in bone 
structure. Blocking PG signalling with non-steroidal anti-inflammatory drugs (NSAIDs) 
has been shown to influence bone formation induced by mechanical stimulation in 
animals and humans. The purpose of this study was to examine the timing effects of 
NSAID administration on: 1) bone formation induced by multiple mechanical loading 
events in rats and 2) the PG production of osteocyte like cells in response to fluid flow 
stimulation. The results of this study suggest that NSAIDs, administered either before or 
after loading, do not affect bone responses to multiple mechanical loading events. Further 
investigation is needed to determine the translatability of these findings to NSAID use 
around the time of exercise in humans. 
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ABSTRACT 
 
 

 Prostaglandins (PGs) are important signalling factors for bone 
mechanotransduction. The inhibition of cyclooxygenase, responsible for the synthesis of 
PGs, with non-steroidal anti-inflammatory drugs (NSAIDs) has been shown to influence 
bone formation induced by mechanical stimulation. The purpose of this study was to 
examine the timing effects of NSAID administration on: 1) bone formation induced by 
multiple mechanical loading events in a rat model and 2) the PGE2 response of MLO-Y4 
osteocyte like cells stimulated by fluid shear stress. The rat forelimb compression model 
was used to induce bone formation in male and female rats using a 1-month loading 
protocol (12 loading sessions). The right forelimbs were loaded and the left forelimbs 
served as non-loaded controls. NSAIDs were administered orally either before or after 
loading. Fluorochrome labels were administered to the rats to determine mineral 
apposition rate (MAR). The NSAIDs examined (indomethacin, NS-398 and ibuprofen) 
did not significantly affect periosteal MAR, administered either before or after loading, 
suggesting NSAIDs do not affect bone adaptation to multiple mechanical loading events. 
To examine in vitro effects of NSAIDs on PGE2 production, an orbital shaker was used to 
apply fluid shear stress to MLO-Y4 cells seeded in 6-well culture plates. Indomethacin 
was added to the culture media either before or after loading and media PGE2 
concentrations were determined at various time points by enzyme immunoassay. Fluid 
shear stress increased PGE2 production of MLO-Y4 cells and indomethacin 
administration inhibited that response when administered both before and after fluid flow. 
However, PGE2 production was influenced by the media changes that occurred in the in 
vitro experiments, making it difficult to differentiate between indomethacin effects and 
media change effects. The in vitro experiments revealed the difficulties of modeling the 
timing effects of NSAID administration on MLO-Y4 PGE2 production in response to 
fluid flow. 
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CHAPTER ONE 

INTRODUCTION 

 

1.1 Introduction 

 It is estimated that more than 1.5 million or 10% of Canadians over the age of 40 

have osteoporosis [1]. That number increases with age, with osteoporosis affecting one in 

four women and one in eight men over 50 years of age [2]. Osteoporosis was estimated to 

cost between $2.3 billion and $4.1 billion in 2010 [3], a substantial economic burden to 

Canadian society. As the age of the Canadian population increases so too will the cost of 

osteoporosis care and treatment. Developing strategies to combat this disease and more 

importantly prevent it are essential and start from bone health basics. 

 Osteoporosis is a bone fragility disease characterized by an imbalance of bone 

formation and bone resorption, where bone resorption exceeds bone formation. In a  

non-osteoporotic state, bone formation and resorption are tightly coupled; bone formation 

and resorption are balanced. These coupled activities constitute bone remodeling. Bone 

remodeling maintains both bone quantity and quality during young adulthood and 

adulthood, approximately between the ages of 20 and 50 [4]. After this time the processes 

become uncoupled and resorption begins to exceed formation. The cause of osteoporosis 

is not clear but a number of factors may contribute to altered bone remodeling. In general, 

genetic factors, endocrine factors (age-related hormonal changes), nutritional factors and 

physical activity determine an individual’s susceptibility to osteoporosis [4]. The relative 

contribution of these factors to osteoporosis is not well established but physical activity 
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does play a major role. Despite hormonal and nutritional interventions, an absence of 

weight-bearing activity will lead to bone loss [4]. Studies suggest that regular physical 

activity throughout life can help to mitigate age-related bone loss and can prevent 

osteoporosis [5,6]. Peak bone mineral density or bone mass is directly related to physical 

activity prior to achieving peak bone mass in young adulthood, and the higher an 

individual’s peak bone mass, the lower their risk of osteoporosis later in life [7]. The 

contributions of initial bone mass and subsequent bone loss contribute approximately 

equally to the determination of bone mass in elderly individuals [8]. Continuing physical 

activity beyond the age of peak bone mass accrual delays the onset of bone loss and 

reduces the rate of bone loss with age [5,6]. Physical activity at any age can benefit bone 

health. 

 Mechanical loading of bone is an important regulator of bone turnover. Bone is a 

dynamic tissue that can adapt to mechanical loading with changes in structure to achieve 

a better balance between stress and load. Mechanical loading stresses the bone, initiating 

an osteogenic response through the process of mechanotransduction. A mechanical signal 

is transduced into a chemical signal, which in turn activates various cells and cell 

processes. The details of the mechanotransductive process are not complete but many 

pathways and intermediaries have been identified. 

 Prostaglandins (PGs), specifically prostaglandin E-2 (PGE2), are one key 

signalling factor in the mechanotransductive process of bone formation. PGE2 is 

synthesized via the cyclooxygenase (COX) enzyme by bone cells in response to 

mechanical stimulation. It is associated with bone remodeling and formation and has been 
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shown to trigger the upregulation of bone osteogenic signals in response to mechanical 

stimuli. Inhibition of the COX enzyme by non-steroidal anti-inflammatory drugs 

(NSAIDs) has been shown to affect bone responses to mechanical loading [9–15]. This 

effect is of a temporal nature; NSAID effects on bone formation are dependent upon the 

timing of administration. In addition, it appears that a number of factors influence how 

NSAIDs will affect bone adaptation to mechanical loading, including the NSAID taken, 

the age and sex of subjects examined, the mechanical stimuli involved and the overall 

state of the bone environment [12–15]. 

 NSAIDs are a common treatment for musculoskeletal conditions and are an 

effective analgesic for many chronic pain conditions. As such, a large portion of the 

population commonly uses NSAIDs and they are one of the most commonly used drugs 

in the world [16,17]. In 2010, more than 29 million adults in the U.S. were estimated to 

be regular users of NSAIDs, 41% more than in 2005 [18].With such a large portion of the 

population taking NSAIDs it is important to determine how they may affect bone health. 

The prevalence of NSAID use is even greater in older adults, with over 20% of adults 

over the age of 65 using prescription NSAIDs and an even larger percentage using 

nonprescription NSAIDs [19]. The number of Canadians 65 years of age or older is 

expected to double in the next 20 years to reach 10.4 million seniors by 2036, and by 

2051 an estimated 1 in 4 Canadians will be 65 or older [20]. Along with the increase in 

the elderly population there too will come an increase in the use of NSAIDs. This stresses 

the importance of understanding how NSAIDs may affect bone adaptation to mechanical 
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loading both before osteoporosis arises, to lessen the prevalence, as well as after it is 

present in the elderly population, to mitigate the disease burden. 

 The overall goal of this study was to better understand the mechanisms 

responsible for bone formation induced by multiple mechanical loading events, 

specifically the role that prostaglandins play in bone mechanotransduction and the 

influence of NSAIDs on that process. This was accomplished through the examination of 

the temporal effects of NSAID administration on adaptations in bone structure and 

cellular and molecular signalling. Understanding the mechanisms that orchestrate bone 

formation in response to mechanical stimulation can provide a basis for future 

development of strategies to enhance bone mass following anabolic loading. We need to 

take advantage of the intrinsic ability of bone to adapt to mechanical loading. If we better 

understand the pathways that orchestrate bone adaptation to loading, then we can take 

advantage of them and target them with specific loading regimes or therapeutics to further 

enhance the benefits of physical activity. Understanding how NSAIDs affect the response 

of bone to physical stimuli is important given the crucial role of physical activity in 

maintaining bone health, the aging population and the extensive and growing use of 

NSAIDs [18]. 

 To investigate the temporal effects of NSAID administration on bone adaptation 

responses to multiple mechanical loading events, two main objectives were addressed: 
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1. To determine the timing effects of inhibiting mechanotransductive signals, 

 specifically PGE2 production, with NSAID administration, on lamellar bone 

 formation induced by multiple mechanical loading events in a rat model. 

  

 The hypothesis was that NSAID administration before mechanical loading would 

 impair bone formation, whereas administration following loading would enhance 

 bone formation, compared to no NSAID administration. 

 

2. To gain a better understanding of the in vivo experiments by examining the timing 

 effects  of NSAID administration on osteocyte signalling, specifically PGE2 

 production, in  response to fluid-flow induced shear stress. 

 

 The hypothesis was that NSAID administration would differentially affect PGE2 

 production depending on the timing of delivery, either before or after loading. 

 NSAID administration before loading would impair the immediate increase in 

 PGE2 production whereas NSAID administration after loading would impair the 

 longer term production of PGE2. 

  

 Following a review of the pertinent background information, the experimental 

methods used to examine the effects of NSAIDs on lamellar bone formation induced  

in vivo, using the rat forelimb compression model, are described along with the resultant 

findings and corresponding discussion. The in vitro experimental methods used to 
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examine NSAID effects on osteocyte PGE2 production in response to fluid shear stress 

follow. The results of the in vitro experimentation and a discussion of the findings are 

then presented. Finally, a summary of the in vivo and in vitro findings and the next steps 

in this research are discussed. 
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CHAPTER TWO 

BACKGROUND 

 

2.1 Bone Structure and Composition 

 Bones are the primary structural elements of the body. They serve multiple 

purposes: protecting vital organs, providing a rigid framework for movement, 

participating in mineral homeostasis and acting as the primary site of hematopoiesis. All 

of these functions are vital, emphasizing the importance of maintaining bone health. 

 Bone tissue consists of two components: cells and extracellular matrix (ECM). 

The ECM is composed of four components: hydroxyapatite mineral, collagen, water and 

small amounts of proteoglycans and noncollagenous proteins. Bone cells carry out the 

formation and maintenance of the ECM. There are four types of bone cells. Osteoclasts 

are the cells responsible for bone resorption. They are large multinucleated cells derived 

from mononuclear hematopoietic cells. Osteoblasts are mononuclear cuboidal cells 

differentiated from mesenchymal cells. They produce osteoid, the organic portion of the 

bone matrix, and are found on bone surfaces. Osteocytes are former osteoblasts that have 

become embedded in the newly formed bone; they are found throughout the bone. 

Osteocytes sit in cavities called lacunae and communicate with each other and with 

osteoblasts via processes passing through tunnels known as canaliculi. Processes from 

adjoining cells are connected by gap junctions. Bone lining cells are like osteocytes, 

quiescent osteoblasts. They are osteoblasts that did not become buried in the newly 

formed bone and remained on the bone surface. Lining cells cover more than 90% of the 
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surfaces of adult bone [21] and maintain communication with osteocytes and osteoblasts 

through gap junctions. The exact role of bone lining cells is not understood, but it has 

been suggested that they may be involved in bone remodeling [21]. 

 The human body is composed of two types of bone: cortical and trabecular. 

Cortical bone is the dense bone primarily found in the shaft of long bones, whereas 

trabecular bone is found in the ends of long bones surrounded by a cortical bone shell. 

Cortical and trabecular bone contain two major types of bone tissue: lamellar bone, a 

slow forming organized bone, and woven bone, a fast forming but weaker bone. Cortical 

bone has a porosity of 5-10%, whereas trabecular bone has a porosity of 50-90% [22]. 

Cortical bone contains three porosities: 1) the vascular porosity, 2) the lacunar-canalicular 

porosity and 3) the collagen-apatite porosity [23]. The vascular porosity consists of 

primary and secondary Haversian canals and Volkmann canals which contain blood 

vessels, nerves and interstitial fluid. The lacunar-canalicular porosity contains osteocytes 

and interstitial fluid. The collagen-apatite porosity surrounds the collagen and crystallites 

of the hydroxyapatite mineral. 

 Cortical bone is composed of several circular layers or lamellae in repeating 

structural units known as osteons (Figure 2.1). A Haversian canal is at the centre of the 

osteon and is approximately aligned with the long axis of the bone. It contains blood 

vessels and nerves. Volkmann canals are short transverse canals connecting Haversian 

canals to each other and to the outer surface of the bone. These canals also contain blood 

vessels and nerves. Cortical bone can be characterized as primary or secondary bone. 

Primary bone is tissue laid down de novo on an existing bone surface during growth, 
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commonly referred to as modeling. Secondary bone results from remodeling, the 

resorption of existing bone and the replacement by new lamellar bone. In adult humans, 

most cortical bone is composed entirely of secondary bone. Rats do not typically undergo 

true cortical bone remodeling [24] and as such the cortical bone exhibits only a few 

secondary osteons [25].  

 
Figure 2.1 Schematic of the osteocyte lacuna-canalicular network [26]. 

 

2.2 Bone Adaptation 

 Bone is a dynamic tissue that adapts its shape and structure to mechanical 

stimulation from daily physical activity. Julius Wolff was the first to propose that 
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mechanical strain is responsible for determining the architecture of bone [22]. Bone tissue 

is able to adapt its mass and three-dimensional structure to mechanical usage to obtain a 

higher efficiency of load bearing [22]. Non-mechanical factors, such as hormones and 

disease, can influence bone adaptation but they cannot replace or substitute for 

mechanical factors, as is demonstrated by the extensive bone loss that occurs in 

immobilized states [4].  

 Bone is optimized for daily loading activities but if loading patterns change then 

so too will the bone to maintain structural stability. Bone achieves this via a self-

regulating biologic mechanism first described by Frost [27] as the mechanostat theory. 

Frost [27] suggested that bone has a homeostatic regulatory mechanism that can sense 

changes in mechanical demands and alter bone structure to meet these new demands. 

Below a certain threshold of use bone will be resorbed because it is not functionally 

needed, and above a certain threshold, where mechanical demands are higher than typical, 

bone formation will occur to meet these new mechanical demands. That is, bone regulates 

itself according to the loading environment. The bone homeostatic control system or the 

mechanostat has a stimulus – strain or strain-related characteristics, a sensory mechanism 

– osteocytes, and an effector mechanism that can bring the system back to homeostasis – 

modeling and remodelling [27]. 

  Bone modelling and remodelling are the mechanisms that bone uses to adapt to 

mechanical loading. Bone remodelling is the process in which bone is constantly 

maintained and renewed by the coupled action of osteoblasts and osteoclasts. It involves 

the resorption of existing bone by osteoclasts and subsequent new bone formation by 
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osteoblasts in the same location with no major net change in bone structure. Together, 

osteoclasts and osteoblasts form the basic multicellular unit (BMU) that reconstructs the 

internal bone structure. Bone remodelling is responsible for maintaining or altering 

mineral balance, adapting bone structure to meet changing mechanical loading demands 

and repairing microdamage caused by excessive loading or fatigue. Uncoupling of the 

osteoblast and osteoclast activity, when bone resorption begins to exceed bone formation, 

leads to bone loss and subsequently osteoporosis. 

 Bone modelling is the process by which bone is formed by osteoblasts without 

prior bone resorption and occurs on the surfaces of bone. This process is largely observed 

during growth and in strength training athletes [28]. It produces large net increases in 

bone size, density and mechanical properties. Bone modelling works to maximize the 

functional capacity of bone. In mature bone, a substantial and somewhat novel change in 

the loading environment can trigger bone modelling. In animals, bone modelling can be 

induced experimentally through in vivo external mechanical loading of a bone, such as the 

forelimb compression model [29]. This loading method can induce different types of bone 

formation depending upon the nature of the loading protocol. 

 Bone mechanotransduction is responsible for bone adaptation to mechanical 

stimuli; it maintains the dynamic balance between bone formation and resorption. 

Mechanotransduction is the process by which mechanical stimuli are converted into 

biochemical signals and subsequently cellular responses. Bone mechanotransduction is an 

essential process for maintaining the integrity and health of bone tissue. Understanding 
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bone mechanotransduction is important for understanding how bone adapts to mechanical 

stimuli and how best to harness the bone formation potential. 

 

2.3 Mechanotransduction and Osteocytes  

 The currently favoured model of bone mechanotransduction involves osteocytes 

and the lacunar-canalicular system. Mechanical loading strains the bone causing changes 

within this system that can stimulate osteocytes, the receptor cells residing within the 

system. The osteocytes then produce secondary signals that activate osteoblasts and 

osteoclasts, the effector cells, to produce an appropriate tissue-level response [30]. The 

mechanisms of mechanotransduction, mechanosensitivity, and response signalling in 

bone are not fully understood. 

 Osteocytes are widely believed to be the main mechanosensing structures of bone, 

responsible for coordinating the regulation of bone adaptation. Osteocytes are the largest 

bone cell population, spaced regularly throughout the mineralized matrix supporting the 

belief that they are bone mechanosensors. Mature osteocytes reside within the lacunar-

canalicular system of bone. Their cell bodies sit in the lacunae with their long slender 

processes radiating out in all directions through the bone matrix via narrow canals, the 

canaliculi (Figure 2.1). They are connected to one another via their processes and have 

the ability to communicate with each other and other bone cells through this extensive 

network of processes connected by gap junctions. The structure of the lacunar-canalicular 

system allows communication with various cells throughout the entire bone and ensures 

access to oxygen and nutrients. Osteocyte viability may play a crucial role in the 
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maintenance of bone homeostasis and integrity. Osteocyte apoptosis can occur due to a 

number of factors including: microdamage, estrogen deprivation, elevated cytokines, 

osteoporosis, and aging [31]. Osteocytes are recognized as the bone mechanosensors but 

how they sense mechanical loads and coordinate the subsequent events leading to 

alterations in bone adaptation is not completely understood. 

 Mechanical stresses produced by different stimuli, including substrate 

deformation, fluid flow shear stress and hydrostatic pressure, all act upon osteocytes to a 

degree. But, the exact mechanism responsible for transducing bone mechanical loading 

into a useable cellular signal is not well understood. Mechanical loading of bone causes 

deformations of the cortical bone matrix. The loading creates volume changes in the fluid 

filled cavities of the lacunar-canalicular system, which causes temporary pressure 

gradients to develop and moves interstitial fluid throughout the system. This load induced 

fluid flow is thought to play a role in transducing mechanical signals imposed upon the 

bone into functional signals at the cellular level. There are a number of potential 

biophysical stimuli induced by loading within the bone cell environment including: 

hydrostatic pressure, strain, shear stress and electric potentials [32–34]. In addition, each 

of these factors has properties such as magnitude and frequency, which vary with loading 

conditions and can affect cellular responses. Mechanical loading of bone likely generates 

all of these signals at the same time, likely at varying degrees/levels, depending upon the 

nature of the loading. Distinguishing each of their roles is difficult.  

 Strong evidence exists to support fluid shear stresses, caused by the flow of 

canalicular interstitial fluid, as a predominant mechanism of cell stimulation [35,36]. 



Ph.D. Thesis – C. Druchok; McMaster University – School of Biomedical Engineering 

 14 

Fluid shear stress has been widely studied as it can generate osteogenic responses in 

osteocytes, including the production of prostaglandins (PGs) [37,38]. The flow of 

canalicular interstitial fluid is believed to mechanically stimulate osteocytes through the 

generation of fluid shear stresses acting upon both cell bodies and processes. The 

mechanisms responsible for transducing that mechanical signal into cellular biochemical 

signalling is poorly understood. The potential mechanisms likely involve a change in the 

conformation of a protein due to applied mechanical forces [39]. Some likely candidates 

include the integrin-cytoskeleton complex, membrane channels, G-protein dependent 

pathways, mechanosomes and primary cilia [40]. Fluid flow may also have an 

electrokinetic effect on osteocytes through strain-generated potentials [31]. Either 

mechanism, or both in combination, might activate osteocytes, although cell culture 

experiments suggest that cells are more sensitive to fluid shear stresses than they are to 

electric potentials [41]. Strain-generated potentials may modulate the movement of ions 

such as calcium.  

 

2.4 Bone Mechanical Stimulation 

 The mechanotransductive mechanisms responsible for mechanically induced bone 

formation, although extensively studied both in vivo and in vitro, are still not completely 

understood due to the complexity of the process. Many mechanisms cannot be discerned 

from in vivo models, and in vitro models do not fully depict the in vivo biomechanical 

environment of bone cells, making it difficult to fully understand mechanotransduction. 
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 A number of models exist for studying bone mechanical behaviour, each with 

limitations. In vivo experimentation allows the whole bone and cell environment to be 

studied in its natural state. The major drawback of in vivo models is the systemic 

complexity of using a whole animal. It is difficult to investigate the cellular and 

molecular mechanisms of bone modeling from such studies. Together with in vitro 

studies, which provide a closer look at cellular processes not afforded by in vivo studies, a 

better understanding of the mechanisms of bone mechanical stimulation can be obtained. 

 In vitro models are the method of choice for examining bone 

mechanotransduction at the cellular and molecular levels. Cell culture systems provide a 

local environment that is tightly controlled and can be manipulated depending upon the 

desired conditions. The major disadvantage of in vitro models is the lack of native 

environment for bone cells. The environment is greatly simplified and as such their 

behaviour and activity do not completely reflect in vivo processes. However, some 

aspects of bone mechanical stimulation cannot be easily examined in vivo and therefore  

in vitro studies are relied upon, while realizing their limitations.   

 

 2.4.1 In vivo Mechanical Loading 

 Mechanical loading effects on bone adaptation can be assessed using animal 

models. Such methods allow control of the loading environment and assessment and 

quantification of the resulting bone formation. Various mechanical loading techniques for 

the purpose of inducing de novo bone formation have been utilized. The non-invasive, 

external axial compressive loading of the murine tibia or ulna has become the method of 
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choice for studying mechanically induced bone formation in rats and mice. The axial 

compression is meant to mimic physiological loading through the joints. The forelimb 

compression model is used to study cortical bone responses in the central diaphysis of  

the ulna. 

 The rat forelimb compression model, which has benefits not offered by previous 

loading methods, has been used extensively by researchers to study cortical bone 

adaptation to mechanical loading [29] (Figure 2.2). Loading the forelimb in axial 

compression causes bending of the ulna, with the greatest compressive strain occurring on 

the medial periosteal surface of the ulna [42]. The forelimb model is non-invasive and the 

loading contact points are at the wrist and elbow, both of which are away from the 

midpoint of the ulna, the expected site of the highest strain and therefore the greatest bone 

formation. This ensures that any bone apposition that occurs in this area is a direct result 

of the strain produced from the bending of the ulna due to the applied load, and not from 

contact with the loading points themselves.  

 
Figure 2.2 Schematic diagram of the rat forelimb compression model [43]. 

elucidated, the entire process—from cellular reception of
the physical signal to effector cell response—is not well
understood.(2)

The initial step in mechanotransduction concerns the de-
tection of a physical stimulus or “mechanoreception.” Suc-
cessful mechanoreception in bone cells requires that specific
conditions are met in two domains, one on the physical
signal side and one on the cellular side. On the signal side,
the signal must be presented to the cell with specific phys-
ical characteristics. For example, the signal must be dy-
namic rather than static and the signal’s frequency and
magnitude must exceed a minimum value if it is to be
detected by the cell.(3–6) On the cellular side of mechano-
reception, the bone cell must be in a receptive state to detect
the stimulus. Bone cells desensitize rapidly to mechanical
stimuli, to the point where subsequent mechanical signals
that would otherwise be osteogenic are largely ignored by
the cell. Animal limb bones loaded in vivo exhibit a large
gain in bone mass when administered relatively few (10–50)
load cycles per day, but as that number is increased beyond
!50 cycles/day, very little additional bone is formed.(7–9)

These data suggest that the cells are receptive to the first 50
or so load cycles (first few minutes of loading), but as the
loading bout is continued uninterrupted, the cellular re-
sponse is greatly diminished.

Recently, we have conducted a series of in vivo experi-
ments addressing desensitization and resensitization of bone
cells, focusing on how these processes can be manipulated
to enhance bone formation. The results from initial exper-
iments show that rat tibias exposed to 360 daily load cycles
increased osteogenesis nearly twice as much if the cycles
were delivered in four discrete bouts of 90 cycles/bout,
compared with tibias administered 360 cycles in a single
uninterrupted bout.(10) Presumably, the bone cells in the
tibias exposed to a single bout of 360 cycles (360 " 1) were
sensitive to the first 50 or so cycles, but as desensitization
developed, the cells were unable to transduce the remainder
(majority) of the cycles. Tibias exposed to four bouts of 90
cycles (90 " 4) were allowed 3 h between each of the short
bouts, which was sufficient to partially resensitize the bone
cells before the second and subsequent bouts were admin-
istered. The 90 " 4 schedule was clearly more osteogenic
that the 360 " 1 schedule despite identical mechanical
inputs (same force magnitude, frequency, and number of
cycles per day), but the loading protocol lasted only a week.
We sought to determine whether the bout-scheduling effects
would be maintained in the long run by evaluating the effect
of the two loading protocols (90 " 4 and 360 " 1) on bone
biomechanical and structural properties after an extended
(16 weeks) loading period. We hypothesized that the 90 "
4 schedule, which produced bones with initially high bone
formation rates, would result in stronger, more geometri-
cally optimized bones than the 360 " 1 schedule after 16
weeks of loading.

Previously, we reported small but significant (5.4% and
8.6%) increases in areal bone mineral density (aBMD) in
whole ulnas that had been loaded in vivo according to the
360 " 1 and 90 " 4 schedules, respectively, for 16
weeks.(11) We hypothesized that these modest gains in

aBMD would translate into substantial improvement in
bone strength, provided that bone is formed preferentially
where the mechanical strains are greatest.

MATERIALS AND METHODS

Forty-four virgin female Sprague–Dawley rats were pur-
chased from Harlan Sprague–Dawley (Indianapolis, IN,
USA). The rats arrived at the age of 12 weeks, and were
housed two per cage at Indiana University’s Laboratory
Animal Resource Center for 15 weeks before the start of the
experiment. Water and standard rat chow were provided ad
libitum during the acclimation and experimental periods.
Body mass, collected throughout the acclimation and ex-
perimental periods, has been reported previously.(11) Under
ether-induced anesthesia, the right distal forelimb of rats in
the loading groups was subjected to axially applied com-
pressive loads using a nonsurgical loading preparation that
transmits mechanical force to the ulna through the olecra-
non and flexed carpus (Fig. 1A).(12) The natural curvature of
the ulnar diaphysis results in a bending moment in the
middiaphysis during end loading that produces tension in
the lateral cortex and compression in the medial cortex.
Load was applied as a haversine waveform at a frequency of
2 Hz and peak load magnitude of 17 N using an open loop

FIG. 1. (A) Schematic diagram of the rat ulna loading model. The
right distal forelimb is fixed between upper and lower aluminum cups
(shown in hemisection), which are fixed to the loading platens and
actuator. When force is applied to the upper platen, the preexisting
mediolateral curvature of the ulnar diaphysis becomes accentuated and
translates most of the axial load into a bending moment, which is
maximal near the midshaft. (B) After death, the ulnas were dissected
and mounted in a rig similar (but smaller cup size) to that described for
in vivo loading. The bones were loaded to failure in monotonic axial
compression, during which force and displacement data were collected.

1546 ROBLING ET AL.
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 In vivo mechanical loading models have helped to identify factors affecting 

cortical bone adaptation. Three such factors have been shown to be key: a dynamic 

stimulus, loading duration and accommodation to loading [44,45]. A dynamic stimulus, 

the primary stimulus of bone adaptation [46], has been shown to be effective at a 

minimum frequency of 0.5 Hz, but higher frequencies, up to approximately 10-20 Hz, 

induce greater bone formation [47]. Experimental results suggest that bone formation 

increases with either increased load magnitude or frequency [45]. Loading duration refers 

not only to the length of time the bone is being loaded but also to the lengths and number 

of rests the bone experiences. It has been shown that bone loses more than 95% of its 

mechanosensitivity after only 20 loading cycles [45]. It is thought that, if given time to 

rest, the cells may then be able to respond to the loading again. Resensitization has been 

shown to occur in seconds or hours depending on the nature of the loading stimulus. Time 

to rest is needed between loading bouts as well as between cycles [43,48]. Experiments 

have shown that there is an osteogenic benefit of even short-term (in the order of seconds) 

recovery periods in restoring sensitivity to loaded bone [49]. Bone adaptation occurs in 

response to a novel change in the loading environment, a new mechanical stimulus. Bone 

must be loaded above a certain strain threshold to induce a change in bone formation [27]. 

This threshold is a product of local loading history and may vary based on factors such as 

age, sex and loading model. Once accommodation to the new load has occurred, the load 

will no longer induce a response. The initial loading stimulus is suggested to have the 

greatest influence on bone formation, not the long-term accumulation of loading [50]. 
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Inserting a rest period and stopping loading can reverse the effects of accommodation and 

restore mechanosensitivity [51].  

 These factors can be manipulated in a number of ways in non-invasive loading 

models, including the forelimb compression model, to induce different types of bone 

formation, such as lamellar or woven bone. The parameters of loading that are commonly 

modulated, each of which influences the amount and type of bone formation, are: 

force/strain magnitude, frequency, number of loading cycles and sessions and number and 

placement of rest periods (between cycles and loading sessions). The magnitude of the 

force/strain is controlled as it is tightly correlated to the amount of bone production [52]. 

The force magnitude is dependent on bone geometry and material properties and therefore 

differs with animal sex, age and weight/size. The strain magnitudes that stimulate bone 

formation depend on the animal used as well as the other loading parameters. In general, 

local peak strains between 1200 and 2000 microstrain (µε) [52,53] have been shown to 

induce a lamellar bone formation response. However, this likely depends upon the model 

used. A frequency of 2-4 Hz is commonly used, as it coincides with the stride frequency 

range in rats during locomotion [54]. Various loading protocols have been implemented 

in the literature to stimulate bone formation, each differing with regards to the above 

parameters; this can make it difficult to compare study outcomes. Establishing a loading 

protocol that induces the desired bone response and allows for the examination of 

treatment effects in the chosen model is most important.  
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 2.4.1.1    Lamellar and Woven Bone Formation 

 Osteogenic signals can arise from various sources including bone cells and 

vasculature. Signalling from these different pathways may be key to the different 

responses of cortical bone to non-damaging dynamic strain (lamellar bone) versus 

damaging dynamic strain (woven bone) (Figure 2.3). Lamellar bone is believed to form in 

response to molecular signals produced by mechanotransductive pathways within the 

bone [45]. In comparison, woven bone formation in response to fatigue loading is 

mediated by signals in response to damage and dynamic strain (mechanotransduction) 

[45]. Osteogenic signals from sources other than bone cells, such as the vasculature, may 

play a key role in the formation of woven bone in response to both dynamic strain and 

damage versus lamellar bone induced by dynamic strain alone.  

 
Figure 2.3 Fluorescent light microscope images of rat ulna cross-sections. Calcein 
  green (green) and alizarin complexone (red) fluorochrome labels have  
  been incorporated into the newly formed bone around the perisoteum of  
  the ulna. The original bone cross-section is the dark kidney-shaped space  
  surrounded by the fluorochrome labels. A) An example of lamellar bone  
  formation. The separation between the green and red labels demonstrates  
  the new bone formation that has been mechanically induced. The relatively 
  uniform separation between the labels is typical of lamellar bone   
  formation. B) An example of woven bone formation. The large amount  
  of red label that extends outward from the periosteal surface is new bone  
  that has been created in response to damaging mechanical loading. 
 

A B 

FIGURE…ULNA	CROSS-SECTIONAL	IMAGES	OF	MECHANICALLY	INDUCED	
BONE	FORMATION	

Figure ... Cross-sectional images of rat ulnas that underwent forelimb 
loading. A) An example of lamellar bone formation. B) An example woven 
bone formation.	
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 The bone formation response to mechanical stimuli depends not only on the 

magnitude of the peak forces, but also on the loading frequency and the number of cycles 

incurred by the bone. Together these will determine the resultant bone type, lamellar or 

woven. Lamellar bone forms in response to lower levels of strain, anabolic stimuli, and is 

a slow forming but very strong, dense bone. It is highly organized consisting of parallel 

layers or lamellae. Lamellar bone has fewer cells compared to woven bone [22]. Woven 

bone forms in response to high levels of strain or high amounts of loading, which cause 

fatigue damage of the bone. It is poorly organized and weaker compared to lamellar bone 

but it forms rapidly, enabling it to provide support to damaged bone quickly. The amount 

of woven bone formation directly parallels the amount of induced fatigue damage [55]. 

The collagen fibres and mineral crystals are randomly arranged but it is more mineralized 

than lamellar bone helping to compensate for its poor organization [22]. Woven bone has 

a low mineral density and high cellularity [22]. 

 The molecular mechanisms responsible for the osteogenic responses of bone, 

either lamellar or woven, to mechanical loading are not fully understood. Early in vivo 

loading studies did not differentiate between lamellar and woven bone, or they employed 

loading protocols that induced both lamellar bone and woven bone, so signals responsible 

for each individual bone response could not be differentiated. More recent studies have 

examined the genetic, molecular and cellular responses to lamellar and woven bone 

formation. There are large differences in the timing and magnitude of gene expression 

between the vascular and molecular responses of lamellar and woven bone  

formation [56]. During lamellar bone formation genes related to cell signalling, 
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movement, proliferation and metabolism show peaks in transcriptional activity 4-8 hours 

[57–59] after loading and return to basal levels by 24 hours [56,58,59]. There is only a 

modest increase in osteoblast differentiation and very little cellular proliferation in 

lamellar bone formation, indicating existing osteoblasts are active [56]. Woven bone 

formation is associated with a greater number of differentially regulated genes, with 

earlier and significantly greater upregulation of osteogenic genes being shown [56]. 

Specifically, cellular proliferation and angiogenesis appear to be important for woven but 

not lamellar bone formation [56]. Inflammation, cytoskeletal remodelling, cell adhesion 

and developmental pathways are also affected in woven bone formation [56]. The 

magnitude of the molecular response dictates the magnitude of subsequent bone 

formation, thus the reason for much less lamellar bone formation following mechanical 

loading compared to woven bone [56]. 

 

 2.4.2 In vitro Mechanical Loading  

 Mechanical loading of bone results in a number of potential stimuli for bone cells 

and as such a number of methods have been employed to stimulate bone cells in vitro 

based upon these, including; substrate deformation or stretching, vibration platforms, 

pressure and fluid shear stress.  

 Mechanical loading of bone likely generates a number of mechanical signals at the 

same time, likely at varying degrees, depending upon the nature of the loading. 

Distinguishing each of their roles is difficult. Unlike in vivo loading, in vitro experiments 

generally use just one type of force application to stimulate cells, separating the forces 
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from one another. Fluid shear stresses are believed to be one of the main mechanical 

factors stimulating osteocytes when bone is mechanically loaded [23]. Fluid shear stresses 

are generated by the flow of interstitial fluid within the lacuna-canalicular system, where 

the osteocytes reside, when the bone is loaded [60]. Mechanical loading in bone occurs on 

the organ level, with compression and tension occurring on opposite regions, generating a 

pressure gradient across the bone. This drives fluid from one side to the other, creating 

fluid shear stresses. Pressure gradients are also created within individual canaliculi [61]. 

Fluid shear stresses are dependent upon the nature of the mechanical loading and vary 

throughout the bone environment. Theoretical models have predicted that in vivo 

physiological fluid shear stresses experienced by osteocytes within the lacuna-canalicular 

system are between 0.8 and 3 Pa [62].  

 Various flow profiles have been studied and implemented in in vitro flow 

experiments including: steady flow (SF), pulsatile fluid flow (PFF) and oscillatory fluid 

flow (OFF). It is unknown which flow profile is most physiologically relevant. However, 

oscillatory fluid flow is considered to be the most representative of in vivo conditions 

because when bone is loaded, matrix deformation occurs causing pressurization of the 

bone [63]. This pressurization causes fluid to flow in the lacuna-canalicular system along 

a pressure gradient. When the load is then removed, the pressure gradient reverses and so 

too does the fluid flow direction [63]. This creates an oscillating fluid flow profile. Fluid 

flow generally takes place at 1 Hz frequencies in these models, which is typical of 

locomotion [64]. However, greater frequencies have been recorded during activity [65] 

and have been studied [66].  
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 Similar to in vivo models, flow parameters can be manipulated in in vitro models of 

fluid shear stress. Along with the flow profile, the shear stress amplitude, frequency and 

duration of flow can all be altered and all have been shown to affect bone cell responses 

[63,66–70]. In general, studies implement fluid shear stresses between 1 and 2 Pa  

[70–74], falling within the range of predicted in vivo stresses [62]. Flow durations are 

generally 1 to 2 hours in length [70,73–75]. Oscillating frequencies vary depending upon 

the study, but generally 1 Hz is the frequency most used [70,73–75]. In general, most cell 

responses exhibit a dose responsive behaviour, with greater shear stresses, frequencies 

and durations, increasing the responses to fluid flow. As well, cells appear to respond to 

the parameters in a synergistic manner [66]. 

 Fluid-flow induced shear stress has been widely studied in bone cells in vitro 

[63,66,76,77]. Several methods exist for generating fluid-flow induced shear stress, 

including the orbital shaker and the parallel plate, each with their own advantages and 

limitations. Parallel plate flow chamber systems have been used extensively to study  

in vitro bone mechanotransduction [33,63,76]. They have the ability to apply a  

well-defined shear stress and can decouple flow rate from flow frequency [63]. However, 

due to the complexity and expense of these systems only a limited number of samples can 

be evaluated in a single experiment. In addition, the cells undergo a large amount of 

manipulation when they are loaded into these systems. Orbital shakers address some of 

the limitations of parallel plate flow chambers. Most importantly, the cells experience a 

lot less manipulation during set up with the orbital shaker. Orbital shakers are simple to 

use and allow a number of experimental groups to be run simultaneously. However, they 
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too have limitations; the magnitude of shear stress can only be estimated in the system 

and the fluid flow is not truly oscillatory. It is important to understand the strengths and 

limitations of each model, in order to choose the one best suited to address the individual 

aims of each study. 

 

2.5 Prostaglandins and Bone 

 2.5.1 Prostaglandins 

 Prostaglandins are eicosanoids, which are signalling molecules derived from 

oxygenated 20-carbon polyunsaturated fatty acids. They act in an autocrine/paracrine 

manner via G-protein coupled receptors (GPCRs) [78]. PGs are produced in most tissues 

and cells, including bone and are well recognized modulators of skeletal homeostasis. 

They are not stored in cells and are rapidly degraded in vivo [78]. The predominant 

polyunsaturated fatty acid substrate for cyclooxygenase in humans which gives rise to the 

2-series of PGs is arachidonic acid (AA). The 2-series PGs are one of the most important 

of the physiologically active PGs and the PGs most studied in bone because they are 

highly produced by cells of the osteoblastic lineage, osteoblasts and osteocytes, and can 

have substantial effects on both bone resorption and formation [78]. 

 The production of PGs involves three steps (Figure 2.4): (1) mobilization of AA; 

(2) conversion of AA to unstable intermediates, prostaglandin G2 (PGG2) and then 

prostaglandin H2 (PGH2); and (3) conversion of PGH2 by synthases to prostaglandin E2 

(PGE2) and other PGs [79]. The conversion of AA to PGs is catalyzed by a bifunctional 

enzyme generally called cyclooxygenase (COX). Nonsteroidal anti-inflammatory drugs 
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(NSAIDs) inhibit the action of COX and therefore inhibit prostaglandin synthesis. There 

are two enzymes for COX, COX-1 and COX-2. COX-1 is constitutively expressed at 

relatively stable levels in most tissues with little regulation, whereas COX-2 is generally 

expressed at very low basal levels in most tissues but can be induced rapidly to high 

levels by multiple factors including cytokines, hormones, growth factors and mechanical 

strain [78]. In bone, the basal level of COX-1 mRNA expression is far greater than that of 

COX-2 [80].  

 
Figure 2.4 Synthesis of prostaglandins [78]. 
 

 Despite having similar catalytic mechanisms, COX-1 and COX-2 appear to be 

independently functioning biosynthetic pathways [78]. This is due in part to the 

differential regulation of their expression. COX-1 has relatively few identified functional 

regulatory elements and COX-1 mRNA is constitutively expressed in most tissues [78]. 

COX-2 has multiple potential transcriptional regulatory elements and COX-2 mRNA is 

PGs are not stored in cells and are rapidly degraded in
vivo during passage through the lungs by 15-hydroxypros-
taglandin dehydrogenase (PDGH) [11]. In vitro, however,
PGE2 is stable and can accumulate in cell culture media.
PGs can modulate the effects of agonists that induce them,
and the effects of such regulationmight be different in vitro
(where PGs accumulate between media changes) and in
vivo (where PGs are rapidly lost to the cells that produce
them). In addition to the many cytokines, growth factors
and hormones that induce COX-2, serum is also a potent
stimulator of COX-2 expression and PGE2 production in
cultured osteoblasts, and PGs induced by fresh serum at
the time of media changesmight affect the response of cells
to other factors being added to the cultures [4]. In addition,
PGs themselves can stimulate COX-2 expression, and this
can amplify the effects of PGs and of other agonists that
induce COX-2 [12]. This autoamplification effect might be

particularly important in vitro, where PGs are not rapidly
degraded. In vivo, the autoamplifying mechanism could
contribute to prolonging the effects of short periods of
impact loading in skeletal tissue or the effects of cytokines
in inflammatory diseases.

PGE2 receptors and signaling
Since PGE2 was first shown to stimulate cAMP production
and resorption in bone organ cultures [13], the effects of
PGE2 in bone have been most often associated with cAMP
production and protein kinase A (PKA) activation, indicat-
ing an important role for the PGE2 receptors EP2R and
EP4R, which are both coupled to Gas (Box 2). EP2R and
EP4R have been proposed tomediate the anabolic effects of
PGE2 on bone [16–20], but the details of how this occurs are
unknown. It is also unknown why two receptors for PGE2

are coupled to Gas. Several studies suggest that EP2R
and EP4R have non-overlapping functions. This might be
due in part to differential regulation of expression or to
differential desensitization of the receptors. Studies with

Box 1. PG production

The production of prostanoids involves three major steps (Figure I):
(1) mobilization of arachidonic acid (AA) from membranes; (2)
conversion of AA to the unstable endoperoxide intermediates,
prostaglandin G2 (PGG2) and prostaglandin H2 (PGH2); and (3)
conversion of PGH2 by terminal synthases to PGE2, PGD2, PGF2a,
prostacyclin (PGI2) and thromboxane (TXA2). A bifunctional enzyme
converts free AA to PGG2 in a cyclooxygenase reaction and reduces
PGG2 to PGH2 in a peroxidase reaction. This enzyme is popularly
called cyclooxygenase (COX) in reference to its first function.
Nonsteroidal anti-inflammatory drugs (NSAIDs) inhibit the activity
of COX and production of PGs by competing with AA for binding to
COX. There are two isoforms for COX: COX-1 and COX-2, encoded
by separate genes. Slight differences in size and shape of the COX-1
and COX-2 catalytic sites have made it possible to develop NSAIDs
selective for one or the other COX isoforms.

A splicing variant of COX-1, arising via the retention of intron 1,
was called COX-3 and reported to be differentially sensitive to
inhibition by acetaminophen. However, later studies concluded that
this variant is unlikely to be a therapeutic target of acetaminophen
and probably has little or no COX activity in humans [1].

Figure I. Biosynthesis of prostaglandins (PGs). Arachidonic acid is released
from membrane phospholipids by phospholipase A2 enzymes and converted
by prostaglandin G/H synthase (PGHS), also called cyclooxygenase (COX), to
PGH2 in a two-step reaction. Terminal synthases convert PGH2 into PGs and
thromboxane (TXA2).

Box 2. PGE2 receptors

There are at least nine G-protein linked PG receptors mediating
prostanoid actions, one or more for each of the prostanoids [14].
Four classes of GPCRs are associated with the effects of PGE2: EP1,
EP2, EP3 and EP4 [14] (Figure I). EP1R acts largely by increasing
calcium flux but perhaps also via protein kinase C (PKC). Although it
might be coupled to Gaq, the absence of a phosphatidylinositide
response has led to speculation that it is coupled to an as yet
unidentified G protein [14]. Both EP2R and EP4R are coupled to Gas

and stimulate cyclic 3, 5-adenosine monophosphate (cAMP) forma-
tion. EP3R is coupled to Gai and acts largely by inhibiting cAMP
production. However, there are several alternative transcripts of the
EP3R receptor that might act through other signal transduction
pathways. Mice deficient in each EP receptor subtype have been
generated and highly selective agonists for these receptors have
been developed [15]. These agonists, which are not yet commer-
cially available, are the basis for many reports of differential effects
of EP receptors.

Figure I. Association of PGE2 receptors with G-protein coupled receptors. (i)
EP2R and EP4R activate adenylyl cyclase (AC)- and cyclic AMP (cAMP)-
dependent protein kinase A (PKA) or PKA-independent EPAC (exchange
protein directly activated by cAMP) signaling. (ii) EP3R inhibits the synthesis
of cAMP. (iii) EP1R activates Ca2+ and possibly (hashed line) protein kinase C
(PKC) signaling.
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rapidly and transiently inducible in many tissues [78]. Rat osteoblasts and osteoclasts  

in vivo express detectable levels of COX-2 protein at basal levels [81]. Activation of 

COX-2 mRNA expression is faster, more pronounced and transient compared to 

COX-1 [81]. There are clear differences in PG production by COX-1 and COX-2 with 

COX-2 being more efficient at producing PGs in many circumstances [78]. The role of 

COX-1 in bone is still not completely clear. 

 

 2.5.2 Mechanotransduction and Prostaglandins 

 Fluid flow within the lacunar-canalicular system appears to be a primary 

mechanical stimulus for osteocytes. It has the potential to affect a number of different 

mechanisms to induce cellular biochemical responses. The intracellular signalling 

pathways activated by the sensing mechanisms and the manner in which osteocytes 

orchestrate these signals to produce an appropriate tissue level response are not well 

understood. However, a number of intracellular signalling pathways have been identified. 

They range from second messengers such as intracellular calcium and cAMP to 

intermediate protein kinase signalling cascades to late responses such as PGE2 release and 

altered gene expression [40]. 

 The release of PGE2 by bone and bone cells has long been known to be one of the 

responses to mechanical stimuli [76,82]. PGE2 is one of the likely intermediaries for  

cell-to-cell communication between osteocytes and osteoblasts and osteoclasts. Support 

for the role of prostaglandins in bone mechanotransduction stems from studies 
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demonstrating that the inhibition of COX and subsequently PG production can affect 

mechanically induced bone formation [9–12,14]. 

	 The events and signalling pathways responsible for the induction of COX-2 and 

subsequently PGE2 production remain uncertain but several potential pathways have been 

identified (Figure 2.5). They include a G protein-linked mechanotransducer and the 

integrin-cytoskeleton complex [83]. Support for the involvement of G proteins comes 

from the decreased PG production following mechanical loading when G protein 

inhibitors are applied to bone cell cultures [84]. The G protein-linked mechanotransducer 

resides in the cell membrane and a conformational change can occur with mechanical 

stimulation. Fluid flow can activate phospholipase C (PLC) and initiate inositol 

triphosphate (IP3) signalling through a G-protein-mediated mechanism leading to COX-2 

expression and PGE2 production [40]. This pathway also controls the release of 

intracellular calcium which can alter COX-2 expression [38].  

 Intracellular calcium modulates the functions of various enzymes linked to PG 

production including, phospholipase A2 (PLA2), which releases arachidonic acid from the 

plasma membrane and protein kinase C (PKC), which has been shown to affect the PGE2 

response to mechanical stimulation in osteocytes [85]. The generation of arachidonic acid 

is a necessary step in PG production; it is the substrate for PG production by COX. 

Arachidonic acid can be generated through pathways involving PLA2 and/or the 

combined action of PLC and diacylglycerol (DAG) lipase. Intracellular calcium 

modulates the function of these pathways [85]. Ajubi et al. [85] showed that both PLA2 

and the combination of PLC and DAG lipase are involved in the generation of 



Ph.D. Thesis – C. Druchok; McMaster University – School of Biomedical Engineering 

 28 

arachidonic acid in the acute PGE2 response of osteocytes to fluid shear stress. However, 

PGE2 release in response to fluid flow has been shown to be independent of intracellular 

calcium signalling [86].  

 The integrin-cytoskeleton complex has also been identified as another potential 

pathway responsible for the synthesis of PGs [84]. Integrins are transmembrane proteins 

that bind the extracellular matrix on the outside of cells to the actin cytoskeleton, acting 

as mechanotransducers [84]. The cytoskeleton is physically linked to many cellular 

components, including ion channels, PKC and PLA2 [85], and some may be involved in 

fluid flow-induced PG production. COX-2 has been shown to be upregulated by 

mechanical loading through the formation of focal adhesions and subsequent ERK and 

PKA signalling pathways in osteoblasts [87]. As well, disruption of the cytoskeleton has 

been shown to inhibit COX-2 expression and PGE2 production in response to fluid shear 

stress [84,88,89].  
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Figure 2.5 Schematic diagram of potential PG signal transduction pathways  
  involved in the mechanical stimulation of osteocytes. 
 

 2.5.3 Timing of COX-2 Induction in Response to Mechanical Stimulation 

 The mechanisms by which mechanical stimuli induce COX-2 mRNA and protein 

expression in osteocytes are not well understood. However, it is well known that 

mechanical stimulation alters COX-2 mRNA and protein expression in a time dependent 

manner, highlighting the importance of the timing of NSAID delivery around the time of 

mechanical loading. 

 COX-2 mRNA induction exhibits a biphasic pattern in response to stimulation. 

The time between the two peaks of COX-2 expression varies depending upon the tissue or 

cell type and the stimuli. It has been shown to be as short as 10 hours or as long as  
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24-48 hours [90,91]. The biphasic pattern is present whether or not the stimuli are present 

throughout the entire induction period [91] or just after induction [90]. It is believed that 

the biphasic pattern, specifically the second peak, is likely the result of autoamplification 

by PGE2, as PGE2 can induce COX-2 [92]. As PGE2 increases, it stimulates COX-2, 

enhancing its own production [91]. Support for autoamplification is provided by the 

observation that in general, COX inhibitors reduce the second induction peak with no 

effect on the initial induction peak [81]. A similar trend to the mRNA biphasic pattern is 

seen in the COX-2 protein expression. Protein expression increases to peak levels a few 

hours after COX-2 mRNA induction and is followed by a plateau and a second peak in 

levels [93]. It is unknown whether or not COX-2 enzyme activity is closely correlated to 

the mRNA and protein biphasic pattern [81].  

 Upon exposure to mechanical loading or strain, bone and bone cells stimulate PG 

synthesis, especially PGE2. This is an early response, occurring within 5-15 minutes  

in vitro [76] and 1 hour in vivo [94]. This synthesis can last 10-15 minutes or for  

1-24 hours [76]. COX-2 activity is necessary for the early PG synthesis because it has 

been shown that both nonspecific and specific COX inhibitors block this PG  

production [95]. In addition, mechanically induced bone formation is reduced following 

COX-2 inhibition, as a result of a lack of PGs [10–12]. 

  COX-2 is an early response gene induced by mechanical loading and its mRNA is 

upregulated in bone and bone cells, without any effect on COX-1 expression [76,95]. It is 

believed that the COX-2, produced by the early upregulation of mRNA, is not responsible 

for the immediate rise in PG production in response to mechanical loading [81]. The 
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mechanically induced COX-2 mRNA expression starts 15-60 minutes after loading and 

peaks 1-3 hours later [76,90]. It was shown that COX-2 mRNA levels in rat tibiae 

subjected to 4-point bending return to control levels 24 hours post-loading [81]. Induced 

COX-2 protein synthesis starts 1-3 hours later than mRNA induction and peaks 2-9 hours 

later in bone tissues [96]. So, COX-2 protein synthesis starts 1-4 hours post loading and 

peaks at 3-12 hours. Since the mechanically induced COX-2 production is delayed after 

loading, the early release of PG (within the first hour) seems to be a result of COX-2 

already available, and not induced COX-2. Therefore, the PGs responsible for signalling 

mechanically induced bone formation are a result of constitutive COX-2. 

 More support for a lack of a role of induced COX-2 in mechanotransduction is 

provided by studies that administered COX inhibitors after loading and found no effect on 

bone formation [11,12]. Plasma levels of COX inhibitors do not reach their peak until  

2-6 hours after administration [11] and therefore, if they are given after loading they 

would not be in effect until the period of induced COX-2 protein increased and peaked. 

So, induced COX-2 activity does not appear to be involved with mechanotransduction. 

 COX-2 is expressed when a prolonged period of PGs is required, as is the case in 

inflammation or when mechanical loading triggering bone adaptation and various cell 

responses, including differentiation and replication, are needed [81]. Induced COX-2 

produces large amounts of PGs that can then induce bone formation. Chow and  

Chambers [11] showed that daily administration of indomethacin (a nonspecific COX 

inhibitor) for 7 days post-loading inhibited bone formation, indicating that induced COX 

activity is required for the subsequent bone response to mechanical loading. The induced 
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COX-2 protein level can remain elevated for 1-3 days which is thought to supply enough 

PGs for a bone formation response to occur [93].  

 The differences in the activity of COX-1 and COX-2 throughout 

mechanotransduction may be dependent on the local AA concentration and the 

availability of AA [97]. When AA concentration is low, COX-2 is most active, and when 

AA concentration is high, COX-1 is most active [98]. The immediate phase of PG 

synthesis involves a high concentration of AA as it is quickly released, stimulating the 

activity of both COX-1 and COX-2, leading to a production of PGE2 within minutes [97]. 

During the delayed response, AA release may be gradual, limiting the availability, so now 

only COX-2 is active and responsible for the production of PGE2 after mechanical 

stimulation [97]. 

 In summary, COX-1 is involved in the immediate PG response, within several 

minutes of stimulation, associated with phospholipid remodeling [98]. COX-1 expression 

is restricted to the immediate PG response. COX-2 induced PG synthesis, however, 

occurs over several hours and is active in both the immediate and delayed PG responses 

[10,98]. COX-2 is able to induce prolonged PG synthesis and is integral in promoting 

long-term PG effects. 

 

 2.5.4 PGE2 Release and Actions 

 The exact mechanisms by which mechanical stimuli activate PGE2 synthesis are 

not well understood. However, it is well established that upon stimulation by fluid shear 

stress, osteocytes release PGE2. That release has been shown to occur through 
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hemichannels. Hemichannels are formed by connexins, proteins that form gap junctions 

on unopposed cell membranes. Osteocytes express hemichannels formed by  

connexin 43 (Cx43). These hemichannels are mechanosensitive and their opening is 

controlled by mechanical stimulation [99]. Fluid flow induced shear stress can stimulate 

the opening of hemichannels expressed in osteocytes, creating a channel for the release of 

intracellular PGE2 [37]. The upstream events that control PGE2 release are poorly 

understood, but mechanical stimulation of osteocytes results in the release of PGE2. Once 

released through Cx43 hemichannels, PGE2 can act in an autocrine and/or  

paracrine manner.  

 The COX-2/PGE2 system interacts with other pivotal bone regulatory signals 

including the Wnt/β-catenin pathways [100] (Figure 2.5). The Wnt/β-catenin signalling 

pathway is an important regulator of bone mass and bone cell function. This pathway is 

important in osteoblasts for differentiation, proliferation and the synthesis of bone  

matrix [100]. It is also involved in osteocyte autocrine stimulation. PGE2 autocrine 

stimulation via the EP2 receptor activates PI3K/Akt and cAMP-PKA signalling 

pathways, which leads to the downstream inhibition of GSK-3β and the intracellular 

accumulation of β-catenin [71,101–103]. β-catenin then translocates to the nucleus where 

it alters the expression of a number of key target genes [101]. Cx43 expression can 

increase as a result, which in turn increases gap junction activity and promotes gap 

junction mediated communication in osteocytes [71,104,105]. Another effect is a 

reduction in sclerostin and DKK1 and increased expression of Wnt, which then leads to 

the binding of Wnt to LRP5-Fz and amplification of the load signal through further 
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inhibition of GSK-3β [101]. PGE2 release occurs both before and independent of LRP5 

and Wnt/β-catenin signalling [106]. In osteocytes, the Wnt/β-catenin pathway transmits 

anabolic signals of mechanical loading to other osteocytes and cells on the bone  

surface [101].  

 Released PGE2 can also bind to one of its G-protein-coupled receptors (GPCRs) 

and activate adenylate cyclase [87]. Subsequently, PKA phosphorylates the CREB 

transcription factor, which can bind to the promoter of the COX-2 or the FosB/DeltaFosB 

gene [107]. PLC is also activated by GPCRs, resulting in the synthesis of IP3 and DAG, 

the latter may stimulate PKC [87], all of which may be involved in the PGE2 response of 

bone to mechanical loading. 

 

 2.5.5 PGE2 Receptors 

 PGE2 effects are associated with four classes of GPCRs: EP1, EP2, EP3 and  

EP4 [78]. EP receptors are expressed in osteoblastic, osteoclastic and osteocytic  

cells [79]. The effects of PGE2 on bone have most often been associated with cAMP 

production and PKA activation [78]. PGE2 can induce COX-2 [92] and this 

autoamplification is believed to occur via the activation of the EP1 receptor, which 

subsequently increases intracellular calcium [108]. EP3 receptor activation inhibits cAMP 

production [78].  

 EP2 and EP4 receptors have been extensively studied in bone. EP4 is the most 

abundant cAMP-related receptor in rat bone tissue and cells [109]. Both EP2 and EP4 

receptors can stimulate cAMP formation [78]. The cAMP pathway is able to crosstalk 
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with several other pathways that regulate cell growth, migration and apoptosis [78]. Both 

EP4 and EP2 receptors have been implicated in the anabolic effects of PGE2 in vitro [78] 

and appear to be involved in the regulation of osteoblast function including the ability of 

osteoblasts to support osteoclast formation [78]. The EP2 receptor, expressed in 

osteoblast precursor cells, mediates bone formation [110]. EP4 receptor knockout (KO) 

mice have been shown to have reduced bone mass [79] and bone biomechanical 

properties were reduced in both EP2 and EP4 KO mice [111,112]. Studies with EP KO 

mice have implicated EP4 and, to a lesser extent, EP2 in PG mediated bone resorption 

and have shown that EP4 is essential for a local anabolic response to exogenous  

PGE2 [109,112]. 

 Much of the complexity of PGE2 effects on bone may be attributable to the 

multiple transmembrane GPCRs for PGE2 and their ability to activate different  

signalling pathways. 

 

 2.5.6 Effects of Prostaglandins on Bone 

 Prostaglandins have a complex relationship with bone. They are important for 

bone mechanotransduction and influence both bone formation and resorption. To better 

understand the roles that PGs play in bone, studies have examined the effects of 

exogenous PGE2 on bone both in vivo and in vitro. This, however, lacks the ability to 

demonstrate how endogenous PGE2 truly affects bone processes in vivo. Studies 

implementing COX knockout animal models or NSAIDs are used to infer the 

mechanisms of actions of endogenous PGs in bone. However, little is known about 
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endogenous PG concentrations and how they vary under different conditions, because it is 

difficult to determine PG concentrations in vivo. Determining how PGs will affect bone 

processes is complicated and not fully understood. However, it is evident that PGs 

influence various bone activities. 

 

 2.5.6.1    Prostaglandins and Bone Formation 

 Systemic exogenous PGE2 can increase both bone resorption and formation; 

however, formation can be greater, resulting in increases in bone mass, both cortical and 

cancellous [113–118]. But, the effects of PGE2 on bone have been shown to be dose and 

timing dependent [100,119–123]. Continuous or high doses of exogenous PGE2 in rats 

and mice can lead to bone loss, whereas intermittent or low doses can be  

anabolic [119–125].  

 PGE2 increases in vivo bone formation and bone mass mainly by increasing the 

number of osteoblasts present on bone surfaces and by inducing the production of new 

bone [118]. PGE2 has been shown to induce early response genes [126], recruit and 

stimulate differentiation in mesenchymal stem cells [127] and induce the expression of 

EP4 in vivo and in vitro [109], ultimately increasing the number of osteoblasts and 

osteogenic activity [118,128]. Exogenously administered PGE2 likely acts on EP4 

receptors [109].  

 Exogenous PGE2 has also been shown to induce COX-2 expression in MC3T3-E1 

osteoblastic cells [92] and in vivo [80]. COX-2 activity and the endogenous production of 

PGE2, however, was shown not to be essential for the anabolic action of PGE2 in vivo or 
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in vitro [80]. In addition, it has been shown that even without a COX-2 gene or in the 

presence of NSAIDs, osteoblast differentiation in vitro can be enhanced by the induction 

of endogenous PGs with freshly added serum and some osteogenic agonists [79]. 

Inducing COX-2 and PG production by these factors might engage additional osteogenic 

signalling pathways that stimulate the differentiation of early osteoblastic precursors [79]. 

Endogenous PGs can enhance or inhibit the osteogenic effects of factors inducing them, 

depending on the inducing factor.  

 PGE2, however, has been shown to have a dose dependent effect on bone and 

bone cells [100,119–123]. Dose dependent effects on growth, differentiation, EP receptor 

expression, OPG/RANKL expression, ALP expression and components of the Wnt 

signalling pathway in pre-osteoblasts have been shown [100,119]. Lower PGE2 

concentrations appear to enhance osteoblast activity; they increase pre-osteoblast 

proliferation, OPG, ALP and EP4 receptor expression and Wnt signalling in  

osteoblast-lineage cells [100,119]. In contrast, higher doses of PGE2 inhibit cell 

proliferation and differentiation [100], inhibit collagen synthesis [110], inhibit the 

expression of OPG, ALP and EP2 receptors and increase the expression of Wnt inhibitors 

and EP3 receptors in pre-osteoblast cells [100,119]. Therefore, it appears that the net 

effect of higher doses of PGE2 is decreased osteoblast activity.  

 

 2.5.6.2    Prostaglandins and Bone Resorption 

 PGs can influence osteoclast activity as well. PGs can enhance the stimulation of 

osteoclast differentiation by several resorption agonists, including cytokines, hormones 
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and growth factors [79]. Multiple agonists can also stimulate PG dependent osteoclast 

formation in culture [78]. PGE2 stimulates osteoclast formation and differentiation and 

bone resorption in culture, largely mediated via the EP4 receptor with minor contributions 

from EP2 receptors [78,79,129]. The EP2 receptor may also be involved in the effects of 

PGE2 on hematopoietic precursors [79]. COX-2 is expressed in cells of the hematopoietic 

lineage and induction of COX-2 is likely responsible for the PG enhancement of 

stimulated osteoclastogenesis [78]. Without a COX-2 gene or in the presence of a COX-2 

inhibitor, in culture, PGE2 production is decreased and osteoclast formation is reduced 

[79,110]. PGs produced by COX-2 are necessary for maximal in vitro osteoclastogenesis 

in response to multiple agents [79]. However, the effects of PGs on the hematopoietic 

lineage in regards to resorption and osteoclastic development in vivo, are not well known.  

Some studies, however, have found PGE2 to have inhibitory effects on osteoclast 

formation from hematopoietic precursors [78]. PGE2 added to isolated osteoclasts 

actively resorbing bone in vitro transiently inhibited their activity and involved both the 

EP4 and EP2 receptors [79,130]. EP4 and EP2 receptor expression is down regulated 

during differentiation in culture and this may be one way osteoclasts escape the inhibitory 

effects of PGE2 [78].  

 Osteoblasts have a role in the regulation of bone resorption. Studies suggest that 

PGE2 and COX-2 are involved in the process of osteoclast differentiation through 

osteoblasts and the RANK/RANKL/OPG pathway [79]. Osteoblasts express receptor 

activator of nuclear factor kappa-B (RANK) ligand (RANKL), which binds to its 

receptor, RANK, on the surface of osteoclasts and their precursors, regulating precursor 
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differentiation and osteoclast activation and survival. Osteoblasts secrete a decoy receptor 

osteoprotegerin (OPG), which blocks RANK/RANKL interaction by binding to RANKL, 

preventing osteoclast differentiation and activation. The major effect of PGE2 on bone 

resorption is generally considered to occur indirectly via the upregulation of RANKL 

expression and inhibition of OPG expression in osteoclast supporting cells, osteoblasts 

and/or their precursors [78,119,129]. The induction of RANKL can be blocked by COX 

inhibitors demonstrating that PG production is involved in RANKL expression in 

osteoblasts [91]. Han et al. [131] showed that RANKL can induce COX-2 expression and 

in turn the production of PGE2 in osteoclastic cells. Inhibition of COX-2 with celecoxib 

inhibited osteoclast differentiation, which was reversed by the addition of exogenous 

PGE2, suggesting that COX-2-dependent PGE2 induction by RANKL is required for 

osteoclast differentiation [131]. PGE2 can stimulate bone resorption indirectly via 

increased expression of RANKL by osteoblasts and via direct effects on osteoclasts and 

their precursors.  

 PGE2 influences both osteoblast and osteoclast activity, which subsequently 

affects bone formation and resorption. It appears that PGE2 concentration is important for 

determining the resultant effect on bone. Further study is therefore needed to determine 

how exogenous PGE2 levels relate to endogenous levels and how to best optimize PGE2 

concentrations in vivo to promote bone formation, not resorption. 
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2.6 NSAIDs and Bone 

 2.6.1    NSAIDs 

 NSAIDs variably inhibit the activity of both COX-1 and COX-2. COX is the 

enzyme that catalyses the synthesis of prostaglandins from the substrate arachidonic acid. 

The COX enzyme has two distinct active sites, the cyclooxygenase active site and the 

peroxidase active site [132]. The cyclooxygenase site cyclizes arachidonic acid and adds 

a hydroperoxy group to form PGG2 [132]. The peroxidase site of the same COX molecule 

reduces this hydroperoxy group to the hydroxy group to form PGH2 [132]. NSAIDs 

inhibit the cyclooxygenase active site of COX, but have no effect on the peroxidase active 

site [132]. NSAIDs compete with arachidonic acid for the active site of the enzyme; this 

competition leads to inhibited production of prostaglandins. 

 The cyclooxygenase active sites or the NSAID binding sites of COX-1 and  

COX-2 differ by a single amino acid [132]. This produces a side pocket as part of the 

NSAID binding site of COX-2, which is not present in the NSAID binding site of COX-1 

and increases the overall size of the binding site [132]. Because of this, NSAIDs can be 

non-selective or selective. Non-selective NSAIDs fit the NSAID binding sites of both 

COX-1 and COX-2 and act as competitive inhibitors of both enzymes. COX-2 selective 

inhibitors are larger than non-selective NSAIDs. The conformation of COX-2 selective 

NSAIDs does not allow them to easily fit into the NSAID binding site of COX-1, but 

allows them to fit into the side pocket of the NSAID binding site of COX-2 [133,134]. 

 The interaction of NSAIDs with COX generally follows a two-step kinetic 

sequence. The first step involves rapid binding of the inhibitor at the surface near the 
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membrane-binding region of the enzyme; this is the entrance to the channel leading to the 

COX active site [135]. This forms a reversible enzyme-inhibitor complex between COX 

and NSAIDs, leading to competitive inhibition [136]. The second step involves the 

translocation of the inhibitor along the channel and subsequent association within the 

COX active site [135]. This step is the time-dependent conversion of the initial  

enzyme-inhibitor complex to one in which the inhibitor is bound more tightly. Formation 

of the tightly bound complex occurs in seconds to minutes and is thought to reflect the 

induction of a subtle protein conformational change [136]. These two steps are common 

for COX-1 and COX-2 inhibition for the majority of NSAIDs. A third kinetic step has 

been identified to occur with some COX-2 selective inhibitors, including celecoxib and 

NS-398 [135]. It is thought to involve a re-arrangement of the inhibitor in the active site, 

which results in a tightly bound enzyme-inhibitor complex that optimizes the inhibitor 

and protein conformational changes in the active site and side pocket [135]. 

 NSAIDs can be sub-categorized based on their kinetic mechanism of inhibition:  

1) competitive reversible inhibitors; 2) time-dependent reversible inhibitors; and 3) 

irreversible covalent modifiers [136]. Competitive reversible inhibitors are purely 

reversible COX inhibitors, competing with arachidonic acid for the COX active site, such 

as ibuprofen. Time-dependent reversible inhibitors exhibit more complex kinetics than 

simple, competitive inhibitors. They form an initial reversible enzyme-inhibitor complex 

but this complex is then converted to a more stable enzyme-inhibitor complex in a  

time-dependent manner. The dissociation of the inhibitor from the complex occurs very 

slowly. Indomethacin, NS-398 and Celebrex fall into this category. Indomethacin inhibits 
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both COX-1 and COX-2 in a time-dependent manner [137]. NS-398 and Celebrex inhibit 

COX-2 in a time-dependent manner but inhibition of COX-1 is not time dependent, it is 

reversible [137]. Selective COX-2 inhibitors are competitive inhibitors of both COX-1 

and COX-2 but exhibit selectivity for COX-2 in the time dependent step by binding 

tightly at the active site and causing a conformational change in the isoenzyme  

structure [136]. The only NSAID that covalently modifies COX-1 and COX-2 is  

aspirin; it involves initial reversible binding and then an irreversible change of the  

active site [136]. 

 The COX-2 selectivity of NSAIDs is defined by the COX-1/COX-2 ratio  

(Table 2.1). A greater COX-2 selectivity is reflected by a larger ratio. The ratio can vary, 

however, depending on the assay used, in vitro or in vivo, and the conditions the assay 

was performed under [138]. These ratios may vary ten fold depending upon assay 

conditions [138]. The most direct method to determine the ratio is with an in vitro assay 

using IC50 values, the concentrations required to inhibit 50% of the activities of purified 

recombinant human COX-1 and COX-2 [139]. It can also be determined in vitro using a 

whole blood assay [139]. However, in vitro assays do not completely reflect in vivo 

conditions; in vivo assays provide the most relevant COX-1/COX-2 ratios. In vivo assays, 

developed in the rat, determine the dose required to inhibit 50% of the activities (the 

ED50 value) of COX-1 (as determined by synthesis of gastric prostaglandins) and of 

COX-2 (as determined by synthesis of prostaglandins induced in response to carrageenan 

injected into an air pouch) [140]. However, clinical data provide the most meaningful 

classification of NSAIDs with respect to COX-2 selectivity [138]. Based on that, COX-2 
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specific inhibitors only inhibit COX-2 mediated events and not COX-1-mediated events 

even at high doses; celecoxib is an example of a COX-2 specific inhibitor [138]. COX-2 

selective inhibitors inhibit COX-2-mediated events at low doses, but inhibit COX-1 

mediated events at higher doses; NS-398 is an example [138]. Non-selective inhibitors 

inhibit COX-1 mediated events preferentially or inhibit COX-1 and COX-2 mediated 

events approximately equally; ibuprofen and indomethacin are non-selective  

NSAIDs [138]. 

 
Table 2.1 COX-1/COX-2 ratios of NSAIDs used in this study. 
 

Drug 

Human recombinant 
enzymes  

(COX-1 IC50/COX-2 IC50) 
[141] 

Whole blood assay  
(COX-1 IC50/COX-2 IC50) 

[142] 

In vivo  
 (COX-1 ED50/COX-2 ED50) 

[143] 

celecoxib 375 7.6-9.09 >33 

ibuprofen 0.215 0.592 0.1 

indomethacin 0.1 0.562 2 

NS-398  14.3  
Adapted from [138]. COX-1/COX-2 ratio expressed as the ratio of the 50% inhibitory 
concentration/dose for COX-1 to the 50% inhibitory concentration/dose for COX-2. Ratios <1 
indicate preferential inhibition of COX-1 and ratios >1 indicate preferential inhibition of COX-2.  
 

 2.6.2 Effects of NSAIDs on Bone 

 NSAID effects on bone appear to be very complicated, likely due to their 

mechanism of action and the complex nature of PG effects on bone. NSAIDs are 

designed to reduce inflammation through the inhibition of PG synthesis. As such, they 

may help to reduce inflammation-mediated bone loss. However, they have also been 

shown to reduce bone formation in response to mechanical loading, by blocking 

mechanotransductive signals mediated through PGs. Determining the dominant action 
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may depend upon several factors including the NSAID in use, the dosing and timing of 

administration, the age and sex of subjects examined, the mechanical stimuli involved, if 

any, and the overall state of the bone environment. Further investigation is needed to 

determine how to best manage NSAID administration to limit adverse effects on bone and 

even possibly encourage positive outcomes. 

 

 2.6.2.1    NSAIDs and Bone Cells 

 NSAIDs can affect osteoblast activity. They have been shown to adversely affect 

osteoblasts; they can induce cell death, arrest cell cycle and inhibit proliferation in 

osteoblasts and bone marrow mesenchymal stem cells [144–147]. Interestingly,  

non-selective NSAIDs, at therapeutic doses, were shown not to have cytotoxic effects on 

human osteoblasts [147] or bone marrow mesenchymal stem cells [145] but the selective 

NSAID celecoxib did [147]. However, non-selective NSAIDs have been found to have 

cytotoxic effects on rat calvarial osteoblasts [144]. Evans and Butcher [148] found that 

both a non-selective NSAID, indomethacin, and a COX-2 selective inhibitor had similar 

effects on most of the osteoblast parameters they examined; both decreased the number of 

human osteoblasts in culture without affecting DNA synthesis and in both cases the 

osteoblasts could recover and increase in number after brief exposure to the NSAID. 

Interestingly, some studies demonstrated that the inhibited proliferation and cell death 

caused by the presence of NSAIDs, in osteoblasts and bone marrow mesenchymal stem 

cells, were independent of decreased PG production [144–147]. This suggests NSAIDs 

may affect osteoblastic cells through mechanisms not associated with PG synthesis. 
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 Both indomethacin and NS-398 have been shown to inhibit osteoblast 

differentiation from human mesenchymal stem cells while simultaneously increasing the 

number of adipocytes, suggesting a diversion of stem cell differentiation towards an 

adipocyte lineage instead of an osteoblast lineage [149]. However, Pountos et al. [150] 

found no direct effect of NSAIDs on human mesenchymal stem cells osteogenic 

differentiation. NSAIDs have shown variable effects on ALP activity [146,148,151] and 

collagen synthesis [146,152] in osteoblasts. Mineral deposition by osteoblasts has also 

been shown to be diminished in the presence of indomethacin and NS-398 [149].  

 Interestingly, however, in MC3T3-E1 osteoblast cells COX inhibitors stimulated 

cell growth [151]. The authors suggested that since indomethacin inhibited PGE2 

synthesis, that endogenous PGE2 may have been suppressing proliferation of MC3T3-E1 

cells and that COX inhibitors may have eliminated the growth suppressive effect of 

endogenous PGE2 [151]. They found that exogenous PGE2 effects on cells differed with 

concentration; a PGE2 concentration similar to conditioned media suppressed cell growth, 

but higher concentrations were stimulatory [151]. The effects of NSAIDs on osteoblastic 

cells appear to differ depending upon the cell source, the NSAID selectivity and the 

methodology employed. 

 NSAIDs can also affect osteoclastic activity. Both indomethacin and NS398 have 

be shown to inhibit osteoclast differentiation and the resorption activity of mature 

osteoclasts [149]. In vitro studies also suggest that celecoxib influences osteoclast 

formation through osteoblasts and by acting directly on circulating osteoclast precursors 

to inhibit osteoclast formation, without cytotoxic effects [153].  
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 NSAID effects on osteoclasts appear to be dependent upon the state of the bone 

environment. Under certain inflammatory conditions, COX-2 dependent PG synthesis is 

critical for bone resorption and osteoclastogenesis induced by the pro-inflammatory 

molecules and celecoxib can inhibit those activities [154,155]. But under normal 

conditions, non-inflammatory states, this does not occur [155,156]. In ovariectomized 

mice celecoxib decreased serum levels of C-telopeptide, a marker of bone resorption, but 

not in sham-operated mice [157]. NSAIDs have been shown to induce different effects on 

the osteogenic differentiation of mesenchymal stem cells (MSCs) under inflammatory and 

noninflammatory conditions [158]. Liu et al. [155] found that celecoxib significantly 

elevated osteoclast surface and decreased bone mass and bone mineral density (BMD) in 

normal control female rats but did not affect bone formation, consistent with other  

studies [157]. It appears that NSAIDs may help to inhibit bone resorption in pathological 

inflammatory conditions, such as rheumatoid arthritis and estrogen deficiency, but under 

more normal conditions NSAIDs may not.  

 

 2.6.2.2    NSAIDs and BMD 

 Data regarding the associations between NSAID use and BMD are multifaceted. 

Higher BMD has been reported in individuals who use NSAIDs compared to non-users 

[159–163]. However, NSAID use has also been shown to be associated with lower BMD 

[161] and to have no effect on BMD [161,164]. It has been suggested that the state of the 

bone environment may play a large role in determining the effects that NSAIDs may have 

on bone [14,161]. This stems from the results of the Canadian Multi-Centre Osteoporosis 
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Study (CaMOS), where the daily use of COX-2 inhibitors was associated with higher 

BMD in postmenopausal women not on hormone therapy, lower BMD in men and no 

consistent effect on BMD in postmenopausal women using hormone therapy [161]. The 

COX-2 inhibitory effects of NSAIDs may benefit the pro-inflammatory and high bone 

turnover state associated with postmenopausal women, not on hormone therapy, by 

decreasing inflammation and subsequently inhibiting resorptive activities. In contrast, in a 

low bone turnover and low inflammatory state, as occurs in men, the dominant action of 

NSAIDs may be inhibition of mechanotransductive signalling and bone formation. This is 

evidenced in the CaMOS where men taking COX-2 inhibitors exhibited lower BMD 

[161]. The inconsistent effect of COX-2 inhibitor use on BMD found in postmenopausal 

women, using hormone therapy, may be a result of a lack of domination. Hormone 

replacement therapy does not revert women to a premenopausal state completely [165] 

and therefore somewhat of a pro-inflammatory state may still exist. In these individuals 

there may not be one dominant action, resulting in a lack of effect on BMD. 

 The type of NSAID may play a role in determining how it will affect the bone. In 

the Osteoporotic Fractures in Men Study (MrOS) [166], NSAIDs and COX-2 selective 

inhibitors were differentiated. NSAIDs were associated with lower femoral neck 

trabecular BMD but were not associated with cortical BMD [166]. Contrastingly, COX-2 

selective inhibitors were positively correlated with femoral neck trabecular BMD [166]. 

Carbone et al. [160] found that users of NSAIDs with higher COX-2 selectivity had 

higher BMD values at multiple sites. A lack of differentiation in the type of NSAID used 

may contribute to the differing relationships between BMD and NSAID use. 
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 NSAID use has been associated with an increased risk of fractures [167]. Despite 

findings supporting increased BMD in certain NSAID using populations, the bone quality 

of these individuals may be altered and contributing to increased fracture risk. 

Vestergaard [168] found an association between NSAID use and an increased risk of any 

fracture, with no differences existing with regards to fall related fractures and fracture 

energy. An increased BMD despite no reduction in fracture risk [159], an increased risk 

of fractures with no excess BMD loss [168] and excess risk of fractures observed in 

epidemiological studies [164,167], may suggest an effect of NSAIDs on bone 

biomechanical competence.  

  

 2.6.2.3    NSAIDs and In vivo Mechanical Loading 

 Multiple studies have shown that prostaglandins mediate some of the anabolic 

effects of mechanical loading on bone (Table 2.2). Both in vivo [94] and in vitro [95,169] 

studies have shown increased prostaglandin synthesis following mechanical stimulation. 

The role of prostaglandins in mechanically induced bone formation has been 

demonstrated through the use of NSAIDs. NSAIDs inhibit the action of COX, the enzyme 

responsible for the production of prostaglandins and therefore inhibit prostaglandin 

synthesis [78]. Pead and Lanyon [9] were the first to demonstrate that NSAIDs can inhibit 

bone formation induced by mechanical loading. Since then, several other studies have 

demonstrated that NSAIDs impair mechanically induced bone formation [10–12]. 

Prostaglandins produced in response to loading are thought to be largely the result of 
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loading induced COX-2 expression; both selective and non-selective NSAIDs have been 

shown to impair bone formation [9–12]. 

 However, a temporal effect of NSAID administration on mechanically induced 

bone formation has been shown. Generally, when administered prior to mechanical 

loading, NSAIDs diminish bone formation responses, but the same does not hold true for 

administration following loading [11,12]. However, all of the aforementioned in vivo 

studies examining the effects of NSAIDs on bone formation only involved one loading 

event. More recent studies [13–15,170,171] have examined NSAID effects on bone 

formation induced by multiple loading events and have shown contrasting results.  

 In vivo animal studies examining the effects of NSAIDs on bone formation vary 

with regards to the method of mechanical loading, the bone examined, the animals used 

and the NSAID implemented. Pead and Lanyon [9] were the first to demonstrate that 

NSAIDs, specifically indomethacin, administered prior to loading can impair the 

osteogenic response of bone to mechanical loading. Chow and Chambers [11] confirmed 

this finding in the trabecular bone of the vertebra. In addition, they showed that 

indomethacin administered daily, starting either before or after the loading, impaired the 

bone response [11]. However, one dose of indomethacin 6 hours after loading did not 

affect the bone response to loading [11]. 

 Forwood [10] was the first to demonstrate that a COX-2 selective NSAID,  

NS-398, administered prior to loading, impaired bone formation. The bone formation  

rate (BFR) was suppressed by both indomethacin and NS-398 but the mineral apposition 

rate (MAR) and mineralizing surface (MS/BS) was only suppressed by NS-398. It should 
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be noted that Forwood [10] examined lamellar bone formation on the endocortical surface 

of the tibia but woven bone was also formed on the periosteal surface under the loading 

conditions. Li et al. [12] also showed that tibial endocortical lamellar MS/BS and BFR 

were suppressed by indomethacin and NS-398. Li et al. [12] did, however, demonstrate 

that NS-398 and indomethacin impair the lamellar BFR on the periosteal surface of the 

ulna, independent of woven bone formation. Both NSAIDs only slightly impaired the 

MAR and MS/BS. They also showed that the timing of NSAID administration affects the 

subsequent bone response. Tibial endocortical MS/BS and BFR were suppressed by  

NS-398 when it was injected 3 hours and 30 minutes before the loading, with the 3 hours 

prior impairing BFR more than 30 minutes. When NS-398 was injected 30 minutes 

following loading there was no effect on bone formation. With regards to lamellar bone 

formation independent of woven bone formation, ulnar periosteal BFR was suppressed by 

NS-398 to the same extent when it was injected 3 hours and 30 minutes before loading. 

NS-398 only slightly suppressed periosteal MAR and MS/BS at 3 hours and 30 minutes 

prior to loading. Injection 30 minutes after loading did not affect ulnar periosteal BFR, 

MS/BS or MAR. So, NS-398 administration before loading impaired periosteal BFR but 

had little effect on MAR and MS/BS. This in agreement with Forwood [10] and Chow 

and Chambers [11]. 

 The previously discussed studies employed only one loading session to create the 

lamellar bone response. A more recent study by Sugiyama et al. [13] more closely 

resembles the methods employed in this project, examining the effects of NSAIDs on 

bone formation induced by multiple loading sessions. Sugiyama et al. [13] showed that 
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daily NS-398 administration and 6 days of loading (over 2 weeks) did not affect the bone 

response to mechanical loading in either trabecular or cortical bone. However, woven 

bone was formed in the cortical region of the proximal to middle tibiae and lamellar bone 

in the cortical region of the middle fibulae as well as in the trabecular region of the 

proximal tibiae. Therefore, the bone response included both woven bone and lamellar 

bone formation. Cunningham [170] examined the effects of ibuprofen administration 

either before or after exercise on bone formation induced by 9 simulated resistance 

training exercise sessions, occurring every other day over the course of 3 weeks, in rat 

tibiae. No effect of ibuprofen was found, either before or after loading, on periosteal 

lamellar BFR, MS/BS or MAR, but woven bone formation was also induced in the  

tibiae [170]. 

 A few studies have examined the effect of NSAIDs on bone formation induced by 

multiple exercise sessions in humans. Kohrt et al. [14] examined whether the timing of 

NSAID use influences BMD adaptations to exercise in premenopausal women,  

aged 21-40. The women participated in a 9-month weight-bearing exercise training 

program, with exercise sessions occurring 3 days/week. Kohrt et al. [14] found that taking 

ibuprofen before exercise did not impair the BMD response to exercise compared to 

taking a placebo. Interestingly, the women taking ibuprofen after exercise had 

significantly greater changes in total hip, femoral neck, trochanter and femoral shaft 

BMD compared to the placebo and ibuprofen before group. This suggests that NSAID 

treatment following mechanical loading may be able to enhance the effects of mechanical 

loading on bone formation. The same group also examined how NSAID timing 
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influenced BMD adaptations to exercise in men and women 60-75 years of age. Using a 

very similar exercise regime of 9 months, they found that ibuprofen use either before or 

after exercise did not alter BMD responses to exercise training [15]. The authors did note 

however, that ibuprofen use either before or after exercise appeared to have a more 

deleterious effect, although not significant, on BMD in women than in men [15]. Similar 

to the study in elderly subjects, Duff et al. [171] found ibuprofen administration 

immediately following resistance exercise 3 times/week, for 9 months, did not benefit 

BMD in postmenopausal women. The results of these human studies suggest NSAID 

effects on bone adaptation to exercise are likely influenced by a number of factors 

including age, sex and the state of the bone environment.  

 Taken together the various results shown in the in vivo studies, with regards to the 

effect of NSAIDs on bone formation, suggest that prostaglandins do play a role in bone 

formation and the timing of NSAID administration can influence the outcome. However, 

the complexity of the mechanism and signalling pathways is evident with the various 

effects shown. 
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Table 2.2 Summary of studies examining the effects of NSAIDs on mechanically  
  induced bone formation in vivo. 
 

Number of 
Loading 
Sessions 

Subject NSAID Timing of NSAID 
Administration 

Effect on 
Bone 

Formation 
Study 

1 rooster (ulna) indomethacin 
(i.v.) 

1 hr before ↓ [9] 

1 rat (vertebrae) indomethacin 
(oral) 

3 hrs before 
6 hrs after 
before or after and 
for the next 7 days  

↓ 
↔ 
↓ 

[11] 

1 rat (tibia) indomethacin 
NS-398 
(oral) 

3 hrs before 
3 hrs before 

↓ 
↓ 

[10] 

1 rat  
(ulna and tibia) 
 

indomethacin 
NS-398 

3 hrs before (oral) 
3 hrs before (oral) 
30 mins before (i.p.) 
30 mins after (i.p.) 

↓ 
↓ 
↓ 
↔ 

[12] 

1 rat (tibia) NS-398  
(i.p.) 

3 hrs before 
20 mins before 
20 mins after 

↓ 
↓ 
↔ 

[172] 

6 mouse (tibia) NS-398 
(sub.q.) 

3 hrs before ↔ [13] 

9 rat (tibia) ibuprofen 
(oral) 

2 hrs before ↔ [170] 

9 months premenopausal 
women 

ibuprofen 
(oral) 

1-2 hrs before 
immediately after 

↔ 
↑ 

[14] 

9 months elderly men 
postmenopausal 
women 

ibuprofen 
(oral) 

1-2 hrs before 
immediately after 

↔ 
↔ 

 

[15] 

9 months postmenopausal 
women 

ibuprofen 
(oral) 

immediately after ↔ [171] 

↓ - impairs bone formation; ↑ - enhances bone formation; ↔ - no effect on bone formation 
 

 2.6.2.4    NSAIDs and In vitro Mechanical Loading 

 Studies examining the effects of NSAIDs on mechanically stimulated bone cells 

are limited. Methodologies vary greatly, including the cell type used, the loading 

mechanism, the type of NSAID used and the timing of NSAID administration. 

Indomethacin, a non-selective NSAID, has been shown to reduce the PGE2 response of 
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stretched rat calvarial cells [173,174]. Jiang et al. [175] showed that indomethacin 

decreases the release of PGE2 from MLO-Y4 osteocyte like cells stimulated by fluid flow. 

In addition, indomethacin reduced the fluid flow stimulation of Cx43 expression and 

intercellular coupling mediated by gap junctions in MLO-Y4 cells [175], suggesting 

PGE2 is an important factor in gap junction mediated communication. 

 NS-398 has also been shown to inhibit PGE2 production in mechanically 

stimulated bone cells. Bakker et al. [169] subjected primary mouse long bone cells to 

pulsatile fluid flow for 1 hour with NS-398 present 30 minutes prior to loading, during the 

one hour of fluid flow and 24 hours after. NS-398 inhibited the stimulating effect of fluid 

flow on PGE2 production immediately after loading and 24 hours later. In the static, no 

flow group, NS-398 slightly reduced PGE2 production at 1 hour but after 24 hours of 

incubation PGE2 concentrations were significantly lower than in the no flow group 

without NS-398. Bakker et al. [169] also demonstrated a similar effect in human bone 

cells from trabecular bone biopsies. In addition, the static human bone cells exposed to 

NS-398 showed significantly lower PGE2 concentrations at 1 hour compared to the static 

group without NS-398. Westbroek et al. [95] subjected chicken calvarial osteocytes to 

one hour of pulsatile fluid flow and then incubated them for two hours in the presence of 

NS-398; it significantly decreased the production of PGE2.  

 Overall, studies examining mechanical stimulation of bone cells demonstrate that 

NSAIDs inhibit the PGE2 production of cells, but how that subsequently affects other 

bone cells or activities is not known. 
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 2.6.2.5    Long Term Effects of NSAIDs on Bone 

 Research is limited regarding long-term NSAID use (≥ 1 month) and bone 

metabolism. The available research has shown variable effects in animals. Long-term use 

of NSAIDs has been studied mostly in the context of determining the effectiveness of 

NSAIDs in preventing bone loss in ovariectomized models. Since PGE2 can stimulate 

bone formation and resorption, blocking it with NSAIDs may inhibit both bone formation 

and resorption, with the resulting effects likely depending upon the balance of bone 

activities or the state of the bone environment at the time of treatment.  

 The effects of NSAIDs on ovariectomy-related decreases in bone volume and 

BMD have been variable. NSAIDs have shown effectiveness in studies 6 weeks [176] and 

10 weeks [177] in length and partial effectiveness in longer term studies (3 to 9 months) 

[178,179]. However, NSAIDs have also be shown to be ineffective at preventing bone 

loss induced by ovariectomy in as little as 1 month [157] and after 4 months of  

treatment [180]. In addition, NSAIDs were shown to cause greater decrements in 

trabecular bone indices in ovariectomized rats compared to vehicle treated animals [181]. 

Ibuprofen was shown to enhance bone loss in ovariectomized rats and even induce 

cancellous bone loss in intact rats in just 3 weeks [182]. However, a lack of effect of 

NSAIDs on bone indices including BMD and biomechanical properties has also been 

shown in intact animals [157,179,180]. Selective COX-2 inhibitor use for only 1 month 

suppressed bone formation and increased bone resorption, without significant loss of bone 

in male gonad-intact middle-aged rats [183]. Boiskin et al. [184], however, found no 
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effect of indomethacin administration for either 1 or 2 months on bone formation or 

resorption in male rats. 

 The variable effects of NSAIDs on bone metabolism highlight their complex 

relationship with bone. The age and sex of the animals, the state of the bone environment, 

as well as the NSAID type, non-selective vs. COX-2 selective, and dose and duration of 

treatment all likely influence the relationship. 
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CHAPTER THREE 

MATERIALS AND METHODS: IN VIVO 

 

3.1 Animals and Housing 

 All experimental procedures and protocols were approved by McMaster’s Animal 

Research Ethics Board. Animals were housed within McMaster University’s central 

animal facility (CAF) where they were maintained on a 12:12 light-dark cycle at 

approximately 22ºC.  The rats were housed one per cage and given food and water  

ad libitum. Male and female Sprague Dawley rats were purchased from Charles River at  

11-12 weeks old. They were aged in the CAF until approximately 18 weeks of age before 

loading protocols began because by that time bone growth has slowed down substantially 

in the rat [185]. 

 

3.2 Rat Forelimb Compression Model  

 The rat forelimb compression model is a noninvasive in vivo loading model that 

can induce lamellar bone formation. The major benefit of this model is that the points of 

contact for loading are at the wrist and elbow, away from the region of interest, the  

mid-diaphysis. The mid-diaphysis experiences the highest strains and therefore the 

greatest bone formation [42]. Using contact points away from the region of interest avoids 

confounding effects of periosteal compression and subsequent bone formation. 

 All forelimb loading was performed using a material testing system (eXpert 5601, 

ADMET, MA, USA) (Figure 3.1). Custom cups were designed and manufactured to hold 
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the carpus (wrist) and olecranon (elbow) during loading, similar to Figure 3.2. The 

loading actuator is attached to the upper cup housing the wrist and applies a downward 

displacement. The wrist and elbow were able to rotate freely in their cups. The rat was 

placed on a custom designed table while the loading was performed. The height of the 

bottom cup (holding the elbow) was adjusted such that the elbow was not being pulled up 

or down but rather sat naturally as it would when the rat was laying on its back.  

 
Figure 3.1 Material testing system setup. 
 






Figure 3-1 Material Testing System 
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Figure 3.2 Schematic of the rat forelimb compression model [186]. 
 

3.3 Experimental Protocols 

 For all loading protocols right forelimbs were loaded and left forelimbs were 

internal non-loaded controls. All rats were anaesthetized with isofluorene (5% at 1 L/min) 

and injected with buprenorphine (0.01 mg/kg). The rats were then maintained on 

isofluorene (2% at 1 L/min) and the required loading protocol was applied. NSAIDs were 

administered orally using a flavoured gelatin vehicle and dose time was dependent upon 

the experiment performed. The NSAID dose and timing for each experiment are shown  

in Table 3.1. 

 

 

 

 

   

Verborgt et al., 2000), followed by osteoclastic bone
resorption in those regions 7–10 days after loading
(Bentolila et al., 1998; Mori and Burr, 1993). In
addition, a robust periosteal woven bone response is
observed following highly damaging fatigue loading
(Hsieh and Silva, 2002). Less is known about the bone
response to more modest fatigue damage, as previous in
vivo studies have not considered a range of damage
levels.

Assessing the biological response of bone to a range
of fatigue damage requires a model by which controlled
levels of damage can be produced in vivo. Previous
studies have described decreases in forelimb stiffness
(Bentolila et al., 1998; Colopy et al., 2004; Verborgt
et al., 2000) or increases in displacement (Hsieh and
Silva, 2002) during rat forelimb loading as parameters to
control fatigue damage, although these studies
examined only a single damage level. Because the
forelimb is a complex structure of soft tissue and
bone, relating changes in forelimb stiffness directly to
levels of bone damage may be difficult. Danova et al.
(2003) loaded rat forelimbs to two levels of stiffness
decrease and described a dose–response increase in
microcracks and decrease in ulnar strength. We sought
to extend these previous studies by including several
damage levels and by examining the control para-
meter used to modulate the level of fatigue damage. Our
objective was to refine the rat forelimb-loading model to
produce discrete increments of ulnar damage during a
single bout of in vivo fatigue loading. Based on evidence
that bone failure is a strain-dependent phenomenon
(Nalla et al., 2003) and our preliminary observations
that total displacement to fracture is relatively constant
for forelimb fatigue, we hypothesized that progressive
levels of forelimb displacement during loading corre-
spond to progressive levels of ulnar damage.

2. Materials and methods

Forelimbs from a total 98 adult, male, Fischer 344
rats (4.5–5.5 months, Harlan) were loaded in axial
compression across the carpus and the olecranon
process based on methods described previously (Bento-
lila et al., 1998; Hsieh and Silva, 2002; Torrance et al.,
1994) (Fig. 1). Loading was done using a servohydraulic
materials testing machine (Instron 8500R). Force-con-
trolled, haversine, cyclic loading was performed at 2Hz,
while force and displacement data were recorded at
60Hz (LabView 7.0). Rats were anesthetized with 1–3%
isoflorane during in vivo loading and euthanized by CO2

asphyxiation immediately after loading. We used live
animals so our findings would be directly relevant to
future survival experiments. All procedures were
approved by the Washington University Animal Studies
Committee.

2.1. Strain analysis

Six rats (386.378.6 g) were used for strain analysis.
Previous studies have described force–strain relation-
ships in the rat ulna (Danova et al., 2003; Hsieh et al.,
2001; Kotha et al., 2003; Robling et al., 2001), although
for rats of different age and gender than those used here.
After euthanasia, medial and lateral incisions were made
on the right forelimb to expose the ulna 1–3mm distal to
its midpoint. The bone was prepared using standard
techniques (Fritton and Rubin, 2001) and commercial
reagents (Measurements Group, Inc.). A single-element
strain gage (FLK-1-11, Tokyo Sokki Kenkyujo Co.) was
bonded on the medial face of the ulna and another on
the lateral face, at sites shown previously to experience
the highest levels of compressive and tensile strain
during forelimb compression (Kotha et al., 2003). The
forelimb was positioned in the testing machine and
cyclically loaded for seven blocks of 20 cycles, to peak
compressive forces of 3, 6, 9, 12, 15, 18 and 21N, with a
400 s recovery period between blocks. Peak strains were
averaged over cycles 11–20. After testing, ulnae were
dissected and examined for accuracy of gage placement.

ARTICLE IN PRESS

Fig. 1. Medial view of bones in a right forelimb of a rat obtained by
microCT during simulated loading. The majority of the load is
transferred through the ulna (Kotha et al., 2003), from the flexed
carpus to the olecranon process.

B.A. Uthgenannt, M.J. Silva / Journal of Biomechanics 40 (2007) 317–324318
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Table 3.1 In vivo mechanical loading experimental groups. 
 

Experiment NSAID and Dose Experimental Groups 

Male  
1-Month Loading 
 
n=4/group 

indomethacin 
(INDO) 
low dose - 0.2 mg/kg 
high dose - 2 mg/kg 
 

 
Control (CON) - no NSAID 
Low PRE (L-PRE) - 2 hrs prior to loading 
Low POST (L-POST) - immediately after loading 
High PRE (H-PRE) - 2 hrs prior to loading 
High POST (H-POST) - immediately after loading 
 

Male  
1-Month Loading 
 
n=10/group 

 
NS-398  
dose - 2 mg/kg 
 

 
CON - no NSAID 
PRE - 2 hrs prior to loading 
POST - immediately after loading 
 

Male  
2-Week Loading 
 
n=5/group 

 
ibuprofen (IBU) 
dose - 30 mg/kg 
 
Celebrex (CBX) 
dose - 10 mg/kg 
 

 
CON - no NSAID 
IBU-PRE - 1 hr prior to loading 
IBU-POST - immediately after loading  
CBX-PRE - 1 hr prior to loading 
CBX-POST - immediately after loading  
 

Female  
2-Week Loading 
 
n=5/group 

 
ibuprofen (IBU) 
dose - 30 mg/kg 
 
Celebrex (CBX) 
dose - 10 mg/kg 
 

 
CON - no NSAID 
IBU-PRE - 2 hrs prior to loading 
IBU-POST - immediately after loading  
CBX-PRE - 2 hrs prior to loading 
CBX-POST - immediately after loading  
 

Female  
1-Month Loading 
 
n=5/group 

ibuprofen 
dose - 30 mg/kg 
 

 
CON - no NSAID 
PRE-1HR - 1 hr prior to loading 
PRE-2HRS - 2 hrs prior to loading 
PRE-3HRS - 3 hrs prior to loading 
 

 

 3.3.1 NSAID Pharmacokinetics 

 NSAID pharmacokinetics depend on a number of factors including: the type of 

NSAID, the route of administration, the dose, the subject studied as well as the age and 

sex of the subjects [187] (Table 3.2). NSAID pharmacokinetics differ in rats and humans 

and rat sex has been shown to influence NSAID metabolism. For example, male rats have 
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been shown to metabolize celecoxib and piroxicam much faster than female rats 

[188,189]. In male rats the elimination half-life of celecoxib was 3.7 hours and in female 

rats it was 14 hours [188], much closer to the 11 hours in humans [190]. The sex 

difference means that female rats would achieve a higher exposure to celecoxib than 

males when administered the same dose. Sex differences in the rat are not unusual and 

have been partly attributed to sex-specific expression of different genes [191]. 

 NSAID effects on bone formation were examined in both male and female rats in 

this study to address the potential effects of sex on NSAID pharmacokinetics. The timing 

of NSAID administration before loading was chosen so that peak plasma concentrations 

would occur at the time of loading. NSAID dose timing in the male rats in this study was 

based on the literature (Table 3.2). The timing of NSAID administration in the female rats 

was based on the male pharmacokinetics while taking into the account that females may 

metabolize the NSAIDs more slowly. As a result, the dosing times before loading in the 

female 2-week protocol were adjusted so that they occurred one hour earlier than the 

males. The female ibuprofen timing experiment was designed to identify the optimal 

administration time before loading that would impair bone formation, as this was the 

hypothesis, NSAID administration before loading impairs bone formation. There does not 

appear be any literature describing ibuprofen pharmacokinetics in female rats so three 

dosing times were examined. 
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Table 3.2 Pharmacokinetics of the NSAIDs used in the experiments. 
  

NSAID Subject Route of 
administration 

Peak plasma 
concentration Half-life Study 

celecoxib human oral 2-4hrs 11.2-15.6hrs [190] 

celecoxib 
rat 
 
rat (male) 

intravenous 
 
oral 

 
 
1hr 

3.7hrs males 
14hrs females 
 

[188] 

ibuprofen rat (male) 
intravenous 
oral 
oral 

 
 
1hr 

2hrs 
1hr 
2hrs 

[187] 
[192] 
[193] 

ibuprofen human oral 1-3hrs 2hrs [194–196] 
indomethacin rat (male) oral 2-6hrs 6.5hrs [197,198] 

indomethacin rat  
human 

oral, intravenous 
oral 

0.5hrs 
1hr 

4hrs 
2hrs [199] 

indomethacin human oral 1-2hrs 2.6-11.2hrs [200–202] 

NS-398 rat (male) intraperitoneal 
injection 30-40mins 1hr [203] 

NS-398 rat oral  4hrs [204] 
NS-398 rat  2-6hrs  [81] 

 

 3.3.2 NSAID Administration 

 NSAIDs were administered orally using a flavoured gelatin vehicle. Stock 

solutions of indomethacin (Indomethacin – CAS 53-86-1, Cayman Chemical Company, 

MI, USA) and NS-398 (NS-398 – CAS 123653-11-2, Cayman Chemical Company, MI, 

USA) were created by dissolving the crystalline solids in dimethyl sulfoxide (DMSO) at 

concentrations of 17 mg/ml and 25 mg/ml, respectively. Celebrex capsules of 200 mg 

(Celebrex, Pfizer, Quebec, CAN) were opened and the contents were dissolved in DMSO 

to create a stock solution of 100mg/ml. Ibuprofen liquid capsules of 200mg (Ibuprofen 

Liquid Capsules, Life Brand, Toronto, CAN) were dissolved in water to create a stock 

solution of 20 mg/ml. The NSAID stock solutions were then diluted with the flavoured 

gelatin vehicle to produce the appropriate doses in 2.5 ml of gelatin per animal. 
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 3.3.3 NSAID Dosing 

 The indomethacin and NS-398 doses used in the male 1-month loading protocols 

were based on previous studies that showed a dose of 2 mg/kg impaired bone formation 

induced by a single loading event [10,12]. Forwood [10] examined the effects of three 

doses of indomethacin and NS-398, 0.02 mg/kg, 0.2 mg/kg and 2 mg/kg. All three doses 

of NS-398 impaired endocortical lamellar BFR and MS/BS but only 2 mg/kg impaired 

MAR. An indomethacin dose of 2 mg/kg impaired BFR, the only dose that showed an 

effect on any of the bone formation indices. Indomethacin doses in humans are in the 

range of 25-150 mg [201], equivalent to 0.4-2.1 mg/kg for a 70 kg person.  

 Previous mechanical loading studies in rats have not examined the effects of 

Celebrex on bone formation. Therefore the Celebrex dose, 10 mg/kg, was based on an 

effective daily dose of between 5 mg/kg and 30 mg/kg in rats [205]. The dose has been 

implemented in studies examining fracture and ligament healing and ectopic bone 

formation [205–207] and was shown to decrease PGE2 concentrations in muscle  

tissue [207]. Typical doses in humans range between 100 and 800 mg, depending on the 

ailment [208], which is equivalent to 1.4 mg/kg to 11.4 mg/kg, based on a 70 kg person. 

The dose implemented in this study would be on the high end of the human dose on a per 

kilogram basis. However, celecoxib pharmacokinetics have been shown to differ between 

humans and rats. 

 The ibuprofen dose chosen in this study, 30 mg/kg, has been implemented 

previously in the literature for various studies in rats. The effect of ibuprofen 

administration both before and after multiple simulated resistance training exercise 
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sessions on bone formation in rats used the same dose [170]. The dose was also 

implemented in a number of fracture healing studies [206,209–211]. The dose used in 

human exercise studies examining the effects of ibuprofen on BMD was 400 mg/day 

[14,15]. Based on a 70 kg person, that dose is approximately 5.7 mg/kg. Ibuprofen 

pharmacokinetics in humans appear to be similar to the pharmacokinetics in male rats 

(Table 3.2), but how they compare to the pharmacokinetics in female rats is not known. 

However, the dose implemented in this study would be equivalent to 2100 mg/day for a 

70 kg person, based on a milligram/kilogram conversion. That dosing is more typical of 

taking multiple doses (400 mg), throughout the day (3-4 times/day), not a single dose, 

once per day [195].  

 

3.4 Development of Loading Protocol 

 The loading protocols implemented in this study were designed to induce lamellar 

bone formation in the ulna, stimulated as a result of mechanotransductive signalling. A  

1-month and a 2-week loading protocol were implemented in male rats to examine the 

timing effects of NSAIDs on mechanically induced lamellar bone formation. Male rats 

were used initially to avoid the possibility of any hormonal influences. However, upon 

discovering that male and female rats may metabolize NSAIDs at different rates 

[188,189], the loading protocol was implemented in female rats. Examining the effects of 

NSAIDs on lamellar bone formation in female rats may more closely relate to humans 

because it appears that NSAID metabolism may be more similar in humans and female 

rats [188,190]. 
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 3.4.1 Loading Protocol Parameters 

 The loading protocol parameters for all of the experiments remained unchanged 

except for the target load, which changed depending upon the sex of the rats. Cyclic 

loading was applied in a triangular waveform at a frequency of approximately 2 Hz for 

300 cycles with 20 second pauses after every 20 cycles (15 sets of 20 cycles). The target 

load was approximate because the control system for the ADMET material testing system 

had significant overshoot. For example, the target loads were 20 N for males. To achieve 

this load at a frequency of 2 Hz, an input load of approximately 9.5 N was used. The 

forelimb was unloaded to a load of approximately 2 N. The loading rate was 235 N/sec. 

Although the input parameters remained constant throughout the loading, the response of 

the system did show some variability. Notably, changes in the stiffness of the forelimb 

throughout a given loading bout resulted in slight variations of frequency and peak load. 

 

 3.4.2 1-Month Loading Protocol in Male Rats (INDO and NS-398) 

 The timing effects of the NSAIDs indomethacin and NS-398 on lamellar bone 

formation were first examined in male rats in a 1-month loading protocol. Male rats were 

loaded 3 days/week (Monday, Wednesday and Friday) for 4 weeks for a total of 12 days 

of loading.  

   

 3.4.3 2-Week Loading Protocol in Male Rats (IBU and CBX) 

 The timing effects of ibuprofen and Celebrex on lamellar bone formation were 

examined in male rats in a 2-week protocol. A 2-week loading protocol was implemented 
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in male rats to determine if a protocol shorter in length than the 1-month protocol could 

induce a consistent and measurable amount of lamellar bone. The 2-week protocol 

involved loading 3 days/week (Monday, Wednesday and Friday) for a total of 6 days of 

loading. The protocol, however, did not induce lamellar bone formation in the male rats 

(Figure 3.3), as evidenced by a lack of difference in mineral apposition rate (MAR) in the 

CON (loaded with no NSAID dosing) ulnas compared to the LEFT (non-loaded controls). 

The only difference between the 2-week and 1-month loading protocols was the number 

of loading sessions, 6 vs. 12, respectively. This suggests that if the length of the protocol 

is changed (ie. the number of loading sessions) then the other loading parameters need to 

be adjusted to compensate. In this protocol, an increase in the load magnitude or the 

number of cycles may have helped to compensate for the decreased number of loading 

sessions. However, care must be taken when changing the other parameters, so as to not 

damage the bone with increased loading. 
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Figure 3.3 MAR of Sections 1-7 of the male ulnas that underwent the 2-week  
  loading protocol in the IBU/CBX experiment. Values are  
  mean ± standard deviation (STD). No differences (p>0.05) were detected  
  between the LEFT group and the CON group in any of the Sections. See  
  3.5.5 Grid Template Development for an explanation of the 7 Sections. See 
  Appendix I for graphs depicting all groups examined in the male 2-week  
  loading protocol. n=5/CON; n=6/LEFT.  
  

 3.4.4 2-Week Loading Protocol in Female Rats (IBU and CBX) 

 A similar 2-week protocol was also implemented in female rats to examine the 

effects of ibuprofen and Celebrex on lamellar bone formation. The only difference 

between the male and female protocols was the target load; it was adjusted to 15-16 N for 

females in the 2-week protocol. This load was chosen because in a pilot 3-week loading 

protocol with five female rats, a load of 14 N induced lamellar bone formation. The load 

was increased in the 2-week loading protocol in order to achieve lamellar bone formation 

in two weeks, as opposed to three. To achieve this load an input load of approximately  
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8 N was used. In this experiment 11 of the 26 ulnas exhibited woven bone formation 

(Figure 3.4), a bone response to damage, suggesting that the load magnitude was too high. 

To better characterize the load-strain relationship, ulnas were strain gauged to determine 

the load required to produce strains capable of inducing a lamellar bone formation 

response in female rats during a 1-month loading protocol. The 1-month protocol was 

chosen because it produced a consistent lamellar bone formation response in previous 

experiments with male rats whereas the 2-week protocol in male rats did not induce 

lamellar bone formation. 

 
Figure 3.4 Cross-sectional image of a female rat ulna that underwent forelimb  
  loading in the 2-week loading protocol. An example of woven bone  
  formation due to excessive loading.  
 

 3.4.5 Rat Forelimb Strain Gauging 

 To understand the load/strain relationship of the ulna during forelimb loading, left 

forelimbs of male and female rats from previous experiments (n=6/sex) were strain 

gauged. Post-mortem, the front limbs were detached at the shoulder. The medial aspect of 

the ulna was carefully exposed and a single-gauge strain gauge (FLK-1-11-015LE, TML 
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Tokyo Sokki Kenkyujo Co. Ltd., Tokyo, Japan) was attached approximately 1 mm distal 

to the midpoint. The forelimbs were placed in the loading apparatus as they were during 

the in vivo loading. They were loaded for 20 cycles at 4 N as a warm-up. Ten cycles of 

loads of 4-8 N were applied to the female forelimbs and loads of 4-13 N to the males, to 

determine the load strain relationships. 

 A scatter plot of the load/strain relationship was constructed with the 6 ulnas for 

each sex (Figure 3.5). A linear line of best fit was determined for each sex.  

 Based on the load-strain relationship in Figure 3.5, the load of 15-16 N used for 

the female rats in the 2-week protocol corresponded with strains of 3800-4000 µstrain. 

Strains of this magnitude are generally damaging to the bone [212] and the woven bone 

formation seen in 11 of 30 female rats in the 2-week protocol (which were loaded to  

15-16N) is consistent with these strains being damaging. The threshold strain for 

osteogenesis in similar female rats has been shown to be approximately 2300 µstrain at 

the ulnar midshaft and 3000 µstrain distal to the midpoint [9]. Based on the load/strain 

relationship for the female forelimbs and the results of the 2-week protocol, a load of  

13-14 N, corresponding to strains of 3100-3500 µstrain, was chosen as the target load for 

the female rats in the 1-month protocol. 
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Figure 3.5 Load/strain relationship of male (left) and female (right) ulnas during  
  forelimb loading. 
 

 3.4.6 1-Month Loading Protocol in Female Rats (IBU) 

 The 1-month loading protocol was implemented in female rats to examine the 

timing effects of ibuprofen dosing before mechanical loading on lamellar bone formation. 

The 1-month protocol used with the female rats was the same as that used with the male 

rats except the target load was 13-14 N, based on the load/strain relationship determined 

with the forelimb strain gauging. To achieve this load an input load of approximately 8 N 

was set in the ADMET controller.  
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3.5 Bone Histomorphometry 

 3.5.1 Fluorochrome Labeling 

 To measure bone formation the rats were injected with fluorochrome labels. 

Fluorochrome labeling is a widely used standard technique in skeletal research, which is 

simple and efficient for the investigation of the dynamics of bone formation [213]. In 

animal research this technique can be used for the measurement of various bone indices. 

The fluorochrome labels have a high affinity for calcium and bind readily to it. The labels 

bind to calcium inside living cells that are forming new bone [213]. When they are bound 

to calcium ions, they become incorporated at sites of mineralization in the form of 

hydroxyapatite crystals. In the first 24-36 hours after administration, the label will bind 

with calcium and the unincorporated label will be excreted [213]. The two labels used 

during these studies were alizarin complexone and calcein green. Alizarin and calcein 

have different excitation and emission wavelengths. Alizarin fluoresces red and calcein 

fluoresces green. The timing of administration was dependent upon the loading protocol 

used as described in the following sections.  

 Calcein (Alfa Aesar, Lancaster, UK) salt was diluted into Millipore water at a 

concentration of 5 mg/mL. Alizarin complexone (Alfa Aesar, Lancaster, UK) salt was 

diluted into Millipore water at a concentration of 10 mg/mL. One molar hydrochloric acid 

and sodium hydroxide solutions were used for pH balancing (pH between 7.2-7.4). The 

solutions were administered through subcutaneous injections in the abdomen. Calcein 

doses were 20 mg/kg (4 mL/kg) and alizarin doses were 30 mg/kg (3 mL/kg). 
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 3.5.1.1     1-Month Protocol 

 To measure bone formation in the indomethacin experiment, male rats were 

injected with calcein (20 mg/kg, s.q.) on Day 6 and alizarin (30 mg/kg, s.q.) on Day 24. 

To measure bone formation in the NS-398 experiment, male rats were injected with 

calcein (20 mg/kg, s.q.) on Day 6 and 20 and alizarin (30 mg/kg, s.q.) on Day 13 and 27. 

Female rats were injected with calcein on Day 6 and alizarin on Day 24. Rats were 

euthanized by CO2 on Day 30 for the males and Day 27 for the females (three days after 

the last loading cycle) and both forelimbs were dissected, dehydrated and embedded to 

prepare them for histological analysis (see 3.5.3 Bone Sample Preparation). 

 

 3.5.1.2     2-week Protocol 

 To measure bone formation in the 2-week protocol, rats were injected with calcein 

(20 mg/kg, s.q.) on Day 3 and alizarin (30 mg/kg, s.q.) on Day 10. Rats were euthanized 

by CO2 on Day 15 and both forelimbs were dissected, dehydrated and embedded to 

prepare them for histological analyses (see 3.5.3 Bone Sample Preparation).  

 

 3.5.2 Sacrificing and Dissection 

 Rats were sacrificed three days after the last loading session through CO2 

asphyxiation. Rats were first anesthetized using 4-5% isofluorene at 1 L/min and then 

placed in a charged CO2 housing for at least five minutes. Rat forelimbs were then 

harvested for histology. Minimal amounts of soft tissue were removed from the ulnas, 
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leaving the muscle on the bone as not to disrupt the periosteum. After removal, bones 

were stored in a 70% ethanol solution at 4°C until the start of the dehydrating process. 

 

 3.5.3 Bone Sample Preparation  

 For histological evaluation, the forelimbs were embedded in a plastic resin to 

ensure integrity when cutting them into thin sections (~100 µm) for examination and 

analysis. Briefly, after harvesting, forelimbs were placed in 15 mL Falcon tubes and 

dehydrated in increasingly concentrated ethanol solutions (70%, 95%, and 100%) stored 

at 4°C (Appendix IV). The forelimbs were then placed in glass vials with xylenes to 

remove fat, which were also stored at 4°C. In the same vials, the forelimbs then 

underwent infiltration with a solution of methyl methacrylate, dibutyl phthalate and 

benzoyl peroxide. The vials were also stored at 4°C to prevent the resin from hardening. 

The final embedding required the forelimbs to be placed in 4 mL glass vials and for the 

solution to be warmed to 37°C to achieve a hard resin that could be sectioned properly. 

After three days of curing, the resin was hard and the embedded forelimbs were 

sectioned. The embedded forelimbs were cut perpendicular to the long axis at the area of 

interest, where the most bone formation was expected to occur, approximately 1 mm 

distal to the midpoint [214]. An Isomet low speed diamond wafer saw (Buehler, Lake 

Bluff, IL) was used to cut a section approximately 100 µm thick. The sections were fixed 

to a microscope slide using Permount (Fisher Scientific, Toronto, CAN) and the cross-

section was examined under a fluorescent microscope.  
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 3.5.4 Image Capture 

 A Nikon DS-Fi microscope (Nikon, Tokyo, Japan) was used to image the slides 

and images were captured using a RETIGA 2000R camera (QImaging, Vancouver, CAN) 

and accompanying NIS-Elements AR software package. Single channel images of the 

calcein and alizarin labels were captured with different optical filters and then merged 

together by the software to create one image containing both of the labels. 

 

 3.5.5 Grid Template Development 

 A 20-segment, 7-section grid template was developed to analyze the mineral 

apposition rate (MAR) of the ulna cross-sectional images (Figure 3.6). The grid was 

designed to differentiate sections of the bone where bone formation occurred as a result of 

mechanical loading compared to normal ongoing periosteal growth. The grid divided each 

bone into repeatable representative sections. To determine which areas of the bone 

exhibited bone formation resulting from mechanical loading, non-loaded (left) ulna  

cross-sectional images were first opened in ImageJ (http://rsbweb.nih.gov/ij/) and then 

rotated so that lateral prominences were horizontal. The images were then visually 

examined to identify similar regions across ulnas that did and did not contain bone 

formation. Based on that initial examination, 10 segments of equal width were created to 

divide the ulna in the cranial-caudal (anterior-posterior) direction in order to segment 

them into key areas of bone formation (Figure 3.7). The 10 segments were then further 

divided into medial (Segments 1-10) and lateral (Segments 11-20) segments. The medial 

and lateral sections were created by extending a horizontal line from the posterior 
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(Segments 1 and 20) and anterior (Segments 10 and 11) tips of the ulna. With the  

20-segment grid overlaid on the non-loaded ulna cross-sectional images, the segments 

were then grouped to create 7 sections. The sections were formed by identifying segments 

in a region that contained bone formation or did not. For example, in most non-loaded 

ulnas, Segment 1 and 2 contained bone formation whereas Segments 3-5 did not. So 

Segment 1 and 2 were grouped to form Section 1 and Segments 3-5 were grouped to form 

Section 2. The sections allow for the identification of the ulnar regions where bone 

formation occurs primarily (or even exclusively) as a result of mechanical loading. The 

grid was created in Powerpoint (Microsoft Office 2013). Each image was loaded into 

Powerpoint and overlaid with the grid. The grid template was scaled to each bone 

individually, maintaining segment proportionality, such that the anterior and posterior tips 

of the bone aligned with the edges of the grid. The proportional size of each ulna cross-

sectional image was maintained throughout the process. 

 
Figure 3.6 Cross-sectional image of a loaded ulna with the 20-segment, 7-section  
  grid overlaid. 
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Figure 3.7 Cross-sectional image of a non-loaded ulna with the 20-segment,  
  7-section grid overlaid.  
 

 3.5.6 MAR Determination  

 Captured images were imported into Powerpoint, aligned horizontally and 

overlaid with the 20-segment, 7-section grid template such that the edges of the grid 

aligned with the anterior and posterior tips of the bone section (Figure 3.6). The images 

with the overlaid grids were then saved as JPEG images. From these images with overlaid 

grids, double-label perimeter (dL.Pm) and double-label area (dL.Ar) were determined 

using ImageJ (http://rsbweb.nih.gov/ij/). The measurements were used to determine inter 

label thickness (Ir.L.Th = dL.Ar/dL.Pm; µm) and mineral apposition rate  

(MAR = Ir.L.Th/inter label time (Ir.L.t)). MAR was determined for each of the Sections 

individually (Figure 3.8). The MAR of each Section of the non-loaded left ulnas was 

compared to the MAR of the CON loaded right ulnas to determine which Sections 

contained lamellar bone formation induced by the mechanical loading. Sections in the 
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loaded ulnas that had a significantly greater MAR than the non-loaded ulnas were used to 

determine the timing effects of NSAID administration on MAR. Sections 1, 4 and 7 

consistently exhibited bone formation associated with growth in the non-loaded ulnas and 

so it was decided to omit those sections from the main analyses (see Results 4.1 for 

further explanation). The MAR for all Sections in each of the experiments can be found in 

the Appendix. 

 
Figure 3.8 Colour coded 7-Section grid of an ulna cross-section. The colours of  
  each of the Sections correspond to the colours of the bars representing  
  each Section on the graphs displaying MAR. 
 

3.6 Statistics 

 To determine which Sections contained lamellar bone formation induced by the 

mechanical loading, an independent t-test was used to compare the MAR of each Section 

of the CON ulnas to the non-loaded LEFT ulnas (SPSS Inc., Chicago, IL, USA). An 

analysis of variance (ANOVA) with a Tukey post-hoc test was used to determine the 
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effects of NSAID administration and timing on MAR. A significance level of p<0.05 was 

used for all statistical tests.  
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CHAPTER FOUR 

RESULTS: IN VIVO MECHANICAL LOADING 

 

4.1 1-Month Loading Protocol in Male Rats: Indomethacin 

 The effects of indomethacin on ulnar MAR were examined first using the 1-month 

loading protocol in male rats. Five ulnas were not included in the analyses of the 

indomethacin experiment. Two LEFT ulnas were not included because the cross-sectional 

images were cut-off when they were rotated for the MAR determination. One ulna from 

the H-POST group was not included because the image was missing. Two ulnas one from 

each of the L-PRE and L-POST groups developed woven bone and were therefore 

excluded from all analyses. Body mass did not differ between the CON group and the 

indomethacin experimental groups (p>0.05) (Appendix XV). 

 The MAR was significantly greater in six of the seven sections in the CON ulnas 

compared to the LEFT ulnas (p<0.05) (Figure 4.1). Only Section 4 (p=0.714)  

(Figure 4.1D) exhibited a similar MAR between CON and LEFT ulnas. The MAR in the 

CON group did not differ compared to any of the indomethacin experimental groups for 

any of the seven Sections. Based on the analyses, the dose and timing of indomethacin 

administration did not have a significant effect on the MAR of the ulna for any of the 

Sections. See Figure 4.2A-G for the p-values determined by post-hoc analyses for  

each Section. 

 Based on the results of the indomethacin experiment, it was decided that Sections 

1, 4 and 7 (Figure 4.1A, D, G) would not be included in further experimental analyses. 
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Section 4 was excluded because the MAR in that section was similar in the LEFT ulnas 

compared to the CON ulnas (Figure 4.1D). Sections 1 and 7 were not included because 

although those sections showed significantly greater MAR in the CON ulnas compared to 

the LEFT, they consistently showed bone formation in those sections. The MAR was 

similar (p>0.05) in Sections 1, 4 and 7 and was greater (p<0.05) in each of those sections 

compared to Sections 2, 3, 5 and 6 (Figure 4.1B, C, E, F).  
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Figure 4.1 MAR (µm/day) of Sections 1-7 of the male ulnas that underwent the  
  1-month loading protocol in the indomethacin experiment. A-G) MAR 
  of Sections 1-7, respectively. H) Colour coded 7-Section grid of ulna  
  cross-section. Values are mean ± STD. *Different from LEFT. CON=no  
  indomethacin dosing (n=4). L-PRE=low dose before (n=3); L-POST=low  
  dose after (n=3); H-PRE=high dose before (n=4); H-POST=high dose after 
  (n=3); LEFT=non-loaded ulnas (n=18). low dose=0.2mg/kg; high   
  dose=2mg/kg.  
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  L-PRE L-POST H-PRE H-POST LEFT 

CON 0.278 1.00 1.00 0.983 0.003 

L-PRE   0.324 0.224 0.727 0.915 

L-POST     1.00 0.983 0.010 

H-PRE       0.963 0.002 

H-POST         0.081 

p < 0.05 

p < 0.10 

SECTION 1 L-PRE L-POST H-PRE H-POST LEFT 
CON 0.278 1.00 1.00 0.983 0.003 

L-PRE  0.324 0.224 0.727 0.915 
L-POST   1.00 0.983 0.010 
H-PRE    0.963 0.002 

H-POST     0.081 
 

SECTION 2 L-PRE L-POST H-PRE H-POST LEFT 
CON 1.00 1.00 0.827 1.00 <0.0005 

L-PRE  1.00 0.752 1.00 <0.0005 
L-POST   0.902 0.999 <0.0005 
H-PRE    0.738 <0.0005 

H-POST     <0.0005 
 

SECTION 3 L-PRE L-POST H-PRE H-POST LEFT 
CON 0.971 0.649 0.681 1.00 <0.0005 

L-PRE  0.979 0.298 0.998 <0.0005 
L-POST   0.070 0.858 <0.0005 
H-PRE    0.561 0.015 

H-POST     <0.0005 
 

SECTION 4 L-PRE L-POST H-PRE H-POST LEFT 
CON 1.00 1.00 0.994 0.95 0.714 

L-PRE  1.00 0.998 0.971 0.768 
L-POST   0.995 0.957 0.819 
H-PRE    0.999 0.312 

H-POST     0.215 
 

SECTION 5 L-PRE L-POST H-PRE H-POST LEFT 
CON 0.961 0.870 0.793 0.961 <0.0005 

L-PRE  1.00 0.363 1.00 <0.0005 
L-POST   0.225 1.00 <0.0005 
H-PRE    0.363 0.002 

H-POST     <0.0005 
 

SECTION 6 L-PRE L-POST H-PRE H-POST LEFT 
CON 0.983 0.454 0.183 0.999 <0.0005 

L-PRE  0.879 0.068 1.00 <0.0005 
L-POST   0.004 0.735 <0.0005 
H-PRE    0.129 <0.0005 

H-POST     <0.0005 
 

SECTION 7 L-PRE L-POST H-PRE H-POST LEFT 
CON 0.446 0.994 0.196 0.950 <0.0005 

L-PRE  0.816 0.999 0.938 0.022 
L-POST   0.563 1.00 <0.0005 
H-PRE    0.766 0.025 

H-POST     0.001 
 
Figure 4.2 The p-values determined by post-hoc analyses for each Section of the  
  indomethacin experiment. A-G) p-values of Sections 1-7, respectively. 
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4.2 1-Month Loading Protocol in Male Rats: NS-398  

 The effects of NS-398 (a COX-2 selective inhibitor) on ulnar MAR were 

examined in a 1-month loading experiment in male rats. Four ulnas were not included in 

the analyses of the NS-398 experiment. Two ulnas from the CON group and one from the 

PRE group were not included because the cross-sectional images were cut-off when they 

were rotated for the MAR determination. One of the POST ulnas was excluded because 

the cross-sectional image was not at an appropriate location along the length of the ulna; 

it was too distal. Body mass did not differ between the CON group and the PRE and 

POST groups (p>0.05) (Appendix XV). 

 The MAR was significantly greater in Sections 2, 3, 5 and 6 in the CON ulnas 

compared to the LEFT ulnas (p<0.05) (Figure 4.3A-D). The MAR in the CON group did 

not differ compared to the PRE or POST groups for Sections 2, 3, 5 or 6. NS-398, 

administered either before or after loading, did not affect MAR in the loaded rat ulna. 

 See Appendix VI for graphs of all seven sections and Appendix VIII for tables 

displaying the p-values determined by post-hoc analyses for each Section. 
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Figure 4.3 MAR (μm/day) of Sections 2, 3, 5 and 6 of the male ulnas that   
  underwent the 1-month loading protocol in the NS-398 experiment.  
  A-D) MAR of Sections 2, 3, 5 and 6, respectively. E) Colour coded  
  7-Section grid of ulna cross-section. Values are mean ± STD. *Different  
  from LEFT. CON=no NS-398 dosing (n=8); PRE=dose before (n=9);  
  POST=dose after (n=9); LEFT=non-loaded ulnas (n=15). 
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4.3 2-Week Loading Protocol in Female Rats: Ibuprofen and Celebrex 

 The effects of ibuprofen (a non-selective inhibitor) and Celebrex (a COX-2 

specific inhibitor) on ulnar MAR were examined using the 2-week loading protocol in 

female rats (Figure 4.4). In the 2-week loading experiment 11 of the 26 female ulnas 

exhibited woven bone formation so they were excluded from all analyses. In addition, one 

of the forelimbs in the IBU-POST group was broken during the loading. Only 14 ulnas 

were analyzed. The CBX-PRE group only had one ulna remaining after the exclusions, so 

it was excluded from all statistical analyses. Body mass did not differ between the CON 

group and the IBU and CBX experimental groups (p>0.05) (Appendix XV).  

 The MAR was significantly greater in Section 2 in CON ulnas compared to the 

LEFT ulnas (p<0.05) (Figure 4.4A). The MAR in the CON group did not differ (p>0.05) 

compared to the IBU or CBX groups for Sections 2, 3, 5 or 6 (Figure 4.4A-D). Ibuprofen, 

administered either before or after loading, did not affect ulnar MAR in the female rats 

that underwent the 2-week loading protocol. 

 See Appendix IX for graphs of all seven sections and Appendix XI for tables 

displaying the p-values determined by post-hoc analyses for each Section. 
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Figure 4.4 MAR (µm/day) of Sections 2, 3, 5 and 6 of the female ulnas that  
  underwent the 2-week loading protocol in the IBU/CBX experiment.  
  A-D) MAR of Sections 2, 3, 5 and 6, respectively. E) Colour coded  
  7-Section grid of ulna cross-section. Values are mean ± STD. *Different  
  from LEFT. CON=no NSAID dosing (n=3); IBU-PRE=ibuprofen dosing  
  before (n=4); IBU-POST=ibuprofen dosing after (n=3);  
  CBX-PRE=Celebrex dosing before (n=1); CBX-POST= Celebrex dosing  
  after (n=2); LEFT=non-loaded ulnas (n=5). 
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4.4 1-Month Loading Protocol in Female Rats: Ibuprofen  

 The timing effects of ibuprofen administration before loading on ulnar MAR were 

examined in female rats using the 1-month loading protocol. One animal was excluded 

from the 1HR group because she did not eat her flavoured gelatin. Body mass did not 

differ between the CON group and the ibuprofen experimental groups (p>0.05) 

(Appendix XV).  

 The MAR was significantly greater in Section 2 in the CON ulnas compared to the 

LEFT ulnas (p<0.05) (Figure 4.5A). The MAR in Sections 3, 5 and 6 did not differ 

(p>0.05) between the CON and LEFT ulnas (Figure 4.5B-D). The MAR in the CON 

group did not differ (p>0.05) compared to any of the IBU experimental groups for 

Sections 2, 3, 5 or 6 (Figure 4.5A-D). Ibuprofen administration before loading did not 

affect ulnar MAR in female rats that underwent the 1-month loading protocol. 

 See Appendix XII for graphs of all seven sections and Appendix XIV for tables 

displaying the p-values determined by post-hoc analyses for each Section. 
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Figure 4.5 MAR of (μm/day) of Sections 2, 3, 5 and 6 of the female ulnas that  
  underwent the 1-month loading protocol in the ibuprofen timing  
  experiment. A-D) MAR of Sections 2, 3, 5 and 6, respectively. E) Colour  
  coded 7-Section grid of ulna cross-section. Values are mean ± STD.  
  *Different from LEFT. CON=no ibuprofen dosing (n=5); 1HR=ibuprofen  
  dosing 1hr before (n=4); 2HR=ibuprofen dosing 2hrs before (n=6);  
  3HR=ibuprofen dosing 3hrs before (n=5); LEFT=non-loaded ulnas (n=8). 
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CHAPTER FIVE 

DISCUSSION: IN VIVO MECHANICAL LOADING 

 

5.1 Discussion 

 The purpose of the in vivo experiments was to examine the timing-related effects 

of inhibiting mechanotransductive signals, specifically PGE2 production, with NSAID 

administration, on lamellar bone formation induced by multiple loading events. The 

hypothesis was that NSAID administration before mechanical loading would impair bone 

formation, whereas administration following loading would enhance bone formation. The 

findings did not support the hypothesis. The loading protocols successfully induced the 

formation of lamellar bone in the ulna as measured by dynamic histomorphometric 

measures of bone mineral apposition rate (MAR). However, NSAID administration, 

either before or after loading, did not have a significant effect on MAR. MAR did not 

differ between male rats administered indomethacin or NS-398, before or after loading, 

and control rats that received no NSAID. Similarly, in female rats, there was no 

difference in MAR between rats administered ibuprofen, before or after loading, and rats 

not receiving ibuprofen. The results suggest that NSAID administration, either before or 

after loading, does not influence bone formation induced by multiple mechanical  

loading sessions. 

 Previous animal studies that examined NSAID administration prior to one loading 

event demonstrated inhibitory effects on lamellar bone formation indices [9–12,172]. 

More recent studies examined the effects of NSAID administration prior to multiple 
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loading events [13,170]; an inhibitory effect of NSAID administration was not shown. 

The results of this project are in agreement with the studies examining repeated loading 

sessions; NSAIDs administered prior to loading do not impair bone formation. The results 

are also in agreement with two human studies, which demonstrated no impairment of 

bone mineral density adaptation to exercise when ibuprofen was administered before 

exercise in a 9 month exercise program [14,15]. Together these results suggest different 

signalling pathways and factors may be relied upon more for bone formation resulting 

from multiple days of loading compared to just one loading event.  

 Signalling pathways besides the COX-2/PGE2 pathway may be active during the 

extended loading protocols. It was shown that a functional COX-2 gene was not required 

for bone adaptation to two days of mechanical loading in female mice with a null 

mutation of the COX-2 gene [215]. The authors suggested that there may be 

compensatory pathways in the COX-2 deficient mice and that these may not develop 

when COX-2 is simply blocked with NSAIDs, as shown in previous studies. However, 

the studies the authors referred to [10,12] only examined one loading event.  

Alam et al. [215] suggested that compensation from COX-1 and non-COX compensatory 

pathways was possible in the COX-2 deficient mice. In this project, compensation 

through COX-1 may have occurred in the animals receiving NS-398, a COX-2 selective 

NSAID, but the results of the experiments examining indomethacin and ibuprofen,  

non-selective NSAIDs inhibiting COX-1 and COX-2 approximately equally, suggest it is 

more likely that other compensatory pathways were active. Further investigation is 

needed to determine if other early response pathways, such as calcium, or nitric oxide 
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signalling, were more active and/or relied upon more and if there were changes in gene 

expression that compensated for inhibition of the COX-2/PGE2 pathway during loading 

protocols that extended over a period of time.  

 

5.2 NSAID Administration Before and After Loading 

 Prostaglandins are one of the key intermediaries responsible for bone 

mechantransductive signalling. It is believed that COX-2 produced by the early 

upregulation of mRNA is not responsible for the immediate rise in PG production in 

response to mechanical loading [81]. COX-2 protein synthesis does not begin until  

1-4 hours post loading and peaks at 3-12 hours [96]. Since the mechanically induced 

COX-2 production is delayed after loading, the early release of PGs (within the first hour) 

seems to be a result of constitutive COX activity and not induced COX-2. Therefore, the 

PGs responsible for signalling mechanically induced bone formation are likely a result of 

constitutive COX enzymes. Induced COX-2 expression occurs when a prolonged period 

of PGs is required, as is the case when mechanical loading triggers bone adaptation and 

various cell responses, including differentiation and replication [81]. Induced COX-2 

produces large amounts of PGs that can then induce bone formation. Chow and  

Chambers [11] showed that daily administration of indomethacin for 7 days after a single 

loading session inhibited bone formation, indicating that induced COX activity is required 

for the subsequent bone response to mechanical loading. 

 NSAID administration around the time of loading, either before or after, targets 

COX enzyme activities differently. NSAID administration before mechanical loading is 
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thought to inhibit the constitutive COX activity, which is responsible for producing PGs 

required for mechanotransductive signalling. NSAID administration before a single 

mechanical loading event has been shown to diminish the bone formation induced by the 

loading [9–12]. Li et al. [12] administered NS-398 with intraperitoneal injection 3 hours 

or 30 minutes (time of peak plasma concentration) before a single loading session or 30 

minutes after in female rats. They found that an injection 3 hours or 30 minutes before 

loading impaired periosteal bone formation rate (BFR) to a similar extent whereas an 

injection 30 minutes after loading only slightly suppressed BFR [12]. They suggested that 

the primary cellular mechanism of bone formation following a single loading event 

involves the secretion of intracellular constitutive PGs, not new PG synthesis associated 

with increased COX-2 activity. Therefore, PG synthesis must be suppressed with 

NSAIDs for a period of time before loading to reduce the intracellular PG stores and 

inhibit the subsequent secretion at the time of loading. The presence of NS-398 for 30 

minutes reduced intracellular PGE2 levels of MC3T3-E1 osteoblasts in vitro by 80% 

compared to controls and suppressed the release of PGE2 after mechanical stimulation 

[172]. It is also possible that it takes time for the bone cells to take up the NSAID from 

the serum. However, Paulson et al. [188] found that celecoxib reached maximum 

concentrations in the bone and bone marrow 1 hour after oral administration in male rats. 

Tissue distribution would take longer after oral administration so that does not seem as 

likely. 

 NSAID administration before each loading session, when there are multiple 

loading sessions, does not appear to affect bone formation. In this project, the MAR in the 
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PRE group did not differ from the CON group. These results are in agreement with the 

only two studies in the literature that examined the effects of NSAID administration 

before loading on bone formation induced by multiple loading sessions [13,170]. 

Sugiyama et al. [13] found that NS-398 did not affect bone formation. However, the 

hindlimb axial loading model used in that study induced both lamellar and woven bone 

formation [13]. Cunningham [170] found no effect of ibuprofen administration before 

multiple simulated resistance training exercise sessions in rats on periosteal lamellar BFR, 

mineralizing surface (MS/BS) or MAR. However, woven bone was also induced in that 

model. It is difficult to compare a model without woven bone formation to one that 

induced woven bone because different bone formation signals are responsible for the 

different responses. It could be that PG mediated mechanotransductive signalling is not 

essential for bone formation induced by multiple mechanical loading sessions; other 

pathways may be more important. In addition, the induced COX-2 expression would still 

have occurred after each loading event, producing large amounts of PGs, important for 

bone formation.  

 NSAID administration after loading may suppress induced COX-2 activity. Peak 

NSAID activity would occur approximately during COX-2 protein synthesis. Therefore, 

although mechanotransduction would still have occurred normally, the induced COX-2 

synthesis of PGs, required for bone formation, would likely have been inhibited. PGE2 

synthesis from induced COX-2 may be inhibited with NSAID administration after 

loading, but it does not appear to affect bone formation; in this project the MAR in the 

POST group did not differ from the CON group. The increased PGE2 production before 
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loading may be enough to trigger bone formation. These results are in agreement with a 

study that found no effect of ibuprofen administration, after multiple simulated resistance 

training exercise sessions, on periosteal lamellar BFR, MS/BS or MAR in rats [170]. 

However, woven bone was also induced in that model. Chow and Chambers [11] found 

no effect of indomethacin on bone formation when it was administered orally six hours 

after a single loading session but Li et al. [12,172] found that intraperitoneal injection of 

NS-398, 20 or 30 minutes after a single loading session, did suppress bone formation, 

although not significantly. They suggested that PG synthesis occurring just after or a few 

hours after loading does contribute to bone formation. The lack of difference in MAR 

between the CON and POST group suggests that the key time may have been missed. 

Oral administration would take longer to reach peak levels than intraperitoneal injection. 

As stated previously however, other pathways may be more important when there are 

multiple loading events or the activity of other pathways may increase to compensate for 

the lack of PGE2. 

 Rissing and Buxton [216] developed a rat model of experimental osteomyelitis in 

the tibia. Interestingly, they showed that tibial bone PGE2 concentrations were similar in 

rats that did not receive ibuprofen and rats that received oral doses of ibuprofen  

(30 mg/kg) every 8 hours for 12 days. They did find that ibuprofen decreased PGE2 

concentrations in infected tibiae and so they proposed that the ibuprofen may 

differentially affect the sources of PGE2 and may reflect variable susceptibility of COX 

enzyme inhibition. NSAIDs were likely reaching the bone [188], but whether or not they 

inhibited PGE2 production once there is not known. However, once again, the single 
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loading event studies showed an effect of NSAIDs on bone formation [9–12,172], 

suggesting that PGE2 production was in some way altered. In this project, if PGE2 

concentrations were unaltered at the bone level, in the presence of NSAIDs, then bone 

mechanotransduction and formation would have been unaffected by NSAIDs. 

Determining PGE2 concentrations in the bone is difficult and animals would have needed 

to be sacrificed at various time points to determine the time course of PGE2 production. 

Such an experiment would have required a large number of animals and resources. As a 

result, this was not examined in vivo. Instead, an in vitro approach was taken to examine 

the time course of PGE2 production following mechanical stimulation. 

 The lack of effect of NSAID administration, either before or after loading, on 

bone formation, suggests that the COX-2/PGE2 pathway is not essential for bone 

formation induced by multiple mechanical loading sessions. Further investigation is 

needed to determine which factors and pathways are responsible for inducing bone 

formation following multiple loading events, not just a single event, particularly the 

contributions that various pathways make when one is impaired. 

 

5.3 Potential Factors Influencing NSAID Effects on Bone Adaptation 

 NSAID effects on bone adaptation appear to be very complicated, likely due to the 

complicated nature of the COX-2/PGE2 pathway. A number of factors likely contribute to 

the effect of NSAIDs including: the NSAID in use and the corresponding 

pharmacokinetics, the age and sex of the subjects examined and the overall state of the 

bone environment. Further investigation is needed to determine how to best manage 
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NSAID administration to limit adverse effects on bone and even possibly encourage 

positive outcomes. 

 

 5.3.1 NSAID Pharmacokinetics 

 NSAID pharmacokinetics depend on a number of factors including: the type of 

NSAID, the route of administration, the dose, the subject studied as well as the age and 

sex of the subjects [187]. NSAID pharmacokinetics in rats differs from humans and the 

sex of the rat also influences how NSAIDs are metabolized. So translating NSAID doses 

and administration times between studies is complicated. It is important to understand 

how the selected NSAID will behave in the chosen model so as to be able to understand 

how it will affect COX inhibition and subsequent PG production. 

 

 5.3.1.1    Type of NSAID 

 The type of NSAID administered may influence its effect on mechanically 

induced bone formation. COX-2 has been acknowledged as the key enzyme responsible 

for PGE2 production during mechanical loading. However, it is believed that the 

upregulation of COX-2 mRNA is not responsible for the immediate prostaglandin 

response to mechanical stimulation because it occurs too quickly [81]. Transient increases 

in COX-2 mRNA expression were shown not to occur until 2 hours after a mechanical 

loading event in rat osteocytes in vivo [217]. COX-2 mRNA expression was increased in 

rat tibiae 2 hours after bending and returned to pre-loading levels by 24 hours [81]. 

Immediately after loading COX-2 mRNA was similar in loaded and non-loaded  
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tibiae [81]. COX-1 mRNA expression was not influenced by loading and as a result 

remained similar immediately after loading, 2 hours and 24 hours after [81]. COX-1 

mRNA expression was almost twice as great as COX-2 expression immediately after 

loading and 24 hours after and was similar to COX-2 expression at 2 hours [81].  

Bakker et al. [169] showed that both constitutive COX-1 and COX-2 contributed to PGE2 

production following 1 hour of fluid flow. Li et al. [12] suggested that the secretion of 

intracellular constitutive PGs, not new PG synthesis is important for bone formation, 

suggesting a role for both COX-1 and COX-2 for the initial PG release. 

 Both constitutive COX-1 and COX-2 seem to be involved in the immediate 

prostaglandin release following mechanical stimulation. Forwood et al. [218] showed that 

10 minutes after tibia bending in the rat, the number of osteocytes positive for COX-1 and 

COX-2 were significantly greater than in non-loaded tibias. This difference was no longer 

evident 6 and 24 hours after loading. The increased number of osteocytes labeled for both 

COX-1 and COX-2 following loading may indicate a need for both enzymes for the 

production of PGE2 for initial mechanotransductive signalling. Subsequent signalling and 

bone formation may be more reliant upon induced COX-2. Forwood et al. [218] 

suggested that the transient increase was likely not a result of increased gene expression 

but rather an alteration in enzyme availability necessary for PGE2 synthesis. The 

constitutive forms of COX-1 and COX-2 are typically bound to the cell membrane [218] 

and therefore may be available for mechanotransduction involving G proteins. G protein 

linked mechanotransducers are one of the potential pathways responsible for PG 

production [84] and mechanical stimulation of the mechanotransducer may release the 
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COX enzymes for PG production. Nitric oxide can also activate COX-1 and COX-2 

[219], resulting in increased PGE2 production.  

 The activities of both COX-1 and COX-2 appear to be important for initial 

mechanotransductive signalling. Non-selective NSAIDs may impair the immediate 

response more than COX-2 selective NSAIDs, since they inhibit COX-1-mediated events 

preferentially or inhibit COX-1 and COX-2-mediated events approximately equally. In 

contrast, COX-2 selective NSAIDs would likely influence the delayed induced COX-2 

response more, the response responsible for promoting long-term PG effects. The type of 

NSAID administered before a single loading bout has been shown to differentially affect 

bone formation indices, but the results are not consistent. Forwood [10] showed that  

NS-398 administration prior to one tibial bending event impaired endocortical BFR, 

MAR and MS/BS in rats, but indomethacin only impaired BFR. Using a very similar 

model, Li et al. [12] showed that both NS-398 and indomethacin impaired endocortical 

BFR and MS/BS but had no effect on MAR. NS-398 did impair BFR more than 

indomethacin, however. The effects of NS-398 and indomethacin on periosteal bone 

formation indices were similar; both impaired BFR and had no effect on MS/BS and 

MAR [12]. In this project, periosteal MAR was not influenced by NS-398, indomethacin 

or ibuprofen. In agreement with this project, the two studies that examined multiple 

loading events showed that both NS-398 [13] and ibuprofen [170] did not affect bone 

formation. Taken together, all of these results suggest that non-selective and COX-2 

selective NSAIDs have a similar effect or lack of effect on mechanically induced bone 

formation. 
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 5.3.1.2    Timing of NSAID Administration 

 The specific timing of NSAID administration relative to loading may influence 

NSAID effects on bone adaptation. NSAID administration before loading was intended to 

inhibit the PGE2 mechanotransductive signalling at the time of loading. Therefore, the 

timing of administration before loading was chosen so that peak plasma concentrations 

would occur at the time of loading.  

 Previous studies examining the effects of NSAIDs on bone formation in response 

to a single loading event, used female rats [10,12,172]. However, they based their timing 

of NSAID administration on NSAID pharmacokinetics in male rats [197,198,203]. 

Whether sex differences exist in the pharmacokinetics of those particular NSAIDs was 

likely not known. Indomethacin and NS-398 pharmacokinetics in female rats do not 

appear to be present in the literature and some of the literature does not state the sex of 

the rats used. Indomethacin and NS-398 pharmacokinetics in female rats are unknown 

and therefore it is difficult to evaluate the validity of establishing the timing of their 

administration in female rats based on male rat pharmacokinetics. However,  

Forwood et al. [10] and Li et al. [12,172] found bone formation to be inhibited in female 

rats with indomethacin and NS-398 administration, with the administration timing based 

upon male rat pharmacokinetics. Inhibition of bone formation in these studies suggests 

the NSAIDs were indeed active and inhibiting PG production at the key times around the 

time of loading. NSAID pharmacokinetics should be determined for each individual 

model to determine optimal dosing times. 
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 The motivation behind examining NSAID effects on bone formation in both male 

and female rats in this project stems from the potential sex differences in NSAID 

pharmacokinetics. The timing of NSAID administration in the male rats was based on the 

literature but there does not appear to be any literature describing NSAID 

pharmacokinetics in female rats. The NSAID timing before loading should have been 

appropriate for the males based on the pharmacokinetics described in the literature. The 

previous studies that examined NSAID effects on bone formation did not examine 

ibuprofen. Thus, the timing of ibuprofen administration in the female rats was based on 

the male pharmacokinetics while taking into account that females may metabolize the 

NSAIDs more slowly. The female ibuprofen timing experiment was designed to identify 

the optimal administration time before loading that would impair bone formation, as this 

was the hypothesis, NSAID administration before loading impairs bone formation. Three 

dosing times were examined; none of the ibuprofen administration times implemented,  

1, 2 or 3 hours, impaired MAR. The lack of difference in MAR between the CON group 

and the 1HR, 2HR and 3HR groups suggests ibuprofen dosing before multiple loading 

events does not affect bone formation. In addition, since multiple administration times 

were examined, it is likely that peak plasma concentrations did occur near the time of 

loading in one of the groups. 

 In this project, NSAID administration occurred immediately following loading. 

The timing was based on the human exercise study that found that ibuprofen 

administration immediately after exercise enhanced the BMD response to exercise in 

premenopausal women [14]. All of the NSAIDs were administered immediately after 
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loading in this project. However, pharmacokinetics differ between NSAIDs and therefore 

the effects on the time course of PGE2 production likely also differ, which could affect 

bone formation responses to loading. Administration of ibuprofen immediately after 

loading in the human exercise study [14] may have resulted in an “ideal” time course of 

PGE2 production. The time course in this project may not have been conducive to bone 

formation because of different NSAID pharmacokinetics. However, the mechanism 

responsible for the increased BMD is not known and PG inhibition may not have a direct 

effect on bone formation. Exercise stimulates increases in inflammatory cytokines and in 

the human exercise study, ibuprofen may have acted indirectly on the bone by 

suppressing inflammatory-mediated bone resorption [14]. Examination of various NSAID 

administration times after loading may help to identify if and when NSAIDs can enhance 

bone formation. 

 

 5.3.1.3    NSAID Dosing 

 The NSAID doses chosen for this project were based on previous literature 

showing that at those doses, new bone formation was impaired or physiological effects 

were observed. The indomethacin and NS-398 doses used had previously been shown to 

impair lamellar bone formation induced by a single loading event [10,12]. The Celebrex 

dose was chosen because it had been shown to impair ligament healing [205] and 

decrease the concentration of PGE2 in muscle tissue and decrease heterotopic  

ossification [207]. The dose of ibuprofen used had previously been shown to impair stress 

fracture healing in the rat ulna [211]. Based on the literature, the NSAID doses selected 
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were likely effective at inhibiting PG production. However, NSAID plasma 

concentrations were not determined in this project. Therefore, although the NSAID doses 

showed an effect in previous studies, the doses in this study may not have reached 

effective concentrations. The lack of effect of NSAIDs on mechanically induced bone 

formation may therefore be due to insufficient dosing and consequently a lack of PG 

inhibition.  

 Compared to human NSAID doses, the doses administered to the rats, on a 

milligram/kilogram basis, were on the higher end of the maximum daily dose suggested, 

not a single dose. However, translating drug doses between animals based on a 

milligram/kilogram basis is not the most accurate method. There are a number of methods 

available to assist in scaling drug doses between animals, some are much more complex 

and require much more information about the animal and drug pharmacokinetics than 

others. The metabolic rate and drug pharmacokinetics can differ between animals [220], 

producing different effects with the same dose scaled to animal mass. It is less accurate to 

compare the actual doses across animals because doses are derived from pharmacokinetic 

modeling [220]. It is better to compare a drug’s pharmacokinetic parameters, since these 

depend on physiological parameters [220]. These are not always known and therefore 

doses must be estimated using other means. Metabolic rate is one of the main size-

dependent animal differences affecting drug dosage [221]. When extrapolating doses 

among species of widely varying body weights, it is suggested to take metabolic rate into 

account. To account for metabolic rate, a calculation based on milligram/kilogram0.75 

should be used instead of a calculation based on just milligram/kilogram dose to help 
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improve accuracy [221–223]. Larger animals require smaller drug doses on a 

milligram/kilogram basis.  

 The NSAID doses in rats based on the typical human doses and the 

milligram/kilogram0.75 calculation, suggest that the doses administered in this project 

were actually on the lower end of the human dose equivalents (Table 5.1). Those doses 

are typical of a single dose of an NSAID, a dose likely consumed around the time of 

exercise. Doses can also be scaled using allometry, but it only deals with size; it does not 

account for metabolic rate differences between animals. The best way to determine the 

appropriate drug dose in a study is to determine the pharmacokinetics of that drug in the 

animal model used. However, this can be time consuming and costly, but likely provides 

the most accurate information.   

 
Table 5.1 Typical human NSAID doses and corresponding doses in rats using  
  the milligram/kilogram0.75 scaling calculation.  
 

NSAID Human Dosea 
(mg/kg) 

Rat Dose*,b 
(mg/kg) 

Project Dose 
(mg/kg) 

Celebrex 1.4 - 11.4 4.6 - 37.5 males 
5.5 - 44.5 females 10.0 

indomethacin 0.4 - 2.1 1.3 - 6.9 males 
1.5 - 8.2 females 2.0 

ibuprofen 2.9 - 30 9.5 - 98.7 males 
11.3 - 117.2 females 30.0 

aThe human dose was based on a 70 kg person. *The rat dose was calculated using the 
milligram/kilogram0.75 scaling.  bThe male rat dose was based on an average body mass of 
600 g and the female rat dose was based on an average body mass of 300 g. 
  
 
  

 



Ph.D. Thesis – C. Druchok; McMaster University – School of Biomedical Engineering 

 104 

 5.3.2 Sex of the Subjects 

 NSAID effects on bone formation may differ depending upon the sex of the 

subjects examined, but there is more likely a role for the state of the bone environment 

influencing NSAID effects on bone rather than sex [14,161]. In the Canadian Multicentre 

Osteoporosis Study, COX-2 inhibitor use was associated with lower BMD in men but 

showed positive effects on BMD in postmenopausal women not on hormone therapy and 

no effect in postmenopausal women using hormone therapy [161]. In pro-inflammatory 

and high turnover states, like those that occur in postmenopausal women, NSAIDs may 

help to decrease inflammation and subsequently inhibit resorptive activities. In more 

normal conditions, in men for example, NSAIDs may act differently, even inhibiting bone 

formation. Similar effects have been shown in vitro [154–156]. Under certain 

inflammatory conditions, such as estrogen deficiency, NSAIDs have been shown to 

inhibit bone resorption and osteoclastogenesis induced by inflammatory cytokines; but 

under more normal conditions, non-inflammatory states, NSAIDs did not have an effect 

on resorption or osteoclastogenesis [154–156]. 

 In animal models, the effects of NSAIDs on mechanically induced bone formation 

have only been examined in female animals. This project examined males and females 

and did not find a difference between sexes. NSAID effects on BMD adaptations to 

exercise in humans have shown that ibuprofen administration after exercise can enhance 

the BMD response to exercise in premenopausal women [14], but did not have an effect 

in elderly men and postmenopausal women [15,171]. Ibuprofen administration before 

exercise had no effect on BMD in elderly men, premenopausal or postmenopausal women 
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[14,15,171]. These results do not suggest a sex effect or an effect of the bone 

environment. An age effect may be present. The adaptive response of bone to loading is 

impaired with age [224] and therefore the influence of NSAIDs on bone adaptation  

may vary. 

 Sex hormones such as estrogen and testosterone have been shown to influence 

COX enzymes and prostaglandin production [225,226]. The effects of NSAIDs on stable, 

experimental inflammation have shown considerable intra- and inter- subject variability 

but no sex differences have been shown [227]. However, COX gene disablement has 

shown sex effects on adjuvant-induced arthritis and inflammation, suggesting that the 

effects of COX inhibitors may have some sex dependence [226]. A study by  

Sibonga et al. [182] found that ibuprofen may partly act on the skeleton by antagonizing 

antiresorptive actions of estrogens, leading to detrimental effects. Their findings suggest 

that the COX pathway is essential for estrogen associated bone remodeling. Estrogen may 

inhibit the production of PGE2 [228] or stimulate it [229]. Estrogen likely acts through 

COX-2; the estrous cycle of the rat has been shown to influence PG production through 

COX-2 [230]. Further investigation is needed to determine if there are sex and age effects 

of NSAIDs on bone adaptation. 

 

5.4 Differential Effects of NSAIDs on BFR, MAR and MS/BS 

 The bone formation indices commonly reported in studies examining 

mechanically induced bone formation include mineralizing surface  

(MS/bone surface (BS)), mineral apposition rate (MAR) and bone formation rate (BFR). 
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MS/BS is the percentage of bone surface actively forming bone and is considered to be an 

index of osteoblast activity, both proliferation and/or differentiation [231]. MAR is 

considered to be an index of osteoblast vigor [231]. BFR, the product of MS/BS and 

MAR, represents the cumulative bone formation activity, including both the number of 

sites undergoing active formation and the rate at each site [231]. As such, minimal 

changes in both MS/BS and MAR can result in significant changes in BFR, given the 

mathematical relationship. A strong correlation has been shown between bone strain and 

BFR, but relatively weak correlations have been shown between strain and MS/BS, and 

strain and MAR [232,233]. A dose response relationship has been shown, however, 

between periosteal BFR and MS/BS and mechanical strain [234–236]. It appears that 

MAR is not closely related to bone strain. Interestingly, NSAID administration before a 

single loading session impaired only periosteal BFR, not MS/BS or MAR [12]. 

Endocortical BFR and MS/BS were inhibited by NSAID administration before a single 

loading session, but not MAR [12]. These results suggest that MAR may not be the best 

bone formation index to evaluate the effects of NSAIDs on bone formation. MAR was the 

bone formation index examined in this project. However, the method chosen to evaluate 

bone formation in this project essentially eliminated the need to calculate BFR. Individual 

sections were analyzed and it was decided to only focus on Sections 2, 3, 5 and 6, given 

the bone formation in non-loaded ulnas in the other Sections. The MS/BS in these 

Sections in most ulnas was 100% and therefore BFR would have been equal to MAR. 

Further analyses beyond MAR, was therefore deemed unnecessary. Previous studies 

examining NSAID effects on bone formation determined the BFR, MS/BS and MAR of 
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the whole ulna, not different sections of it, as was done in this project; therefore it is 

difficult to compare the indices.  

 

5.5 Lamellar and Woven Bone Formation 

 Forwood [10] and Li et al. [12,172] used the rat tibial bending model to examine 

the effects of NSAIDs on bone formation induced by a single loading event. This model 

induces woven bone formation on the bone periosteal surface and lamellar bone on the 

endosteal surface. Forwood [10] found that in female rats NS-398 administered orally  

3 hours before loading inhibited endosteal lamellar BFR, MAR and MS/BS but 

indomethacin only inhibited BFR. Li et al. [12], using a very similar model, found that 

both indomethacin and NS-398 administered before loading inhibited endosteal lamellar 

BFR and MS/BS but not MAR, and NS-398 inhibited BFR more than indomethacin.  

Li et al. [12] also used to the rat forelimb compression model to examine the effects of 

indomethacin and NS-398 on periosteal lamellar bone formation. Both indomethacin and 

NS-398 inhibited BFR, and to the same extent, but neither affected MAR or MS/BS [12]. 

Li et al. [12] also examined the effects of NS-398 intraperitoneal injections before loading 

on bone formation. They found that NS-398 impaired endosteal lamellar BFR and 

MS/BS, induced by tibial bending, but only impaired periosteal BFR (not MS/BS), 

induced by forelimb loading. The results of these studies suggest NSAIDs have a 

differential effect on endosteal and periosteal lamellar bone formation; or NSAIDs may 

act differently when woven bone and lamellar bone formation are induced vs. only 

lamellar bone formation. 
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 Sugiyama et al. [13] examined the effects of NSAIDs on bone formation induced 

by multiple loading sessions using the hindlimb axial loading model. The load applied in 

their model induced both lamellar and woven bone formation. The only area in the tibia 

or fibula that formed lamellar bone was the cortical region of the middle of the  

fibula [13]. Using microCT, they found that NS-398 did not affect bone volume in that 

area [13], suggesting that NS-398 had no effect on lamellar bone formation.  

Cunningham [170] used multiple simulated resistance training exercise sessions to induce 

bone formation in rat tibiae and found no effect of ibuprofen administration, either before 

or after the sessions, on lamellar BFR, MS/BS or MAR. However, woven bone was also 

induced in that model. 

 A loading regime that induces both lamellar and woven bone formation, as is 

implemented in the studies by Forwood [10], Li et al. [12,172], Sugiyama et al. [13] and 

Cunningham [170], would create a multitude of signals within the bone environment, thus 

the different bone formation responses. Woven and lamellar bone form in response to 

different osteogenic signals and the subsequent responses vary. Woven bone formation is 

associated with earlier and greater upregulation of osteogenic genes [56]. For example, 

after a single loading event, designed to induce lamellar bone formation using the rat 

forelimb compression model, COX-2 expression exhibited a 1.1 fold, 1.9 fold and 1.4 

fold change 1 hour, 1 day and 3 days after loading, respectively [237]. The only 

significant difference in the change in COX-2 expression between loaded and non-loaded 

ulnas was found 1 day after loading. However, in a model designed to induce woven bone 

after one loading event, the change in COX-2 expression was 16.4, 16.9 and 8.6 fold, 1 
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hour, 1 day and 3 days after loading, respectively [237]. If both bone types are being 

formed at the same time, the signals responsible for woven bone formation may dominate 

the bone environment. The results of Li et al. [12] suggest that there are differential 

effects of NSAIDs in the two different situations, woven and lamellar bone formation vs. 

just lamellar. However, it may also be due to the bone surface on which the lamellar bone 

is forming. Nonetheless, it appears that the effect of NSAIDs on bone formation varies 

depending upon the model of mechanical loading. 

 

5.6 Exogenous Bone Mechanical Loading vs. Exercise 

 Bone formation is induced by a mechanical stimulus. Both exercise and animal 

exogenous bone mechanical loading models provide a mechanical strain stimulus, but a 

number of differences exist between the two models. Bone mechanical loading models 

apply one controlled and well-defined load and they are passive, there is no muscle 

activity. Mechanical loading in animals applies a load in the range of 5-7 times the 

animal’s body weight to the bones being loaded and only in the direction of the load 

application. In exercise models it is difficult to measure and control the load [238,239] 

and the load imparted on the bone is a function of both gravity and muscle activity. 

Exercise that benefits bone involves both body weight and muscle loading. Exercise also 

induces a number of physiological changes that bone mechanical loading does not. These 

include increased blood flow and tissue oxygenation [240], local muscular contraction 

and the release of endocrine and local paracrine factors [241,242]. Post exercise, there are 

large increases in inflammatory cytokines [243] and these can stimulate bone resorption 
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activity via enhanced osteoclast differentiation and increased activity of mature 

osteoclasts [244]. Kohrt et al. [14] suggested that one potential reason for the increase 

seen in BMD in a group of women taking ibuprofen after exercise, may have been a 

reduction in inflammatory cytokines produced during high-intensity exercise.  

 Meakin et al. [224] found no beneficial effects of systemic and local muscular 

physiological changes induced by exercise on bones' adaptive response to strain. They 

suggested that the beneficial effects of exercise on bone mass and architecture are likely 

to reflect bones' adaptation to changes in local mechanical strain alone rather than any 

additional physiological response [224]. Local, exogenous bone mechanical loading could 

induce systemic changes, but likely not, and not to the same extent as exercise. Bone 

mechanical loading has one main advantage over physical activity interventions, it 

enables precise control and quantification of the applied mechanical loads. It also allows 

for the elimination of any contribution of systemic effects, as the mechanical load is 

solely responsible for inducing any changes in bone formation. The methods of bone 

loading in the exercise and bone mechanical loading models vary greatly, and therefore 

the bodily processes and the bone signalling pathways induced likely also vary.  

 The effect of NSAID administration, before or after exercise, on BMD has been 

examined in humans. In premenopausal women, ibuprofen dosing immediately after 

participating in weight-bearing exercise three times per week, for nine months, increased 

bone mass more than in women exercising and receiving a placebo [14]. Ibuprofen 

administration before exercise did not impair the BMD response to exercise compared to 

taking a placebo [14]. A different outcome was shown in elderly men and  
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post-menopausal women undergoing a very similar exercise protocol; ibuprofen did not 

beneficially affect BMD when it was administered either before or after exercise [15]. 

Similarly, in another study, ibuprofen administration immediately following resistance 

exercise three times per week, for 9 months did not benefit BMD in healthy post-

menopausal women [171]. Our results are in agreement with the two studies examining 

elderly men and post-menopausal women [15,171]; no beneficial affect of NSAIDs 

following mechanical loading. All three human studies used the same ibuprofen dose,  

400 mg/kg, and a similar exercise protocol. The two studies examining post-menopausal 

women found no benefit of taking ibuprofen following exercise [15,171], but the study in 

premenopausal women did [14]. Ibuprofen administration after exercise had no effect on 

BMD in elderly men [15]. Together, these results suggest ibuprofen may have differential 

effects on BMD depending upon age; ibuprofen does not appear to benefit BMD in 

elderly subjects. Further investigation is needed to corroborate these findings and to 

understand how NSAIDs may benefit younger subjects so that NSAIDs could also be 

utilized in elderly subjects. 

 

5.7 Limitations 

 5.7.1 Sample Size 

 One of the main limitations of the in vivo experimentation was the small number 

of animals in each group, in each of the experiments. The power to detect a change in 

MAR between groups is smaller when fewer animals are used. The lack of differences in 

MAR between control animals and animals receiving NSAIDS, either before or after 
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loading, may have been due to a Type II error because of the small sample sizes. A  

Type II error is made when a false null hypothesis is accepted. The easiest way to avoid a 

Type II error is to increase the sample size, which in turn increases the power of the 

statistical analysis.  

 The indomethacin experiment was designed as a pilot project to examine the 

effects of NSAIDS on bone formation induced by multiple mechanical loading events. 

There were no trends seen in the data and so it was thought that the choice of a COX-2 

selective NSAID, NS-398, may show more of an effect than indomethacin, a  

non-selective NSAID. The animal numbers were increased to n=10/group to help increase 

the power of the experiment. A formal sample size calculation was not completed as there 

were no indications of an effect of indomethacin on bone formation and a different 

NSAID was examined. The sample size for the NS-398 experiment was similar to those 

used previously in the literature to examine NSAID effects on bone formation. Those 

studies did not provide justification for their sample size selection of n=8/group 

[10,12,13]. The studies examining a single loading event showed significant effects of 

NSAIDs on bone formation with that sample size [10,12]. The study examining multiple 

loading events did not find an effect of NSAIDs on bone formation with that sample  

size [13]. Based on those previous studies, the sample size in the NS-398 experiment was 

likely adequate to find a difference between groups if it had existed.  

 An a priori power analysis, the most common way of determining sample size, 

may have provided a more accurate estimate of the required sample size [245]. The 

sample size calculation depends on the: effect size, standard deviation, chosen 
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significance level, chosen power, and alternative hypothesis [245]. The significance level 

and power are chosen by convention and the alternative hypothesis is determined by the 

research question. But, the expected effect size and standard deviation require some 

knowledge of the expected outcome. The most similar study examining NSAID effects on 

bone adaptation in the literature did not evaluate bone formation using histomorphometry 

and examined mice not rats using a different loading model [13]. Since the in vivo loading 

experiments in this project involved different NSAIDs and different sexes, it was difficult 

to determine what the effect of the NSAIDs would be on bone formation based on the 

previous experiments. The results of each of the previous experiments suggested that 

NSAIDs did not have an effect on bone formation; so it was difficult to determine what 

effect might have been observed. 

 In the studies examining one loading event, bone formation was 1.4-1.9 times 

greater in the animals not administered NSAIDs before loading [12] and based on that 

study an effect size of f=0.9 was calculated, which is considered very large [246]. If this 

was the effect size to be expected in a study examining NSAID effects on bone formation 

induced by multiple loading events, then a sample size of n=6/group would be required, 

with a power of 0.8 and a significance of 0.05. In the NS-398 experiment, however, MAR 

was only 1.1-1.3 times greater in the rats not administered NSAIDs before or after 

loading, corresponding to an effect size of f=0.33, considered a medium effect [246]. The 

sample size needed to detect that effect size, with a power of 0.8 and a significance  

of 0.05, is n=33/group.  
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 Next to the research question, the effect size may be the most important factor to 

define when designing a study. It is the difference in means that the investigator wants the 

experiment to be able to detect. It will determine what the results of the study mean. 

Significance testing provides a statistical significance based on predefined factors, some 

based simply on convention, but it does not provide an indication of the practical or 

biological significance. That is, if there is a statistical difference in MAR between the 

CON group and the PRE or POST group, it should represent a real difference in bone 

adaptation to loading that could subsequently affect bone health. If there is a statistical 

difference but the actual difference between means is small (a small effect size) it may 

not be of importance in terms of the overall impact on bone. So the effect size should be 

chosen so as to mean something biologically. However, defining what is of biological 

significance is difficult, especially without prior knowledge of the effects of NSAIDs on 

bone formation induced by multiple loading events. 

 Determining an appropriate effect size in the experiments in this project depends 

upon defining a difference in MAR between the CON and PRE and POST groups that 

would indicate a difference that affects bone integrity. The mechanical loading model 

used in this project induces bone formation on the medial periosteal surface of the ulna, 

the area of greatest compressive strain [42]. Adding bone on the periosteal surface 

increases the cross-sectional moment of inertia of the bone, which is a measure of the 

distribution of material within the bone cross section. The moment of inertia is 

proportional to the bending and torsional rigidity of the bone and so an increase in the 

moment of inertia increases bone strength. Bone rigidity can increase exponentially by 
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adding bone to the periosteal surface, even when the bone volume and bone mineral 

density do not change [22]. A small increase in periosteal MAR may have a large effect 

on bone strength. 

 In addition, Robling et al. [43] showed that even small changes in BMD, induced 

by ulnar compressive loading, greatly increased biomechanical properties if the new bone 

formation was localized to the most biomechanically relevant sites. Thus, it may be 

possible to enhance bone strength and fracture resistance, with only slight changes in 

BMD, through targeted mechanical loading or exercise. Most exercise intervention 

studies yield differences in BMD of only a few percent at most [14,15,247], but it is not 

known how such intervention affects fracture susceptibility. Small changes in BMD could 

enhance bone strength if the bone was added to mechanically appropriate sites, the areas 

of highest strain. Bone is optimized for daily loading activities but if the loading 

environment changes, so too does the bone. Bone formation would occur in the areas of 

highest strain to maintain structural integrity. Targeted loading or exercise could aim to 

enhance bone formation in known areas of weakness to potentially improve bone strength 

and subsequently fracture resistance. If NSAIDs could even enhance BMD by a percent 

or two, it may have a large effect on bone strength and fracture resistance, especially if it 

occurred in a vulnerable area. Kohrt et al. [14] showed that ibuprofen administration after 

exercise increased BMD by approximately 1.5% compared to a placebo and so NSAIDs 

may be able to enhance bone strength but it remains to be seen how that affects fracture 

resistance. 
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 A small effect size may be of biological importance in this project. It would likely 

be best to determine how a change in MAR affects bone strength. If a small change in 

MAR affects bone strength greatly, then a small effect size may be of interest. However, a 

small effect size requires a large sample size to detect a difference between groups if 

significance testing is the method of analysis. So, determining how MAR affects bone 

strength is of importance.  

 A simple method based on the law of diminishing returns can be used to 

determine sample size when the standard deviation and/or effect size is not known [248]. 

It may also be useful in exploratory experiments where testing hypotheses is not the main 

objective, but rather the interest is finding any difference between groups. It is known as 

the resource equation method [245]. A value of E, which is the degrees of freedom of  

analysis of variance (ANOVA), is calculated using the following equation [248]: 

 
E = total # of animals – total # of groups     Equation 5.1 

 
The value of E should be between 10 and 20. If E is less than 10 then adding more 

animals will increase the chance of finding a significant difference between groups, but if 

it is more than 20 then adding more animals will not help to increase the chance of 

finding a significant difference [245]. A sample size that keeps E between 10 and 20 

should be adequate. This method seems to work well for whole animal experiments, but  

it tends to assume quite large effect sizes and is not as robust as a power analysis  

method [245]. According to the resource equation method the number of animals for the 
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indomethacin and ibuprofen experiments were adequate and there were more than enough 

animals for the NS-398 experiment (Table 5.2). 

 
Table 5.2 E values calculated using the resource equation for each of the in vivo  
  loading experiments. 
 

Experiment Total # of 
Animals 

Total # of 
Groups E E  

(with exclusions) 
INDO 20 5 15 12 
NS-398 30 3 27 23 
IBU timing 21 4 17 16 

  

 5.7.2 Standard Deviations 

 The large standard deviations in MAR in each of the Sections, in each of the 

groups and in all of the experiments presents a problem when trying to detect differences 

between groups. The small sample sizes may have contributed to the large variations in 

MAR within a group. However, the large standard deviations were seen in each of the 

experiments, even the NS-398 experiment, suggesting that there may have also been an 

issue with the method of MAR analysis or the loading protocol or possibly just variation 

in the animal responses to loading.  

 The MAR analysis itself was fairly robust and produced similar results for each 

ulna cross-section when completed multiple times and by two different evaluators. One 

issue with the analysis that may have contributed to the large variations in MAR within a 

group, were the ulna cross-sectional images themselves. The length of each embedded 

forelimb was measured and a cut was made 1 mm distal to the midpoint. Once the 

forelimbs were embedded in the resin it was difficult to ensure the exact midpoint was 
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located. As such, not all of the ulna cross-sectional images were at the exact same 

location along the length of the forelimb. However, all of the images were examined to 

ensure the location was appropriate and as consistent as possible across all ulnas. The 

images that were not in an appropriate location were excluded from the statistical 

analyses.  

 The method of loading may have contributed to the variation. The ADMET 

material testing system (eXpert 5601, ADMET, MA, USA) used during the forelimb 

loading had significant overshoot and therefore the target load was approximate. For 

example, the target load in the male rats in the NS-398 experiment was 20 N. To achieve 

this load at a frequency of 2 Hz, an input load of approximately 9.5 N was used. The 

input load was adjusted for each rat so that the target load was always 20 N. So, some rats 

received a greater load according to the ADMET input parameters but the output/target 

load of the ADMET, recorded by a load cell, suggested that the load actually reached was 

the same for each rat, approximately 20 N. The input loads ranged from 9 N to 10.5 N. A 

Pearson’s product-moment correlation revealed a significant moderate linear correlation 

(r=0.61) between the MAR in Section 2 and input load in the NS-398 experiment [249], 

suggesting that the input load may influence MAR. However, statistical differences were 

not found between the CON and POST groups for any of the Sections after adjusting for 

input load. Statistical differences were also not found between the CON and PRE groups 

after adjusting for input load, except in Section 5. The 1.5 N range (7.4-8.6 N) of input 

loads was similar in the female IBU timing experiment. Once again a significant 

moderate linear correlation (r=0.62) was found between the MAR in Section 2 and input 
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load. However, statistical differences were not found between the CON and IBU groups 

for any of the Sections after adjusting for input load. 

 Adjusting the input load for each rat to achieve the same target load is not ideal, 

but given the limitations of the mechanical test system, it was deemed necessary in order 

to try to apply the same load to each animal. Applied load has a linear relationship with 

bone strain and therefore to induce the same amount of bone strain in each rat the load 

should also be the same. There are individual differences amongst rats in terms of body 

mass and overall body size however, so under a given load there will be some individual 

differences in the amount of strain a bone experiences. This may then influence the bone 

formation response. However, most of the rats in these experiments likely experienced 

similar strains under a given load given their similar size. The forelimb strain gauging 

performed in this project suggests only small variations in strain under a given load (see 

Figure 3.5, in Materials and Methods: In vivo Mechanical Loading). 

 The variation in MAR between animals may just be inherent of the loading 

protocol. Hsieh et al. [52] loaded female rats using the forelimb compression model and a 

similar multiple event loading protocol as this project, 10 days of loading over a 12 day 

period at a load of 14.5 N at 2 Hz for 360 cycles/day. They had a sample size of 14 and 

found an average MAR of 2.13 µm/day with a standard deviation of 1.14 µm/day. This is 

a large standard deviation and the coefficient of variation (CV) is over 50%. The CV in 

Section 2 of the CON groups in the indomethacin, NS-398 and ibuprofen timing 

experiments ranged from 30% to 39%. The large standard deviations in each study may 

be a result of multiple loading sessions. In a study examining one loading event the CV 
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was approximately 17% [12]. The variation in MAR in each experiment and the 

consistent CV amongst experiments and a similar study [52] may be expected with this 

type of loading protocol. 

 This project has limitations. However, the consistency amongst the experiments 

and the lack of observable trends in the experimental data suggest the conclusions of this 

project are appropriate. In addition, the experimental results of this project are in 

agreement with the studies in the literature examining NSAID effects on bone adaptation 

in animal models of repeated loading [13,170]. Despite the limitations, the results of each 

experiment are in agreement; NSAID administration before or after loading does not 

affect bone formation induced by multiple loading events. 
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CHAPTER SIX 

MATERIALS AND METHODS: IN VITRO MECHANICAL LOADING 

 

6.1 MLO-Y4 Cell Line  

 The murine long bone osteocyte Y4 (MLO-Y4) cells were used in the in vitro 

fluid flow experiments. The MLO-Y4 osteocyte-like cell line is a well-characterized cell 

line representing an early osteocyte phenotype that shares numerous characteristics with 

primary osteocytes [250]. MLO-Y4 cells have been used to study osteocyte 

communication with each other and with other bone cells and to examine the response of 

osteocytes to mechanical stimulation, including fluid flow [69,72,251–254].  

 The MLO-Y4 osteocyte-like cell line, developed by Kato et al. [255], was 

established from long bones that respond to increased mechanical stress with an increase 

in bone formation. Osteocytes and osteoblasts share many markers but differences exist in 

the levels of expression of some of these markers. Osteocytes produce large amounts of 

osteocalcin, which is greater in osteocytes compared with osteoblasts [250]. Osteocalcin 

maintains an unmineralized area around osteocyte cell bodies and cell processes so 

nutrients and waste can diffuse to and from the cell [250]. Kato et al. [255] used bone 

cells from transgenic mice overexpressing T-antigen driven by an osteocalcin promoter to 

produce immortalized cells of the osteocyte phenotype. They used cellular morphology, 

specifically the expression of dendritic processes, a characteristic morphologic feature of 

osteocytes, to initially clone the cell line.  
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 Once the MLO-Y4 clonal cells were established they were compared with known 

properties of primary osteocytes, osteoblasts and other cells. MLO-Y4 cells express 

proteins that are also expressed by osteoblasts such as osteocalcin, osteopontin,  

connexin-43 (Cx43), alkaline phosphatase (ALP), and type I collagen, but in relative 

amounts described for osteocytes. The low expression of ALP and high expression of 

osteocalcin by MLO-Y4 cells supports the hypothesis that the MLO-Y4 cell line is 

osteocyte-like as this pattern of expression in primary osteocytes has been shown 

previously [256]. MLO-Y4 cells also express very large amounts of Cx43 protein, like 

osteocytes do. However, there are known differences between primary osteocytes and 

MLO-Y4 cells. For example, MLO-Y4 cells express low to undetectable levels of 

sclerostin (Sost), whereas osteocytes are known to express Sost in vivo [257]. Despite the 

differences that exist between MLO-Y4 cells and osteocytes, MLO-Y4 cells remain a 

very useful tool for examining osteocyte behavior in vitro. 

 

6.2 MLO-Y4 Cell Culturing and Seeding 

 MLO-Y4 osteocyte-like cells (a gift to Dr. Lidan You from Dr. Lynda Bonewald, 

University of Missouri-Kansas City, MO, USA) were cultured on rat tail collagen I  

(BD Biosciences, Bedford, MA) coated culture dishes with α-Modified Eagle’s Medium  

(α-MEM, GIBCO/Invitrogen, CA, USA) supplemented with 2.5% fetal bovine serum 

(FBS, Hyclone, UT, USA), 2.5% calf serum (CS, Hyclone, UT, USA), and 1% penicillin 

and streptomycin (PS, GIBCO/Invitrogen, CA, USA). Cultured cells were maintained at 

37°C in a 5% CO2 atmosphere and subcultured at 70% confluence. 
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 For the parallel plate flow chamber experiments, MLO-Y4 cells were seeded on 

type I rat tail collagen-coated glass slides 48 hours prior to fluid flow exposure at  

150,000 cells/slide to ensure 70–80% confluence. 

 For the orbital shaker experiments, MLO-Y4 cells were seeded on type I rat tail 

collagen-coated 6-well culture plates at 20,000 cells/well 48 hours prior to fluid flow. 

 

6.3 Indomethacin Administration 

 The concentration of indomethacin (Indomethacin – CAS 53-86-1, Cayman 

Chemical Company, MI, USA) used in all experiments was 1x10-5 M [146,173]. 

Dimethyl sulfoxide (DMSO) was the solvent used to put the indomethacin into solution. 

The concentration of DMSO in the media was 0.036%; media DMSO concentrations less 

than 0.1% have been shown to have no affect cells [258]. To ensure the effects were the 

same in all groups, DMSO was added to the control media at the same concentration. 

There were no visible effects of the DMSO on the cells. 

 The media in the control (CON) group contained no indomethacin. In the  

pre-loading (PRE) groups, indomethacin (1x10-5 M) was introduced into the media  

30 minutes prior to loading and was present during the loading and for 30 minutes after 

(Table 6.1). In the post-loading (POST) groups, indomethacin was added to the media 30 

minutes after loading and was present for 3 hours before being replaced with fresh media 

at the 3.5hrs time point (Table 6.1).  

 Fresh media was added 30 minutes prior to loading to give the cells time to 

accommodate to the new media and conditions. It was not changed until 30 minutes after 
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loading so that indomethacin would be present in the media for 3 hours. To make sure 

both the PRE and POST groups were in the presence of indomethacin for the same 

amount of time, the indomethacin was present in the media in the POST group for  

3 hours. The 3 hours was chosen with the intent to mimic NSAID levels in vivo. The peak 

plasma concentration of indomethacin occurs approximately 1-2 hours after oral 

administration in humans with a half life ranging from 2 hours to 11 hours [200–202]. In 

rats, the peak plasma concentration occurs approximately 2-6 hours after oral 

administration with a half life of approximately 4-6.5 hours [197,198]. Based on the 

pharmacokinetics, the 3 hour time period was chosen to try to mimic the length of time 

that indomethacin plasma concentrations are greatest, suggesting they are most effective 

at inhibiting PGE2 production. 

 
Table 6.1 In vitro mechanical loading experimental groups. 
 

Group Flow Timing of NSAID Administration 

control - CON-S Static (S) N/A 

control - CON-F Flow (F) N/A 

indomethacin - PRE-S S 30 minutes prior to, during and 30 minutes 
after loading 

indomethacin - PRE-F F 30 minutes prior to, during and 30 minutes 
after loading 

indomethacin - POST-S S 30 minutes after loading for 3 hours  

indomethacin - POST-F F 30 minutes after loading for 3 hours 
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6.4 Development of Fluid Flow Protocol 

 To generate fluid shear stress in the in vitro experiments, parallel plate flow 

chambers were first used. After a number of experiments, it was determined that the 

orbital shaker was a better model for producing fluid shear stress and controlling for 

PGE2 levels in the experiments. 

 

 6.4.1 Parallel Plate Flow Chamber Model 

 Parallel plate flow chamber systems have been used extensively to study in vitro 

bone mechanotransduction [33,63,76]. The flow chambers are used to apply a  

well-defined shear stress and can decouple flow rate from flow frequency [77]. However, 

due to the complexity and expense of these systems only a limited number of samples can 

be evaluated in a single experiment. In addition, the cells undergo a large amount of 

manipulation when they are loaded into these systems, and as explained later, this is a 

problem for controlling for PGE2 expression.  

 Briefly, cells are seeded onto glass slides and placed into parallel plate flow 

chambers (Figure 6.1A). Fluid is pumped through the chamber over the cells in the 

desired flow profile using a syringe pump or actuator. The shear stress experienced by the 

cells in the chambers is related to the flow rate of the circulating media through the 

chamber, the chamber width and the distance between the two plates [259].  
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The shear stress (τ) at the cell layer is estimated using the equation [259]: 

 

𝜏 = !!!
!!!

         Equation 6.1 
 
 
where η is fluid viscosity, Q is flow rate, b is the width of the chamber and h is the 

distance between plates. 

  
Figure 6.1 Parallel plate flow chamber system. A) Schematic of the flow chamber  
  setup. B) A pre-assembled flow chamber. C) An assembled flow chamber  
  before placement into the incubator. D) The flow chamber placed in the  
  incubator and attached to the linear actuator, which provides the fluid  
  flow. (Image courtesy of Yu-Heng (Vivian) Ma, Dr. Lidan You’s Lab,  
  University of Toronto). 



Ph.D. Thesis – C. Druchok; McMaster University – School of Biomedical Engineering 

 127 

 6.4.2 Parallel Plate Flow Chamber System 

 MLO-Y4 seeded slides were placed in the parallel plate flow chambers and placed 

in a 5% CO2 incubator at 37°C for the entire duration of the flow experiment. The custom 

parallel plate flow chamber system, previously established (Figure 6.1) [66], applied 

oscillatory fluid flow to the cells. The flow was driven by 3 ml syringes mounted on and 

driven by an electromechanical loading device. The oscillatory flow pattern, based on 

previous studies, generated a sinusoidal shear stress of 1-2 Pa at 1 Hz [66,69]. The flow 

was applied for 2 hours [69]. The chambers sat static 30 minutes pre and post flow. Cells 

that were seeded on slides, placed in the flow chambers, but not exposed to flow, were the 

static controls.  

 Thirty minutes post flow completion, the chambers were removed and media 

samples were taken from the flow chambers to assess PGE2 production at 30 minutes. 

The slides were then transferred to culture dishes, with new media, with or without 

indomethacin, to assess PGE2 production over the next 24 hours.  

 

 6.4.3 Parallel Plate Flow Chamber Limitations 

 Parallel plate flow chambers were first used to generate fluid shear stress in this 

study. This method of loading requires the manipulation of glass slides seeded with 

MLO-Y4 cells. The slides were removed from petri dishes, flipped over and lowered into 

a chamber. The slide manipulation required to set up this experiment can apply unwanted 

stimulation to the cells and as a result may activate signalling pathways. All of the cells, 
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whether they were exposed to fluid flow or not, were placed into the chambers to include 

all steps of the experimental set up except the application of fluid flow.  

 The results of the parallel plate flow chamber experiments in this study, suggested 

that the cell manipulation that occurred during the experimental setup affected signalling 

in and amongst the cells. The media PGE2 concentrations were similar in the flow  

(CON-F) and static (CON-S) control samples (Figure 6.2). The media PGE2 

concentration was significantly greater in the CON-S group compared to the 

concentration measured in the media of static petri dishes each containing a slide of cells 

(DISH-S) (Figure 6.2). Fresh media was added to the petri dishes 3 hours prior to taking 

the sample, which corresponds to the 3 hours that the slides were present in the flow 

chambers in the CON-S group. The similar media PGE2 concentrations in the CON-S and 

CON-F groups, as well as significantly greater media PGE2 concentrations in the CON-S 

group compared to the DISH-S group, suggested that the cells in the static condition were 

stimulated. The stimulation likely occurred during the flow chamber set up. Due to the 

lack of difference in media PGE2 concentrations, an orbital shaker was used in place of 

the parallel plate flow chambers to generate fluid flow shear stress. Media PGE2 

concentrations were greater in the flow controls compared to the static controls when the 

orbital shaker was used for fluid flow stimulation. The use of the orbital shaker and  

6-well plates eliminated the cell manipulation during the experimental setup and therefore 

likely prevented the activation of some acute signalling pathways, including PGE2 

production.  
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Figure 6.2 Media PGE2 concentration 30 minutes after fluid flow in the parallel  
  plate flow chambers. Values are mean STD. *Different from CON-S.  
  CON-S=static slides in chambers; CON-F=flow slides in chambers;  
  DISH-S=static slides in petri dishes. n=4/group. 
 

 6.4.4 Orbital Shaker Model 

 Orbital shakers can be used to impart fluid shear stress on cells. They address 

some of the limitations of parallel plate flow chambers, most importantly the 

manipulation needed to set up the flow chamber. Orbital shakers are simple to use and 

allow a number of experimental groups to be run simultaneously. Generating fluid flow 

with the orbital shaker lessens the inadvertent activation of acute signalling pathways that 

can occur when loading the cells into the flow chambers [260].  

 Orbital shakers generate fluid flow in a cylinder of an oscillatory nature [261,262]. 

The flow is generated by a wave whose peak rotates around the round dish at an angular 

velocity corresponding to the orbital velocity of the dish or shaker. The shear stresses, 

created by the wave, oscillate around the dish as the shaker rotates but the fluid flow itself 

0 

500 

1000 

1500 

2000 

2500 

3000 

3500 

4000 

CON-S CON-F DISH-S 

30MINS 

Parallel Plate Flow Chambers 

M
ed

ia
 P

G
E

2 
C

on
ce

nt
ra

tio
n 

(p
g/

m
l)	

*	



Ph.D. Thesis – C. Druchok; McMaster University – School of Biomedical Engineering 

 130 

is not oscillatory per se. That is, the flow does not reverse directions like the flow does in 

the parallel plate flow chambers or as is thought to occur in vivo. The fluid flow in each 

well should be thought of as more pulsatile than oscillatory in this case [77]. Nonetheless, 

orbital shakers have been used to study bone cell responses to fluid shear  

stress [77,260,263,264]. 

 The magnitude of shear stress on the bottom of an orbiting dish can be calculated 

using [265]: 

 

𝜏!"# = 𝑎 𝜂𝜌 2𝜋𝑓 !       Equation 6.2 
 
 
where a is the orbital radius of rotation of the shaker (cm), η is the viscosity of the culture 

media (poise), ρ is the density of the culture media (g/ml) and f is the frequency of  

rotation (rotations/sec). 

 

 6.4.5 Orbital Shaker System 

 An orbital shaker (Junior Orbit Shaker 3520, Lab-Line Instruments Inc, IL, USA) 

was used to generate oscillatory fluid flow in the orbital shaker experiments  

(Figure 6.3A). Using appropriate values for the experimental setup and Stokes’ 

approximation (Equation 2), where a is the orbital radius of rotation of the shaker  

(1.9 cm), η is the viscosity of the culture media (~0.01 poise), ρ is the density if the 

culture media (~1.0 g/ml) and f is the frequency of rotation (200 rotations/min), the shear 

stress generated was calculated to be approximately 1.8 Pa on the bottom of each well. 

This shear stress falls within the range of 0.8 to 3 Pa predicted by theoretical models of  
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in vivo physiological shear stresses [62]. The cells were exposed to fluid shear stress  

for 2 hours. 

 The shaker was placed in a 5% CO2 incubator at 37°C for the entire duration of 

the flow experiment. Six-well culture plates containing cells subjected to shear stress 

were placed on the shaker and static non-loaded plates of cells were placed on a shelf in 

the incubator (Figure 6.3B).  

 
Figure 6.3 A) Orbital shaker used to generate fluid shear stress with a 6-well  
  culture plate in position. B) Schematic of the orbital shaker setup in  
  the incubator (Image courtesy of Madeleine Bareau, Dr. Lidan You’s  
  Lab, University of Toronto). 
 

6.5 In vitro Mechanical Loading Experimental Timelines 

 A number of fluid flow experiments were conducted to examine the effects of 

media changes on media PGE2 concentrations (Figure 6.4). In all of the orbital shaker 

fluid flow experiments, regardless of the number of media changes, media was removed 

from the wells and replaced with 1 ml of fresh media 30 minutes prior to loading. The 

cells were then loaded (F) for 2 hours or sat static (S) for 2 hours. Following loading, all 

Flow 

Orbital Shaker 

Static 
B Incubator A 
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of the cells sat static for 30 minutes. Media was changed at various time points, 

depending upon the experiment conducted. Each time the media was changed all of the 

media was collected and it was replaced with fresh media. If the media was sampled, then 

a 100 µl sample of media was taken from each well, but the media was not changed. 

 Some of the experiments were terminated at 24hrs because different findings have 

been shown regarding COX-2 mRNA expression at 24hrs in vivo vs. in vitro. COX-2 

mRNA expression has been shown to return to pre-loading levels by 24 hours 

in vivo [81]. However, both COX-2 mRNA expression and media PGE2 concentrations 

have been shown to remain elevated 24 hours after fluid flow in vitro [169]. Therefore, 

the effects of fluid flow and NSAID administration, in this model, on media PGE2 

concentrations at 24hrs were examined. 

 Two of the experiments were terminated at 12hrs to determine how the media 

PGE2 concentrations varied between the groups before the 24hrs point and if the 

additional 12 hours of incubation altered PGE2 production. 

 

 6.5.1 Three Media Changes at 30mins, 3.5hrs and 6.5hrs 

 Experiments with three media changes at 30mins, 3.5hrs and 6.5hrs (Figure 6.4A) 

were the first set of experiments conducted. The media change 30 minutes after loading 

was implemented to remove the indomethacin from the PRE group and the media change 

3.5 hours after loading occurred to remove the indomethacin from the POST group. A 

media change 6.5 hours after loading also occurred to examine the PGE2 production after 
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the removal of indomethacin in the POST group. These experiments were terminated  

at 24hrs. 

 

 6.5.2 Two Media Changes at 30mins and 3.5hrs 

 Experiments with two media changes were also conducted with media changes 

occurring at 30mins and 3.5hrs (Figure 6.4B). These experiments were terminated  

at 12hrs. 

 

 6.5.3 One Media Change at 30mins 

 The influence of only one media change was also examined (Figure 6.4C). The 

only media change occurred 30mins after, so only the CON and PRE groups were 

included in this experiment. The POST group was not included because the indomethacin 

would not have been removed from the media with only one media change occurring at 

30mins. The experiments were terminated at 24hrs. 

 

 6.5.4 No Media Changes 

 Experiments with just the CON group and no media changes were also conducted 

to examine the effect of accumulating media PGE2 on subsequent PGE2 production 

(Figure 6.4D, E). A media sample (100 µl) was taken 30 minutes after loading, with no 

media change, and the experiments were terminated at either 12hrs or 24hrs.  
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Figure 6.4 In vitro mechanical loading experimental timelines. A) Three media  
  changes. B) Two media changes. C) One media change. No media changes 
  and termination at D) 24hrs and E) 12hrs. 
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6.6 Cell Count Determination 

 At the termination of each experiment, either 12 or 24 hours after loading 

depending upon the experiment, cells were collected and counted. Briefly, trypsin was 

added to the culture wells to detach the cells, followed by the addition of media before the 

suspension was collected and placed in 4 ml sample cups. The cells were then counted 

using an automated cell counter (ViCELL-XR, Beckman Coulter, CA, USA). 

 

6.7 Media PGE2 Concentration Determination 

 Media PGE2 concentrations were measured using a commercially available 

enzyme immunoassay (Prostaglandin E2 EIA Kit – Monoclonal 514010, Cayman 

Chemical Company, MI, USA). The assay is based on the competition between the PGE2 

in the media samples and a PGE2-acetylcholinesterase (AChE) conjugate (PGE2 Tracer) 

for a limited amount of PGE2 Monoclonal Antibody [266]. Because the concentration of 

PGE2 varies in the media samples, the amount of PGE2 Tracer that is able to bind to the 

PGE2 Monoclonal Antibody will be inversely proportional to the concentration of PGE2 

in the media samples [266]. To perform the assay, standards and samples were diluted 

with the same culture media, containing DMSO, as was used in the flow experiments. 

The media samples, PGE2 Tracer and PGE2 Monoclonal Antibody were then added to a 

96-well plate coated with goat polyclonal anti-mouse IgG. The plate was incubated for 

18 hours at 4°C in which time the antibody-PGE2 complex bound to the coated plate. The 

plate was washed to remove unbound reagents and then Ellman’s Reagent (which 

contains the substrate AChE) was added to the wells. The product of that enzymatic 
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reaction has a yellow colour that absorbs at 412 nm [266]. The intensity of the colour was 

determined with a microplate reader; it is proportional to the amount of PGE2 Tracer 

bound to the plate, which is inversely proportional to the amount of PGE2 in the media 

samples [266]. The detection limit of the assay was 15 pg/ml [266]. The absorbance data 

was analyzed using an Excel spreadsheet provided by Cayman Chemical Company 

(www.caymanchem.com/analysis/eia) to determine the concentration of PGE2 in the 

media samples. A curve was constructed from the standards and the PGE2 concentration 

of the media samples was determined using the absorbance for each sample and the 

equation of the standard curve plot. Media PGE2 concentrations were normalized to the 

number of cells in each well. 

 

6.8 Statistics 

 To determine the effects of flow and indomethacin on media PGE2 concentration 

in the experiments with one, two and three media changes, a two-way ANOVA was used 

(SPSS Inc., Chicago, IL, USA). Where statistically significant (p<0.05) interactions were 

found, simple main effects were determined with Bonferroni adjustment. Where 

statistically significant (p<0.05) main effects were found, post-hoc analyses with 

Bonferroni adjustment were carried out. An independent t-test was used to determine the 

effect of flow on media PGE2 concentrations in the CON group in the experiment with no 

media changes. A significance level of p<0.05 was used for all statistical tests.  
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CHAPTER SEVEN 

RESULTS: IN VITRO MECHANICAL LOADING 

 

7.1 Parallel Plate Flow Chamber Experiments 

 7.1.1 CON and PRE Groups 

 The parallel plate flow chamber experiment with the non-NSAID control (CON) 

and pre-load NSAID administration (PRE) groups examined media PGE2 concentrations 

30 minutes after loading (Figure 7.1). Media PGE2 concentrations did not differ between 

the CON-S and CON-F groups at 30mins (p=0.562). Indomethacin inhibited PGE2 

production in both the PRE-S and PRE-F groups at 30mins, resulting in similar 

concentrations between the two groups (p=0.769) and significantly lower PGE2 

concentrations than the CON-S (p<0.05) and CON-F (p<0.05) groups.  

 
Figure 7.1 Media PGE2 concentrations in the CON and PRE groups at 30mins in 
  the parallel plate flow chamber experiments. Values are mean ± STD.  
  †Different from CON. CON=no indomethacin; PRE=indomethacin  
  administered prior to loading. S=static; F=flow. n=4/group. 
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7.1.2 CON and POST Groups 

 The parallel plate flow chamber experiment with the non-NSAID control (CON) 

and post-load NSAID administration (POST) groups examined media PGE2 

concentrations 30 minutes and 3.5 hours after loading (Figure 7.2). Media PGE2 

concentrations did not differ between the CON-S and CON-F groups at 30mins (p=0.151) 

or 3.5hrs (p=0.581). Media PGE2 concentrations did not differ between the POST-S and 

POST-F groups at 30mins (p=0.098). The media PGE2 concentration was significantly 

greater in the CON-S group compared to the POST-S group at 30mins (p<0.05). 

Indomethacin inhibited PGE2 production in both the POST-S and POST-F groups at 

3.5hrs, resulting in similar concentrations between the two groups (p=0.968) and 

significantly lower PGE2 concentrations than the CON-S (p<0.001) and CON-F 

(p<0.001) groups.  

 
Figure 7.2 Media PGE2 concentrations in the CON and POST groups at 30mins  
  and 3.5hrs in the parallel plate flow chamber experiments. Values are  
  mean ± STD. †Different from CON. CON=no indomethacin;   
  POST=indomethacin administered after loading. S=static; F=flow.   
  n=4/group. 
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7.2 Orbital Shaker Experiments 

 7.2.1 Three Media Changes at 30mins, 3.5hrs and 6.5hrs 

 The flow experiment with three media changes after loading examined media 

PGE2 concentrations in the non-NSAID control (CON), pre-load NSAID administration 

(PRE) and post-load NSAID administration (POST) groups 30 minutes and 24 hours after 

loading (Figure 7.3A). Fluid shear stress caused significantly greater PGE2 production 

from the MLO-Y4 cells at 30mins in the CON-F and POST-F groups compared to their 

respective static controls (Figure 7.3B). At 30mins the media PGE2 concentration was 

greater in the CON-F group compared to the CON-S group (p<0.001) and in the POST-F 

group compared to the POST-S group (p<0.001). There was no difference between the 

CON-S and POST-S (p=0.926) groups at 30mins but the POST-F group had a greater 

media PGE2 concentration than the CON-F group (p<0.05). Indomethacin inhibited PGE2 

production in both the PRE-S and PRE-F groups at 30mins, resulting in similar 

concentrations between the two groups (p=0.978) and significantly lower PGE2 

concentrations than the CON-S (p<0.05) and CON-F (p<0.001) groups.  

 At 24hrs, the media PGE2 concentrations were much greater in the CON and PRE 

groups and were similar between the CON-S and CON-F groups (p=0.592) (Figure 7.3B). 

The media PGE2 concentrations in the PRE-S and PRE-F groups were similar at 24hrs 

(p=0.961) and did not differ from the CON-S (p=0.502) and CON-F (p=0.248) groups. At 

24hrs, media PGE2 concentrations were similar in the POST-S and POST-F groups 

(p=0.751) and were significantly lower than the CON-S (p<0.001) and CON-F  

(p<0.001) groups.  
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Figure 7.3 A) Experimental timeline for the three media change experiment.  
  B) Media PGE2 concentrations at 30mins and 24hrs in the three media 
  change experiment. Values are mean ± STD. *Different from static.  
  †Different from CON. CON=no indomethacin; PRE=indomethacin  
  administered prior to loading; POST= indomethacin administered after  
  loading. S=static; F=flow. n=12/group. 
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 7.2.2 Two Media Changes at 30mins and 3.5hrs 

 In the flow experiment with two media changes, media PGE2 concentrations were 

determined 30 minutes and 12 hours after loading in the CON, PRE and POST groups 

(Figure 7.4A). At 30mins the media PGE2 concentration was greater in the CON-F group 

compared to the CON-S group (p<0.001) and in the POST-F group compared to the 

POST-S group (p<0.001) (Figure 7.4B). There were no differences between the CON-S 

and POST-S (p=0.862) groups or the CON-F and POST-F groups (p=0.071). 

Indomethacin inhibited PGE2 production in both the PRE-S and PRE-F groups at 30mins, 

resulting in similar concentrations between the two groups (p=0.975) and significantly 

lower than the CON-S (p<0.05) and CON-F (p<0.001) groups.  

 At 12hrs, the media PGE2 concentrations were similar between the CON-S and 

CON-F groups (p=0.892) (Figure 7.4B). The media PGE2 concentrations in the PRE-S 

and PRE-F groups were similar at 12hrs (p=0.684) and significantly lower than the  

CON-S (p<0.001) and CON-F (p<0.001) groups. At 12hrs, media PGE2 concentrations 

were similar in the POST-S and POST-F groups (p=0.998) and were significantly lower 

than the CON-S (p<0.001) and CON-F (p<0.001) groups.  
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Figure 7.4 A) Experimental timeline for the two media change experiment.  
  B) Media PGE2 concentrations at 30mins and 12hrs in the two media  
  change experiment. Values are mean ± STD. *Different from static.  
  †Different from CON. CON=no indomethacin; PRE=indomethacin  
  administered prior to loading; POST= indomethacin administered after  
  loading. S=static; F=flow. n=12/group. 
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 7.2.3 One Media Change at 30mins 

 The flow experiment with one media change after loading examined media PGE2 

concentrations in the CON and PRE groups 30 minutes and 24 hours after loading  

(Figure 7.5A). The media PGE2 concentration was greater in the CON-F group compared 

to the CON-S group (p<0.001) at 30mins (Figure 7.5B). Media PGE2 concentrations were 

similar in the PRE-S and PRE-F (p=0.987) groups at 30mins. Indomethacin inhibited 

PGE2 production in the PRE groups and as a result media PGE2 concentrations were 

significantly lower in the PRE-S (p=0.029) and PRE-F (p<0.001) groups compared to the 

CON groups at 30mins. At 24hrs, media PGE2 concentrations were similar in the CON-S 

and CON-F (p=0.833) groups and were significantly greater than the PRE-S (p<0.001) 

and PRE-F (p<0.001) groups, which had similar concentrations (p=0.688).  
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Figure 7.5 A) Experimental timeline for the one media change experiment.  
  B) Media PGE2 concentrations at 30mins and 24hrs in the one media  
  change experiment. Values are mean ± STD. *Different from static.  
  †Different from CON. CON=no indomethacin; PRE=indomethacin  
  administered prior to loading. S=static; F=flow. n=4/group. 
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 7.2.4 No Media Changes 

 In the flow experiments with no media changes after loading, media PGE2 

concentrations were only examined in the CON group 12 hours and 24 hours after loading 

in two separate experiments (Figure 7.6A). Only the CON groups were included because 

media changes would need to have occurred to remove the indomethacin from the media 

in the PRE and POST groups. Fluid shear stress increased the PGE2 production of  

MLO-Y4 cells at 12hrs and 24hrs (Figure 7.6B). As a result, media PGE2 concentrations 

were significantly greater in the CON-F group compared to the CON-S at 12hrs and  

24hrs (p<0.05). 
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Figure 7.6 Experimental timeline for the no media change experiment at A)  
  24hrs and B) 12hrs. C) Media PGE2 concentrations at 12hrs and 24hrs 
  in the no media change experiment. Values are mean ± STD. *Different  
  from static. CON=no indomethacin. S=static; F=flow. n=6/group. 
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 7.2.5 Media Changes in the CON Group  

 The effect of media changes on media PGE2 concentrations was examined in the 

CON group by comparing across the flow experiments with different numbers of media 

changes (Figure 7.7). At 24hrs the CON-S and CON-F groups that underwent no media 

changes after loading had significantly greater (p<0.05) media PGE2 concentrations than 

the CON-S and CON-F groups that experienced one and three media changes. The  

CON-S and CON-F groups that experienced one media change had similar media PGE2 

concentrations as the CON-S (p=0.649) and CON-F (p=0.432) groups that underwent 

three media changes.  

 
Figure 7.7 Media PGE2 concentrations at 24hrs in the CON group in the   
  experiments with no, one and three media changes. Values are  
  mean ± STD. *Different from 0 CHANGES. 3 CHANGES=3 media  
  changes after loading (n=12); 1 CHANGE=one media change after  
  loading (n=4); 0 CHANGES=no media changes after loading (n=6). 
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CHAPTER EIGHT 

DISCUSSION: IN VITRO MECHANICAL LOADING 

 

8.1 Parallel Plate Flow Chambers 

 The first method of fluid flow generation implemented in this study, the parallel 

plate flow chambers, did not produce consistent results. The media PGE2 concentrations 

in the static control groups (CON-S) were similar to those of the flow groups (CON-F). 

The release of PGE2 by bone cells has long been known to be one of the responses to 

mechanical stimuli [76,82]. The lack of difference in media PGE2 concentrations 

suggested that the cells were being stimulated in both the static and flow conditions. The 

set up of the flow chambers involved a large amount of cell manipulation and all of the 

cells whether they were exposed to fluid flow or not, were placed into the chambers. 

Previous studies examining PG production placed static controls in dishes, not the flow 

chambers [76,95,103,169]; this was likely done to avoid any inadvertent stimulation when 

placing the slides into the chambers. In this study, all of the cells were placed into 

chambers to try to keep all of the conditions similar between the static and flow groups. 

MLO-Y4 cells are very sensitive to movement and placing them into parallel plate flow 

chambers can activate acute signalling mechanisms, which may interfere with the study 

outcomes [103]. This appears to have occurred in the flow chamber experiments. As a 

result, the orbital shaker, which almost completely eliminated any cell manipulation, was 

used to generate fluid shear stress in the experiments examining NSAID effects on PGE2 

production.  
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8.2 Orbital Shaker 

 The purpose of the in vitro experiments was to gain a better understanding of the 

results from the in vivo experiments that examined the effects of NSAIDs on 

mechanically induced bone formation. The hypothesis was that NSAID administration 

would differentially affect PGE2 production from MLO-Y4 cells depending on the timing 

of delivery, either before or after loading. NSAID administration before loading would 

impair the immediate increase in PGE2 production whereas NSAID administration after 

loading would impair the longer term production of PGE2. The in vitro experiments were 

designed to examine the effects of NSAIDs on cellular and molecular signalling in 

response to fluid flow induced shear stress but unfortunately due to the complexities of 

trying to mimic in vivo conditions in the in vitro setup, the results, although very 

informative, did not provide a clear picture of NSAID timing effects in vivo. 

 Fluid flow induced shear stress, generated by the orbital shaker increased the 

PGE2 production from MLO-Y4 cells. Media PGE2 concentrations were greater in the 

CON-F group compared to the CON-S group 30 minutes after loading. Indomethacin 

inhibited the PGE2 production from MLO-Y4 cells. Indomethacin administration prior to 

fluid flow (PRE) lowered the media PGE2 concentration three hours later, in both the 

static and fluid flow groups, and to a similar degree. This was expected, as indomethacin 

is a non-selective COX inhibitor designed to inhibit PGE2 production and has been shown 

to do so in in vitro fluid flow experiments [169,175]. Similar to the PRE group, when 

indomethacin was delivered after the fluid flow (POST), it impaired PGE2 production in 

both the static and flow groups and to a similar degree in both groups. This result was 
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expected, as the presence of indomethacin in the media will impair any COX activity, 

constitutive or induced. One of the confounding effects of the model was that media 

PGE2 concentrations in the PRE and POST groups in the hours following indomethacin 

removal were dependent upon the number of media changes. The media changes also 

influenced media PGE2 concentrations in the CON groups. The media changes made it 

difficult to differentiate between the effects of the media changes on PGE2 production vs. 

the timing effects of indomethacin administration on PGE2 production.  

 Previous studies examining the effects of NSAIDs on PGE2 production in vitro 

have implemented various NSAID administration time courses. NSAID administration 

before fluid flow has been shown to impair PGE2 production [169,175]. Similar to this 

study, Bakker et al. [169] showed that NS-398 administration 30 minutes prior to 1 hour 

of fluid flow, inhibited the stimulating effect of fluid flow on PGE2 production in primary 

mouse long bone cells immediately after loading. However, they found that in the static, 

no flow group, NS-398 only slightly reduced PGE2 production. This is in contrast to this 

study’s findings; indomethacin inhibited PGE2 production in the PRE static as well as the 

flow groups. However, Bakker et al. [169] found that in human bone cells from trabecular 

bone biopsies, NS-398 impaired PGE2 production in both the flow and static groups. The 

contrasting results may suggest that different cells react differently to the NSAIDs.  

 The effects of NSAID administration following fluid flow have only been 

examined in one study previously. Westbroek et al. [95] subjected chicken calvarial 

osteocytes to one hour of pulsatile fluid flow and then incubated them for 2 hours in the 

presence of NS-398; it decreased the production of PGE2. These findings are in 
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agreement with the lower media PGE2 concentration seen in the POST group in this 

study. Bakker et al. [169] showed that NS-398, a COX-2 selective inhibitor, impaired 

PGE2 production when it was administered before fluid flow and in this study 

indomethacin, a non-selective NSAID, also impaired PGE2 production. Similarly, both 

NS-398 [95] and indomethacin impaired PGE2 production when they were administered 

following fluid flow. It appears that both non-selective and COX-2 selective NSAIDs 

have a similar effect on PGE2 production both before and after fluid flow in the in vitro 

cell culture models. 

 The effects of NSAIDs on fluid flow induced PGE2 production have mostly been 

examined immediately after fluid flow or within a few hours of fluid flow ending. Two 

studies did show inhibition of PGE2 production 22 hours [173] and 24 hours [169] after 

flow, but the cells were incubated in media containing the NSAIDs for the entire duration 

of the experiment. These results are expected since NSAIDs are not metabolized by bone 

cells and therefore would continue to inhibit PGE2 production as long as they were 

present within the media. In this study, indomethacin was removed from the media to 

more closely mimic in vivo conditions, where it would be metabolized and would not be 

present 24 hours after flow. However, the process of removing the NSAID involved a 

media change and created a number of issues with the experimental design and 

determining the effects of only NSAIDs on PGE2 production was difficult. The results of 

the in vitro experiments brought to the forefront the complexity of modeling the timing 

effects of NSAIDs on MLO-Y4 PGE2 production in response to fluid flow. 
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 Translating these in vitro results to in vivo conditions is difficult. In vivo 

conditions vary greatly from the very simplified in vitro environment. The major obstacle 

is that the time course of PGE2 production and metabolism in vivo remains largely 

unknown because it is difficult to measure PGE2 concentrations in vivo.  

Thorsen et al. [94] did show however, that the concentration of PGE2 in the proximal 

tibial metaphysis of females, was still increasing 2 hours after mechanical loading 

finished. This suggests that in vivo PGE2 concentrations remain elevated and even 

continue to increase hours after loading; PGE2 does not appear to be rapidly removed 

from the bone environment. Therefore eliminating the PGE2 from the media 30 minutes 

after loading, likely does not simulate in vivo conditions. Unfortunately, the media needed 

to be changed to eliminate the indomethacin because it is not metabolized by bone cells 

and would have continued to inhibit PGE2 production indefinitely if not removed. In vivo, 

indomethacin would have been metabolized and therefore the inhibition of COX would 

have diminished over time. Recognizing the limitations with in vitro models is important 

when discussing PGE2 production in response to mechanical loading. 

 

8.3 Effect of Media Changes on the Control (CON) Group 

 The media changes in the in vitro experimental protocol were implemented to 

remove indomethacin from the culture media. Unfortunately the only way to eliminate 

indomethacin from the media was to remove the media and replace it with fresh media 

containing no indomethacin, as indomethacin is not broken down in bone cell culture. 

However, changing the media in the 6-well plates after loading affected the media PGE2 
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concentrations over the 24 hours that followed. The media changes introduced a couple of 

potential confounding factors: the removal of PGE2 and the addition of fresh serum.  

 PGs are not stored in cells and are rapidly metabolized once they are secreted into 

the peripheral circulation in vivo [78]. In vitro, however, PGE2 is stable and accumulates 

in the media [78]. The in vivo time course of PGE2 production and metabolism in bone in 

response to mechanical loading is not well understood, and is therefore challenging to 

mimic in vitro. The removal of PGE2 with media changes in vitro may or may not be 

appropriate, but it does influence future media PGE2 concentration and potentially PGE2 

production and therefore is important to consider. PGE2 accumulation may be an issue 

because PGE2 has been shown to induce COX-2 mRNA [92,95]. Therefore, when PGE2 

is left to accumulate in the media, an increase in PGE2 production is likely to be seen. If 

however, the PGE2 is removed when the media is changed, it will no longer stimulate 

COX-2 mRNA expression. The addition of fresh media also involves the introduction of 

fresh serum, which has also been shown to induce COX-2 mRNA and therefore increase 

PGE2 production [92,95]. It is likely that both the elimination of PGE2 and the addition of 

fresh media are important factors in this experimental setup. It is therefore very 

challenging to translate in vitro PGE2 production in response to loading to an in vivo 

model. 

 The media changes affected media PGE2 concentrations in the CON groups. A 

media change at 30mins, whether followed by additional media changes (the two and 

three media change experiments) or not (the one media change experiment), eliminated 

the effect of flow on media PGE2 concentrations at the final time points. The media 
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change at 30mins, eliminating any PGE2 in the media that was induced by fluid flow, 

appeared to level the playing field between the flow and static conditions. The CON-S 

and CON-F groups were both “reset” 30 minutes after flow resulting in similar media 

PGE2 concentrations in the CON-S and CON-F groups at 12hrs or 24hrs. When the media 

was not changed, however, the CON-S group did not “catch up” to the CON-F group; the 

CON-S media PGE2 concentration remained statistically lower than the CON-F at 12hrs 

or 24hrs. The observed “catch up” effect that resulted from eliminating the PGE2 from the 

media, may have disrupted the autoamplification effect and/or may have decreased the 

cumulative amount of PGE2, resulting in lower media PGE2 concentrations at the end of 

the experiments.  

 Further support for the importance of the first media change at 30mins can be 

found by examining the CON groups that underwent one and three media changes. The 

media PGE2 concentrations at 24hrs in the CON groups undergoing one or three media 

changes were similar, suggesting that the initial PGE2 accumulation during the loading 

and 30 minutes afterward (before the first media change) was important for determining 

the concentration 24 hours later. The media PGE2 concentrations at 24hrs in the CON 

groups were similar whether there was only one media change at 30mins or there were 

three, at 30mins, 3.5hrs and 6.5hrs.  

 The lack of difference in media PGE2 concentrations in the CON-S and CON-F 

groups at 24hrs is in contrast to Bakker et al. [169]. They showed that the media PGE2 

concentration remained elevated in fluid flow stimulated cells 24 hours after loading 

compared to static cells. Bakker et al. [169] used parallel plate flow chambers to provide 
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fluid flow and so after the fluid flow the slides containing the cells were removed from 

the chambers and placed into dishes containing fresh media. Similar to the experimental 

setup in this study, the PGE2 produced during the fluid flow would not have been present 

in the dishes the cells were transferred to, and therefore would not have contributed to the 

PGE2 concentrations at 24hrs. Brighton et al. [173] also found that media PGE2 

concentrations were elevated 22 hours after cyclic biaxial strain of rat calvarial cells, but 

the media was not changed after stimulation. The contrasting results may be attributed to 

a different method of fluid flow stimulation and/or the cell type used. As discussed 

previously, MLO-Y4 cells are very sensitive to movement [103]. Not all types of bone 

cells respond the same way to all fluid flow profiles and not all fluid flow profiles elicit 

the same response in a given bone cell type [254].  

 COX-2 mRNA expression is increased by fluid flow [76,169,267]. It has been 

suggested that COX-1 mRNA expression may be sensitive to nutrient conditions in bone 

cells [169], but flow-induced COX-2 mRNA expression in bone cells appears to be 

independent of serum-factors [76,267]. Bakker et al. [169] showed that COX-2 mRNA 

expression was increased in human bone cells 1 hour after pulsating fluid flow and 

remained elevated even 24 hours later. Kamel et al. [268] found that COX-2 mRNA 

expression was increased in MLO-Y4 cells immediately after 2 hours of pulsatile fluid 

flow, but 24 hours after flow the increased expression was no longer evident.  

Govey et al. [269] found that COX-2 mRNA expression was increased 1.37 fold and  

1.45 fold, 2 hours and 8 hours after flow, respectively, in MLO-Y4 cells subjected to 

oscillatory fluid flow, but the expression was not significantly regulated. It appears that 
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COX-2 mRNA expression differs between studies and since it was not measured in this 

study, it is not known how the expression changed throughout the time course of the fluid 

flow experiments. 

 COX-2 mRNA expression may have been altered in the experiments in this study 

because of the removal of PGE2 from the media. COX-2 mRNA induction has been 

shown to exhibit a biphasic pattern in response to stimulation. It is believed that the 

biphasic pattern, specifically the second peak, is likely the result of autoamplification by 

PGE2, as PGE2 can induce COX-2 [92]. As PGE2 increases, it stimulates COX-2, 

enhancing its own production. So, removing PGE2 from the media may have affected 

COX-2 mRNA expression in this study. However, Bakker et al. [169] showed that the 

media PGE2 concentration and COX-2 mRNA expression remained elevated 24 hours 

after fluid flow, even though the media was removed after loading. It does not appear that 

the removal of PGE2 from the media affected PGE2 production or COX-2 mRNA 

expression in that study. Kamel et al. [268] found, however, that COX-2 mRNA 

expression was not increased in MLO-Y4 cells 24 hours after flow even though the cells 

remained in the same flow media after loading. Despite the presence of the PGE2 

produced during the flow in the post-flow incubation media, COX-2 mRNA expression 

did not remain elevated 24 hours after flow. As discussed above, Govey et al. [269] found 

that COX-2 mRNA expression was not significantly regulated in MLO-Y4 cells in the  

24 hours following flow. The contrasting results may be attributed to a different method 

of fluid flow stimulation and/or the cell type used. The mechanisms and kinetics of 

responses to loading could vary substantially in different bone cell types [268].  
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Bakker et al. [169] found that during 24 hours of post-flow incubation, PG production 

was much lower than after 1 hour of flow or sitting static. This was in contrast to the 

results in this study, where PGE2 production was much greater after fluid flow than 

during fluid flow, suggesting that there are differences between the studies. Only certain 

time points were examined in each study and therefore key time points of COX-2 mRNA 

expression may have gone undetected. Further investigation is needed to determine how 

the presence and/or absence of PGE2 affects the time course of COX-2 mRNA 

expression. 

 The addition of fresh media may have affected media PGE2 concentrations in the 

CON-S and CON-F groups undergoing three media changes. Media PGE2 concentrations 

were similar in the CON-S and CON-F groups with one and three media changes at 

24hrs, despite 6 hours less for PGE2 to accumulate in the CON-S and CON-F groups 

undergoing three media changes. Media changes may have stimulated PGE2 production. 

However, the CON-S and CON-F groups that had no media changes had a statistically 

greater media PGE2 concentration than the groups with three changes and the groups 

experiencing just one change. So, the introduction of fresh media does not appear to 

dominate PGE2 production but may play a role.  

 The media PGE2 concentration was approximately two times greater in the  

CON-S group in the no media change experiment compared to the CON-S group in the 

one media change experiment, despite only a difference of 3 hours in the time available 

for the PGE2 to accumulate. Based on that observation, it appears that media PGE2 

concentrations are also dependent upon the time allowed for PGE2 accumulation and the 
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presence of PGE2 in the media. PGE2 has been shown to induce COX-2 mRNA and 

subsequently increase PGE2 production so removing the media essentially removes all 

PGE2 from the media and also reduces the autoamplification effect. Therefore although 

the time difference was only 3 hours between the no media change and one media change 

experiment, it would theoretically take an additional 3 hours for the CON-S group from 

the one media change experiment to get back up to where it was before the media change, 

let alone to where the CON-S group with no media changes was at (at the same time 

point). The removal of media, and consequently removal of PGE2 appears to hinder the 

autoamplification effect, resulting in lower media PGE2 concentrations. Different media 

PGE2 concentrations between the experiments may also be due to inherent differences 

between the experiments. However, the large differences (approximately two fold) seem 

more likely to be a consequence of the removal of PGE2. 

  

8.4 Effect of Media Changes on the PRE and POST Groups 

 The effect of the media changes was also evident in the PRE group. With the three 

media changes occurring, the PRE groups had similar media PGE2 concentrations as the 

CON groups, both static and flow, at 24hrs. The media changes, and likely the removal of 

PGE2 from the CON groups, allowed the PRE groups to “catch up” to the CON groups at 

24hrs, in terms of media PGE2 concentration. At the 6.5hrs time point, when the last 

media change was made in the three media change experiment, the CON and the PRE 

groups would have been essentially at the same level; that is, there was no PGE2 present 

in the new media, it was removed with the media change, and the indomethacin had been 
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cleared from the PRE groups. So, similar media PGE2 concentrations 17.5 hours later at 

the 24hrs time point was not unexpected. Because the indomethacin and PGE2 were 

removed from the media, the CON and PRE groups were essentially the same after the 

6.5hrs media change. Any effect of an NSAID or lack thereof, was erased. In vivo, PGE2 

would not have been completely eliminated from the bone, as occurred in vitro, and so 

the PGE2 concentration likely differs in vivo in the time following loading, where there is 

likely autoamplification effects. The addition of fresh media occurred in both the CON 

and PRE groups so any effect on subsequent PGE2 production should have been similar in 

both groups. However, Pilbeam et al. [92] showed that inhibiting PGE2 production with 

indomethacin decreased the serum induction of COX-2 mRNA, and so there may have 

been less of an affect of fresh media stimulation on the PRE groups. Nonetheless, after 

the 6.5hrs media change the CON and PRE groups were essentially the same. Media 

changes and consequently the removal of PGE2 from the media disrupted the examination 

of indomethacin effects on PGE2 production following fluid flow. 

 Despite the role that accumulating media PGE2 may play in autoamplification or 

any effect of fresh serum, the media PGE2 concentrations remained statistically lower in 

the PRE groups, both static and flow, in the one and two media change experiments 

compared to the CON groups. The PRE-S group media PGE2 concentration did “catch 

up” to the CON-S group at 24hrs in the three media change experiment however, 

suggesting once again that the number of media changes influenced the media PGE2 

concentrations. The media changes were designed to remove the indomethacin from the 

media to mimic in vivo NSAID metabolism. Examination of the media PGE2 
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concentrations in the PRE groups across the experiments suggests that indomethacin was 

not completely removed from the media unless the media was changed three times. With 

three media changes, the media PGE2 concentration in the PRE-S group was similar to 

that of the CON-S group at 24hrs. However, when there were only one or two media 

changes, the media PGE2 concentrations were statistically lower in the PRE-S groups 

compared to the CON-S groups. The likely explanation is that the indomethacin was not 

being completely eliminated from the cells and media with less than three washes. 

 Further support for this theory can be found by examining the POST-S group. 

Theoretically the only differences between the PRE-S and POST-S groups were a 3 hour 

difference in the timing of indomethacin administration and one less media change in the 

POST-S groups. As discussed above, a 3 hour time difference in the time allowed for 

PGE2 to accumulate in the media could affect subsequent PGE2 production; however, a 

media change did take place 3 hours after the indomethacin was removed, which would 

have essentially set the CON-S, PRE-S and POST-S groups all back to the same point. 

And yet the POST-S group did not “catch up” to the CON-S or PRE-S groups by 24hrs. 

So, it is unlikely that the 3 hour delay in indomethacin administration was the reason for 

the statistically lower media PGE2 concentration in the POST-S groups at 24hrs or even 

12hrs, in the two media change experiment, compared to the CON-S groups. This then 

suggests that the one less media change in the POST groups affected media PGE2 

concentrations. The PRE groups experienced three media changes whereas the POST 

groups only received two, in the three media change experiment. The results suggest that 

the indomethacin was washed away in the PRE groups, as media PGE2 concentrations 
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were similar in the PRE-S and CON-S groups at 24hrs, but not the POST-S group, where 

media PGE2 concentrations remained statistically lower at 24hrs compared to the CON-S 

group. Any remaining indomethacin in the POST groups would have continued to inhibit 

PGE2 production, leading to the statistically lower media PGE2 concentration seen in the 

POST group compared to both the CON and PRE groups at 24hrs. 

  An alternative explanation as to why the POST group may have exhibited lower 

media PGE2 concentrations at 24hrs compared to the CON group, besides a lack of 

indomethacin elimination, may have involved the inhibition of PGE2 production resulting 

from induced COX-2 synthesis. COX-2 protein synthesis is believed to start 1-4 hours 

post loading and peak at 3-12 hours [96]. Based on that observation, indomethacin 

administration after loading would be active during that time period of near maximum to 

maximum COX-2 synthesis and therefore PGE2 production. This may help to explain 

why the POST-F group does not appear to “catch up” to the CON-F group in terms of 

media PGE2 concentrations at 24hrs. Inhibiting PGE2 production when it was greatest 

would have greatly affected media PGE2 concentrations. The media PGE2 concentrations 

in the POST-S group however, suggest a lack of removal of indomethacin as the more 

likely cause of lower media PGE2 concentrations in the POST groups at 24hrs. 

  The dependency of the media PGE2 concentrations on the number of media 

changes suggests that if the media was changed less than three times, then the 

indomethacin was not washed away and continued to inhibit PGE2 production. Further 

investigation is needed to determine for certain if indomethacin was still present in the 
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media collected at 24hrs, or if the lower media PGE2 concentration at 24hrs was a result 

of indomethacin administration following fluid flow. 

 

8.5 Limitations  

 8.5.1 In vitro vs. In vivo 

 In vitro experiments, typically two-dimensional, attempt to mimic the  

three-dimensional in vivo bone environment and cell organization of the  

lacuna-canalicular system. However, there are several differences between fluid-flow 

stimulation of bone cells in vivo and in vitro. Most notably are cell morphology and 

substrate attachment and the actual flow environment [270]. In vivo, cells are attached to 

the mineralized matrix via tethering filaments or integrin-based focal adhesions but  

in vitro there is no matrix surrounding the cells so the attachments to the substrate are all 

integrin-based [270]. As well, osteocytes seeded on flat surfaces spread out and build 

strong attachments to the substrate [270]. This flat adherent shape has been shown to be 

less sensitive to mechanical stimuli than round non-adherent osteocytes [271]. The 

differences in morphology between in vitro and in vivo cells may affect their 

mechanosensitivity. Perhaps the largest and most significant difference between in vitro 

and in vivo models is the actual flow environment. The lack of three-dimensional 

structure means that the spatial arrangement of the cells is not that of the in vivo 

environment. As well, since the spatial arrangement of the cells is lacking, so too is the 

real time interaction and communication with other cells, a limitation with many in vitro 

experiments. Recreating the in vivo bone environment is difficult given the complex 
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nature of the lacunar-canalicular system and the mechanotransductive processes. It is 

likely difficult to determine the many complexities of mechanotransduction using 

simplified in vitro models. However, in vitro experiments do provide insight into the 

cellular and molecular signalling involved in bone mechanical stimulation.  

 One of the main differences between the in vitro and in vivo experiments is the 

cell environment. The drastic differences in the environments means that the interaction 

with NSAIDs likely varies. In vitro, there is immediate and direct contact with NSAIDs in 

the media. In vivo, it takes time for NSAIDs to reach the bone and the concentration of 

NSAID that makes it to the bone does not appear to be great. Paulson et al. [188] found 

that the bone was one of the tissues with the lowest exposure to celecoxib after oral 

administration in male rats. The concentration of indomethacin used in the in vitro 

experiments almost shut down PGE2 production completely, which likely does not occur 

in vivo. The amount of NSAID that reached the bone in vivo is not known but based on 

the finding by Paulson et al. [188], it was likely not equivalent to the concentration used 

in vitro. The concentration used in the in vitro experiments (1x10-5 M or 3.5 µg/ml) was 

based on previous experiments that had shown that at that concentration, PGE2 

production was impaired in vitro and there were no adverse effects on cells [146,173]. In 

humans, oral indomethacin doses of 50 mg resulted in an average peak plasma 

concentration of 2.2 µg/ml but there was considerable variation among individuals, with 

concentrations ranging from 0.5-4.95 µg/ml [272]. Another study found that a 50 mg dose 

resulted in an average peak plasma concentration of 4.2 µg/ml [273]. So, the dose used in 

the in vitro experiments falls within the range of indomethacin plasma concentrations 
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observed. How the plasma concentration relates to the concentration at the bone is not 

known. Paulson et al. [188] did show however that celecoxib levels in the plasma were 

about 1.5 times greater than those in the bone, suggesting the concentration of 

indomethacin used in vitro was greater than what would occur in vivo. The effect of 

various levels of PGE2 inhibition on subsequent PGE2 production and bone formation are 

not known, and would likely not be able to be determined from the in vitro model used  

in this study.  

 In addition to differences in the in vivo and in vitro environments, the cells 

themselves differ in each model. Different cell types have been used to study osteocyte 

responses to fluid flow in vitro and different cell types have been shown to respond 

differently to fluid flow [254]. Osteocytes are terminally differentiated osteoblasts that 

have become embedded in the bone matrix as it is being secreted. They sit in lacunae 

deep within the bone, an ideal location to sense mechanical strain, but making it difficult 

for in vivo observation and examination. Primary osteocytes are also difficult to study  

ex vivo as they are not easy to obtain, especially those from long bones. Primary 

osteocytes have been isolated but are most commonly from very young (a few days old to 

a few weeks old) calvaria [37,95,274] as they are easier to obtain. Studies have isolated 

osteocytes from murine long bones [169,274,275] but these are also usually from young 

animals. While these studies may provide information about the behaviour of osteocytes 

during development, they do not provide insight into the behaviour of osteocytes from 

skeletally mature animals, an age that may be of more importance in some studies, such 

as this one. 
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 Although primary osteocytes are the ideal strategy for studying osteocyte behavior 

ex vivo, the methodology for isolating and studying them is still difficult and time 

consuming and therefore most studies choose to use established cell lines. Cell lines are 

convenient and useful and due to their large presence in the literature, easier to compare 

with and validate. The MLO-Y4 cell line is a well-characterized cell line representing an 

early osteocyte phenotype which shares numerous characteristics with primary  

osteocytes [250]. MLO-Y4 cells have been used extensively to study osteocyte 

communication with each other and with other bone cells and to examine the response of 

osteocytes to mechanical stimulation, including fluid flow [69,72,251–254]. They exhibit 

low expression of ALP and high expression of osteocalcin, similar to the pattern of 

expression in primary osteocytes [256] and express very large amounts of connexin 43 

protein, like osteocytes do. There are known differences between primary osteocytes and 

MLO-Y4 cells. For example, MLO-Y4 cells express low to undetectable levels of 

sclerostin (Sost), whereas osteocytes are known to express Sost in vivo [257]. MLO-Y4 

cells do however respond to mechanical stimuli in vitro similarly to mouse osteocytes 

in vivo [276]. Despite the differences that exist between MLO-Y4 cells and primary 

osteocytes, MLO-Y4 cells remain a very useful model for examining osteocyte  

behavior in vitro. 

 

 8.5.2 Orbital Shaker 

 Several in vitro cell stimulation models have been implemented in the literature to 

study osteocyte responses to fluid shear stress. The models use different cells and 
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mechanical stimulation methods. The method of fluid flow generation and flow 

parameters, including flow profile, flow rate, shear stress amplitude, frequency and 

duration of flow also vary amongst the studies. All of these factors influence cell 

responses to fluid flow [63,66–70], making it difficult to compare findings between 

studies and ultimately to determine what the responses of osteocytes are in vivo. 

 The orbital shaker was chosen as the model of fluid flow stimulation for this study 

because it almost eliminated any manipulation of the cells during the experimental 

procedures. This is important because MLO-Y4 cells are very sensitive to movement and 

can become inadvertently stimulated, leading to the activation of acute signalling 

pathways which may interfere with the outcomes of the study [103,260]. Previous studies 

examining PGE2 production placed the static controls in petri dishes under similar 

conditions as the experimental groups, but not within the actual flow chambers used for 

fluid flow application [76,95,103,169]. The orbital shaker model ensured all of the cells 

underwent the same procedures, whether in the static or flow groups, ensuring the 

differences observed were a result of only fluid flow. 

 There are recognized limitations with the orbital shaker method of fluid flow; 

most notable is the fluid flow profile. The fluid flow is not oscillatory, that is the fluid 

does not move back and forth, but rather is continuously moving in one direction around 

the dish. Fluid flow in vivo is believed to be oscillatory. The bone matrix deforms when it 

is loaded creating a pressure gradient that fluid flows along [63]. The load is then 

removed reversing the gradient and subsequently the flow. This does not occur in an 

orbiting dish. Although the fluid flow profile differs in the orbiting dish compared to the 
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parallel plate flow chamber and the suspected in vivo environment, other studies have 

employed this method to stimulate bone cells [77,260,263,264] and suggest that the 

orbital shaking gives rise to similar bone cell responses for a range of outcomes [260]. 

Further studies are required to determine if the responses induced by the flow in this 

study agree with those induced by oscillatory fluid flow. 

 Although the flow profile is not truly oscillatory the other flow parameters 

implemented were similar to other studies examining osteocytes responses to fluid flow. 

The shear stress induced by the shaker was approximately 1.8 Pa, which falls within the 

0.8 and 3 Pa range predicted by theoretical models of in vivo physiological shear stresses 

within the lacuna-canalicular system [62]. In general, studies have implemented fluid 

shear stresses between 1 and 2 Pa [70–74]. The frequency of fluid flow in this study was 

3.3 Hz. Oscillating frequencies vary amongst studies, but generally 1 Hz is the frequency 

most used [70,73–75], which is typical of locomotion [64]. However, greater frequencies 

have been recorded during activity [65] and have been studied [66]. In general, most cell 

responses exhibit a dose responsive behaviour, with greater shear stresses, frequencies 

and durations, increasing the responses to fluid flow. As well, cells appear to respond to 

the parameters in a synergistic manner [66]. A flow duration of 2 hours was implemented 

in this study which is typical of the literature [70,73–75]. 

 One drawback of the orbital shaker model, however, is that the magnitude of shear 

stress can only be estimated without the use of complex modeling.  
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Ley et al. [265] reported shear stress as a simplified constant value at the bottom of an 

orbiting dish as:  

 

𝜏!"# = 𝑎 𝜂𝜌 2𝜋𝑓 !       Equation 6.2 
 
 
where a is the orbital radius of rotation of the shaker (cm), η is the viscosity of the culture 

media (poise), ρ is the density of the culture media (g/ml) and f is the frequency of 

rotation (rotations/sec). 

 
 The equation is a two dimensional extension of Stokes’ second problem for an 

infinite plate beneath a fluid layer of large height undergoing uniaxial oscillatory  

motion [262,277]. This equation has been used extensively for estimating shear stress 

values on the bottom of rotating plates [77,260,278]. The equation is greatly simplified 

compared to the complexity of the actual motion occurring in orbiting dishes. The Stokes’ 

approximation assumes that the entire bottom surface of the plate experiences the same 

steady, constant shear stress. However, the cells experience an oscillating stress that 

varies with radial position due to the motion of the wave travelling around the dish [262]. 

The approximation does not take into account the influence of well walls or fluid 

volume/height. These are integral for calculating shear stress.  

 Compared to computational models of fluid motion in orbiting petri dishes, the 

equation set forth by Ley et al. [265] is a fairly good predictor of shear stress.  

Thomas et al. [262] modeled the wall shear stress in an orbiting dish and shear stress 

magnitudes were calculated to be 0.01± 0.102 Pa higher than the equation put forth by 

Ley et al. [265], over the full range of orbital speeds they modeled. Salek et al. [277] 
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developed a model of wall shear stress in orbiting 6-well plates; at 200 rpm they found 

that the shear stress was only constant near the centre of the well at 0.83 Pa. The average 

shear stress over the entire bottom surface was 0.87 Pa, which is similar to the predicted 

Stokes’ approximation of 0.91Pa. Salek et al. [277] suggested that the Stokes’ 

approximation can lead to inaccurate conclusions when results are compared at different 

rotational rates or fluid heights. The shear stress does vary over the bottom surface of 

each well, depending upon radial position, and as the wave of fluid rotates around the 

well [277], but not completely unlike the distribution of shear stresses in a parallel plate 

flow chamber [279]. Based on the similar shear stress values calculated using the models 

and the Stokes’ approximation, an approximation of the shear stress was deemed to be 

sufficient for the purpose of this study.  
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CHAPTER NINE 

CONCLUSION 

 

9.1 Conclusion 

 The overall goal of this study was to better understand the mechanisms 

responsible for bone formation induced by multiple mechanical loading events, 

specifically the role that prostaglandins play in bone mechanotransduction and how 

NSAIDs influence that process. To accomplish this, the temporal effects of NSAID 

administration on bone formation, induced by multiple mechanical loading events, were 

examined in vivo. To provide further insight into the in vivo findings, the effects of 

NSAIDs on osteocyte PG production in response to fluid flow in vitro were also 

examined. NSAID administration either before or after mechanical loading did not affect 

bone formation induced by multiple loading events in rats. The in vitro experiments, 

although designed to examine the effect of NSAIDs on the time course of PG production 

following fluid flow, were not able to differentiate between NSAID timing effects and 

effects inherent in the experimental design. 

 Indomethacin administration before fluid flow impaired the PGE2 production of 

MLO-Y4 cells, suggesting that in vivo mechanotransduction would be disrupted. 

However, the in vivo experimental results suggest that despite diminished PGE2 

production, bone mechanotransduction was not impaired, as shown by a lack of 

difference in MAR between the CON and PRE groups. Indomethacin administration 

following fluid flow impaired PGE2 production as well. A decrease in PGE2 production 
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after loading in vitro, may suggest an inhibitory affect on bone formation in vivo, as the 

large amounts of PGE2 produced as a result of induced COX-2 activity are believed to 

contribute to bone formation [81]. However, the in vivo results do not corroborate the  

in vitro findings; NSAID administration following loading did not affect MAR. PGE2 

production in vivo was likely impaired by NSAID administration, as the in vitro results 

would suggest, but that did not influence bone adaptation to mechanical stimulation.  

 The results of the in vivo experimentation suggest that other signaling pathways 

and factors may compensate for the COX-2/PGE2 pathway when bone formation is 

induced by multiple loading events in the presence of NSAIDs. Further investigation is 

needed to determine which pathways may be compensating for PGE2 inhibition. 

However, examining those pathways would be difficult given the multiple loading 

sessions. Animals would need to be sacrificed at various time points throughout the four 

weeks to determine which pathways are more active after each of the loading sessions and 

how the expression of various genes differ over time. Previous studies have looked at 

gene expression at various time points over four and a half weeks in a rat forelimb 

compression model where loading took place each day [59,280]. Three primary clusters 

of gene expression were identified: genes upregulated early in the time course, genes 

upregulated during matrix formation, and genes downregulated during matrix  

formation [59]. Interestingly, mention was not made of the expression of COX-2 in the 

study, which reported genes that showed a greater than 1.4 fold change [59]. An in vitro 

study examining the effects of oscillatory fluid flow on gene expression in MLO-Y4 cells 

found that COX-2 was not significantly regulated [269]. It may be that the COX-2/PGE2 
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pathway is not relied upon as heavily as the many other pathways and genes involved in 

the bone formation response to mechanical loading. Further investigation is needed to 

examine how multiple loading sessions affect signaling pathways and gene expression 

and how NSAIDs may influence that. 

 The in vitro model used in this study could help to identify the contribution of 

other signaling pathways in the short term, before the media changes take place. The 

effect of media changes on the in vitro experiments would likely interfere with the 

examination of NSAID effects over the longer term but any early changes in the 

activation of other pathways and genes may provide valuable insight into in vivo 

processes. If a different model were implemented, that did not involve complete media 

changes, but was still able to remove the indomethacin from the media, it may be better 

able to demonstrate the effects of NSAIDs on PGE2 production. Removing the 

indomethacin from the media without removing the PGE2 would be difficult to 

accomplish and leaving all of the PGE2 in the media would likely not mimic the in vivo 

environment. The in vitro model is likely better suited for examining the short-term 

effects of NSAIDs on PGE2 production and other signaling pathways.  

 The in vitro model could be further used to examine effects of NSAIDs on 

osteocytes and how that subsequently influences osteoblast activity. Any factor that alters 

osteocyte release of paracrine signals, including mechanical stimuli and NSAIDs, could 

potentially affect bone adaptation. Indomethacin may have altered the expression of a 

number of factors related to osteoblast differentiation and mineralization by mechanically 

stimulated osteocytes. Indomethacin has been shown to affect the expression of insulin-
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like growth factor-I (IGF-I) mRNA following mechanical loading in vivo [281] and  

NS-398 has been shown to affect IGF-I and osteocalcin expression following loading  

in vitro [90]. NSAIDs have also been shown to directly affect osteoblast activity  

[144–147,151]. Examining the effects of NSAIDs on osteocyte responses to mechanical 

stimulation and subsequent osteoblast activity may provide more information about the 

relationship of PGs and osteocyte signaling of osteoblasts. 

 Although the present data suggest that NSAID administration in rats, prior to or 

following mechanical loading, does not affect bone formation induced by multiple days 

of mechanical loading, NSAIDs have been shown to affect bone adaptation. NSAIDs 

impaired bone formation when administered before a single mechanical loading event in 

animal models [9–12,172]. Ibuprofen administration following exercise in premenopausal 

women enhanced the beneficial adaptation of BMD to exercise [14]. Further research is 

needed to determine the mechanisms responsible for the timing effects of NSAIDs on 

mechanically induced bone formation. Careful consideration should be taken when 

NSAIDs are taken around the time of exercise so as not to impair the adaptive response of 

bone to mechanical loading. 

 Mechanical loading is beneficial for bone not only because it can increase bone 

mass, but because it can also improve bone architecture, which contributes significantly 

to bone strength. Understanding the mechanisms that orchestrate bone formation in 

response to mechanical stimulation can provide a basis for future development of 

strategies to enhance bone mass following anabolic loading. We need to take advantage 
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of the intrinsic ability of bone to adapt to mechanical loading, a benefit over 

pharmacological agents, to help improve bone health.  
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APPENDIX I 
 
MAR (µm/day) of the male ulnas that underwent the 2-week loading protocol in the 
IBU/CBX experiment. A-G) MAR of Sections 1-7, respectively. H) Colour coded  
7-Section grid of ulna cross-section. Values are mean ± standard deviation (STD). No 
differences (p>0.05) were detected between the LEFT group and the CON group in any 
of the Sections. n=5/CON, IBU-PRE, IBU-POST, CBX-PRE; n=4/CBX-POST; 
n=6/LEFT.  
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APPENDIX II 
 
MAR (μm/day) of the male ulnas that underwent the 2-week loading protocol in the 
IBU/CBX experiment. Values are mean ± STD. No differences (p>0.05) were detected 
between the LEFT group and the CON group in any of the Sections. n=5/CON,  
IBU-PRE, IBU-POST, CBX-PRE; n=4/CBX-POST; n=6/LEFT.  
 

 Section 1 Section 2 Section 3 Section 4 Section 5 Section 6 Section 7 

CON 3.10 ± 0.72 0.62 ± 0.22 0.83 ± 0.35 2.32 ± 0.67 0.52 ± 0.26 0.87 ± 0.75 2.08 ± 0.90 

IBU-PRE 2.76 ± 0.47 1.23 ± 0.62 0.55 ± 0.30 2.51 ± 0.26 1.16 ± 0.64 1.82 ± 0.99 2.27 ± 0.72 

IBU-POST 3.09 ± 0.67 1.35 ± 1.29 0.66 ± 0.46 2.03 ± 0.37 1.04 ± 0.83 1.69 ± 0.47 2.25 ± 0.66 

CBX-PRE 3.13 ± 0.32 0.97 ± 0.57 1.01 ± 0.40 2.26 ± 0.44 1.06 ± 0.59 1.38 ± 0.97 2.90 ± 0.52 

CBX-POST 2.87 ± 0.74 0.93 ± 0.74 0.48 ± 0.22 2.14 ± 0.27 0.93 ± 0.48 2.18 ± 0.73 2.67 ± 0.38 

LEFT 2.78 ± 0.62 0.62 ± 0.40 0.64 ± 0.12 2.23 ± 0.58 0.78 ± 0.54 1.11 ± 0.61 2.16 ± 0.46 
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APPENDIX III 
 
The p-values determined by post-hoc analyses for each Section of the male IBU/CBX 
experiment. A-G) p-values of Sections 1-7, respectively.  
 

SECTION 1 IBU-PRE IBU-POST CBX-PRE CBX-POST LEFT 
CON 0.954 1.00 1.00 0.992 0.962 

IBU-PRE  0.950 0.939 1.00 1.00 
IBU-POST   1.00 0.991 0.958 
CBX-PRE    0.986 0.948 

CBX-POST     1.00 
 

SECTION 2 IBU-PRE IBU-POST CBX-PRE CBX-POST LEFT 
CON 0.750 0.601 0.975 0.980 1.00 

IBU-PRE  1.00 0.994 0.985 0.714 
IBU-POST   0.969 0.94 0.555 
CBX-PRE    1.00 0.970 

CBX-POST     0.976 
 

SECTION 3 IBU-PRE IBU-POST CBX-PRE CBX-POST LEFT 
CON 0.752 0.964 0.947 0.531 0.932 

IBU-PRE  0.993 0.292 0.999 0.997 
IBU-POST   0.583 0.937 1.00 
CBX-PRE    0.162 0.486 

CBX-POST     0.952 
 

SECTION 4 IBU-PRE IBU-POST CBX-PRE CBX-POST LEFT 
CON 0.986 0.918 1.00 0.989 0.999 

IBU-PRE  0.588 0.966 0.806 0.912 
IBU-POST   0.975 0.999 0.980 
CBX-PRE    0.999 1.00 

CBX-POST     1.00 
 

SECTION 5 IBU-PRE IBU-POST CBX-PRE CBX-POST LEFT 
CON 0.507 0.702 0.720 0.864 0.971 

IBU-PRE  0.999 1.00 0.987 0.885 
IBU-POST   1.00 1.00 0.774 
CBX-PRE    0.999 0.973 

CBX-POST     0.998 
 

SECTION 6 IBU-PRE IBU-POST CBX-PRE CBX-POST LEFT 
CON 0.386 0.547 0.914 0.110 0.995 

IBU-PRE  1.00 0.952 0.975 0.645 
IBU-POST   0.990 0.909 0.808 
CBX-PRE    0.633 0.993 

CBX-POST     0.229 
 

SECTION 7 IBU-PRE IBU-POST CBX-PRE CBX-POST LEFT 
CON 0.997 0.998 0.405 0.682 1.00 

IBU-PRE  1.00 0.667 0.909 1.00 
IBU-POST   0.639 0.892 1.00 
CBX-PRE    0.994 0.468 

CBX-POST     0.759 
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APPENDIX IV 
 
Dehydrating, infiltration and embedding procedure and schedule. This procedure 
prepares the bone samples for histology. 
 
 

Day Procedure Solution Time # of 
Changes Storage 

1 dehydration 70% ethanol 1 hour 2 3ºC 
 

  95% ethanol 1 hour 2 3ºC 
 

  95% ethanol overnight  3ºC 
 

2 dehydration 100% ethanol 1 hour 3 3ºC 
 

  xylenes 1 hour 2 3ºC 
 

  xylenes overnight N/A 3ºC 
 

3, 4 infiltration 1 85 ml methyl methacrylate 
15 ml dibutyl phthalate 

24 hours daily 3ºC 
 
 

5, 6 infiltration 2 85 ml methyl methacrylate 
15 ml dibutyl phthalate 
1 gram benzoyl peroxide 

24 hours daily 3ºC 

7, 8 infiltration 3 85 ml methyl methacrylate 
15 ml dibutyl phthalate 
2 grams benzoyl peroxide 

24 hours daily 3ºC 

9 embedding 85 ml methyl methacrylate 
15 ml dibutyl phthalate 
2 grams benzoyl peroxide 

leave for 
2-3 days 

N/A 37ºC 
(water 
bath) 
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APPENDIX V 
 
MAR (μm/day) of the male ulnas that underwent the 1-month loading protocol in 
the indomethacin experiment. Values are mean ± STD. *Different from LEFT. 
CON=no indomethacin dosing (n=4). L-PRE=low dose before (n=3); L-POST=low dose 
after (n=3); H-PRE=high dose before (n=4); H-POST=high dose after (n=3).  
LEFT=non-loaded ulnas (n=18). low dose=0.2mg/kg; high dose=2mg/kg.  
 
 

 Section 1 Section 2 Section 3 Section 4 Section 5 Section 6 Section 7 

CON 2.33 ± 0.64* 3.02 ± 0.91* 1.13 ± 0.50* 1.83 ± 0.51 1.45 ± 0.27* 2.46 ± 0.41* 2.57 ± 0.87* 

L-PRE 1.51 ± 0.26 3.13 ± 1.02* 1.30 ± 0.69* 1.86 ± 0.67 1.71 ± 0.88* 2.64 ± 0.38* 1.89 ± 0.50* 

L-POST 2.35 ± 0.65* 2.98 ± 0.46* 1.47 ± 0.13* 1.82 ± 0.21 1.80 ± 0.33* 2.94 ± 0.27* 2.37 ± 0.56* 

H-PRE 2.38 ± 0.27* 2.48 ± 0.52* 0.83 ± 0.16* 2.09 ± 0.53 1.09 ± 0.73* 1.88 ± 0.66* 1.76 ± 0.45* 

H-POST 2.07 ± 0.54* 3.14 ± 1.04* 1.20 ± 0.22* 2.29 ± 0.53 1.71 ± 0.65* 2.56 ± 0.55* 2.25 ± 0.44* 

LEFT 1.20 ± 0.49 0.21 ± 0.24 0.27 ± 0.17 1.30 ± 0.77 0.11 ± 0.15 0.15 ± 0.17 0.87 ± 0.37 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Ph.D. Thesis – C. Druchok; McMaster University – School of Biomedical Engineering 

 199 

APPENDIX VI 
 
MAR (µm/day) of the male ulnas that underwent the 1-month loading protocol in 
the NS-398 experiment. A-G) MAR of Sections 1-7, respectively. H) Colour coded  
7-Section grid of ulna cross-section. Values are mean ± STD. *Different from LEFT. 
CON=no NS-398 dosing (n=8); PRE=dose before (n=9); POST=dose after (n=9); 
LEFT=non-loaded ulnas (n=15). 
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APPENDIX VII 
 
MAR (µm/day) of the male ulnas that underwent the 1-month loading protocol in 
the NS-398 experiment. Values are mean ± STD. *Different from LEFT. CON=no NS-
398 dosing (n=8); PRE=dose before (n=9); POST=dose after (n=9); LEFT=non-loaded  
ulnas (n=15). 
 
 

 Section 1 Section 2 Section 3 Section 4 Section 5 Section 6 Section 7 

CON 1.90 ± 0.68* 2.26 ± 0.74* 1.00 ± 0.35* 2.47 ± 1.05* 0.71 ± 0.53* 1.58 ± 0.52* 1.79 ± 0.49* 

PRE 2.00 ± 0.33* 1.87 ± 0.83* 1.08 ± 0.16* 1.86 ± 0.46* 1.13 ± 0.47* 1.86 ± 0.70* 1.76 ± 0.48* 

POST 1.83 ± 0.42* 1.60 ± 0.76* 0.91 ± 0.43* 1.90 ± 0.58* 0.67 ± 0.29* 1.47 ± 0.63* 1.40 ± 0.59* 

LEFT 1.02 ± 0.42 0.15 ± 0.17 0.21 ± 0.20 1.00 ± 0.35 0.10 ± 0.10 0.14 ± 0.14 0.62 ± 0.22 
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APPENDIX VIII 
 
The p-values determined by post-hoc analyses for each Section of the male NS-398 
experiment. A-G) p-values of Sections 1-7, respectively.  
 

SECTION 1 PRE POST LEFT 
CON 0.969 0.988 0.001 
PRE  0.854 <0.0005 

POST   0.001 
 

SECTION 2 PRE POST LEFT 
CON 0.592 0.153 <0.0005 
PRE  0.790 <0.0005 

POST   <0.0005 
 

SECTION 3 PRE POST LEFT 
CON 0.930 0.919 <0.0005 
PRE  0.579 <0.0005 

POST   <0.0005 
 

SECTION 4 PRE POST LEFT 
CON 0.194 0.242 <0.0005 
PRE  0.999 0.01 

POST   0.007 
 

SECTION 5 PRE POST LEFT 
CON 0.086 0.996 0.002 
PRE  0.044 <0.0005 

POST   0.002 
 

SECTION 6 PRE POST LEFT 
CON 0.666 0.968 <0.0005 
PRE  0.365 <0.0005 

POST   <0.0005 
 

SECTION 7 PRE POST LEFT 
CON 0.999 0.281 <0.0005 
PRE  0.32 <0.0005 

POST   0.001 
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APPENDIX IX 
 
MAR (µm/day) of the female ulnas that underwent the 2-week loading protocol in 
the IBU/CBX experiment. A-G) MAR of Sections 1-7, respectively. H) Colour coded  
7-Section grid of ulna cross-section. Values are mean ± STD. *Different from LEFT. 
CON=no NSAID dosing (n=3); IBU-PRE=ibuprofen dosing before (n=4);  
IBU-POST=ibuprofen dosing after (n=3); CBX-PRE=Celebrex dosing before (n=1); 
CBX-POST= Celebrex dosing after (n=2); LEFT=non-loaded ulnas (n=5). 
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APPENDIX X 
 
MAR (µm/day) of the female ulnas that underwent the 2-week loading protocol in 
the IBU/CBX experiment. Values are mean ± STD. *Different from LEFT.  
CON=no NSAID dosing (n=3); IBU-PRE=ibuprofen dosing before (n=4);  
IBU-POST=ibuprofen dosing after (n=3); CBX-PRE=Celebrex dosing before (n=1); 
CBX-POST= Celebrex dosing after (n=2); LEFT=non-loaded ulnas (n=5). 
 
 

 Section 1 Section 2 Section 3 Section 4 Section 5 Section 6 Section 7 

CON 2.84 ± 0.71 2.14 ± 0.91* 0.50 ± 0.31 2.14 ± 1.31 1.49 ± 0.77 1.88 ± 1.23 2.95 ± 0.49* 

IBU-PRE 2.33 ± 0.35 2.37 ± 0.27* 0.89 ± 0.41* 2.01 ± 0.25 1.18 ± 0.28 1.36 ± 0.45 2.36 ± 0.28 

IBU-POST 3.07 ± 0.58* 2.60 ± 0.62* 0.84 ± 0.05 2.12 ± 0.64 1.60 ± 0.64 1.76 ± 1.00 3.34 ± 0.69* 

CBX-PRE 2.51 2.89 0.86 0.94 0.27 2.30 3.61 

CBX-POST 2.83 ± 0.55 2.44 ± 0.83* 0.65 ± 0.29 1.87 ± 1.03 1.35 ± 0.05 2.20 ± 1.51 3.51 ± 1.02* 

LEFT 1.59 ± 0.58 0.32 ± 0.34 0.24 ± 0.24 1.72 ± 0.49 0.42 ± 0.30 0.33 ± 0.42 1.15 ± 0.41 
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CON 0.278 1.00 1.00 0.983 0.003 

L-PRE   0.324 0.224 0.727 0.915 

L-POST     1.00 0.983 0.010 

H-PRE       0.963 0.002 

H-POST         0.081 

p < 0.05 

p < 0.10 

APPENDIX XI 
 
The p-values determined by post-hoc analyses for each Section of the female 
IBU/CBX experiment. A-G) p-values of Sections 1-7, respectively.  
 

SECTION 1 IBU-PRE IBU-POST CBX-POST LEFT 
CON 0.737 0.986 1.00 0.053 

IBU-PRE  0.432 0.755 0.322 
IBU-POST   0.982 0.020 
CBX-POST    0.057 

 
SECTION 2 IBU-PRE IBU-POST CBX-POST LEFT 

CON 0.983 0.863 0.967 0.007 
IBU-PRE  0.984 1.00 0.001 

IBU-POST   0.997 0.001 
CBX-POST    0.002 

 
SECTION 3 IBU-PRE IBU-POST CBX-POST LEFT 

CON 0.444 0.635 0.968 0.725 
IBU-PRE  0.999 0.818 0.035 

IBU-POST   0.932 0.088 
CBX-POST    0.340 

 
SECTION 4 IBU-PRE IBU-POST CBX-POST LEFT 

CON 0.999 1.00 0.992 0.936 
IBU-PRE  1.00 0.999 0.978 

IBU-POST   0.994 0.948 
CBX-POST    0.998 

 
SECTION 5 IBU-PRE IBU-POST CBX-POST LEFT 

CON 0.890 0.998 0.994 0.039 
IBU-PRE  0.748 0.988 0.139 

IBU-POST   0.957 0.022 
CBX-POST    0.086 

 
SECTION 6 IBU-PRE IBU-POST CBX-POST LEFT 

CON 0.941 1.00 0.992 0.200 
IBU-PRE  0.976 0.749 0.483 

IBU-POST   0.975 0.261 
CBX-POST    0.092 

 
SECTION 7 IBU-PRE IBU-POST CBX-POST LEFT 

CON 0.676 0.925 0.769 0.007 
IBU-PRE  0.241 0.131 0.055 

IBU-POST   0.996 0.001 
CBX-POST    0.001 
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APPENDIX XII 
 
MAR of (µm/day) of the female ulnas that underwent the 1-month loading protocol 
in the ibuprofen timing experiment. A-G) MAR of Sections 1-7, respectively.  
H) Colour coded 7-Section grid of ulna cross-section. Values are mean ± STD. *Different 
from LEFT. CON=no ibuprofen dosing (n=5); 1HR=ibuprofen dosing 1hr before (n=4); 
2HR=ibuprofen dosing 2hrs before (n=6); 3HR=ibuprofen dosing 3hrs before (n=5); 
LEFT=non-loaded ulnas (n=8). 
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APPENDIX XIII 
 
MAR of (µm/day) of the female ulnas that underwent the 1-month loading protocol 
in the ibuprofen timing experiment. Values are mean ± STD. *Different from LEFT. 
CON=no ibuprofen dosing (n=5); 1HR=ibuprofen dosing 1hr before (n=4); 
2HR=ibuprofen dosing 2hrs before (n=6); 3HR=ibuprofen dosing 3hrs before (n=5); 
LEFT=non-loaded ulnas (n=8). 
 
 

 Section 1 Section 2 Section 3 Section 4 Section 5 Section 6 Section 7 

CON 1.08 ± 0.43 1.20 ± 0.46* 0.36 ± 0.20 0.87 ± 0.27 0.30 ± 0.25 0.39 ± 0.27 0.46 ± 0.36 

1HR 1.12 ± 0.57 1.09 ± 0.32* 0.34 ± 0.19 1.33 ± 0.92 0.13 ± 0.07 0.10 ± 0.08 0.57 ± 0.15 

2HR 1.17 ± 0.39 1.29 ± 0.77* 0.40 ± 0.09 0.95 ± 0.35 0.17 ± 0.09 0.51 ± 0.29* 0.43 ± 0.26 

3HR 1.25 ± 0.57 1.09 ± 0.67* 0.46 ± 0.28* 1.11 ± 0.58 0.33 ± 0.24 0.33 ± 0.39 0.32 ± 0.23 

LEFT 0.87 ± 0.45 0.17 ± 0.07 0.17 ± 0.08 0.68 ± 0.34 0.11 ± 0.11 0.10 ± 0.08 0.49 ± 0.40 
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CON 0.278 1.00 1.00 0.983 0.003 

L-PRE   0.324 0.224 0.727 0.915 

L-POST     1.00 0.983 0.010 

H-PRE       0.963 0.002 

H-POST         0.081 

p < 0.05 

p < 0.10 

APPENDIX XIV 
 
The p-values determined by post-hoc analyses for each Section of the female IBU 
timing experiment. A-G) p-values of Sections 1-7, respectively.  
 

SECTION 1 1HR 2HR 3HR LEFT 
CON 1.00 0.998 0.975 0.941 
1HR  1.00 0.993 0.912 
2HR   0.998 0.779 
3HR    0.628 

 
SECTION 2 1HR 2HR 3HR LEFT 

CON 0.997 0.998 0.996 0.013 
1HR  0.971 1.00 0.049 
2HR   0.961 0.004 
3HR    0.033 

 
SECTION 3 1HR 2HR 3HR LEFT 

CON 1.00 0.992 0.878 0.320 
1HR  0.983 0.850 0.462 
2HR   0.981 0.116 
3HR    0.046 

 
SECTION 4 1HR 2HR 3HR LEFT 

CON 0.634 0.999 0.940 0.956 
1HR  0.750 0.958 0.222 
2HR   0.984 0.836 
3HR    0.551 

 
SECTION 5 1HR 2HR 3HR LEFT 

CON 0.537 0.684 0.997 0.311 
1HR  0.995 0.353 1.00 
2HR   0.467 0.997 
3HR    0.165 

 
SECTION 6 1HR 2HR 3HR LEFT 

CON 0.413 0.938 0.992 0.251 
1HR  0.112 0.657 1.00 
2HR   0.740 0.038 
3HR    0.498 

 
SECTION 7 1HR 2HR 3HR LEFT 

CON 0.980 1.00 0.957 1.00 
1HR  0.953 0.749 0.990 
2HR   0.977 0.997 
3HR    0.885 
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APPENDIX XV 
 
Body mass of the rats used in the in vivo mechanical loading experiments. A) Body 
mass of the male rats in the indomethacin experiment. B) Body mass of the male rats in 
the male IBU/CBX experiment. C) Body mass of the male rats in the NS-398 experiment.  
D) Body mass of the female rats in the IBU/CBX experiment. E) Body mass of the 
female rats in the ibuprofen timing experiment.   
  

Group Body Mass (g) 
CON 612.5 ± 46.9 

L-PRE 630.8 ± 43.6 
L-POST 581.5 ± 4.8 
H-PRE 622.0 ± 42.9 

H-POST 641.3 ± 47.9 
 

Group Body Mass (g) 
CON 552.7 ± 67.1 
PRE 569.0 ± 45.1 

POST 533.5 ± 36.7 
 

Group Body Mass (g) 
CON 686.6 ± 40.6 

IBU-PRE 650.6 ± 37.6 
IBU-POST 622.4 ± 57.2 
CBX-PRE 661.2 ± 32.5 

CBX-POST 647.0 ± 29.7 
 

Group Body Mass (g) 
CON 326.2 ± 11.1 

IBU-PRE 302.8 ± 29.1 
IBU-POST 321.3 ± 31.0 
CBX-PRE 328.4 ± 20.7 

CBX-POST 333.2 ± 24.1 
 

Group Body Mass (g) 
CON 271.6 ± 8.2 
1HR 271.2 ± 9.15 
2HR 259.7 ± 17.7 
3HR 275.2 ± 19.5 

 
 
 
 


