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Abstract 

Time-of-flight (ToF) positron emission tomography (PET) is a non-invasive, 

functional biomedical imaging modality. It can be used to determine the metabolic 

activity difference between lesion and normal cells, thus, making it possible to detect 

tumors at their early stages. In such a system, photomultiplier tubes (PMTs) are 

typically employed as the photon sensors. However, PMTs are of large size, have 

fragile package, consume large power, require high bias voltage and are costly. To 

pursue the benefits of ToF PET system, there is a growing need for research on new 

types of photodetectors and photo-detection systems. 

This work focuses on studying and building a compact, low-cost time-of-flight 

photo-sensing system. To achieve this goal, we choose a standard digital CMOS 

technology to design and fabricate the photodetectors and associated electronics. A 

CMOS single photon avalanche diode (SPAD) is selected because of its low-cost, ultra-

high light sensitivity and fast speed. Being implemented in IBM’s 130nm CMOS 

process, the impacts of silicide layer on the overall performances of the SPAD are 

investigated. By eliminating silicide on the active area of SPAD, a fivefold 

improvement in both dark noise and photon detection efficiency are demonstrated. 

Then, a SPAD comprehensive analytical model is proposed and implemented in 

Verilog-A hardware description language. This model includes all the noise sources 

and will provide useful guidance in optimizing SPAD and the associated circuits.  

A time-to-digital converter (TDC) is proposed and designed in the same 130nm 

CMOS process. The TDC is capable to digitize time intervals with 7.3ps resolution and 

covers up to 9ns dynamic range. The proposed TDC achieves state-of-the-art low 

power consumption. It will be used to extract the time-of-flight information, and to 

improve the image’s single-to-noise ratio (SNR) in a ToF PET imaging system. 

Finally, a time-of-flight sensing system prototype is built by integrating the CMOS 

SPADs and TDC on a printed circuit board. Based on the preliminary measurement 

results, this system achieves 440ps coincidence timing resolution. Factors of 2.5 and 

6.1 improvements in image SNR and effective sensitivity, respectively, are expected 

with this prototype in ToF PET imaging applications. 
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Chapter 1  

INTRODUCTION
* 

Optical, photonic, and optoelectronics components and systems are intensely 

studied and deployed in the field of biomedical imaging applications. Examples include 

Positron Emission Tomography (PET), Raman Spectroscopy, and Fluorescence 

Lifetime Imaging Microscopy (FLIM). This is mostly because of the non-invasive 

property of optical sensing and imaging techniques. In these applications, traditional 

photomultiplier tubes (PMTs) are used as the optical sensors due to their excellent 

performance in terms of excellent detection efficiency in the visible light range, fast 

response time and high single-to-noise ratio (SNR). However, they suffer from some 

important disadvantages such as bulky size, high operating voltage, low integration 

capability and high cost. Moreover, their performances will be greatly degraded under 

a high magnetic field. This limits their usage in some medical imaging applications, for 

example in magnetic resonance imaging (MRI). Thus, a study of optical sensing 

systems based on detectors not affected by magnetic fields, for example using 

Complementary Metal-Oxide-Semiconductor (CMOS) technology, is of great 

importance.  

In this chapter, first, we introduce the application background of a PET imaging 

system. Then, a brief review of commonly used optical sensors and timing circuits will 

be provided. Next, the research motivation is highlighted, followed by the thesis 

organization and research contributions from this study. 

                                                           
* Part of this work was published as: Z. Cheng, X. Zheng, M. J. Deen and H. Peng, “Recent developments and design challenges 

of high-performance ring oscillator CMOS time-to-digital converters,” IEEE Transactions on Electron Devices, vol. 63, no. 1, pp 
235-251, 2016. Copyright granted by IEEE. 
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Figure 1-1, Schematic illustration of a PET imaging system. (Reprinted from [1], [2] with permission 

granted). 

1.1. Application Background 

1.1.1. Positron Emission Tomography (PET) Imaging 

PET is a non-invasive imaging modality in nuclear medicine. As its name suggests, 

it is based on the coincidence detection of two 511keV gamma-rays emitted from 

positron annihilation events from radioactive tracers injected into the patient’s body. 

PET imaging is categorized as functional imaging because of the fact that the 

reconstructed images can present the patient’s physiology.  

The schematic illustration of a PET imaging system [1], [2] is presented in Figure 

1-1. As the first step in PET scanning, the radioactive tracer is injected into the patient’s 

body. The tracers used in PET are of particular interest since they can be used to form 

analogs of common biological molecules. For example, 18F is used to produce 18F-

fluorodeoxyglucose (FDG) which is analogous to glucose and it can be used to indicate 

levels of cellular metabolism, and 11C is used in 11C-L-methionine as it is analogous to 

the amino acid, which can indicate cancer malignancy based on the amino acid 

utilization [3]. Since these isotopes feature short half-life times (e.g. 18F is 110 minutes 

and 11C is 20.4 minutes), positrons are generated in form of radioactive decay (i.e. the 

β+ decay). After the positron is emitted it will travel a short distance through the 
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surrounding tissue before it combines with an electron from surrounding atoms. Then, 

the mass of these two particles is converted to electromagnetic energy in an annihilation 

event. Two gamma-rays are then generated in opposite directions with energy of 

511keV [4], [5].  

To detect these annihilation resulting gamma-rays, PET imaging systems make use 

of scintillation crystals to convert the high energy photons to low energy photons in 

visible wavelength range. Then, solid-state photon detectors, such as PMTs, are 

employed to translate the optical signals to electrical signals. Usually, the scintillation 

crystals and detectors are coupled together and placed in a ring formation around the 

patient, as shown in Figure 1-1. The electrical signals will be filtered in a coincidence 

process unit in order to select true events that are from the same annihilation. Then, the 

data is used to reconstruct the images for the region under scanning.  

Since PET imaging has high sensitivity to the biological and metabolic activity 

differences at the molecular level, it has become one of the most powerful modalities 

in nuclear medicine for cancer detection and treatment. PET is currently being used in 

various fields, including: oncology for cancer diagnosis, staging, and therapy [6]; 

cardiology in myocardial perfusion and viability studies, and coronary artery disease 

[7]; and neurology in the study of epilepsy, movement disorders, and Alzheimer’s 

disease [8]. While radiopharmaceutical research will provide new applications for PET, 

improving the optoelectronic system’s capabilities can provide new imaging techniques 

to increase the effectiveness of PET in current applications and open the door to new 

ways to apply PET in healthcare. 

1.1.2. Time-of-Flight PET 

The concept of time-of-flight (ToF) technique has been proposed and demonstrated 

in early 1980s [9], [10]. The ToF information is the time difference Δt in detection of 

the two 511keV gamma-rays events. ToF PET takes advantage of this timing 

information to correlate the detection events to the position Δx of the annihilation point 

with respect to the center of the field-of-view (FoV) according to the following 

equation. 
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Figure 1-2, Concept diagram of ToF PET comparing with conventional PET. 

1 2

1 1-
2 2, ,

2

D x D x t c
t t x

c c

   
     (1-1) 

where c is the speed of light. It is noted that the factor of 2 in equation (1-1) is 

introduced since the Δx is the distance between the annihilation point and the center of 

the FoV. 

The concept of ToF PET and its differences with the conventional PET are shown 

in Figure 1-2. 

In conventional (non-ToF) PET, each detected photon is tagged with a detector 

position and a detection time. If the detection time difference between two photons is 

smaller than a set coincidence window (e.g. traditionally 5-10 ns), these two events are 

considered physically correlated to the same annihilation event. A line-of-response 

(LoR) between these two correlated detectors, as presented by the green part in Figure 

1-2(a). Thus, in the non-ToF PET, the timing information is only used to filter the time 

coincidence events. When a LoR is determined, the point that the annihilation occurs 

can happen anywhere along this LoR. All the voxels along this LoR are assigned the 

same probability of emission to locate the annihilation position, as shown in Figure 

1-2(a) and Figure 1-2(c). This will accumulate the noise contributions from all the 

voxels and degrade the SNR, which subsequently results in image blurring and 

degraded image contrast [11]–[14]. 
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However, in the ToF PET, the ToF difference Δt is directly related to the distance 

Δx by Equation (1-1). In Figure 1-2(a), the time t1 is proportional to the distance 

between the annihilation point and the top detector, and the time t2 is proportional to 

the distance between the annihilation point and the bottom detector. Because of the 

advantageous ToF information, only a few voxels on the LoR will be considered for 

the emission source. Since the measured timing information (t1 and t2) have jitters, the 

coincidence timing resolution is limited. This causes a distribution spread in the 

location probability as shown in Figure 1-2(b), with its most possible position Δx 

corresponding the measured ToF value.  

Even though the ToF concept could not improve the spatial resolution in a PET 

imaging system [13], it helps reducing the statistical noise in the reconstructed image 

and enhance the image contrast. The following equation gives the benefit in terms of 

the gain in SNR, 

2
,ToF

Non ToF

SNR D D

SNR x c t

 
 

 (1-2) 

where SNRToF and SNRNon-ToF are the SNRs of the reconstructed images from ToF PET 

imaging and conventional PET imaging, respectively, and D is the diameter of the 

object under scanning [11], [14]–[16].  

Another term to represent the advance available from ToF PET is the effective 

sensitivity increase (G), as presented in the following equation [11], [13], 

2
=

c

D
G

t
， (1-3) 

With coincidence timing resolution as fine as hundreds of picoseconds, considerable 

SNR gain and effective sensitivity increase in the reconstructed images are achievable 

from ToF PET system. An illustration of the difference between these two PET systems 

is given in Figure 1-3. This implies better lesion detectability, reduced radioactive dose 

needed by the patient and/or reduced scan time [12]. 
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Figure 1-3, Illustration of the SNR increase of a ToF PET system over a conventional PET system. 

1.1.3. Combined Imaging Modality: PET/MRI 

Despite the advantages from the standalone PET scanning, it suffers from image 

blurring due to patient movement. And the low contrast in PET images increase the 

difficulty to locate the lesion region precisely. As an important technical evolution in 

the field of nuclear imaging, PET/MRI multimodality imaging can add anatomic 

features with high soft-tissue contrast available from MRI to the biological information 

delivered by PET imaging [17], [18]. Two examples of the images from PET/MRI are 

given in Figure 1-4 below [18], [19].  

Figure 1-4(a) shows the clinical PET/MR images of a 71-year-old woman with 

frontobasal meningioma in the olfactory region [18]. In addition to the detection of the 

main tumor, the secondary smaller and previously unknown frontal meningioma was 

seen on PET scanning. It is not detected by computed tomography (CT) and hardly by 

MRI. In Figure 1-4(b) [19], the MRI images showed the contrast-enhancing lesion and 

surrounding edema. PET images showed the tumor’s location with better accuracy 

according to the increase of the isotope intensity. MRI images can help to improve the 

soft tissue contrast in PET images.  

The combination of PET and MRI requires a solution to several technological 

challenges in terms of the photodetector. First, the photomultipliers used in PET 

scanner must be replaced by magnetic-field insensitive photon sensors. The strength of 

magnetic field in the magnet bore in a MRI system is typically between 0.5T and 10T, 

with 3T for most human MRI scanners. The performance of conventional PMTs used 

on PET system will be greatly deteriorated under such a high magnetic field strength  

Non-ToF PET ToF PET
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Figure 1-4, Two examples of the fusion images obtained from the combined PET/MRI imaging. 

(Reproduced from [18], [19] with permission granted. Copyright by the Society of Nuclear Medicine 

and Molecular Imaging Inc.) 

due to their intrinsic analog properties. Second, the size of PET detectors needs to be 

compact. The detector ring for PET scanner has to be invisible to the MRI and must 

not interfere with the field gradients or the MR radio frequency [17], [18]. Thus, these 

requirements motivate the research and development in new types of photodetectors. 

1.2. Brief Review on Existing Technologies 

We divide the review of existing technologies into two categories. One is for optical 

detectors including PMTs and other types of silicon-based solid-state detectors. The  

(a)

MRI PETPET/MRI

(b)
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Figure 1-5, Schematic diagram of a typical PMT with a scintillation crystal. (Reprinted from [20] with 

permission granted.)  

other is the timing circuitry, i.e. the time digitizer used to extract the ToF timing 

information. 

1.2.1. Photodetector Technologies 

The photodetector that is most commonly used in PET imaging systems is the PMT. 

PMTs are commonly coupled with scintillators to form the scintillation detectors due 

to their large area, fast response time, high sensitivity, high gain and low noise. As 

other types of solid-state photodetectors, the silicon-based photodiodes have attracted 

intensive research interests over the past decades [5].  

(a) PMT 

Figure 1-5 presents the typical schematic diagram of a PMT [20], which is coupled 

with a scintillator to convert the high energy gamma-ray in PET imaging system to low 

energy visible photons. Basically, a PMT is composed of a photocathode, a series of 

multiplication stage (i.e. a series of electrodes called dynodes) and an anode. All these 

components are enclosed in a vacuum environment by borosilicate glass. 

When scintillation photons strike the photocathode, photoelectrons (i.e. primary 

electrons in Figure 1-5) will be released by the photoelectric effect given that the 

incident photon energy is much higher than the work function of the photocathode’s 

material. An important term called quantum efficiency is used to describe the 

probability of liberating photoelectrons in the PMT’s photocathode. It is usually 

measured as a ratio of the number of generated photoelectrons relative to the number 
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of incident photons. The PMT’s quantum efficiency is wavelength dependent and has 

a typical value of 20~30% [5].  

The photoelectrons are then focused by the focusing electrode and accelerated 

towards the first dynode. The dynode plates are specifically shaped and arranged in a 

PMT to maximize the collection of electrons. Since each dynode is held at a higher 

voltage potential than the previous one, electrons will be accelerated under the electric 

field. Every time the electrons trike dynodes at high velocities, the plate will emit 

secondary electrons and they will accelerate towards the next plate. This process is 

repeated for 10 to 12 times depending on the number of dynodes in a PMT. Usually, a 

PMT delivers an amplification gain of 106 [5].  

Besides the high gain, PMTs have other attractive properties such as stability, low 

dark current, linear amplification and low noise. These features make PMT the most 

used photodetector in a PET imaging system. Recently, several advanced modes of 

PMTs were developed and are now commercially available. For example, the micro 

PMT from Hamamatsu features very compact size of 40mm×30mm×12mm, around 5V 

input voltage and light weight of ~50g [21].  

(b) Avalanche Photodiode (APD) 

The avalanche photodiode (APD) is essentially a PN junction which works under 

the reverse-biased condition, as shown in Figure 1-6. A depletion region exists due to 

the drift of electrons and holes. And it becomes wider in the reverse bias than that in 

zero bias. When incident photos are absorbed, electron-hole pairs will be generated in 

the depletion region. These photon generated electron-hole pairs can migrate towards 

electrodes under the external applied electric field, thus contributing to the so-called 

photocurrent. 

Because the depletion region in APD is very thin, this makes APD response very 

fast to incident photons, thus, APD can provide better timing performance than PMT. 

The quantum efficiency of APD is much higher than PMT (60% ~ 80%) as 

photoelectrons are not required to escape from the photocathode (which is the case in 

PMT to overcome the work function of the photocathode material). Besides, silicon-

based APDs are easy to miniaturize and can be fabricated in standard semiconductor  
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Figure 1-6, Depletion region of an APD device. 

technologies. It is more robust, less expensive, and requires lower operating voltage 

when compared with PMT.  

However, the internal gain available from APD is usually on the order of 103. This 

is much lower than that of PMT (~106) and is not sufficient to make it working as a 

single photon detector in a PET system. Therefore, low noise amplifiers are usually 

required for APDs [5], [22]. 

(c) Single Photon Avalanche Diode (SPAD) 

Single photon avalanche diode (SPAD) is an APD being biased in the Geiger mode 

[5], [22], [23]. This mode refers to the condition that the photodiode is biased above its 

breakdown voltage.  

In Geiger mode, the electric field in the depletion region of the SPAD is sufficiently 

high that both electrons and holes generated in this region can be multiplied by impact 

ionization process. As depicted in Figure 1-7(a), first, photon-generated electron-hole 

pair will be accelerated by the electric field, and then impact ionize to generate more 

electron-hole pairs. These secondary electron-hole pairs will further ionize more atoms. 

This multiplication process repeats in the depletion region before the free carriers are 

collected by electrodes. Thus, a self-sustained avalanche process is resulted in an SPAD. 

Figure 1-7(b) shows the typical current/voltage characteristics of a SPAD device. 

The dashed line presents the breakdown point which also divide the reverse biasing 

into Geiger mode and APD linear mode. At the beginning, the SPAD is biased beyond  

+-

-
-

-

-
-

-

-
-

-

-
-

-

N-typeP-type

-

-

+--- + +- +
+--- + +- +
+--- + +- +
+--- + +- +
+--- + +- +
+--- + +- +
+--- + +- +
+--- + +- +
+--- + +- +
+--- + +- +

Depletion region

Depletion region 

under zero bias



Ph.D. Thesis – Z. Cheng McMaster University - Electrical and Computer Engineering 

 
11 

 

Figure 1-7, Principle operation of SPAD. (a) The avalanche breakdown process and (b) The typical 

current/voltage curve.  

the breakdown voltage and stays in OFF state (A). When a photon strikes its active 

(depletion) region and introduces initial carriers, avalanche multiplication process will 

be started. The SPAD is in ON state (B). Other than triggered photons, avalanche could 

happen due to other sources (as will be discussed in Chapter 2 and Chapter 3), and these 

are considered as dark noise. Consequently, a macroscopically avalanche current is 

built up flowing through the device. Usually, the avalanche current follows though a 

resistor to provide negative feedback. Thus, a large voltage drop across the resistor will 

bring the SPAD to the point C, where the avalanche cannot be self-sustained. Now, the 

SPAD is quenched, and it will be recharged back to the point A through the same 

quenching resistor that is connected to the supply voltage.  

Due to the internal avalanche multiplication process in the device, SPAD provides 

a large gain (~106) that is comparable with PMTs. It features many attractive properties 

as a solid-state silicon-based photodetector, such as single photon sensitivity, fast 

response time, low dead time with different quenching/recharging circuits, low 

operating voltage, compact size and fully compatible with standard CMOS process. 

Especially, it can easily scale-up to large SPAD arrays and be integrated with peripheral 

electronics [24]. As a state-of-the-art example, the work in [25] implemented an 

96×240 SPAD array, and integrated timing measurement and real-time energy counting 

circuits on chip. Being fabricated in a 130nm imaging CMOS process, the design only 

required 3.3V supply voltage, consumes 300mW power, and worked at 100Msps. 
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SPAD has several important performance metrics [24], [26]. Below we list several 

factors that reveal the optical property of a SPAD:  

 As mentioned above, the SPAD can be triggered by sources besides light 

illumination and these false triggering brings dark noises to the SPAD. These 

sources will be discussed in detail in the following two chapters. Dark count 

rate (DCR) refers to the avalanche counts per second when a SPAD is falsely 

triggered by means other than photons. It is a parameter that presents the 

noise level of a SPAD. Typically, it is greatly affected by the SPAD 

fabrication technology. It can vary from <100Hz to several MHz. DCR is 

also highly dependent on both excess bias voltage and temperature. 

 Since some associated circuits (e.g. quenching and recharging resistors and 

transistors) are integrated with the SPAD and due to design rule requirement, 

only a portion of the surface area of a SPAD can be used to collect photons. 

Fill-factor (FF) is the ratio of the active area of a SPAD to the total pixel area. 

A SPAD design with large FF means that more silicon area are dedicated to 

photon sensing.  

 Photon detection efficiency (PDE) is a measure of the ratio of the number of 

detected photons to the number of incident photons on the active area of the 

SPAD. This ratio depends on absorption probability and the triggering 

efficiency [24]. PDE changes with both excess voltage and wavelength.  

 The SPAD timing jitter (or timing precision) is the statistical spread of output 

pulse of SPAD relative to the actual photon arrival time. This parameter is 

usually represented as the full-width at half-maximum (FWHM) of the 

distribution histogram of SPAD response time. CMOS SPAD features good 

timing performance and timing jitter can be less than 100ps [27].  

The past decade has witnessed the development of SPADs with higher detection 

efficiency, lower dark count level, higher detection rate, and higher fill factor. They 

can be designed and fabricated in various CMOS processes, from the high performance 

but high cost custom process [28], [29], to inexpensive mainstream digital CMOS 

process [30]–[33]. A comprehensive review of SPADs developed in CMOS technology 

can be found in these references [24], [26].  
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(d) Silicon Photomultiplier (SiPM) 

Even though PMT is still the mainstream photodetector used PET imaging system, 

its drawbacks make researchers start to investigate new types of semiconductor 

photodetectors. Among all the candidates mentioned earlier, silicon photomultiplier 

(SiPM) is a novel version of single-photon level photodetector in the photodiode family.  

SiPM comprises a high-density matrix of SPADs that are connected in parallel. For 

example, the C-series SiPM that is commercially available from SensL has an array 

size varying from 14.2×14.2 mm2 to 57.4×57.4 mm2, containing a large number of 

SPAD microcells from 75920 ( for 2×2 pixels) to 687456 (for 12×12 pixels) [34]. The 

output signal of the SiPM thus is proportional to the number of operating SPAD 

microcells (or summation of outputs from each pixel). SiPM has the high gain 

characteristic inherited from SPAD microcells (~106). Thus, it eliminates the needs for 

external amplification circuits as required with APDs. 

The PDE of a SiPM is typically dependent on the quantum efficiency, pixel fill-

factor, SPAD microcell’s triggering/breakdown probability and its recovery time [12]. 

The quantum efficiency of silicon is quite high for visible light photons (80-90%) and 

it heavily depends on wavelength [35]. UV range photons do not penetrate very deep 

into the material and electron-hole pairs are often lost due to short recombination time 

of surface defects. Longer wavelength IR photons penetrate deeper into silicon and 

require deeper depletion layers. The effective photon sensitive area on SiPM can be 

anywhere from 25% to 80% depending on the implementation of the detector. The 

breakdown probability is simply the probability that the initial electron-hole pair causes 

breakdown. This is related to the electric field strength in the SPAD, but can often 

approach 100% due to its very thin depletion region. The recovery time is the 

recharging period for a microcell. After firing, it typically takes the microcell about 1µs 

to recharge its capacitance. The product of these factors gives a PDE in the range of 

14% to 51% [36], [37] for SiPM in recent commercial devices. 

Due to the arrangement of the SiPM array, optical crosstalk may occur. For every 

105 carriers produced above the band gap of silicon, approximately 3 photons are 

emitted [35]. These photons may go on to cause avalanche breakdown in neighboring 

microcells, adding to the overall noise via a stochastic process. This effect can be 
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reduced by using lower gain, or introducing a physical barrier between microcells, but 

the cost is reduced gain and/or smaller sensitive area. This crosstalk, combined with 

the dark counts of individual microcells are the major sources of noise in SiPMs. Due 

to their much higher gain, however, SiPMs still have an SNR advantage over large area 

APD detectors. 

It should be noted that a SiPM has a relatively higher DCR compared with a PMT. 

This is because of the thermally generated free carriers in the conduction band and the 

large number of microcells integrated in one device. Another important feature of SiPM 

is that it is immune to magnetic fields, which makes it an attractive choice for PET/MRI 

multimodality imaging as discussed before. All these features of SiPM have led to 

growing attention to use SiPM as an alternative to the traditional PMTs in low-light 

detection applications such as PET and FLIM imaging [12], [17], [38]–[40].  

An important innovation in the development of SiPM, the digital SiPM (dSiPM), 

has become a hot research topic in the past few years [25], [30], [31], [41]–[54]. In 

dSiPM, one-bit analog-to-digital converters (ADCs) are integrated in each SPAD 

microcell to convert the avalanche pulses to digital signals immediately after the 

SPADs. The dSiPM allows direct access to each microcell in its pixel, thus the noisy 

cells (i.e. those cells that show considerably high DCRs) can be disabled. This feature 

can greatly reduce the median noise performance of the dSiPM. On-chip time-to-digital 

converters (TDCs) are also implemented to explore the timing information during the 

photon detection. Currently, dSiPM is commercially available from Philips [53], [55].  

1.2.2. TDC Technologies 

TDCs have been intensely used in the past decade due to their excellent timing 

resolutions and time stamping capabilities. These capabilities are important for various 

applications such as All-Digital Phase-Locked Loop (ADPLL) [56]–[58], and 

biomedical imaging including ToF PET [25], [43], [59], FLIM [49], [60] and various 

ToF ranging applications [61]–[63]. With the digitization function which is analogous 

to an ADC, a TDC converts time intervals to digital codes with sub-nanoseconds or 

even sub-picoseconds resolution when implemented in a 90nm CMOS technology [64]. 

In order to facilitate system integration and reduce cost, on-chip TDC in standard 

CMOS technology is the preferred choice [65].  
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Figure 1-8, Conceptual illustration of an analog-type TDC. (Reprinted from [75] with permission 

granted.) 

TDCs can be divided into two categories according to their operating principles. The 

analog-type TDCs use time-to-amplitude conversion followed by an ADC. These 

TDCs achieve good resolution and linearity at the expense of high power dissipation, 

large size, low scalability with CMOS technology nodes and high noise susceptibility. 

TDCs based on digital techniques can be further classified as delay-locked-line (DLL) 

[66], [67], Vernier-delay-line (VDL) [68], and multiple interpolations [69]–[71]. 

Another variation of the digital types is the ring-oscillator (RO) based TDC [16]. 

This type of RO-based TDCs is very suitable for array implementation because the ring 

oscillator used to generate the required multiple-phases for the whole array can be 

shared on-chip [45], [60], [72], [73]. Also, RO-based TDCs can simultaneously achieve 

high resolution and wide dynamic range, with small area and low power dissipation. A 

comprehensive discussion on RO-based TDCs can be found in [15]. 

Next, a brief discussion and comparison of conventional analog-type TDCs and 

digital TDCs implemented in both CMOS and field programmable gate array (FPGA) 

technologies is given. A more detailed review of these TDCs can be found in [74]–[76].  

(a) Analog-type TDCs 

Generally, in an analog-type TDC, a capacitor is discharged by a constant current 

source during the time interval to be measured. This will produce a voltage change 

across the capacitor, which is linearly dependent on the discharging time. Then, the 

voltage change will be converted to digital codes by either a voltage comparator or a 

conventional ADC. This concept is presented in Figure 1-8 [75]. 

In order to get better resolution, the pulse stretching (or time stretching) method is 

often employed in analog-type TDCs. Figure 1-9 shows the conceptual diagram of such  
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Figure 1-9, Conceptual illustration of a time stretching TDC. (Reprinted from [75] with permission 

granted.) 

an example [75]. In such a method, the capacitor C is discharged by a current source I1. 

Then, the capacitor is recharged back to the same voltage by another current source I2, 

which is K times smaller than I1. Thus, a stretching/amplification factor K is obtained, 

and the time resolution can be improved by the same factor [77]–[80]. For example, in 

[78], using discrete logic circuits, a pulse-stretching factor of about 5000 and a time 

resolution of 7.8ps were achieved. 

To further improve the stretching factor and time resolution of the TDC, the dual-

slope pulse stretching approach can be used [81], [82]. In this method, a second 

capacitor is used to take advantage of both the current ratio and the capacitance ratio. 

First, the node (with an initial voltage of V0) is discharged by the capacitor C1 with the 

current source I1, during the time interval to be measured. Then, a larger capacitor C2 

(=MC1) starts to recharge the node by a smaller current source I2 (=I1/N), until the 

voltage of the node returns to its initial value. A counter driven by a reference clock 

records the number of clock cycles during this charging period. In this way, the 

interpolation factor (= MN) can be very large, yielding an enhanced time resolution of 

the TDC.  

Examples of the dual-slope TDC are now discussed. The TDC implemented in a 

0.8µm BiCMOS process in [81] achieved 32ps resolution, and 2.5µs dynamic range 

with a 100MHz reference clock. However, it had the drawback of a large power 

consumption (350mW) and large temperature drift (±125%, i.e. ±40ps in a 100ºC 

range). Another implementation in [82] achieved 50ps resolution, 250ns dynamic range, 

and 0.75mW power consumption with a 80MHz reference clock in 0.35µm CMOS 
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process. Here, the temperature drift was from -15.2% to +13% over a temperature range 

of -40ºC to 80ºC. A state-of-the-art analog-type TDC in [83] proposed a triple-slope 

time stretching scheme and implemented it in a 0.35 µm CMOS technology. This TDC 

had 357ps resolution and 1.46µs dynamic range with a 175MHz reference clock. 

However, the temperature drift performance was not reported. 

Through careful design and layout, the analog-type TDC can have excellent 

precision and linearity for short measurement ranges. But it suffers from a large 

temperature drift, hence, a low stability, and a degraded INL for wide dynamic range 

implementations. Moreover, since the analog-type TDC uses large area consuming 

capacitors, it is very costly in terms of area, especially for integrated implementations. 

Also, the dead time of the analog-type TDC will limit its high-speed applications. In 

addition, the analog nature makes it hard to migrate to advanced CMOS technologies 

[80]–[83]. 

(b) Digital CMOS TDCs 

A widely used type of digital TDC is based on the delay lines consisting of several 

stages of buffers or inverters. As shown in Figure 1-10, the Start pulse propagates 

through the delay line, and its statuses along the delay line will be recorded by flip-

flops being triggered upon the arrival of the Stop pulse. Then, the time interval between 

Start and Stop signals is obtained by decoding the statuses in the flip-flops [84], [85]. 

This basic tapped delay line architecture offers a relatively straightforward approach to 

perform the time-to-digital conversion. However, its resolution is typically limited by 

the propagation delay of an inverter, which is the shortest delay specified in a certain 

CMOS technology. Also, the delay of a delay unit is subject to process, voltage and 

temperature (PVT) variations, unless the DLL technique is used [86]–[88]. Using a 

DLL as in Figure 1-11, the delay of the delay unit is voltage-controllable and is locked 

to a fraction of a reference clock’s period, regardless of ambient or process variations. 

A phase detector, charge pump and loop filter are used to detect the frequency/phase 

difference and provide a negative feedback.  

The VDL, in which two chains of different delay units are used, is a solution to 

achieve sub-gate delay in a standard CMOS technology. For example, 5ps resolution 

was demonstrated with a VDL TDC in a 0.7µm CMOS process [68]. By introducing  



Ph.D. Thesis – Z. Cheng McMaster University - Electrical and Computer Engineering 

 
18 

 

Figure 1-10, Diagram of a conventional tapped delay line. 

 

Figure 1-11, Diagram of a DLL TDC. 

additional levels of interpolations using both VDL and tapped DLL, the resolution was 

improved to 1ps with a hierarchical VDL topology implemented in a 90nm CMOS 

process [89]. VDL-based TDCs can get superior (sub-gate) time resolution, but their 

dynamic range are usually limited by the total number of delay units, which would 

increase exponentially in order to cover a large dynamic range. To solve this problem, 

2-D VDL-based TDC was proposed [90]. By arranging the delay lines in two 

orthogonal dimensions, the total length in this 2-D VDL was reduced. This yielded a 

better efficiency since only a third of the delay lines was required to cover the same 
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dynamic range as compared to the traditional linear VDL.  

Another way to achieve fine time resolution and cover a wide dynamic range is to 

use the multiple interpolation method. For example, a two-stage coarse-fine TDC could 

amplify the residue after the coarse conversion and subsequently perform the fine 

conversion. Implemented in a 90nm CMOS process, the coarse-fine TDC in [58] had 

1.25ps resolution, 9 bits range, occupied 0.6mm2 area and consumed 3mW power. 

Because the time residue amplification was used, this TDC suffered from gain 

uncertainty due to PVT variations. Similar to the cyclic ADC, a 8-bit cyclic time-to-

digital conversion was achieved by repetitively using a 1.5-bit time-domain DAC [91]. 

When implemented in a 0.13µm CMOS process, this TDC had a resolution of 1.25ps, 

and a measurement range of 320ps. It occupied 0.07mm2 and the power consumption 

was 4.3mW. 

(c) FPGA-based TDCs 

Instead of a CMOS ASIC (application-specific integrated circuit), FPGA is an 

alternative implementation approach for fully-digital TDC architectures. Several 

groups [92]–[97] have published excellent demonstrations of FPGA-based TDCs. 

FPGA’s attractive benefits includes significantly shorter development cycle and much 

cheaper development cost than the ASIC approach. It also offers programmable 

flexibility. Moreover, since FPGA devices are designed for parallelism, they are good 

candidates for multi-channel TDCs [92]–[94], [98]–[100]. 

At present, most FPGA-based TDCs use the carry chain to form the delay-line. The 

tapped delay line (TDL) architecture [92], [95], [100], [101], the VDL technique [102]–

[104], the pulse shrinking method [97], [99], the wave union method [105]–[107], and 

the multiple interpolation approach [98], [108], [109] were successfully implemented 

and demonstrated in FPGA devices. Usually, the time resolution of the FPGA-based 

TDCs is determined by the propagation delay of the delay unit (in the TDL case), the 

difference of two delay chains (in the Vernier method), or the fine interpolator (in the 

multiple interpolation method), just the same as those architectures designed in the 

CMOS ASIC approach. 

Technical improvements in FPGAs will result in finer time resolution and less 

standard uncertainty in FPGA-based TDCs, because the propagation delay of the delay 
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units in FPGA will decrease. For example, the time resolutions of FPGA-based TDCs 

implemented in a Virtex-2 device (Xilinx, 0.15µm process) [98], a Virtex-4 device 

(Xilinx, 90nm process) [92], a Virtex-5 device (Xilinx, 65nm process) [101], and 

Virtex-6 devices (Xilinx, 40nm process) [95], [100] are 65.3ps, 50ps, 17ps, 10ps and 

10ps, respectively. The time interval measurement precisions of TDCs based on the 

Virtex-4 [92], Virtex-5 [101], and Virtex-6 [95], [100] devices are 25ps, 24.2ps, 19.6ps 

and 12.83ps, respectively. 

1.3. Research Motivations  

PET is a powerful nuclear medical imaging tool which offers high sensitivity at the 

molecular level. ToF PET, as an advanced implementation to the conventional PET, 

can further boost the image quality by increase of the SNR and contrast of the 

reconstructed image. For this application, high sensitivity, compact size and low cost 

single-photon detectors are needed. And to implement the ToF PET imaging, advanced 

circuits that can measure time intervals with high resolution, sufficient measurement 

range, low power, and small size are required.  

In traditional PET imaging systems, PMTs are widely used due to their excellent 

timing response, high sensitivity and good SNR. However, they suffer from several 

limitations, such as their bulky size, high cost, requiring over 1000V operating voltage, 

and fragile glass package. Besides, PMTs are susceptible to magnetic field. This feature 

holds it back from being used in multimodality medical imaging, e.g. the PET/MRI.  

As a solid-state photodetector implemented in CMOS process, SPAD is a promising 

alternative to PMT. Working above its breakdown voltage, SPAD can offer single-

photon level sensitivity. It requires <20V operating voltage. Since it is fully compatible 

with standard CMOS processes, it is easy to obtain features like compact size, low 

power consumption, integration with functional electronics, and remarkably reduced 

cost. Moreover, due to its intrinsic digital property, SPAD is immune to magnetic field, 

which makes it a perfect choice of detectors in PET/MR imaging.  

Targeting the miniaturized size and cost reduction of the photodetectors, this 

research focuses on the design and characterization of SPAD in a standard mainstream 

digital CMOS process. Taking into consideration the fact that this technology is not 
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optimized for optical detection, research efforts are devoted to analysis the dark noise 

sources in SPAD fabricated in a standard digital CMOS process. A versatile and 

comprehensive analytical model was studied in this work. Both simulations and 

measurements were performed and compared.  

To fully explore the potential of SPADs in a standard digital CMOS process, the 

silicide layer on the active area of the SPAD was studied. Two test structures focusing 

on the silicide layer effects were designed, fabricated and characterized. The impacts 

of silicide layer on the DCR, PDE, after-pulsing, breakdown voltage of the SPAD were 

fully studied and analyzed. These efforts led to great improvement in terms of both 

noise reduction and detection efficiency increase of the SPAD.  

Another main goal of this study is to design and implement a high performance TDC 

in the same technology as the SPAD. This TDC is targeting ToF PET imaging 

applications. For this purpose, a TDC prototype chip was developed to meet 

specifications such as large measurement range to cover the whole field-of-view in a 

PET system, high resolution and low jitter to increase the image’s SNR and contrast, 

and compact size to maximize the fill-factor of photodetectors. With the TDC 

architecture proposed in this work, a small nonlinearity of its transfer characteristic was 

achieved, resulting in good measurement accuracy over the entire measurement range. 

For PET imaging applications, it should have the potential that it can be built in an 

array and be integrated with SPADs on the same silicon die. While keeping this 

requirement in mind, the TDC featured state-of-the-art low power consumption and 

compact footprint. It could be easily extended to a large matrix design and be shared 

by array of SPADs in future work. It also works in asynchronous mode, thus 

eliminating the need for a global reference clock.  

A customized printed circuit board (PCB) was developed to integrate the SPAD and 

TDC to build a ToF measurement prototype. The results will be presented in this thesis, 

and compared with reference setups using commercial components. The prototype is 

suitable to build a miniaturized, multiple channel and low cost sensing system for ToF 

PET imaging application. High measurement accuracy and precision are expected.  
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1.4. Research Contributions 

The research work conducted in this thesis aims at designing and building a compact, 

high performance and low cost solid-state sensing system for PET imaging based on 

CMOS technology. The major contributions of this work are summarized as follows. 

 A set of SPAD was designed in a mainstream standard digital CMOS process 

(IBM’s 130nm). The devices have been characterized and analyzed.  

 The impact of silicide layer on the performance of SPADs was studied. For 

this purpose, two test structures were designed and fabricated in the 130nm 

CMOS process. Their breakdown voltage, DCR, after-pulsing probability, 

PDE and shallow level traps were characterized and compared. The role of 

silicide layer in SPAD design was explored and highlighted.  

 A novel analytical SPAD model was proposed and implemented in Verilog-

A hardware description language (HDL). This model included the static 

behavior, dynamic behavior and statistical behavior. All noise sources, such 

as carrier diffusion, thermal generation, band-to-band tunneling and after-

pulsing mechanisms, were considered in this model. Extensive 

measurements were performed to accurately extract the physical parameters 

that were required in the model. Demonstration and validation of the model 

were accomplished with SPADs at different temperatures, biasing voltages 

and active area sizes.  

 A compact, high resolution and low power TDC was developed based on 

Vernier ring oscillator technique. Critical circuit blocks, such as the gateable 

ring oscillator and end-of-conversion detection array, were designed and 

extensively simulated to meet the performance expectation under all process 

corners. Careful layout of the design and post-layout simulation were 

accomplished. Full characterization of fabricated TDC chips were done. The 

TDC achieved the start-of-the-art low power consumption due to its gating 

operating feature.  

 A prototype sensing system was designed to integrate the previously 

developed SPADs and TDC on a single PCB. Application demonstration of 
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ToF measurement was performed. The results showed promising 

coincidence timing resolution and good accuracy of this prototype. 

Below, a list of the journal papers and conference presentations that resulted during 

the period of work conducted in this thesis is given.  

Published Journal Papers  

1. Z. Cheng, M. J. Deen, and H. Peng, “A low-power gateable Vernier ring 

oscillator time-to-digital converter for biomedical imaging applications,” 

IEEE Transactions on Biomedical Circuits and Systems, vol. 10, no. 2, pp 

445-454, 2016. 

2. Z. Cheng, X. Zheng, M. J. Deen and H. Peng, “Recent developments and 

design challenges of high-performance ring oscillator CMOS time-to-digital 

converters,” IEEE Transactions on Electron Devices, vol. 63, no. 1, pp 235-

251, 2016. 

3. Z. Cheng, X. Zheng, D. Palubiak, M. J. Deen and H. Peng, “A 

comprehensive and accurate analytical SPAD model for circuit simulation,” 

IEEE Transactions on Electron Devices, vol. 63, no. 5, pp 1940-1948, 2016. 

4. Z. Cheng, D. Palubiak, X. Zheng, M. J. Deen and H. Peng, “Impact of 

silicide layer on single photon avalanche diodes in a 130nm CMOS process,”, 

Journal of Physics D: Applied Physics, vol. 49, no. 34, pp. #345105-1-11, 

2016. 

Conference Presentations 

1. Z. Cheng, X. Zheng, M. J. Deen, H. Peng, and L. Xing, “Noise modeling of 

single photon avalanche diode (SPAD) for photon counting CT applications,” 

oral presentation in American Association of Physicists in Medicine (AAPM) 

Annual Meeting, Washington, DC, July 31- Aug.4 , 2016. 

2. X. Zheng, Z. Cheng, M. J. Deen, H. Peng and L. Xing, “Impact of charge 

sharing effect on sub-pitch resolution for CZT-based photon counting CT 

systems,” oral presentation in American Association of Physicists in 

Medicine (AAPM) Annual Meeting, Washington, DC, July 31- Aug.4 , 2016. 
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3. Z. Cheng, X. Zheng, M. J. Deen and H. Peng, “Development of a time-to-

digital converter and 8×8 single photon avalanche photodiode array towards 

the digital SiPM sensor,” poster presentation in IEEE Nuclear Science 

Symposium & Medical Imaging Conference (NSS/MIC), San Diego, CA, 

Dec. 31-Nov.7, 2015. 

4. X. Zheng, Z. Cheng, M. J. Deen and H. Peng, “Sub-pitch spatial resolution 

in CZT detectors: simulation study,” oral presentation in IEEE Nuclear 

Science Symposium & Medical Imaging Conference(NSS/MIC), San Diego, 

CA, Dec. 31-Nov.7, 2015.  

5. Z. Cheng, X. Zheng, M. J. Deen and H. Peng, “Development of a high 

performance digital silicon photomultiplier (dSiPM) for ToF PET Imaging,” 

oral presentation in Society of Nuclear Medicine and Molecular Imaging 

Annual Meeting (SNMMI), Baltimore, MD, Jun. 6-10, 2015.  

6. X. Zheng, Z. Cheng, M. J. Deen and H. Peng, “Investigation of the sub-pixel 

spatial resolution and charge-sharing effect in CZT detectors for PET 

imaging,” poster presentation in Society of Nuclear Medicine and Molecular 

Imaging Annual Meeting (SNMMI), Baltimore, MD, Jun. 6-10, 2015.  

7. Z. Cheng, H. Peng and M. J. Deen, “High Performance Integrated Circuits 

for Biomedical Imaging Applications,” oral presentation in 225th Meeting 

of the Electrochemical Society (ECS), Orlando, FL, May 11-15, 2014. 

News Article 

1. M. J. Deen, Z. Cheng, and D. Palubiak, “High-performance SPADs and 

advanced digital circuits for improved medical imaging,” SPIE Newsroom, 

2016. 

1.5. Thesis Organizations 

This thesis is organized as follows. In Chapter 1, an introduction of different nuclear 

medical imaging modalities including PET, ToF PET and PET/MR imaging, are 

presented. The advantages and disadvantages of current photodetector technologies and 

TDC implementations are discussed. Then, the motivation of focusing on high 

sensitivity silicon-based photodetectors and advanced timing circuits are provided. 
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Finally, a brief summary of the main contributions of this research and the structure of 

this thesis was given.  

In Chapter 2, an analytical model of the SPAD using Verilog-A HDL is presented. 

Detailed modeling on the static, dynamic and statistical behaviors is given. In particular, 

efforts are devoted to the noise modeling in SPAD. Both primary dark noises and 

secondary noises are considered in this chapter. Since many physical parameters are 

involved in this model, then a dedicated section regarding the method to extract the 

parameters from measurements are presented. Then, the simulation results at different 

temperatures and excess voltages are presented and compared with measurement 

results.  

In Chapter 3, since silicide layer is widely used to achieve a reliable and reduced 

resistive source/drain contact in standard CMOS processes, its impact on SPAD is 

studied. For this purpose, two SPAD test structures are developed and fabricated in a 

130nm CMOS. Then, characterization of SPAD performance, including the breakdown 

voltage, dark noise, after-pulsing and detection efficiency, is performed. Detailed 

analysis and discussions are conducted in order to reveal the reasons that cause these 

changes when the silicide layer above the active area of a SPAD is removed. Light 

transmittance calculation based on transfer matrix is also presented. 

In Chapter 4, a TDC design featuring high resolution, low jitter, large dynamic range, 

good linearity is presented. The prototype chip is fabricated in IBM’s 130nm CMOS 

process. Full details of the circuit design, simulation and performance characterization 

are presented. 

In Chapter 5, in order to demonstrate the proposed SPAD and TDC design towards 

PET imaging application, a custom PCB is designed to host both the SPAD and TDC. 

A setup that can mimic the PET imaging is built. Time-of-flight measurements are 

performed using this system. Results, data processing and their benefits when applied 

to PET imaging system are also analyzed. 

In Chapter 6, this thesis is concluded with a summary of the research and several 

recommendations for future improvements for both SPAD and TDC designs, and the 

on-chip system integration.  
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Chapter 2  

ANALYTICAL MODELING OF SINGLE PHOTON 

AVALANCHE DIODE
† 

SPAD is an attractive photodetector due to its high sensitivity and low dead time. 

Since a SPAD is usually coupled with its associated front-end circuits, an accurate 

circuit simulation model will help the designer to optimize the circuit performance. 

Especially, a HDL based model will facilitate the digital circuits design using HDL 

code as well, which is synthesizable with electronic design automation (EDA) tools.  

In this chapter, a comprehensive, accurate analytical SPAD circuit simulation model 

will be introduced and implemented in Verilog-A HDL. The modeling process of all 

the SPAD behaviors will be discussed in detail. Then, the parameter extraction 

processes from inter-avalanche time measurement of a free-running SPAD device will 

be discussed. At last, the simulation results will be validated with measurement results 

to verify the accuracy of the proposed model.  

2.1. Background of SPAD Modeling  

Due to its low dead time and high sensitivity in the 400-900nm spectral range, 

silicon-based SPADs have become an attractive solid-state detector technology for 

biomedical applications. Examples of these applications include FLIM [26], Raman 

spectroscopy [110] and ToF-PET imaging [25]. For single photon detection, the SPAD 

is biased above its breakdown voltage, operating in what is termed the Geiger mode. In 

such a mode, an avalanche current results when a photon strikes the active region of  

                                                           
†  Part of this work was published as: Z. Cheng, X. Zheng, D. Palubiak, M. J. Deen and H. Peng, “A comprehensive and accurate 

analytical SPAD model for circuit simulation,” IEEE Transactions on Electron Devices, vol. 63, no. 5, pp 1940-1948, 2016. 
Copyright granted by IEEE. 
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Figure 2-1, Basic model of a SPAD. 

the junction. Subsequently, an associated front-end circuitry is needed to protect the 

diode from thermal burn out and to restore the SPAD bias to Geiger mode to detect the 

next incoming photon. This front-end circuitry is usually referred as the 

quenching/reset circuit.  

Since an individual SPAD or an SPAD array is usually monolithically integrated 

with complex electronics on the same silicon substrate [15], [16], [45], [111], [112], 

then an accurate simulation is highly desired. This simulation should accurately predict 

the static, dynamic and statistical behaviors in a circuit design environment. For 

example, SPADs are often cooled because cooling results in reduced thermal noise. 

However, with cooling, band-to-band tunneling noise and after-pulsing noise will 

become dominant, because the former shows less temperature dependence compared 

to thermal noise, and the latter increases since the trap’s lifetime is longer at lower 

temperatures. Therefore, a comprehensive and accurate circuit simulation model of the 

SPAD will facilitate the analysis and impact of noise on the performance of entire 

photon sensing system. 

A simple and commonly used model of the SPAD [113], [114] is shown in Figure 

2-1. It consists of a DC voltage source (Vb), a series resistor (RD) and a capacitor (CD), 

representing the diode breakdown voltage, diode internal resistance and junction 

capacitance, respectively. A voltage-controlled switch, which can also be replaced by 

a NMOS transistor [67], [115], is used to imitate the photon that strikes the active 

region of the SPAD. By closing the switch, an avalanche event can be triggered.  

An improved model was proposed in [116], [117]. It introduced two self-

Vb

RD

CD

photon
photon

Cathode (K)

Anode (A)
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sustaining/self-quenching switches to simulate the positive feedback and self-quench 

mechanisms when an avalanche was triggered in a SPAD. To better model the current-

voltage (I-V) characteristics of SPAD, the work in [116], [117] also presented a 

piecewise linear curve approach using a nonlinear voltage source, but it has 

convergence problems. The quenching/recovery time was emulated by taking the 

parasitic components (i.e. the stray capacitors from the cathode and anode to the 

substrate) into account. Since it only employs SPICE and the standard library cells 

available in commercial circuit simulators, this model is very attractive to designers. 

It is noted that any piecewise linear function has points where its gradient is 

discontinuous, and in these points, it is not differentiable. Hence, the simulator solver 

may not be able to reach the mathematical solution [118]. The convergence problem, 

which existed in the piecewise linear function, was solved in [118] when the SPAD 

model was implemented using Verilog-A HDL and Cadence Spectre simulator. An 

additional resistor was introduced to provide a transitional slope, thus to avoid the 

convergence problem. Moreover, the voltage-dependence of the diode junction 

capacitance was considered. Thus, the simulation accuracy was enhanced. However, 

important statistical behaviors, such as dark count noise and after-pulsing counts were 

not included in that model [118]. 

The works in [115] and [119] both included the thermal generation dark noise and 

after-pulsing dark noise. However, as an important contributor to dark noise, the band-

to-band tunneling mechanism was not considered. At the same time, the after-pulsing 

probability is greatly dependent on the time interval relative to the previous avalanche 

event [120]–[123]. This temporal dependence of after-pulsing probability was not 

considered in [119]. 

Building on previous SPAD modeling works [115]–[119], a comprehensive and 

accurate SPAD model is implemented with Verilog-A HDL. This model is fully 

compatible with mainstream commercial circuit simulators, such as Cadence Spectre, 

Synopsys HSpice and OrCAD PSpice. The proposed circuit simulation model is not 

only emulating the static and dynamic behaviors of SPAD, but it also includes 

important noise behaviors, that is the primary dark noise and the secondary dark noise  
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Figure 2-2, Proposed analytical model of SPAD. The red and blue dashed arrows on each path indicate 

the current flowing through the SPAD. (Note: the path in shadow is specific for the dark noise due to 

thermal generation, band-to-band tunneling and after-pulsing noises) 

(after-pulsing). The simulation results are validated against measurement results to 

demonstrate the accuracy of the proposed model. 

This work in this chapter is significant for several reasons. First, to the best of our 

knowledge, this is the first SPAD circuit simulation model that considers the band-to-

band tunneling noise mechanism and the temporal dependence of after-pulsing 

probability. Second, the approaches to extract physical modeling parameters are 

discussed. Third, because this model is implemented in Verilog-A HDL code, it does 

not rely on any specific technology. This feature brings great application universality 

for the work. Thus, it can be easily used by other researchers to help in optimizing 

front-end quenching/reset electronic circuits. 

The rest of this chapter is organized as follows. The analytical modeling of SPAD, 

including the static, dynamic and statistical (thermal generation, band-to-band 

tunneling and after-pulsing noises) behaviors, is presented in Section 2.2. In Section 

2.3, we describe how to extract those physical parameters used in our proposed model. 

In section 2.4, we give the simulation results and experimental validations. Finally, the 

conclusions are provided in Section 2.5. 

2.2. SPAD Analytical Modeling  

Figure 2-2 shows the proposed analytical SPAD model. According to its bias voltage, 

five different paths are used to present the avalanche process in a SPAD. In each path, 

a voltage source, a switch and a resistor are used, as parts of the basic SPAD model in  

CD

Cathode (K)

Anode (A)

CKS

CAS

sub
photon

Vfw

Rfw

SWfw

Vidle

Ridle

SWidle

Vb

RD

SWge iger

Vb

RD

SW2nd_brk

photon

Vb

RD

SWDC

Dark 

noises

ISPAD

d

d

ASQ

t

d

d

KSQ

t
1 2 3 4 5

d

d

J u n cQ

t



Ph.D. Thesis – Z. Cheng McMaster University - Electrical and Computer Engineering 

 
30 

 

Figure 2-3, Illustration example of the typical SPAD I-V curve. 

Figure 2-1. The first path emulates the forward biasing condition, when the anode 

voltage is higher than the cathode voltage by the junction turn-on voltage. The second 

path is the reversed biasing condition when the excess voltage is less than the 

breakdown voltage of the SPAD. The third to fifth paths are used to simulate the cases 

when SPAD is in Geiger mode. More specifically, the third path emulates the 

breakdown operation that are triggered by incident photons. The fourth path is for the 

second breakdown due to edge-junction or punch-through effects [117]. And the fifth 

path is for avalanches that are initiated by dark noises (e.g. thermal generation, band-

to-band tunneling and after-pulsing). 

2.2.1. Static Behavior Modeling 

The I-V characteristic of a SPAD device in Geiger mode can be well represented by 

a piecewise linear curve while avoiding any convergence issue, as in [115], [118], 

[119]. Along the measured I-V curve, several points (Id,i,Vd,i) are chosen to reconstruct 

the static characteristic of the SPAD. Here, i is the index number of selected points. 

Figure 2-3 gives an illustration curve and the selected points are highlighted (i=1, 2 … 

7 in this example). Several key points should be included.  

1): When the SPAD is forward biased, 

2): When the SPAD enters Geiger mode, 

3): When the SPAD is under second breakdown region.  

Also, when more points are chosen, the I-V characteristics are more accurately 

reproduced [117]. 
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To accomplish the piecewise linear modeling of I-V curve in the breakdown region, 

a nonlinear SPAD resistance is used, which can be written as, 

   , , 1 , , 1 ,= , 2,3,...6.brk i d i d i d i d iR V V I I i   
 (2-1) 

Then, the current that flows through the diode during the avalanche process can be 

calculated by equation (2-2), with a fully differentiable pseudo-max function to avoid 

the convergence problems in [115], [118], [119], 
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 (2-2) 

In (2-2), Vn is a normalization voltage of about 10mV [118], [119]. 

Since our model mainly concerns the behavior of the SPAD in the breakdown region, 

we can simply use straight lines to emulate the I-V characteristics in both the forward 

biasing and the second breakdown regions. 

2.2.2. Dynamic Behavior Modeling 

In order to emulate the dynamic behavior of the SPAD, we consider three capacitors 

(shown in Figure 2-2), and their storage charges are the same as in [115], [117]–[119]. 

The charges being stored in the depletion region (QJunc), the cathode-to-substrate (QKS) 

and the anode-to-substrate (QAS) stray capacitors are given as, 

10
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1
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jmi j d
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j i
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C V
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m
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 (2-3) 

where AD is the area of the active region of the SPAD, Φi is the built-in voltage, Cj0 is 

the zero-voltage junction capacitance per unit area, mj is the junction grading 

coefficient, CKS and CAS are the cathode-to-substrate and anode-to-substrate stray 

capacitors, respectively. VK and VA are the voltages of cathode and anode with respect 

to the substrate. Here, the CKS and CAS are considered as constant values to simplify the 

modeling. However, the values of these two stray capacitors can be precisely extracted 

from measurement, using the approach proposed in [117]. 
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2.2.3. Statistical Behavior Modeling 

Dark counts are the false-triggered avalanche events due to carriers in the depletion 

region when the SPAD is biased above its breakdown voltage and in the dark. The dark 

counts can be categorized as primary and secondary dark counts. In our SPAD model, 

the causes of dark counts are considered. The causes of primary dark counts include 

carrier diffusion from the neutral region, carrier thermal generation in the depletion 

region, and band-to-band tunneling. The cause of secondary dark counts is the after-

pulsing phenomenon.  

For all the primary dark noise sources, we first calculate the carrier generation rate. 

Then, two successive carrier generation events can be scheduled with a time interval. 

The average value of this time interval is the reciprocal of the carrier generation rate 

and it follows an exponential distribution. 

(a) Primary Dark Counts due to Carrier Diffusion 

When the diode is biased in Geiger mode, minority carriers will diffuse from the 

neutral regions to the depletion region edges and have certain probability to initiate an 

avalanche event. The carrier generation rate due to this diffusion process can be 

approximated by the diffusion equation [124], [125]. According to the results presented 

in [124], the carrier diffusion process contributes the least to dark noise among all the 

sources, about 2-3 orders of magnitude smaller than the others. Thus, we can neglect 

this noise source to simplify the modeling presented here. 

(b) Primary Dark Counts due to Carrier Thermal Generation 

Usually, the Shockley-Read-Hall theory is used to determine the rate of thermally 

generated carriers. With the electron/hole concentration much less than ni (i.e. n « ni, p 

« ni) in the depletion region, and assuming the carrier capture cross sections for hole’s 

and electron’s are equal, the carrier thermal generation rate (CGRthermal) [119], [124], 

[125] can be simply given by, 
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where Nt is the density of generation/recombination centers, σ0 is the carrier capture 

cross section, AD is the diode’s active area, WD is the effective thickness of the depletion 

layer, and vth is the electron thermal velocity given by the follow equation, 

*

3
  ,th

kT
v

m


 (2-5) 

in which k is Boltzmann’s constant and m* is the electron effective mass. 

(c) Primary Dark Counts due to Band-to-band Tunneling 

With the scaled CMOS technology being employed to fabricate the SPAD, the 

depletion layer becomes thin (around 1μm) and electrical field strength increases 

accordingly. Carriers generated via the band-to-band tunneling process may also trigger 

the avalanche events with a certain probability. Hence, the band-to-band tunneling 

contribution to the total DCR should be considered. For electrical fields approaching 

106 V/cm in silicon, the effect of band-to-band tunneling on DCR becomes significant 

[125].  

However, in previously reported SPAD simulation models [115], [117]–[119], this 

mechanism was not considered. In this chapter, the band-to-band tunneling process is 

included in the circuit simulation modeling for the first time. In particular, its 

dependences on reverse bias voltage and temperature make it feasible to estimate the 

DCR from circuit simulation. More importantly, since the tunneling mechanism is less 

temperature dependent than the thermal generation process, then band-to-band 

tunneling related dark counts will dominate at lower temperatures (typically 0°C), 

which is generally the case in real applications where SPADs are cooled to suppress 

the thermally generated dark noise. Thus, this model will help to determine the proper 

cooling temperature for applications of SPADs.  
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The carrier generation rate due to band-to-band tunneling process (CGRtunneling) 

[124]–[131] is given by, 

* 3/2* 2
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8 22
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m Em q FV
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 (2-6) 

where h is Plank’s constant, Eg is silicon band gap energy, VR is the reverse bias voltage 

and F is the average electric field in the depletion region.  

The avalanche triggering probability (Ptr) depends on both the SPAD structure (i.e. 

its breakdown voltage Vbrk) and the excess bias voltage (VEX). It can be numerically 

calculated according to the electric field profile and the ionization coefficients for 

electrons and holes, using the method described in [114], [124], [132]. In our model, 

the triggering probability under reverse biasing condition is approximated by the 

following equation [115], [119], [133]–[135]. 

  1 ,
EX

T brk

V

V

trP e



 
 (2-7) 

where ηT is an empirical parameter which sets the exponential slope. A ηT value of 

0.131 [115], [119] is used in our model. 

Based on the discussions above, the primary DCR of the SPAD due to carrier 

diffusion, thermal generation and band-to-band tunneling mechanisms can be obtained 

as follows, 

( ) .

primary total tr

thermal tunneling tr

DCR CGR P

CGR CGR P



 
 (2-8) 

Each carrier generation process has a Poisson distribution while its average value is 

CGRx, with x being either thermal or tunneling. In our model, the time interval between 

two successive dark carriers generation is considered as an exponential distribution, 

whose expected value is τx=1/CGRx. The function $dist_exponential(seed, mean) 

available in Verilog-A HDL is used to return a pseudo-random number for τx. One 

example of the Verilog-A HDL codes for the tunneling dark counts modeling is given 

in Figure 2-4. 
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Figure 2-4, Verilog-A HDL code for the band-to-band tunneling process. 

(d) Secondary Dark Counts: After-pulsing Phenomenon 

When an avalanche occurs, a macroscopic current flows through the SPAD until it 

gets quenched via external quenching circuits in either passive or active approaches. 

During the avalanche process, some carriers may be captured by shallow-level traps, 

which are defects in the semiconductor lattice causing energy levels inside the 

forbidden band gap [124], [125]. These trapped carriers will be released after a 

statistical delay time. This delay is the lifetime of the shallow-level trap. If the trapped 

carrier is released when the SPAD is biased above its breakdown voltage and is ready 

to detect the next photon, a false, undesired avalanche will then be triggered. This is 

the after-pulsing phenomenon of an SPAD, and it contributes to the secondary dark 

counts. 

The shallow-level trap’s lifetime decreases with increasing temperature [119], [124], 

[136], [137] according to the following equation, 

0  ,
AE

kTe 
 (2-9) 

where EA is the activation energy which is defined as the energy difference between the 

trap’s energy level and the bottom of conduction band for an electron trap (or the top 

@(timer(t_cg_tunneling))  //dark counts  due to tunneling;

        //update the carrier-generat ion counters;

      if ( aval==0 && Vex() >= 0 ) //Vex() gives the excess bias voltage;

      begin

          if( Ptr() > $rdist_uniform(seed,0,1) )  //Ptr() gives the tr iggering probability;

             begin 

              aval=1; //trigger the avalanche;  

                       //update the tunneling dark count counter;

                   //schedule next carrier-release;

                 t_cr_1=$abstime + $rdist_exponential(seed_cr_1,tau1);

                    

                  AvalTime=$abstime; //update the time for this avalanche event;

            end
      //schedule the next carrier-generation event;

     t_cg_tunneling=$abstime 

                            +  rdist_exponential(seed_cg_tunneling,tau_tunneling);

 end
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of the valence band for a hole trap), and τ0 is the pre-exponential factor.  

The lifetime can vary from tens of nanoseconds to several microseconds. Generally, 

there is more than one shallow-level trap in an SPAD, and they can be modeled by 

different traps’ lifetimes. It has been reported that  four exponentials best fit the 

experimental measurement data of trap emission by the time-correlated carrier counting 

technique [133], [136]–[139],[120]. One study [121] demonstrated that power-law 

temporal dependence could also obtain accurate fitting results, though we did not use 

the power-law fitting approach in this work. 

The probability of after-pulsing is also time dependent. If the time interval between 

the avalanche and its associated trapped carrier release is small, this release will have 

a high probability to initialize an after-pulsing event, and vice versa. Thus, this time 

dependent probability [120]–[123] can be expressed by the following equation, 

1

1
  ( ) ,i

tN

ap i

i i

P t A e









 (2-10) 

where the index i presents the i-th trap, N is the total number of deep-level traps, Ai and 

τi are the exponential pre-factor and the lifetime associated with the i-th trap, 

respectively. The time interval between the avalanche and its associated carrier release 

is t. 

2.2.4. Other Considerations of Temperature Dependence 

Since SPADs are often cooled for real applications to suppress the dark count noise, 

it is necessary to include the temperature dependence of some key parameters. In this 

way, our model will help in evaluating the cooling effect because noise due to band-to-

band tunneling and after-pulsing contribute more than that due to thermal generation 

when the temperature is lowered by 10~20°C below room temperature, for example.  

We can model the temperature dependences of the silicon intrinsic carrier 

concentration ni, band-gap energy Eg and the SPAD breakdown voltage Vbrk by the 

following three equations [125], [140]–[143], 

2  ,
gE

kT
i C Vn N N e




 (2-11) 
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Figure 2-5, (a) The inter-avalanche time interval measurement of a free-running SPAD, and (b) Example 

of the statistical distribution obtained through the measurement at ~30°C with 0.5V excess voltage. The 

distribution is fitted with four exponentials. 

2 3 4

0 1 2 3 4  ,g G G G G GE E E T E T E T E T    
 (2-12) 

0 0  [1 ( )],brk brkV V T T    (2-13) 

where NC and NV are the effective densities of states in the conduction band and valence 

band, respectively. EG0 to EG4 are temperature coefficients of the band-gap energy. Vbrk0 

is the breakdown voltage at room temperature T0, and β is the linear temperature 

coefficient. 

2.3. Parameter Extraction 

In this model, we consider three shallow-level traps in the forbidden band gap. In 

this section, we describe the method used to obtain the activation energies, lifetimes, 

and exponential pre-factors that are associated with these three shallow-level traps. 

One free-running SPAD [32], [67] is used to extract physical parameters. The inter-

avalanche time interval is measured from -30 °C to 40 °C by 10 °C increments, at three 

different excess bias voltages. Figure 2-5(a) illustrates this measurement, in which the 

time intervals between two successive avalanche pulses are measured and recorded. 

After sufficient events are collected, a statistical distribution of the inter-avalanche time 

interval can be precisely obtained. One example at a temperature of -30 °C and an 

excess voltage of 0.5V, is shown in Figure 2-5(b).  

Next, we fit the distribution with four exponentials. One exponential represents the  
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Figure 2-6, Arrhenius plot of the trap lifetimes to extract their activation energies. 

primary dark counts that is contributed by thermal generation and band-to-band 

tunneling processes. The other three exponentials result from the after-pulsing 

phenomenon that are associated with the three shallow-level traps. Through the inter-

avalanche time interval measurement and multiple exponential fittings, we can extract 

the traps’ lifetimes and pre-exponential factors. We also note that when the temperature 

increases, the after-pulsing counts (i.e. the area between the red line and the dashed 

blue line in Figure 2-5 (b)) are reduced because the traps’ lifetimes become shorter. 

This causes the fitting process at higher temperatures to be more difficult. The fitting 

goodness (R-Square) drops from ~99.7% at -30 °C to ~82% at 40 °C.  

From equation (2-9), a trap’s lifetime is temperature dependent. Hence, after the 

multiple exponential fittings at different temperatures, the Arrhenius plot [120], [136] 

is used to extract the τ0 and EA associated with the shallow-level traps. The results are 

shown in Figure 2-6. 

In Table 2-1, a summary of parameters that are used in this model is provided. AD is 

a design parameter. Since we do not have access to the device’s technological 

information, the value of σ0, Nt, F, WD, NC, NV, CKS and CAS are estimated and are 

verified to be physically reasonable [116], [119], [124], [125], [140], [141]. The value  
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Table 2-1, Parameters that are used in SPAD analytical model 

Symbol Quantity Value 

Vbrk0 Breakdown voltage at room temperature 11.42 V 

β Temperature coefficient of Vbrk 6.325×10-4 °C-1 

AD The active area of the SPAD 82 µm2 

σ0 Carrier capture cross section 4×10-19 m2 * 

Nt Generation/recombination center density 8.7~10.7×1017m-3 * 

F Average electrical field in the diode 9.3~9.4×107 V/m* 

NC Conduction band density of states 2.8×1019 cm-3 

NV Valence band density of states 1.04×1019 cm-3 

EA,1 Activation energy of the 1st trap 0.253 eV 

EA,2 Activation energy of the 2nd  trap 0.265 eV 

EA,3 Activation energy of the 3rd trap 0.097 eV 

τ0,1 Pre-exponential factor of the 1st trap 8.7417×10-12 s 

τ0,2 Pre-exponential factor of the 2nd trap 9.9472×10-13 s 

τ0,3 Pre-exponential factor of the 3nd trap 5.2596×10-10 s 

CKS SPAD cathode-substrate stray capacitor 2 pF 

CAS SPAD anode-substrate stray capacitor 2 pF 
* These values are estimated by fitting the SPAD primary dark counts measurement results with the 

modeling equation (8). Nt and F are different for different excess bias voltages. Here, the Nt and F are 

estimated and verified to be physically reasonable. 

of EA,i and τ0,i (i=1,2,3) are obtained through the multiple exponential fitting for the 

SPAD inter-arrival time measurement and the Arrhenius plot. Vbrk0 and β are calculated 

from I-V measurements. 

2.4. Simulation and Experimental Validation 

This modeling work is implemented in Verilog-A HDL, which is fully compatible 

with mainstream commercial circuit simulators. Our simulations have been performed 

in both Cadence Spectre and Synopsys HSpice as a demonstration of its universality. 

Figure 2-7 shows the state diagram for this modeling.  

2.4.1. Simulation Setup 

The SPAD model is operating in free-running mode, with a 50 kΩ passive 

quenching resistor. The incident photon is emulated as a narrow pulse (for example, 

10ps in our simulation) by a pulsed voltage source. The simulation setup is shown in 

Figure 2-8(a). The anode of the SPAD is biased at -9V, and the cathode is connected 

to a DC voltage source (VCC) through the quenching resistor. Figure 2-8(b) shows an 

example of the transient simulation at 40 °C with 1.5V excess voltage. At 20µs, a 

photon is detected. Then, at ~28µs, a dark count is generated, which is followed by an  
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Figure 2-7, State diagram of the proposed analytical model. 

 

Figure 2-8, (a) Simulation Setup of the SPAD model, and (b) Example of transient simulation that is 

executed with 1.5V excess voltage at 40°C. This example shows a detection, a dark count and an after-

pulsing events. 

after-pulsing event.  

To test the dark noise performance of the model, the SPAD is kept “in dark” during 

the simulation. This condition is fulfilled by connecting the “P” port of the SPAD 

model (see Figure 2-8(a)) to ground. Under this condition, the avalanche in the SPAD 

model can only be initiated by either primary dark counts or an after-pulsing event.  
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Figure 2-9, Simulation results of the temperature dependences of both the primary and secondary dark 

counts (Vex=0.5V). 

Each simulation is executed for 200ms. Then, it is repeated for three excess voltages 

(0.5V, 1.0V and 1.5V), and over a temperature range from -30 °C to 40 °C by 10 °C 

steps.  

2.4.2. DCR Results 

Figure 2-9 gives the results of the simulated dark counts as a function of temperature, 

when the excess voltage is set to 0.5V. The dark counts portion of band-to-band 

tunneling shows less temperature dependence than that of thermal generation. And the 

after-pulsing effect is reduced with temperature.  

Note that at high temperatures (i.e. from 15 °C to 40 °C in Figure 2-9), the thermal 

generation will be the dominant source of the dark counts. The total DCR reduces when 

the temperature decreases, as seen from Figure 2-9. However, this benefit becomes less 

because of two reasons. First, for the primary dark count, the band-to-band tunneling 

mechanism begins to play a larger role than the thermal generation process at low 

temperatures. Second, the trap lifetimes become longer at lower temperatures, which 

slows down the release of trapped carriers. This means there will be more carriers to 

be released after the SPAD is quenched and reset to Geiger mode, which leads to higher  
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Figure 2-10, Simulation results of the primary DCR with temperatures at five different excess voltages. 

after-pulsing dark counts. Therefore, a proper cooling temperature for the SPAD may 

be around 0 °C ~10 °C for this example, as indicated in Figure 2-9. For the other two 

excess voltage scenarios, the same trends are observed, while the absolute values of 

DCR increase with the excess voltages. 

The variations of primary dark counts with temperatures, and primary dark counts 

with excess voltages are given in Figure 2-10 and Figure 2-11, respectively. The 

temperature ranges for which thermal generation dominates and band-to-band 

tunneling dominates are indicated in Figure 2-10. The primary dark counts increase 

with both temperature and excess voltage. By comparing the trends in Figure 2-10 and 

Figure 2-11, we can see that the DCR-temperature dependence is stronger than its 

excess voltage dependence. The measurement results of the primary DCRs of a SPAD 

(fabricated in IBM standard 130nm CMOS process), with temperature range of -30°C 

to +40°C and excess voltage range of 0.5V to 1.5V, are also included in both Figure 

2-10 and Figure 2-11 to validate the accuracy of our proposed analytical SPAD model. 

Note that the simulation and measurement results are in good agreement. The 

maximum relative error is 8.7%, which happens at 20 °C with 0.5V excess voltage. For 

this worst case, the primary DCRs from measurements and simulations are 7.35 kHz  
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Figure 2-11, Simulation results of the total primary DCR with excess voltages at ten different 

temperatures.  

and 7.99 kHz, respectively. The error between the simulation and measurement results 

is mainly due to the imperfect fitting process and the estimation error of some physical 

parameters used in the model, such as Nt, F and σ0 in the Table 2-1. If these parameters 

are known accurately (now they are not available from the foundry), then the accuracy 

of the proposed model is expected to be improved.  

In order to future validate the proposed model with various ambient conditions, two 

more temperatures (-50°C, -40°C) and excess voltages (2.0V, 2.5V) are simulated, and 

the results are included in Figure 2-10 and Figure 2-11. We can see that the trends are 

consistent with previous simulations and measurements at other temperatures (i.e., -

30°C to +40°C) and excess voltages (i.e., 0.5V to 1.5V). This provides evidence that 

the proposed model works properly. 

2.4.3. After-Pulsing Results 

The probabilities of after-pulsing, as functions of the temperature and excess 

voltage, are shown in Figure 2-12. With 0.5V excess voltage, the after-pulsing 

probability is 63.5% at -30 °C, and it drops to only 6.6% at 40 °C. Each curve consists 

of three exponentials, which corresponds to three deep-level traps that are considered  
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Figure 2-12, Simulation results of the after-pulsing probability with temperatures at five different excess 

voltages. 

in the model. The after-pulsing probability also increases with excess voltage, because 

the triggering probability is increasing with excess voltage, as revealed in equation (2-

7). It is also notable that for the two extended temperature value (-50°C and -40°C), the 

after-pulsing probabilities seem to be decreasing. The reason is thought to be the 

imperfection in physical parameter estimation.  

Besides the dark counts, we also recorded the total number of carriers generated and 

carriers released during the simulations. Therefore, we can calculate the triggering 

probabilities at different temperatures and excess voltages. The results of trigger 

probability are shown in Figure 2-13. As indicated by equation (2-7), the triggering 

probability decreases with temperature because of enlarged depletion region depth, but 

increases with excess voltage because of increased electrical field strength [125]. The 

probabilities are ~71% and ~60% at -30 °C and 40 °C, respectively, at an excess bias 

of 1.5V. When the excess voltage is set to 0.5V, it drops to only 46% and 23% at -30 

°C and 40 °C, respectively.  

In Figure 2-13, it can be observed that these curves have some ripples, for example, 

in the blue curve for 1.5V excess voltage. A possible reason is that we only considered  
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Figure 2-13, Simulation results of triggering probability with temperatures at five different excess 

voltages.  

 

Figure 2-14, Simulation results of DCR with different SPAD size. The excess voltage is fixed at 1V in 

this simulation. 

the temperature dependences of three parameters (i.e. silicon bandgap energy, silicon 
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temperatures and excess voltages conditions, the change in the avalanche triggering 

probability due to the total number of generated carriers and the number of carriers 

being released during the emission may slightly increase or decrease. 

As an extra step to demonstrate the validity of the proposed model, we use the 

extracted physical parameters and simulated SPADs with different active areas. The 

results are presented in Figure 2-14, with a constant excess voltage of 1V. Consistent 

trends of DCR with temperature is observed for three different SPAD sizes. This means 

the model can be applied to SPADs with various sizes. It will enable the circuit 

designers to choose different SPAD design parameters to optimize the associated 

circuit design, for example to maximize the active area and maximize the fill factor 

while still maintaining the dark noise within an acceptable level. 

2.5. Conclusions 

In this chapter, a comprehensive and accurate analytical SPAD model is proposed 

and validated for circuit simulation purposes. This model includes the static, dynamic 

and statistical behavior of the SPAD. We believe that this is the first SPAD circuit 

simulation model that includes the band-to-band tunneling dark noise contribution and 

temporal dependence of the after-pulsing probability. The process of extracting the 

model parameters from measurement is discussed. The proposed model is implemented 

in Verilog-A HDL and the simulations are performed in both Cadence Spectre and 

Synopsys HSpice tools. The simulation results are validated with measurements, and a 

maximum relative error of 8.7% is achieved. The work described in this chapter can be 

used to improve SPAD circuit design and for system evaluation. For example, in a ToF 

PET imaging system, the timing performance of SPAD detector can be estimated in 

simulation because it is mainly limited by the noise behavior of the SPAD. 
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Chapter 3  

IMPACT OF SILICIDE LAYER IN CMOS SPAD 

DESIGN
‡ 

Silicide layer has been widely used in standard CMOS processes. Since this layer is 

close to the active region in a SPAD design, its impact on the characteristics of the 

SPAD should be studied. In this chapter, two test structures will be compared to 

investigate the changes in the performance of the SPAD. Detailed measurements and 

comparison on breakdown voltage, DCR, PDE and after-pulsing probability are to be 

discussed. The reasons for these changes will also be addressed in detail. 

3.1. SPAD in CMOS Technology and the Silicide Layer 

As discussed before, SPAD is a widely used solid-state photodetector technology 

due to its high speed, exceptional photon sensitivity and superior timing performance. 

It is often used in single-photon counting or single-photon timing applications. When 

fabricated in CMOS technology, peripheral functional electronics can be easily 

integrated with SPADs on the same silicon substrate to realize the “optical sensing 

system-on-chip (SoC)” [15], [16], [25], [45], [110], [143]–[147]. 

Essentially, the CMOS SPAD is a p-n junction working above its breakdown voltage, 

also called the Geiger mode. Under such condition, when a photon strikes the diode’s 

active area, it will trigger the avalanche process, which produces a macroscopic current 

                                                           
‡ Part of this work was published as: Z. Cheng, D. Palubiak, X. Zheng, M. J. Deen and H. Peng, “Impact of silicide layer on 

single photon avalanche diodes in a 130nm CMOS process,” Journal of Physics D: Applied Physics, vol. 49, no. 34, pp. #345105-
1-11, 2016. Copyright by IOP Publishing.  
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flowing through the diode. Quenching electronics are then necessary to protect the 

SPAD from thermal burn out. Resetting electronics are needed to restore the bias 

voltage of the SPAD and to reset it back to Geiger mode for the next photon detection 

event. Different quench and reset approaches (i.e. passive, active, mixed)  have been 

studied in the past few years [24], [148]–[153]. 

In standard CMOS technologies, silicidation is the process of creating a surface layer 

of metal on silicon in order to reduce the increasing resistance associated with shrinking 

feature sizes [154]–[158]. Cobalt silicide (CoSi2) is utilized in 130 nm CMOS 

technology due to its low sheet resistance and high stability [154], [157]. However, 

silicidation of the source/drain regions becomes a problem because the silicide can 

penetrate through the shallow junctions, a problem termed the silicide spiking effect. 

Using transmission electron microscopy (TEM), abnormal CoSix spikes were observed 

to be formed from the Co silicide film towards silicon junctions. These spikes are 

considered as the origin of random localized leakage current in deep sub-micron (DSM) 

CMOS technologies [155], [159]–[161]. The study in [160] pointed out that CoSix 

residue between Co film and silicon substrate acts as a solid diffusion membrane which 

causes the formation of CoSi2 spikes inside silicon. This effect has been shown to 

greatly affect the leakage current of p-n+ junctions [154]–[158], [162]–[164]. The 

silicide layer above the active area will have serious implications for SPADs designed 

in DSM CMOS process as the silicide leakage current flows not only in the junction 

periphery, but also in the junction area. Therefore, the motivation of this work is to 

investigate the impact of silicidation above the active region of the SPAD and how its 

performance is affected. 

In this chapter, we designed, fabricated, measured and compared two different sets 

of SPAD structures in a standard digital 130nm CMOS process, one with silicidation 

(SPAD-B) and another without silicidation (SPAD-A) above the active area of the 

SPAD. The impact of the silicide layer on the performance of the SPAD will be 

experimentally characterized and analyzed. Detailed characterization of the breakdown 

voltage, DCR, and PDE of the two SPADs will be discussed, analyzed and compared. 

Through measurements at several temperatures, the after-pulsing behavior and the 

activation energies of the shallow-level traps are obtained. 
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Figure 3-1, Cross-sectional view of SPADs that are used in this chapter. 

The rest of this chapter is organized as follows. In Section 3.2, the design and I-V 

measurements of two SPAD structures are presented. In Section 3.3, we discuss the 

dark noise measurements. In Sections 3.4 and 3.5, the after-pulsing phenomenon and 

PDE characteristics of these two SPADs are compared, respectively. Finally, in Section 

3.6, the conclusions are provided. 

3.2. SPAD Design in 130 nm standard CMOS 

3.2.1. SPAD Structure 

Figure 3-1 illustrates the cross-sectional diagram of our SPAD devices that were 

fabricated in IBM’s 130nm digital CMOS technology. Note that the dimensions and 

layer thicknesses in these figures are not drawn to scale, with some numbers labelled 

in the figure [234]. The SPAD uses an n+/p-well junction for photon sensing. This 

shallow junction is isolated from the p-substrate by a deep n-well. By implanting an n-

well within the p-well and placing the n-well ring around the active area of the SPAD, 

a guard ring structure is formed to suppress the premature edge breakdown 

phenomenon. That is, the electric field around the active p-n junction peripheral edges 

has a higher breakdown voltage than the lateral middle area [30]–[32], [67], [142]. 

Anode

Photons

P-substrate

n+

n-well

Deep n-well

N-well
N-well

P+ P+ P+ P+N+ N+

n-well

P-well

S
T
I

S
T
I

S
T
I

S
T
I

Grounded 

substrate Cathode

Silicide

Oxide

Nitride

Polyimide

Silicide Blocking mask

No Silicide Blocking mask

SPAD-A, w/o silicide

SPAD-B, w/ silicide

S
T
I

S
T
I

~ 27µm

10µm 1µm 2µm



Ph.D. Thesis – Z. Cheng McMaster University - Electrical and Computer Engineering 

 
50 

 

Figure 3-2, Simplified layout view of SPADs that are used in this chapter. 

In Figure 3-1, a parasitic diode from the p-well/(deep n-well) junction exists. The 

breakdown voltage of this deep junction is around 9.4V, that is, it is lower than the 

shallow junction breakdown voltage. Therefore, when connecting the deep n-well to 

the substrate, the anode voltage connected to the p-well can be as low as -9V while still 

avoiding breakdown in the parasitic deep junction. 

The SPAD-A and SPAD-B have almost the same design structure except for one 

difference. A special mask layer available in this technology is used to block formation 

of the silicide layer above the active region in SPAD-A, while in SPAD-B, this mask 

layer is not used (see the dashed black line in Figure 3-1). Figure 3-2 shows the 

simplified layout view of the SPAD. In this figure, the dielectric layers above the 

silicon are not drawn as they will cover the entire design. Also, we note that the silicide 

formation blocking layer is only applied to the active region (i.e. the n+ area in green 

in Figure 3-2) of the SPAD-A to eliminate the silicide layer. The silicided Ohmic 

contact of the cathode electrodes still exist in both silicided and non-silicided SPADs.  
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For both SPAD designs, the SPAD signals are sensed on the cathodes, which are 

connected to a 50 kΩ polysilicon resistor that is used to passively quench the diode. 

Thus, our SPAD uses a passive-quench, passive-reset (PQPR) front-end circuit in this 

work. To minimize on-chip local process variations, these structures are placed next to 

each other. The fabricated SPADs are encapsulated in the PGA69 package and 

connected to external pins using wire bonding. For both SPADs, they have square 

shapes, with 10µm×10µm active areas. The entire size of each SPAD pixel is 

26µm×26µm. Thus, the SPADs in this work feature a fill factor of 14.8%. The 

dimensions of the SPAD involves a trade-off between the fill-factor and the dark noise 

of the SPAD. Since the SPAD is typically combined with front-end circuits, and the 

area of these circuits are relative small compared to the SPAD, then, by increasing the 

size of the SPAD, both the fill-factor and optical sensitivity will be improved. However, 

a larger size of the SPAD also results in an increase in its dark noise, which decreases 

its SNR. Therefore, there is a compromise in the area of the SPAD when both dark 

noise and optical sensitivity are considered together [26]. 

3.2.2. I-V and Breakdown Voltage Measurements  

The breakdown voltages of two SPAD structures were measured using a high-

precision semiconductor device parameter analyzer, Agilent B1500A, while the diode 

is in the dark. The breakdown voltage is defined as the point where the I-V curve shows 

an abrupt increase (i.e. the maximum slope) in current-voltage characteristics.  

Figure 3-3 shows the measurement results of breakdown voltages from -30°C to 

40°C, for both non-silicided and silicided SPADs. The measurements were repeated 

for five chips to check for process variations. The thick dashed lines (black and red) 

present the linear fitting of the mean value of five chips. The standard deviations among 

five chips are shown as error bars on the dashed lines in Figure 3-3. It is observed that 

for the entire temperature range, the SPAD breakdown voltage drops about 1V when 

the silicide layer is eliminated. At 20°C, the breakdown voltages of two SPADs are 

approximately 10.5V and 11.5V, respectively. The insert in Figure 3-3 gives an 

arbitrary example of the measured IV curve, in which the current flowing through the 

SPAD is limited to 1mA in order to protect the diode from thermal burn damage.  

We also measured the chip-to-chip variations of the breakdown voltage of the SPAD 

among 16 test chips at room temperature (~24°C, without temperature control). The 

results of both sets of SPADs are given in Figure 3-4. The decrease of breakdown  
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Figure 3-3, Measured SPAD breakdown voltage as a function of temperature. The inset shows an 

example of the current versus the reverse bias voltage of a SPAD. 

voltage in SPAD-A of ~1V is consistent with the previous measurements in Figure 3-3.  

In Figure 3-4, the variation of the breakdown voltage of the SPADs is caused by the 

variations in the doping concentrations. There are both inter-chip and intra-chip 

variations. The intra-chip variation is due to the slight change in the doping 

concentration in the active area of the SPAD, which is caused by the formation of the 

silicide layer above. This results in 1V difference in the breakdown voltage between 

SPAD-A and SPAD-B. The inter-chip variation among different test chips is due to the 

doping concentration variation caused by the process induced variations [24], [26]. 

However, this variation is small, approximately ±0.1V.  

In order to investigate the potential causes for the breakdown voltage change, we 

measured the breakdown voltages of the parasitic junctions (p-well/ deep n-well) in 

both SPAD-A and SPAD-B devices. They have the same breakdown voltage (~9.4V). 

This indicates that the doping concentration of the p-well has not being affected by the 

silicide formation blocking process. Thus, one possible cause may be in the n+ region. 

The exact doping profile in the n+ region needs more detailed analysis. However, as a 

preliminary thought, we think that when the silicide layer is formed on top of the 

SPAD-B’s active area, metal impurity migration occurs. Thus, some cobalt atoms  

-30 -20 -10 0 10 20 30 40
10

10.2

10.4

10.6

10.8

11

11.2

11.4

11.6

11.8

12

Temperature (C)

B
re

a
k

d
o

w
n

 V
o

lt
a

g
e(

V
)

Temperature Dependence of Breakdown Voltage

 

 

SPAD-A, mean V
Brk

Linear Fit, =7.1452mV/C

SPAD-B, mean V
Brk

Linear Fit, =7.7381mV/C

10 10.5 11

10
-5

Reverse Bias Voltage (V)

S
P

A
D

 C
u

rr
e

n
t 

(A
)

10
-3

10
-7



Ph.D. Thesis – Z. Cheng McMaster University - Electrical and Computer Engineering 

 
53 

 

Figure 3-4, Breakdown voltage of the SPAD chip-to-chip variation from 16 test chips measured at room 

temperature (~24°C, ambient conditions). 

diffuse into the n+ region and they act like p-type dopants. Consequently, the doping 

concentration in the active area of the silicided SPAD is reduced, which results in a 

lower peak electric field and a higher breakdown voltage compared to the non-silicided 

SPADs. 

The slope of the linear fitting gives the linear temperature coefficient of breakdown 

voltage [32], [67], [142], which is the factor β in the following equation. 

0 0  (T T ).brk brkV V    
 (3-1) 

The temperature coefficients are found to be 7.1mV/°C and 7.7mV/°C for SPAD-A 

and SPAD-B, respectively. These results are consistent with our previous findings [32], 

[67], [142].  

3.3. DCR Characterization and Comparison 

Dark counts are avalanche pulses that are triggered when the SPAD is in the dark 

(i.e. without light illumination). DCR is an important parameter that defines the noise 
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Figure 3-5, Readout circuit for SPAD characterization.  

especially in the DSM technologies, SPADs fabricated in advanced nodes of standard 

CMOS usually have higher DCR per unit area, when compared to PMTs [165] or 

SPADs fabricated in a custom/imaging CMOS technologies [26].  

Sources of dark noise generally fall into two categories [124]–[128], namely, the 

primary and secondary dark noise. The primary dark noise is mainly contributed by the 

Shockley- Read-Hall (SRH) generation-recombination and the tunneling mechanisms. 

The secondary dark noise is due to the after-pulsing process, which is related to the 

carriers being trapped and subsequently released from shallow traps in the silicon 

bandgap. The detailed analysis of after-pulsing will be discussed in the next section.  

The DCRs of both SPADs are characterized using the read-out circuit shown in 

Figure 3-5. The threshold voltage (VTH) of the comparator is set to 0.3V above the 

lowest voltage level of the SPAD cathode voltage (VSPAD). Thus, the analog output 

from the SPAD can be digitized (VOUT) and then be collected using a 20 GS/s LeCroy 

WaveRunner 625Zi oscilloscope. For each measurement, a large number of counts are 

accumulated to obtain good statistical accuracy (i.e. yielding the DCR histogram 

approaching to Gaussian statistics). From measurements, we observed that SPAD-B 

(with silicidation) has higher DCR than SPAD-A, so we set the total counts threshold 

of SPAD-A and SPAD-B to 100,000 and 1,000,000, respectively. These counts are 

considered sufficient in the characterization of the dark noise of SPADs to ensure 

negligible measurement error [27], [122], [124].  

3.3.1. DCR with Excess Voltage 

The DCR increases with excess voltage (Vex), because the triggering probability 

increases as Vex gets higher [133]–[135]. The measurements were performed with  
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Figure 3-6, Measured DCR with excess voltages. The temperature changes from -30°C to +40°C by 

10°C per step.  

excess voltages increasing from 0.4V to 1.3V in steps of 0.1V. Then, they were 

repeated for eight different temperature settings (-30°C ~ 40°C). The temperature 

dependence of breakdown voltage was also taken into consideration when setting the 

excess voltage.  

As shown in Figure 3-6, the DCRs of both SPADs increase with the excess voltage. 

Under the entire excess voltage range, the SPAD without silicidation shows much 

lower DCR than its silicided counterpart. For example, at -30°C and 0.4V excess 

voltage, SPAD-A has about 16 times lower DCR than SPAD-B. This difference 

increases with excess voltage and it reaches to a factor of 44 at 1.3V excess voltage. 

However, the DCR difference between two SPADs becomes weak as the temperature 

increases. At 40°C, the DCR improvement factor of the non-silicided SPAD is only 

~4.5 at 0.4V Vex, and ~10 at 1.3V Vex, respectively. 
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Figure 3-7, Measured DCR with temperature. The excess voltage Vex changes from 0.4V to 1.3V by 

0.1V per step. 

From the trend of these curves in Figure 3-6, we can see that for SPAD-B, its DCR 

increase faster with excess voltage by at least one order of magnitude. This suggests  

that both its electric field profile and the ionization coefficients for electrons and holes 

differ from the non-silicided SPAD. A detailed analysis for this cause requires TCAD 

process simulation. But one possible reason may be as follows. Since the non-silicided 

SPAD has higher donor doping concentration, the width of it depletion region gets 

smaller. Thus, the electrical field strength is higher with the same excess voltage.  

3.3.2. DCR with Temperature 

The SRH generation-recombination process has a significant dependence on 

temperature, while the tunneling process is relatively temperature independent [124], 

[125]. Therefore, studying the temperature dependence of DCR can help to determine 

the source of the dark noise of the SPAD and their dominant range.  

Figure 3-7 presents the measured DCRs as a function of temperature (from -30°C to 

40°C, 10°C per step) at ten different excess voltages (from 0.4V to 1.3V, 0.1V per step) 

for both SPADs. It is noted that the slopes of DCR versus temperature for the silicided 

SPAD are almost constant, as shown with solid lines in Figure 3-7. They are smaller 
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compared to the slopes for non-silicided SPAD indicated with the dashed lines. In order 

to clearly show the differences in the temperature dependence between SPAD-A and 

SPAD-B, two plots using linear scales are inserted in Figure 3-7. The top insert is for 

SPAD-B and it shows a linear dependence. On the other hand, for SPAD-A shown in 

the bottom insert, an exponential relationship with temperature was observed. This 

means that SPAD-B’s DCR is less temperature dependent compared to SPAD-A. Thus, 

the tunneling mechanism is the main source of DCR for SPAD-B. For the non-silicided 

SPAD, the slopes reduce exponentially with reduced temperature, as seen in the bottom 

insert. Thus, it is a combination of both SRH thermal generation and tunneling 

transport. The SRH contributes over the entire temperature range, but tunneling is the 

dominant source at lower temperatures (for example within -30°C to 0°C range) [166]. 

We believe that by eliminating the silicidation layer in SPAD-A, more traps are 

resulted in silicon because of a direct touch of silicon and silicon oxide [167]–[169]. 

As will be discussed later in Section 3.4, the SPAD-A has three shallow traps while 

SPAD-B has two. Thus, trap-assisted tunneling process becomes more evident in the 

low temperature region in Figure 3-7. This can also explain the observation of an 

increase in the after-pulsing probability of SPAD-A, which will be discussed in detail 

in Section 3.4.  

3.3.3. DCR Chip-to-Chip Variations 

The chip-to-chip variations of DCRs of both non-silicided and silicided SPADs are 

studied at room temperature using 14 chips. The results are presented in Figure 3-8. 

The different symbols in this figure represent different test chips. The large variation 

in the DCR are partially due to variations in process parameters and dimensions of the 

SPAD. These variations occur because our SPADs were designed in a standard digital 

CMOS process that was not optimized for optical sensors. In this plot, four chips that 

appear two orders of magnitude higher than the average DCR are excluded from the 

data analysis. We consider that these four chips may have severe fabrication defects in 

the SPAD structures. Their performances are not representative of the majority of 

SPADs fabricated. Other effects, such as premature edge breakdown phenomenon or 

junction punch through, might also occur.  
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Figure 3-8, DCR chip to chip variations. In total, 14 chips are measured at room temperature. The chips 

with extremely high dark noise (>107 Hz) are excluded from this figure, since their defects are far above 

the average level. The empty and solid symbols represent SPAD-A and SPAD-B, respectively. 

As seen from Figure 3-8, on average, the non-silicided SPAD shows at least one 

order of magnitude lower DCR than the silicided SPAD at room temperature over the 

whole excess voltage range. This is consistent with previous measurements. The higher 

DCR in SPAD-B is now explained [170].When the silicide layer is formed above the 

active region, the stress-induced defects and metal impurity contaminations are also 

introduced in the n+/p-well junction. These defects will act as recombination centers, 

resulting in higher dark noise. Thus, it is expected that the silicided SPAD-B will have 

a higher DCR than non-silicided SPAD-A. 

3.4. After-Pulsing Phenomenon 

3.4.1. Background 

During an avalanche process, some carriers will be trapped by shallow traps in the 

silicon bandgap. After a random time, they will be released, which will then cause a 

false trigger if the SPAD has been restored to Geiger mode. This is referred to as after-

pulsing. After-pulsing counts will add to the total DCR and consequently, the measured 

signal-to-noise ratio will be degraded in photon counting applications. 
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Figure 3-9, (a) Illustration diagram of the inter-arrival-time (IAT) measurement. (b) SPAD-A and SPAD-

B IAT measurement and fitting examples at -20°C and 0.4V excess voltage. The measurement data are 

fitting with four (SPAD-A)/three (SPAD-B) exponentials. For all the data fitting process, R2 of 0.99 is 

achieved. The longest tail presents the primary dark noise. The insert shows that the after-pulsing 

probability is calculated as the area ratio between the dashed region and total area. 

The after-pulsing process will contribute more dark noise when the temperature is 

reduced. This is because the lifetimes of these shallow traps become longer at lower 

temperatures, as described by the following equation, 

a

0  ,

E

kTe 
 (3-2) 

where Ea is the activation energy which is defined as the energy difference between the 

shallow trap’s energy level and the bottom of conduction band for electron trap (or the 

top of the valence band for hole trap), and τ0 is the pre-exponential factor. Also, k is 

Boltzmann’s constant and T is the temperature in Kelvin. Thus, more trapped carriers 

will be released at lower temperatures when the SPAD is restored back to Geiger mode, 

and these released charges will have a higher probability to initiate a false avalanche. 

3.4.2. Experimental Characterization and Parameter Extraction 

We also characterized the dark noise of the SPAD using the inter-arrival-time (IAT) 

measurement previously described in [32], [123], [139], [171], and illustrated in Figure 

3-9(a). The time intervals between two successive avalanche events were recorded 

using the built-in time stamping function of the LeCroy oscilloscope. After at least 

1,000,000 counts were collected, the detection probability histogram can be obtained, 
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as shown in the example in Figure 3-9(b). The IAT measurements were carried out 

from -30°C to 40°C, with the temperature controlled by a temperature chamber. The 

temperature chamber has ±3°C variations. It is noted that in order to extract the 

activation energy and lifetime associated with the shallow traps, the SPADs must be 

cooled since the trap’s lifetime increases with decreasing temperature. If the SPADs 

are not cooled, then the trap’s lifetime is relatively short, making the measurements 

less accurate. 

The pulse detection probability can be modelled with the following multiple 

exponential equation,  

 

1

1
  ( ) .i

tN

pulse i

i i

P t A e









 (3-3) 

where the index i presents the i-th trap, N is the total number of shallow traps, and Ai 

and τi are the exponential pre-factor and the lifetime associated with the i-th trap, 

respectively. Ai will determine the initial magnitudes of trapped carriers in the bandgap, 

which can be obtained by setting t to zero. Also, t is the time interval between the 

avalanche and its associated carrier release. 

Through the multiple-exponential fitting of the measured IAT data, we can extract 

all the factors involved in equations (3-2) and (3-3). In this analysis, four exponentials 

for SPAD-A and three exponentials for SPAD-B are needed to achieve better than 0.99 

R2 for the fitting process, respectively. Thus, according to the fitting results, three 

shallow traps are considered for SPAD-A and two for SPAD-B. A possible reason for 

this result is that the direct interface between silicon and silicon oxide may introduce 

shallow-level defects into silicon lattice due to various bonding changes. In SPAD-B, 

the silicide layer acts as a buffer layer between Si and SiO2. The publications [167]–

[169] provide for more details on how bonding imperfections lead to trap centers. The 

longest tails in Figure 3-9(b) (also being highlighted with red dashed lines) represent 

the primary dark counts. 

By calculating the area between the blue solid line (i.e. the multi-exponential fitting, 

total DCR) and the red dashed line (i.e. the primary DCR), and dividing it by the total 

area under the blue solid line, we can get the after-pulsing probability of the SPAD. 

The calculated results are shown in Figure 3-10. SPAD-A has about 12% after-pulsing  
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Figure 3-10, After-pulsing probabilities for SPAD-A (no silicidation) and SPAD-B (silicidation). The 

excess voltage is 0.4V in this example. 

probability at -30°C and it drops to 7% at 40°C. The after-pulsing probability of SPAD-

B is much lower. It is 6% at -30°C and 2.6% at 40°C, respectively.  

In order to investigate the types of shallow traps existing in these SPADs, we further 

extracted the trap’s lifetime at different temperatures. Then, the Arrhenius plots for the 

trap lifetime were used to determine the associated activation energies. By taking 

natural logarithms of equation (3-2), we have the following relationship, 

0

1
  ln( ) ln( ) ,aE

k T
     (3-4)  

Therefore, when we plot the log of measured traps’ life times versus 1/T (a semi-log 

plot), the slope (Ea/k) obtained thought a linear fitting will provide the activation energy 

(Ea) of each trap. The results are given in Figure 3-11(a) and Figure 3-11(b) for SPAD-

A and SPAD-B, respectively. The non-silicided SPAD (SPAD-A) has three shallow 

traps, with activation energies of 0.13eV, 0.12eV and 0.17eV, respectively. For the 

silicided SPAD, two shallow traps are observed, with active energies of 0.19eV and 

0.38eV, respectively. This indicates that these shallow traps are located close to the 

conduction band in the bandgap.  
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Figure 3-11, Arrhenius plots for (a) SPAD-A and (b) SPAD-B. The activation energies of deep-level 

traps are extracted from these Arrhenius plots 

The extracted activation energies and life time constants of the traps can be used to 

explain why the non-silicided SPAD have a higher after-pulsing probability. Since 

there are three shallow traps existing in SPAD-A, and they have lower activation 

energies and longer lifetime constants, they will have higher probabilities to capture 

carriers during the avalanche and then release these carriers when SPAD-A is reset 

back to Geiger mode. This yields larger after-pulsing probability compared to the 

silicided SPAD. 

3.5. PDE Measurement 

The PDE of an SPAD is the statistical probability that an incident photon will 

produce an avalanche pulse. It represents the photon sensing efficiency of a SPAD, and 

it is wavelength dependent. To evaluate the PDE performance, a xenon lamp that 

generates continuous wavelength light is used in our experiment. Optical bandpass 

filters with 10nm bandwidth are then used to select the desired wavelength and neutral-

density filters are used to attenuate the incident light intensity to keep our SPADs from 

saturating. Before the actual optical measurement, the set-up was validated using a 

commercial SPAD module from MicroPhoton Devices, and the incident photon flux 

was calibrated by a power meter. The incident photon flux can be calculated using the 

following equation. 
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Figure 3-12, PDE measurement results for two SPADs. 

SPAD
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hc A

   
    

  
 (3-5) 

where Pin is the light power measured by the power meter, λ is the wavelength, h is the 

Planck’s constant, c is the speed of light, ASPAD is the active area of the SPAD and Alaser 

is the spot area of the laser beam. 

The measurement results of PDE are given in Figure 3-12. The ripples in these 

measured curves are due to light reflection between all the dielectric layers and silicon 

itself. The curve is expected to be smoother if less layer exists above the silicon.  

It is noted that after removing the silicide layer, the PDE of SPAD-A can reach to 

about 0.9% at 600nm, which is improved by a factor of 6 compared to SPAD-B. The 

increase in PDE is due to two factors. First is the increase in light transmittance when 

the silicide layer is removed. The second factor is the increased quantum efficiency in 

SPAD-A. As pointed out in [170], when a silicide layer is formed above the active area  
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Figure 3-13, SEM photos of the fabricated SPAD device. 

of SPAD-B, deep-level defects (with ~0.55 eV activation energies) are introduced in 

the silicon. These deep-level defects act as recombination centers of photo-generated 

carriers. This effect will reduce the photon to carrier conversion efficiency, resulting in 

a decreased quantum efficiency. In contrast, for SPAD-A, since the silicide layer is 

eliminated, less defects are in the silicon and we can expect a higher quantum efficiency 

compared with SPAD-B with the silicide layer [170]. Due to the light reflection and 

transmittance at the dielectric layers above the active area, SPADs fabricated in 

standard CMOS process usually have limited PDE, similar to previous publications 

[67], [142], [172], where their PDEs were 2%, 5%, and 1%, respectively. 

Custom SPADs can achieve very high PDE since the doping profile adjustment and 

post-processing (such as anti-reflection coating, dielectric layers optimization for 

optical detection, metal thinning and etching steps) are available to maximize their 

optical detection [24], [173], [174]. Their peak PDEs can be as high as 50%~73%, and 

for SPADs built in standard imaging CMOS processes, their PDEs vary from 11% to 

55% [24]. For the ones in standard digital CMOS, the PDEs are relatively low (from 

0.3% to 2.5%) [61], [67], [142], [172], but these processes have the greatest potential 

to provide the lowest cost for SPADs fabrication and circuit integration. 

Figure 3-13 shows the images of the SPAD taken with a scanning electron 

microscope (SEM). As seen from the left side of Figure 3-13 below, the SPAD is 

covered by dielectric layers and are not visible from the top view. About 7 µm thick 

dielectric layers are placed on top of the SPAD. Even thicker oxide/nitride layers (over 

20 µm, according to the technology manual) are below the M8 metal layer and above  
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Figure 3-14, Calculated probability that photons can transmit to the SPAD active region, when assuming 

that the dielectric and silicide layers are partly or entirely removed. 

the active region of the SPAD.  

Considering the relatively low PDE of SPADs in standard digital CMOS processes 

and the fact that several dielectric layers exist above their active areas (such as 

polyimide/nitride/oxide layers in the IBM’s 130nm digital CMOS technology used in 

this work, and their thicknesses are not optically optimized), we had a calculation using 

the transfer matrix method [23], [175] to obtain the light transmittance into the silicon. 

This will help to understand how these layers impact the optical detection process. The 

thicknesses of the dielectric layers and their refractive indexes used in the calculations 

are from the fabrication process manual and literature [175], [176].  

The calculated results are shown in Figure 3-14. The solid red and dashed blue lines 

present the light transmission improvement when only the silicide layer is removed. 

We can see that 2 to 5 times more photons are transmitted now. The dashed black line 

is when all dielectric and silicide layers are removed, while the pink line still keeps the  
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Table 3-1, Performance summary and comparison of the SPADs 

 
Vex/VBrk 

(V/V) 

DCR @RT 

(cps/µm2) 

After- 

pulsing 
Peak PDE (% @ nm) 

SPAD-A 0.4/10.5 10 7% 0.9 @ 600 

SPAD-B 0.4/11.5 80 3% 0.2 @ 500 

 

silicide layer. Since less layers above silicon, much smoother transmittance profiles are 

obtained for both cases. Our calculations indicate that the light transmittance will be 

greatly improved by around 5 times when the dielectric layers and the silicide layer are 

removed. And this does not taking into consideration the increase of the quantum 

efficiency of the non-silicide SPAD yet. Thus, we believe that when a specialized 

CMOS imaging sensor (CIS) process that allows doping profile optimization is used 

for fabrication, or specialized post processes can be employed for the surface treatment, 

the PDEs of our SPADs can be significantly improved. 

In Table 3-1, a summary of SPAD performance, is provided. By removing the 

silicide layer (but still keeping the other dielectric layers), the DCR and PDE are 

improved by factors of 4.5 (minimum) and 5, respectively. The after-pulsing 

performance becomes about two times worse due to more shallow-level traps in the 

silicon band-gap. It is noted that the peak PDE of non-silicided SPAD shifts towards 

the red range (600nm) because the light transmission property is changed. 

3.6. Conclusions 

We have studied the impact of the silicide layer on the performance of the SPAD in 

a standard 130nm digital CMOS process. A specialized mask layer available from this 

technology is used to block the formation of the silicide layer above the active region 

of the SPAD. We observed that DCR and PDE performances of the SPAD are improved 

by a factor of 5. The after-pulsing phenomenon becomes more prominent (an increase 

from 3% to 7%) in the non-silicided device. Since the silicidation process has been 

intensively employed in the DSM CMOS technologies to provide reliable and reduced 

source/drain contact resistance for devices with scaled-down geometries, the impact of 

silicide layer is expected to be similar despite that SPADs can be fabricated in different 

CMOS technologies. We believe that the work in this chapter can provide guidance and 
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reference for SPAD design targeting improved performance when silicidation blocking 

is feasible. 
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Chapter 4  

TIME-TO-DIGITAL CONVERTER DESIGN IN 

CMOS TECHNOLOGY
§ 

As we mentioned in Chapter 1, a specialized circuit is needed to measure the time 

interval between two coincidence gamma ray detections. High resolution, high 

precision and low power consumption will be the desired features for a TDC to be 

employed in the SPAD/TDC integration system for PET imaging applications. In this 

chapter, a TDC will be designed to meet these specifications. First, the background of 

TDCs in CMOS technology will be reviewed. Then, the architecture and operation 

principles of the proposed TDC will be discussed. Next, the detailed circuit 

implementations will be given, which will be followed by the prototype 

characterization at last. 

4.1. CMOS TDC Background 

With the digitization function which is analogous to an ADC, a TDC is used to 

precisely measure the time intervals between two events and to quantize them into 

digital codes. It can be implemented in various technologies, such as ECL Gates [78], 

[80], CMOS [68]–[70], FPGA [92], [94]–[97], [101], [104], [105], [107], [108], and 

BiCMOS [81] . However, in order to facilitate system integration and reduce cost, on-

                                                           
§ Part of this work was published as: Z. Cheng, X. Zheng, M. J. Deen and H. Peng, “Recent developments and design challenges 

of high-performance ring oscillator CMOS time-to-digital converters,” IEEE Transactions on Electron Devices, vol. 63, no. 1, pp 

235-251, 2016. and Z. Cheng, M. J. Deen, and H. Peng, “A low-power gateable Vernier ring oscillator time-to-digital converter 

for biomedical imaging applications,” IEEE Transactions on Biomedical Circuits and Systems, vol. 10, no. 2, pp 445-454, 2016. 
Copyright granted by IEEE. 
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chip TDC in standard CMOS technology is the preferred choice. For typical low-light 

biomedical imaging (e.g. ToF PET  [59], [179] and FLIM [180]–[183]) and ranging 

applications (e.g. Laser Radar [61], [73]),  TDCs are often coupled with SPAD arrays 

to build the CISs with single photon sensitivity [111], [112], [142], [146], [184]. 

4.1.1. TDC in Biomedical Imaging Applications 

TDCs have been widely adopted in biomedical imaging applications to provide 

timing information, such as the ToF PET [66], [185], and FLIM [26], [62]. In the case 

of ToF PET imaging, many research efforts are devoted to integrating TDCs with an 

array of SPADs on the same substrate and to build the novel dSiPM in standard CMOS 

technology [142], [186], [187].  

As the conceptual diagram of a ToF PET system in Figure 4-1 shows, the TDC 

collects the ToF information, that is, the time interval between two coincidence gamma 

rays (the Start and Stop signals) that come from one annihilation event [188], [189]. 

Compact size, low power and high resolution are among the most demanding 

performance requirements of the TDC used in ToF PET imaging. Further, 

miniaturization of the peripheral circuitry helps to improve the fill factor of the SPADs 

in the dSiPM, which results in enhanced photon detection efficiency. The low power 

feature is important for array design. The superior time resolution achieved with a TDC 

greatly improves the SNR of the reconstructed images. This improvement in SNR is 

given by Equations (1-1) and (1-2). Equation (1-3) presents the effective sensitivity 

increase in PET imaging when the ToF information is used in the image reconstruction 

process.  

An example about the SNR improvement calculation was provided in [11]. With 

500ps time resolution, the SNR improvement was about 2.3 times and the effective 

sensitivity increase was about 5.3 times when implemented in a whole body ToF PET 

system. The image’s SNR improvement is increased due to the following reason: in a 

non-ToF PET, the noise from all pixels along a given LoR is correlated; while in a ToF 

PET, the data back-projected along a LoR statistically contribute to a reduced number 

of adjacent image pixels [11]–[13]. This is also depicted in Figure 1-2 in Chapter 1. 

From Equations (1-1) and (1-2), we also note that the benefit of ToF increases as the 

timing resolution improves. In terms of the final reconstructed images, this will greatly  
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Figure 4-1, TDC utilization in biomedical imaging applications. (a) Conceptual diagram illustrating a 

TDC collecting the arrival time difference in a ToF PET system. Here, the timing information measured 

by the TDC (Δt) is used to locate the annihilation position (Δx=Δt*c/2) with respect to the center of the 

line-of-response. 

improve the accuracy of diagnosis, especially for early-stage cancer detection, which 

eventually improves the survival rate of patients.  

Besides the TDC, the noise of photodetectors and the delay time of scintillators also 

contribute to the ToF PET system’s timing resolution. With the superior resolution 

available from advanced TDC approaches, the system’s time resolution will be largely 

limited by these two noise sources - photodetector and scintillation crystal. A high 

resolution TDC in the ToF PET imaging system would help to enhance contrast 

recovery for small lesions and improve the accuracy of diagnosis. This, in turn, allows 

for earlier tumor detection and improves the survival rate of patients [11], [26]. 

Another example of a biomedical imaging application is FLIM, which has been 

extensively used in biological, biochemical or biophysical processes for functional 

imaging and environmental monitoring [49], [60], [180], [182], [183], [190]–[195]. A 

diagram of such a system with TDC is shown in Figure 4-2. The decay time of the 

fluorophore is measured with respect to the external excitation pulse, which typically 

comes from a laser source. After repeated measurements, a decay-time histogram is 

obtained and fitted using the mono-exponential or multi-exponential functions. Then 

the lifetime constants, depending on the types of fluorophores, can be extracted to 

present the intrinsic property of the fluorophore and its local chemical and physical 

environment. The time resolution and dynamic range of the TDC need to be sufficient  
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Figure 4-2, Diagram of a FLIM measurement system. A TDC used in a time-correlated single photon 

counting set up. The TDC is used to measure the fluorescence decay time with respect to the excitation 

pulse, which can be extracted from the histogram using exponential fitting. 

to measure the shortest and longest lifetimes in the experiment, respectively. Typical 

lifetimes of fluorophores used in single molecule spectroscopy vary from a few 

nanoseconds (dyes) to hundreds of nanoseconds (quantum dots), even microseconds to 

milliseconds (lanthanides) [196]. However, the fluorescence lifetime is extremely 

sensitive to the environmental condition and is decreased by any non-radiative process. 

In this case, the TDC needs to be able to measure a shorter lifetime. Typically, a TDC 

suitable for FLIM application should have ~50ps resolution and 50ns dynamic range 

[180], [183]. In addition to the timing requirements, high conversion speed (or counting 

rate, frame rate) is also required. When the probability of detecting more than one 

photon per excitation cycle is non-negligible, distortions of the lifetime histogram will 

be introduced by the “pile-up” effect, which eventually degrades the SNR in FLIM 

[196]. 

For state-of-the-art SPAD, the dead time has been reduced down to nanoseconds 

[110], [149], [150], [173], [197]–[199], so the intrinsic dead time of TDC becomes the 

limiting factor for a high-speed acquisitions system [26], [49], [67]. To overcome this 

problem, an interleaved TDC-pair timing technique was proposed in [49], yielding real-
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time fluorescence lifetime estimations. Before diving into the detailed implementations 

of different TDCs, a good understanding of TDC performance metrics will help to 

understand, analyze, and compact various TDC designs.  

4.1.2. Performance Metrics of TDC  

There are several important parameters that are used to evaluate the performance of 

a TDC. Those performance metrics are similar to those in ADCs, and they apply to any 

TDC architecture.  

(a) Resolution (LSB) 

The resolution or least significant bit (LSB) determines the minimum input time 

interval that can be distinguished by a TDC. It is the step width in the quantization 

characteristics (input-output, I/O transfer curve) of a TDC, which means that there is a 

range of continuous time inputs being mapped to single digital word. Ideally, the step 

widths in the I/O transfer curve are constant. The corresponding output digital word 

increases by 1 per LSB input increment. Recently, TDCs with 1.76ps and 1.25ps 

resolution were reported in [200] and [91], respectively. 

(b) Nonlinearity 

Nonlinearity in a TDC will lead to deviations of its quantization characteristic from 

the ideal shape. Sources of nonlinearity include delay errors of the delay elements, 

signal crosstalk, layout mismatch and PVT variations. Basically, the nonlinearity 

performance is heavily dependent on the circuit architecture and layout implementation. 

Nonlinearity can be minimized by keeping the delay lines as short as possible [201]. 

The nonlinearity characteristics can be specified through two parameters, the 

differential nonlinearity (DNL) and the integral nonlinearity (INL). DNL is the 

difference between the actual and the ideal step widths in the I/O curve, caused by the 

propagation delay deviation from their desired values. INL is the integral of DNL along 

the delay chains up to the current position of calculation. When the INL is given as one 

number without code bin specification, it is the maximum absolute integral nonlinearity 

value of the entire measurement range [202]. Usually, DNL and INL are normalized to 

one LSB.  
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(c) Power and Area 

Coupled to SPAD arrays, TDCs are capable of time stamping incident photons. In 

order to preserve more active region (i.e. higher fill-factor for photon detection and 

sensitivity), miniaturization of TDCs is essential [41], [182], [203]. Power is another 

important factor in array designs. Since high power consumption will generate more 

heat in the array, which results in more thermal noise in SPADs when the on-chip 

temperature increases. Thus, it is necessary to reduce the power consumption of the 

TDC-SPAD coupled imager. These two parameters should to be taken into 

consideration at an early design stage, because power- and area-saving methodologies 

are most efficient at the system level, rather than at the transistor level. 

(d) Precision 

Due to external and internal noise sources (e.g. the jitter from the reference clock 

and delay lines), the output of a TDC has a spread distribution around its expected value 

even when it has a constant input time interval. The spread of the TDC’s output, 

generally but not always, follows a Gaussian distribution. The standard deviation 

(sigma) or the FWHM is then taken as the precision of the TDC. As the input to a TDC 

is kept fixed during the measurement, the precision is also referred to as the single-shot 

precision.  

Precision indicates the reproducibility of the TDC operating with the presence of 

internal and external noise sources. Depending on the absolute value of the input 

intervals, the maximum precision occurs at the boundary of two adjacent steps in its 

quantization characteristic [68], [90].  

Quantization error determines the basic level of the precision. The rms value of the 

precision, σTDC,rms, can be expressed as, 

2 2 2 2 2

, _start _   ,TDC rms q INL INL stop CLK Additional           (4-1) 

where σq is the quantization error, σINL_start and σINL_stop are the standard deviations of 

the INL of the Start and Stop signals, respectively, σCLK is the jitter of the reference 

clock, and σAdditional is the jitter of signals within the TDC [62], [204]. In practice, off-

chip influences such as I/O pads, bonding wiring and input channels crosstalk also limit 

the precision of a TDC. 
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(e) Dead Time and Counting Rate 

The dead time (DT) of a TDC is the minimum time required to complete one 

conversion. The reciprocal of DT is the counting rate (CR). Describing how fast a TDC 

can sample and digitize time intervals, DT and CR are important in high-speed 

applications such as nuclear imaging instruments because they affect the quality of 

reconstructed images as well as the detection latency. A state-of-the-art TDC in [200] 

achieved 300 MSps counting rate. 

Since TDCs have non-zero intrinsic dead times, an interleaved topology was 

proposed in [25], [49] to improve the overall sampling rate and conversion speed. Two 

TDCs were enabled in an interleaved manner, which meant one was idle and ready to 

accept new data while the other one was processing a conversion, writing data and 

resetting for the next conversion. 

(f) Quantization Error 

Quantization error or quantization noise, is defined as the distortion between the 

digitized output value and the original input value of a TDC. Usually, quantization 

errors are bounded from zero to one LSB, as a TDC’s equivalent output cannot be larger 

than its input. Quantization error σq can be estimated with, 

22

   ,
12 12 6

stopstart
q

LSBLSB LSB
     (4-2) 

where LSBstart and LSBstop are the resolutions of Start and Stop signals, respectively, 

and LSB is the resolution of the TDC [62]. According to Equation (4-2), we can reduce 

the quantization error by having a higher resolution (smaller LSB) TDC. However, 

there might be penalties such as increased area, higher power consumption, deteriorated 

linearity and longer dead time. 

(g) Dynamic Range 

The dynamic range is the maximum time interval a TDC can measure before its 

output saturates. In ToF measurement, the dynamic range determines the maximum 

detection range. For example, in the Laser Radar described in [205], an excellent 

dynamic range of 985ns was obtained. In ToF PET, the dynamic range of the TDC  
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Figure 4-3, Conceptual diagram of the Vernier-delay-line based TDC 

should be able to cover all annihilation points in the field-of-view [206]. This 

corresponds to at least 4ns dynamic range for a whole body ToF PET system with 

~0.6m diameter detector ring. 

4.1.3. Existing Digital TDC Architectures 

One straightforward method to digitize the time interval is with a digital counter, 

which is only enabled from the arrival of Start signal until the arrival of Stop signal. 

However, an important limitation of the counter-based TDC is that its resolution is 

limited by the period of the reference clock, which turns out to be an impractically high 

frequency when a high resolution is desired. 

One solution that provides sub-nanosecond resolution is with a DLL [66], in which 

the Start signal propagates along a chain of delay elements until the Stop signal arrives 

and triggers the D-flip-flops (DFFs) to record the status of the delay chains to represent 

the measurement result. However, the resolution of a DLL-based TDC is limited to the 

propagation delay of an inverter in the chosen technology. 

To further improve the time resolution in a standard CMOS technology, sub-gate 

delays are needed. This is accomplished with a VDL based TDC that uses two chains 

of different delay elements [68], [90], as shown in Figure 4-3. Here, τ1 is the delay of 

elements in one chain and τ2 is the delay of elements in a second chain. In this case, the 

resolution is determined by the delay difference between the two chains, (τ1 – τ2). High 

resolution is obtained by setting τ2 close to τ1. Though the VDL-based TDC improves 

the resolution, the number of delay elements needed to cover a large dynamic range  
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Figure 4-4, Conceptual diagram of the ring-oscillator based TDC. 

will increase exponentially [207]. This, in turn, increases the latency time, area, and 

power consumption of VDL-based TDCs. 

In order to simultaneously achieve high resolution and large dynamic range, the 

multiple interpolation technique [63], [207], [208] was adopted in TDC designs. For 

example, a coarse-fine TDC [189] amplified the time residue of the first stage, which 

was then digitized in the second stage, yielding a large interpolation factor. In [208], a 

two-stage interpolation TDC with a DLL followed by a VDL achieved 10ps resolution 

and 160ns dynamic range. However, in the multiple interpolation TDC, the full-scale 

range of the second stage should be equal to the resolution of the first stage. Otherwise, 

the mismatch will distort the linearity of the TDC [63], and may require extra 

calibration circuits with more area and power overhead. 

Recently, RO-based TDCs, which simultaneously provide both high resolution and 

large dynamic range, have attracted much interest [209], [210]. Unlike the delay-line 

based TDCs in which pulses only propagate once per conversion, in RO-based TDCs 

[205], [209]–[211], the delay line is configured in a ring format such that pulses can 

propagate inside the delay ring iteratively until the conversion is completed. Figure 4-4 

shows the concept of such a TDC. A free-running RO, consisting of an odd number of 

inverters, is used to generate multiple phases at a relative high frequency. The phase 

from the last stage is fed to a loop counter. This loop counter is enabled by the arrival 
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of the Start signal and sequentially disabled by the arrival of the Stop signal. So the 

loop counter will record the number of clock cycles between the Start and Stop signals, 

which is the total iteration number in the RO during each conversion. A possible 

implementation of the loop counter is also included in Figure 4-4. The sampling logic, 

being triggered upon the arrival of both Start and Stop signals, records the status of 

each delay stage. 

The measured time interval TM, can be represented as, 

   ( ) ,LC
M Stop Start

RO

CNT
T SL SL

f
     (4-3) 

where SLStart, SLStop are the outputs of the triggering logic at the arrival time of the Start 

and Stop signals respectively, τ is the propagation delay of the delay cell, CNTLC is the 

output of the loop counter, and fRO is the oscillation frequency. Theoretically, RO-based 

TDCs have unlimited dynamic range, but this cannot be accomplished in practice due 

to the available number of bits of the loop counter and limitations in the counting rate. 

TDCs using RO topology usually have a time resolution limited by the propagation 

delay of the inverter. For example, the TDC in [210] implemented in  90nm CMOS 

technology had a resolution of 13.6ps. Another disadvantage of a basic RO-based TDC 

is its high power consumption because the RO is working in free-running mode. For 

example, the RO-based TDC in [205] consumed 24mW. 

To obtain sub-gate resolution in a ring-oscillator based TDC, the multi-path 

technique can be used [207], [210]. Figure 4-5 shows the concept of the multi-path ring 

oscillator configuration. This technique is used to reduce the delay per stage. In such a 

multi-path inverter, the PMOS and NMOS transistors have intentionally asymmetrical 

connections.  

For example, in the conceptual diagram of Figure 4-5, the gate terminals of the 

PMOS and NMOS are connected to different delay stage outputs, i.e. the 5th-preceding 

stage (P[m-5]) for the PMOS, and the 3rd-preceding and 1st-preceding stages (P[m-3], 

P[m-1]) for these two NMOSs. Thus, it allows an earlier arrival of the input transition 

to the slower PMOS transistor. Moreover, instead of being only tapped from its 

previous stage, multiple connections to the NMOS transistors are made, because now 

their speed, rather than that of the slow PMOS transistors, will limit the transition time  
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Figure 4-5, Diagram of multi-path oscillator configuration. 

of the multi-path inverter. Using this leverage multi-path technique, the transition time 

of each delay unit can be greatly speeded up. This yields an improvement of the TDC 

resolution by the same speed-up factor. In the multi-path inverter design, the number 

of PMOS and NMOS used in the inverter, and the chosen of previous stages are 

arbitrary. For example, resolution enhancement factors of 5 [212] and 6 [207] were 

achieved using this approach. In a state-of-the-art example [207], two PMOS and three 

NMOS transistors (plus one additional NMOS/PMOS pair for gating purpose) were 

used in one inverter to realize this multi-path technique. It achieved 6ps resolution, 1ps 

precision with 50Msps conversion rate and 11 bits measurement range in a 0.13µm 

CMOS process. Another TDC employing this technique successfully reduced the delay 

per stage from 35ps to 6ps in a 0.13µm CMOS process, with three PMOS and three 

NMOS transistors in one inverter stage [212]. 

In order to reduce the power consumption of a RO-based TDC, the gated ring 

oscillator (GRO) TDC was proposed [207], [213], [214]. Several methods can be used 

to introduce the gating feature into the delay units. In one method, gating transistors 

are inserted at both the top and bottom of a conventional inverter to build the gated-

inverter delay cell, such as in [207], [213]–[217]. When the gating transistors are closed, 

the current path in the cell is cut off. Thus, the gated-inverter is off and its output will 

be maintained by the capacitor at the output node. In another type, some specific logic  
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Figure 4-6, Concept of gated ring oscillator based TDC and its timing waveforms. 

circuits are added into the RO. For example, in [218], the NAND gate, which had the 

exactly the same implementation as the inverter gate at the transistor level, was used to 

add the gating feature and match the propagation delay with other delay units. In 

another example [16], a pair of multiplexers was inserted between the delay units. 

Figure 4-6 shows the principle of the GRO TDC with its timing waveform. An 

enable signal (EN) turns the RO on and off. When conversion is completed, the RO is 

off. The status at the output nodes of each inverter, presenting the conversion results, 

is frozen and kept by either parasitic or intentionally inserted capacitors at each output 

node in the RO. This is different from the regular RO-based TDC in which information 

at the output nodes will be reset after every conversion. 

In addition to the benefit of power saving, GRO-based TDC introduces a first-order 

noise shaping mechanism. As mentioned before, noise degrades the resolution. Thus, 

quantization noise shaping is an alternative approach to obtain higher resolution. In the 

GRO TDC, a measurement starts from its previous measurement, which means that the 

residue occurring at the end of one conversion is transferred to the next one. The 

expression of measured time interval TM can be written as, 

   [k] [ ] [ ] [ ] [ 1].M stop start stop stopT T k T k T k T k      (4-4) 

τ τ τ 
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Start
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This discrete-time, first-order difference operation gives rise to a first-order noise 

shaping in frequency domain. Also, the impact of delay cell mismatch is reduced 

because of the differential operation. 

The remainder of this chapter is organized as follows. The principles of operation 

of the proposed gateable Vernier ring oscillator TDC are presented in Section 4.2. In 

Section 4.3, we describe the circuit implementation. Next, the measurement results are 

presented in Section 4.4. Finally, the conclusions are given in Section 4.5. 

4.2. Operation Principles of the Proposed TDC 

The goal of the work in this chapter is to develop a TDC suitable for on-chip 

integration with an array of SPADs targeted at ToF PET imaging. For this application, 

small footprint and low power consumption are key requirements. In addition, fine time 

resolution to improve the SNR of reconstructed images and a large dynamic range to 

cover the field-of-view in the standard whole body PET ring are required.  

In order to meet these specifications, a gateable Vernier ring oscillator based 

architecture is employed and the proposed TDC has been realized in a standard 130nm 

digital CMOS process. The gateable operation feature of two ring oscillators and the 

single-transition, end-of-conversion detection arrays help in reducing the power 

consumption. With a 1.2V power supply, the proposed TDC only consumes 1mA 

current, which achieves superior state-of-the-art power consumption among all the 

ring-oscillator based TDCs published in literature. 

Figure 4-7 illustrates the principle of the proposed gateable Vernier ring oscillator 

TDC. The Start and Stop pulses initiate the oscillation in the slow and fast ROs, 

respectively. tM is the time interval to be measured. The delays of each stage in the slow 

and the fast ROs are τs and τf, respectively. Because two ROs are arranged in a Vernier 

configuration, the theoretical resolution of the TDC is (τs - τf). 

In Figure 4-7, there are eight differential delay elements in each RO, so we can have 

16 phase pairs, which are PS(1) to PS(16) and PF(1) to PF(16). The PF(i) triggers the 

sampling operation of its corresponding PS(i), where i=1,2,3...16. Two ROs generate 

phases iteratively, and the time interval between a coincident phase pair will reduce by 

one LSB after every delay element in the RO during the time-to-digital conversion,  
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Figure 4-7, Diagram of the operating principles of the proposed gateable Vernier ring oscillator TDC 

until a certain PF(i) arrives prior to its counterpart PS(i). Then, the conversion is 

completed and the ROs will be turned off. In order to cover a large dynamic range with 

the gateable Vernier ring oscillator TDC, a loop counter, being triggered by the phase 

PF(16), is implemented to record the circulation number of the fast RO during the 

conversion.  

The timing diagram of the proposed TDC is shown in Figure 4-8. In this example 

PF(5) comes prior to PS(5) in the N-th loop, so the conversion is finished there. The 

measurement result tMeasure can be expressed as follows. 

5 ( 1) 16 .Measuret LSB N LSB     
 (4-5) 

where LSB is the resolution of the TDC, which is equal to (τs - τf). 

Generally, assuming that the output from the sampling circuits is OUTSC, and the 

output from the loop counter is CNTLC, then the measured time can be expressed as 

16 .Measure SC LCt OUT LSB CNT LSB    
 (4-6) 

The output of the sampling circuits is recorded and updated at the rising edge of 

every phase clock in the fast RO, i.e. PF(1) to PF(16). The output of the loop counter 

has an increment every period of PF(16). Thus, the TDC’s output data is valid right  
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Figure 4-8, Timing diagram of the proposed gateable Vernier ring oscillator TDC. 

after the current conversion is completed. Since this prototype does not include a 

counter to record the circulation number in the slow RO before the Stop signal arrives, 

then its dynamic range is limited by the oscillation period of the slow RO. 

The proposed TDC uses differential delay elements and a Vernier configuration of 

two ROs, so it has an intrinsic first-order immunity towards common-mode noise. This 

advantage is important in a real ToF PET application since there will be many TDCs 

in the digital silicon photomultiplier. 

4.3. Circuit Implementation 

The block diagram of the proposed TDC is shown in Figure 4-9. In this diagram, the 

enable generation block (EN_GEN) generates the enable signals, EN_Slow and 

EN_Fast, are to initialize oscillation in slow RO and fast RO, respectively, where the 

phase pairs are then available. These two enable signals are designed as high-level  
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Figure 4-9, Block diagram of the proposed gateable Vernier ring oscillator TDC. 

active toggle signals, rather than short pulses. They will be pulled down to ground (zero) 

when the conversion is finished (i.e., being reset by the INT_RST signal from the reset 

logic). The arbiter array judges which phase, either PS(i) or PF(i), comes first. A single-

transition end-of-conversion detection array is used to determine the end of conversion. 

The one-hot to binary decoder (DEC) converts the 16-bit one-hot code to a 4-bit binary 

code. The 7-bit loop counter (CNT) is used to cover a large dynamic range. Once the 

conversion is completed, the reset logic will turn off both ROs.  Meanwhile, a flag 

signal (RD_CLK) which has a short pulse duration (about 1ns) is pulled high to trigger 

the readout array of registers to record all results. This flag signal is also connected to 

an output pad and used as the indicator of the time conversion completion in the 

measurement. 

Below, we describe in detail the five important circuit blocks – gateable ring 

oscillator, arbiter, single-transition end-of-conversion detection array, loop counter and 

the enable generation block. 

4.3.1. Gateable Ring Oscillator 

To build a ring oscillator, we can either use an odd number of regular inverters, or  
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Figure 4-10, (a) Transistor implementation of the differential delay element; (b) Conventional ring 

oscillator (top) and gateable ring oscillators with regular connections (bottom) 

use an even number of differential inverters plus a cross connection. In this prototype, 

each ring oscillator employs 8 differential delay elements to generate 16 phases. The 

transistor implementation of the differential delay element is given in Figure 4-10(a). 

By sizing the transistor (MP1 and MP2) in the slow and fast ROs, we can get slightly 

different propagation delays of the elements, i.e. τs and τf, respectively, to obtain a fine 

resolution. 

The conventional ring oscillator and gateable ring oscillator, both consisting of 8 

stage differential delay elements, are illustrated in Figure 4-10(b). Compared to the 

conventional free-running ring oscillator, the gateable RO can be gated on and off by 

the enable signal, EN. In this way, as necessary, we can reduce the power consumption. 

To configure the RO in the gateable mode, important design adjustments of the ring 

oscillator are needed. We can either introduce enable transistors into the delay element 

[207], [213], [214], [215], or we can use gating logic [218].  

In this work, as depicted in Figure 4-10(b) (bottom), a pair of multiplexers (MUXs) 

is inserted between the delay elements. The selection bits of all MUXs, except for the 

first pair, are connected to VDD, while that of the first MUX pair is connected to EN, 

the enable signal. When EN equals 0, the inputs 0 and 1 are assigned to the non-

inverting and inverting ports of the first delay element, respectively. This means the 

ring oscillator is gated off and is reset. Otherwise, all the delay elements are connected 

serially and configure a regular ring oscillator.  

In this gateable RO architecture, there are severe mismatches in the connection of 

the oscillators in Figure 4-10(b). The path between the eighth and the first delay 

elements is much longer than the rest of the paths. This longer path has more parasitic  
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Figure 4-11, Twisted-manner arrangement of the RO. 

resistance and capacitance, so there is a load mismatch which introduces non-

uniformity in the propagation delays. The different propagation delays eventually 

contribute to the nonlinearity of the proposed TDC. 

To solve the non-uniform propagation delay problem, as shown in Figure 4-11, a 

twisted arrangement of the delay cells, adopted from [209], is employed. Special care 

of the routing in the RO is taken to attain equal lengths between delay elements. The 

enable signals and the other two inputs are not drawn here to avoid cluttering the 

schematic. Two dummy cells are employed at both terminals of the RO to match the 

parasitic loads of the first and the last delay elements. This approach, with the twisted 

connection and dummy cells, equalizes the loads of each delay elements, resulting in 

the same propagation delay.  

To verify this point, the extracted capacitive loads at every node in the two ROs are 

shown in Figure 4-12(a). The dips of the extracted capacitive loads around the ninth 

node in both ROs, are thought to be affected by the imperfect matched parasitic loads 

in the vertical direction. As shown in the layout of the RO in Figure 4-12(b), we can 

see that the RO is well matched along the horizontal direction. However, in the vertical 

direction, the parasitic loads are not the same due to different surrounding circuits. 

Despite that, the variation of the extracted capacitive load is only 2fF.  

4.3.2. Arbiter 

In the TDC, a time comparator is needed to compare two input pulses, i.e. PS(i) and 

PF(i), and output a digital value indicating which pulse comes first. The output of the 

time comparator can be expressed as follows. 
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Figure 4-12, (a) Post-layout extracted capacitive load uniformity of the ROs; and (b) Layout of the RO 

and its surrounding circuits. Here the fast RO is given as an example. The two ROs have similar layouts. 

Either a DFF [210], or an arbiter [90], [207], [213], [215] can be used to perform this 

function. 

The most important parameter of a time comparator is the offset time, analogous to 

the voltage offset in the voltage comparator. The offset time is due to the difference in 

the propagation delays on different paths, which mainly arises from unbalanced loads. 

A regular DFF has different loads for its clock and data paths, resulting in a large offset 

time.  

In high-resolution TDCs, this offset time becomes comparable to or even larger than 

one LSB. One can use the fully symmetrical DFF [85], [219]. However, it uses many 

transistors, thus requires a relatively large area for its implementation. The other option, 

an arbiter, is suitable for this time interval comparison because the two input paths of  
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Figure 4-13, Circuit of (a) The arbiter; and (b) The sampling circuit with its timing diagram. 

an arbiter can be well matched and it requires less area than the DFF. Therefore, in our 

TDC design, we used the arbiter as the time comparator to sample the status in the 

gateable Vernier ROs. 

As shown in Figure 4-13(a), the arbiter has identical paths between the PS and PF 

inputs. Figure 4-13(b) shows the sampling circuit that utilizes an arbiter and a DFF. 

The timing diagram is also illustrated in the figure. Whenever both PS and PF are low, 

the internal reset signal (rst) will turn on MP1 and MP2 to reset the output of the arbiter. 

As long as the PS phase is leading the PF phase, the arbiter output (IntAo and its 

buffered version d in Figure 4-13(b)) remains high. Once the PF phase arrives prior to 

the PS phase, the output of the arbiter, IntAo and d, will be pulled Low to indicate the 

sampling result. Since the arbiter itself is voltage-level sensitive, a regular DFF is used 

to latch the sampling result at every period of PF. Note that dummy cells are inserted 

to balance the loads of the two input phases (PS and PF) and the two output ports of 

the arbiter. 

4.3.3. Single-Transition End-of-Conversion Detection Array 

From the 16-bit output of the arbiter array, the detection array to determine the end  
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Figure 4-14, Diagram of the single-transition detection circuit with a simulated timing diagram.  

of conversion is implemented. Usually this detection module is power hungry as it is 

toggled at the same frequency of the ring oscillator. In order to reduce the power 

dissipation of this module, we proposed a detection circuit which only has one 

transition per conversion.   

Figure 4-14 shows the diagram of the single-transition detection circuit. This DFF 

will only sample the data at the falling edge of the A(i-1) signal. The output D(i) will 

be “1” only when simultaneously A(i) is “0” and A(i-1) is “1”. As shown in the 

simulated timing diagram, a change of DFF’s input signal (Int_d) is caused by A(i-1) 

and the sampling operation of DFF is also triggered by the falling edge of A(i-1), i.e. 

Int_clk. The setup timing constraint of the DFF should be satisfied to avoid a potential 

timing violation.  Thus, the delay of the AND gate τand is designed to be longer than 

that of the inverter at the bottom τinv2. With these delay considerations, the DFF can 

record the previous output Int_d without timing violation. In this particular timing 

example given in Figure 4-14, the conversion is completed at the sixth detection cell as  
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Figure 4-15, Illustration of the timing diagram of the single-transition end-of-conversion detection array. 

In the “Sampling Status” row, “N” means there is no sampling and “Y” means there is a sampling 

operation in the detection array. 

the output from arbiter A(6) is pulled down first. At the following falling edge of A(5), 

the  end-of-conversion result is sampled and latched by the DFF. Consequently, only 

D(6) is pulled high and one transition occurs during the conversion period. 

A timing diagram with corresponding outputs from the arbiter array and the gated-

detection array is illustrated in Figure 4-15. The time interval between the PS and PF 

phase pair shrinks by one LSB per stage and sixteen LSBs per loop during the 

conversion. In this case, PF(2) comes prior to PS(2) in the k-th loop, thus the conversion 

is completed there. The output of the gated-detection array, D(i), only transits from 0 

to 1 at the ending point of the conversion. The last row in Figure 4-15 indicates the 

sampling status of the detection module. It shows that the gated-detection array only 

transit one time at the end of the conversion. 

4.3.4. Loop Counter 

To record the number of whole loops in the fast RO, a counter is needed. Using a 

synchronized counter architecture, the loop counter is enabled by EN_Fast and trigged 

by PFF(16), as shown in Figure 4-7. In our prototype, we implemented a 7-bit loop  
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Figure 4-16, Circuit and timing diagram of the enable generation block (EN_GEN) 

 

Figure 4-17, (a) Photomicrograph of the test chip (2mm2mm). The proposed TDC occupies 

230μm150μm area. The major part of the test chip is test structures. (b) Measurement set up. 

counter. Also, by using more bits which consumes slightly more area, the proposed 

TDC can cover a larger dynamic range. 

4.3.5. Enable Generation Block 

To control the fast and slow ring oscillators, two enable signals are generated from 

the input Start and Stop pulses. The circuit schematic with its associated timing diagram 

is shown in Figure 4-16. The flip-flop (with data input pulled up to supply voltage) is 

used to generate the high-active toggle signal (EN_Slow and EN_Fast). They will be 

reset when the conversion is finished, which is indicated by the arrival of the internal 

reset signal (INT_RST). 

4.4. Measurement and Results 

The proposed gateable Vernier RO TDC has been fabricated in IBM’s 130nm digital 

CMOS process. Figure 4-17(a) shows a photomicrograph of the test chip. The TDC’s  
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Figure 4-18, Measured input-output characteristic of the TDC. 

area is 230µm×150µm (0.03mm2). When operating at 1 MHz counting rate, its average 

power consumption is 1.2mW with a 1.2V supply.  

To characterize the test chip, a digital delay generator, the Berkeley Nucleonics 

Corporation MODEL745, is used to generate the adjustable time interval between the 

two input channels. The TDC outputs are collected by a mixed-signal oscilloscope, the 

LeCroy 625Zi. Figure 4-17(b) shows the measurement set up in the laboratory. Before 

the measurement, we measured the jitter performance of the delay generator over the 

TDC’s dynamic range. It has an rms jitter of 17.4ps. 

4.4.1. Input-Output Characteristic 

In order to measure the I/O characteristic of the TDC, the interval tM is swept from 

zero to 9ns in increments of 15ps. Each interval point is measured 5,000 times to 

minimize statistical error. The measured I/O curve of the TDC is shown in Figure 4-18. 

The red dashed line gives the best linear fitting curve with an R-square value of 0.9998. 

The mean value of the measured step widths in the I/O transfer curve is the LSB 

resolution. The effective resolution can also be presented by the reciprocal of the linear 

fitting curve. According to the data in Figure 4-18, this prototype TDC yields an 

effective resolution of 7.3ps. 
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Figure 4-19, DNL of the TDC. 

4.4.2. Nonlinearities 

DNL of TDC is the deviation of the step widths in the I/O curve from their ideal 

value and INL is the accumulation of DNLs along the delay chains. The nonlinearities 

arise from the delay errors of delay elements, signal cross-talk, layout mismatches and 

PVT variations. The DNL and INL are characterized using the typical code density test  

[45], [58], [63], [97], [220], [221]. Uniformly distributed input intervals in the entire 

dynamic range are sent to the TDC. 2,700,000 measurements are cumulated and the 

hits distribution is collected. When a bin (time slot) gets more hits than the average 

value, it has a wider step in the I/O transfer curve, a positive DNL occurs, and vice 

versa. The measured DNL is shown in Figure 4-19. Our TDC has 3.2LSB (maximum) 

or 0.8LSB (rms value) DNL. Figure 4-20 gives the measured INL performance of the 

TDC before calibration (in solid black line). The major contributor to this moderately 

large nonlinearity is the delay error of the delay elements in the ring oscillators. This is 

because in our TDC, the propagation delays of the delay elements are not locked by the 

DLL, thus they are subject to PVT variations and mismatches. 

Since INL error is caused by the non-uniformity of delay cells’ propagation latencies, 

it can be considered as a systematic characterization of the TDC’s nonlinearity 

performance, we can correct further measurements provided the INL information is  
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Figure 4-20, INL of the TDC before and after the LUT correction. 

known and stored in a look-up-table (LUT) [68],[69]. The INL LUT calibration is 

exploited in Figure 4-20, with the red dashed line presenting the INL after the LUT 

correction. With the help of an INL LUT, the INL of the prototype TDC is improved 

to 1.2LSB rms.  Note that the INL LUT needs to be determined for each fabricated test 

chip as this characteristic is unique for each chip. 

4.4.3. Single-shot Precision 

The single-shot precision, also called precision, is the standard deviation of the 

distribution of measurement results around the mean value when a constant time 

interval is repeatedly measured a large number of times. The distribution is caused by 

ring oscillator jitter, jitter of the input signals, quantization noise and power supply 

fluctuations. One channel of the digital delay generator, a T-splitter and cables of 

different lengths are employed for the single-shot measurement setup, which eliminates 

the jitters between different channels from the generator. Several time intervals are 

generated with cables of different lengths, and each measurement is collected 

1,000,000 times. The histograms of the measurements with their accompanying 

statistics are shown in Figure 4-21.  
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Figure 4-21, Three examples of precision measurement histograms at different positions in the dynamic 

range. 

 

Figure 4-22, Precision of the TDC over the entire dynamic range. 

To further study the precision performance of the TDC over its full-scale range, the 

input time interval is generated using the digital delay generator between two separate 

channels. The single-shot test is taken over the whole range of 9ns by 15ps increments. 

Each point is measured 5,000 times. Jitter from the delay generator was corrected from 

the measurement results using the deconvolution process. The precision measurement 

result is shown in Figure 4-22. The average value over the whole dynamic range is 

1.0LSB, i.e. 7.3ps. 

The dynamic range of this prototype is 9ns. As the dynamic range is limited only by 

the number of bits of the loop counter, it can be easily extended by adding more bits to 

the loop counter. The dead time of the TDC, defined as the latency time required to 

complete one time-to-digital conversion during which period the TDC is non-

responsive to new inputs, is about 415ns. Thus, when measuring the time interval up to 

its full-scale range, the maximum sampling rate of the TDC is about 2.4MHz. 

The Table 4-1, a summary of the proposed TDC’s performance and a comparison 

with the state-of-the-art results in the literature is provided. For a consistent comparison,  
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Table 4-1, Performance summary and comparison with the state-of-the-art TDC designs. 

 THIS 

WORK 

[218] [90] [210] [213] [215] [64] 

Architecture GVRO VGRO 
2D 

VGRO 
RO VGRO 

2D 

VGRO 

Switched 

RO 

Technology (nm) 130 130 65 90 90 90 90 

Supply (V) 1.2 1.5 1.2 1.2 1.2 1.2 1 

LSB (ps) 7.3 8 4.8 13.6 5.8 15 0.315 

Dynamic range (ns) 9 32 0.6 111 40 40 2-840 

Power (mW) 1.2 7.5 a 1.65 18 4.5 2.1 1.5 

Area (mm2) 0.03 0.26 0.02 0.02 0.03 0.04 0.02 

aChip-wide power consumption. 
bIntegrated within ADPLL. 

the results from publications listed in this table are all based on the ring oscillator 

architecture. Our proposed TDC features high resolution, good precision, low power 

consumption and compact size. Compared with previously reported TDCs, our work 

achieves the lowest power consumption, and uses one of the smallest areas. These 

features allow the proposed TDC to be integrated with SPAD arrays, to realize single-

photon biomedical imaging sensors.  

With such compact size and very low power consumption, a dSiPM sensor 

comprising SPAD arrays and the proposed TDC has great potential to be deployed for 

both ToF PET and FLIM applications. First, it can significantly reduce the total power 

consumption as a clinical PET scanner requires up to several thousand dSiPM arrays. 

Second, due to the superior TDC resolution, the system’s time resolution would be 

largely limited by the other two sources (i.e. the scintillation photon decay and the noise 

in detectors). Third, due to the relatively low signal rate (~1-2 Mcps) in a clinical PET 

scanner as limited by both the solid angle coverage and injected radiotracers, the 

counting rate of the proposed TDC is not expected to suffer from any dead time effect. 

4.5. Conclusions 

In this chapter, we have successfully designed, fabricated and tested a ring-oscillator 

based TDC using the gateable Vernier RO architecture. This TDC consumes only 1mA 

current from a 1.2V supply, achieved the lowest power consumption to the date of 

writing of this thesis. A key feature of the proposed TDC is that its power hungry 

modules, the ring oscillators and the end-of-conversion detection circuit, are operating 
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in power-efficient modes. The former only oscillates during the conversion, and the 

latter module only has one transition per conversion period. Thus, the number of 

transitions is significantly reduced, resulting in very low power consumption. Since our 

future work involves the integration of an SPAD array and TDCs on the same silicon 

substrate to build the dSiPM for biomedical imaging applications, then a standard 

130nm CMOS process was chosen to implement the TDC prototype. The 130nm 

CMOS choice is because the performance of the SPAD, such as dark count rate and 

photon detection efficiency, degrades in more advanced CMOS technology nodes. Its 

performance was 7.3ps resolution and 1.0LSB single-shot precision. The integral 

nonlinearity was 1.2LSB rms with the help of INL LUT calibration. The area of the 

fabricated TDC is 0.03mm2. With this compact size and very low power consumption 

features, an array of the proposed TDC can be integrated with SPADs to build a state-

of-the-art dSiPM for biomedical imaging applications. 
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Chapter 5  

PROTOTYPE DEMONSTRATION OF THE 

SENSING SYSTEM FOR TOF MEASUREMENT 

In this chapter, the prototype of the sensing system based on SPAD and TDC that 

we developed in previous chapters is discussed. The SPAD is able to offer single-

photon level sensitivity. The TDC can extract the timing information of the responsive 

pulse of SPADs with respect to the incident triggering laser photons. For preliminary 

demonstration purpose, the current sensing system is integrated on a PCB level rather 

than on a single silicon chip level. The system integration, time-of-flight measurement 

setup and signal synchronization of the proposed time-resolved photon sensing system 

will be described in Section 5.1, followed by a system characterization, and time-of-

flight measurement to mimic the ToF PET imaging system in Section 5.2 and Section 

5.3, respectively.  

5.1. System Integration 

To build the time-resolved single-photon sensing system, the SPAD and the TDC 

are integrated onto a single PCB. Taking into consideration that the SPAD and TDC 

work at two different voltage levels, i.e. 3.3V for SPAD and 1.2V for TDC, level 

shifters are deployed to shift down the outputs of the SPAD before they are fed into the 

TDC chip. The diagram of such a PCB is shown in Figure 5-1, in which a photo of the 

fabricated PCB is also inserted. Since the TDC designed in this thesis requires two 

input channels (i.e. one for the “Start”, another for the “Stop”), two PCBs will be  
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Figure 5-1, PCB designed to integration the SPAD chip and TDC chip together. 

utilized. The second PCB is used to provide an additional input channel signal for the 

TDC chip on the first PCB.  

In a real PET imaging system, two PMTs are required at 180° alignment to record 

the photons corresponding to one annihilation event. Scintillation crystals are typically 

coupled with these photodetectors in order to convert the high-energy gamma-rays into 

photons at visible wavelength range. The conceptual diagram is shown in Figure 5-2(a). 

The output pulses from the PMTs will be fed to a time-stamping block (for example, a 

TDC here). Then, the digitized timing output will be stored and subsequently used to 

improve the quality of the reconstructed images.  

However, in order to mimic the coincidence detection and timing measurement 

setup in Figure 5-2(a) using the SPAD and TDC that are developed in this thesis, 

several challenges arise. First, the SPAD pixels in this thesis are implemented on 

1mm×1mm silicon dies. It should be mentioned that the bonding pads are also located 

in this 1mm×1mm silicon area. Wire bonding technique is used to provide electrical 

connection between the silicon die and PGA69 ceramic package. Besides, reducing the 

crystal pitch of scintillation crystals faces several challenges, such as complex and 

expensive assembly, and reduced scintillation light output. A detailed analysis on 

scintillation crystal design is beyond the scope of this thesis, but useful information can  
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Figure 5-2, Setup difference between (a) the coincidence detection system in real PET imaging 

application, and (b) the proposed sensing system in this thesis. 

be found in [11]. Therefore, at the current step, it is impossible to directly couple 

1mm×1mm (the minimum crystal pitch available in our lab) scintillation crystals to the 

surface of our developed SPAD chips without breaking those bonding wires. The 

second issue is regarding laboratory safety. Usually, the gamma ray used in the 

experiment is generated by radioactive sources, such as 22NaI. Nuclear material usage 

permission and safety training are required in order to use the radioactive isotope 

sources in the optoelectronic laboratory. And this may also limit other students’ access 

to the laboratory. Last but not least, the gamma rays emitted from an isotope source are 

fully random and cannot be controlled, in both temporal and spatial manner. This will 

greatly affect the alignment and prolong the data acquisition time needed to obtain a 

good statistics in coincidence timing measurement. Considering all the above 

(a)

Pulsed Diode 

Laser Head

(λ=510nm)

Scintillation 

crystal

0101...01

PMT

180° 

511keV

γ-ray

511keV

γ-ray

TDC

TDC 0101...01

Prism

Splitter

SPAD 

Channel 1

SPAD 

Channel 2

(b)

90° 



Ph.D. Thesis – Z. Cheng McMaster University - Electrical and Computer Engineering 

 
100 

challenges, we implemented an alternative setup with the developed components to 

demonstrate the imaging system. The system is shown in Figure 5-2(b). 

A pulsed diode laser, PicoQuant laser driver (PDL 800-B) coupled with a 510nm 

wavelength laser head, is used to generate the trigger photons. By generating low-

energy photons at visible wavelength, the laser will mimic the functions of the 

radioactive source and the scintillation crystal. The laser’s repetition rate and power 

intensity can be configured by the laser driver. Thus, a precise control on the number 

of photons striking the SPADs and their rates is achieved.  

An optical prism beam splitter (polarizing beam splitter cube, WPBS254-VIS, 

ThorLabs) is chosen to separate the incident laser beam into two beams with equal 

power. These two beams out of the prism splitter are orthogonal. These two beams 

mimic the opposing gamma-rays in Figure 5-2(a), but are at 90° rather than 180° in 

Figure 5-2(b).  

Two SPADs are placed after the prism splitter to detect the laser photons. Their 

distances to the prism splitter can be changed, so the photon travel time will also change. 

Therefore, the time-of-flight timing value can be easily shifted. Then, the outputs from 

these two SPADs’ channels are connected to the TDC module, and the time-of-flight 

timing information are digitized and stored by the high-speed LeCroy oscilloscope.  

Using this proposed setup, we are able to demonstrate the time-of-flight 

measurement concept utilizing the components that are developed in previous chapters.  

5.2. System Characterization 

Before the actual time-of-flight timing measurements, we need to characterize the 

instrument response function (IRF) of these two SPAD channels in order to determine 

the proper settings for both the laser power and SPADs’ excess bias voltage. Figure 5-3 

shows the conceptual setup and the timing diagram. It is noted that we included the 

prism splitter on the light propagation path from the laser head to the SPAD. Thus, the 

effect of the prism splitter on the final timing IRF is also considered in this 

measurement. The measurements are performed at room temperature under ambient 

conditions. 
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Figure 5-3, Diagram of the setup used to measure the timing response spectrum of the SPAD. 

The repetition rate of the laser driver is set to 10MHz. Three intensity settings on 

the laser driver are used 3.1, 3.7 and 4.3, which corresponds to the laser power of 

0.53µW, 0.79µW, and 2.2µW, respectively. The laser power is measured by an optical 

meter (model 2835c, Newport) with a calibration silicon detector module (model 818-

SL, Newport). The laser power of 2.2µW is the maximum power that we can apply to 

the SPAD in this setup. Otherwise, the SPADs will enter saturation, i.e. they cannot be 

fully recharged back to Geiger mode before a new photon hits the SPADs. It is also 

noted that the laser intensity on the driver is not linearly related to the laser power. Five 

excess bias voltages, from 0.4V to 1.2V with a 0.2V increment, are measured for both 

SPAD channels.  

The IRF measurement results are given in Figure 5-4. The FWMH of the Gaussian 

fitting on the measured timing spectrum is taken to represent the timing resolution. It 

can be clearly observed in this figure that the timing resolutions for both SPAD 

channels are greatly improved when the laser power is increased. The FWMH is also 

weakly dependent on the excess voltage. For example, the FWMHs of SPAD channel 

1 are 765ps and 219ps at 0.4V excess voltage, with laser power of 0.53µW and 2.2 µW,  
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Figure 5-4, FWHM of the measured IRF of two SPAD channels with different laser powers and excess 

bias voltages. 

respectively. When the excess voltage increases to 1.2V, the FWHM value get worse, 

i.e. 776ps and 240ps with laser powers of 0.53µW and 2.2µW, respectively. It is also 

noticeable that the timing resolution of SPAD channel 1 is slightly better than that of 

SPAD channel 2. This is due to the performance variations between SPADs. The 

absolute value of the laser power is relatively for single photon detection, however, 

considering the area ratio between the active area of the SPAD pixel (10×10 µm2) and 

the spot side of laser between (~2×2 mm2) is 2.5×10-5, the effective power density that 

applied to the SPAD is very low. 

Four inserts in Figure 5-4 show that the measured IRF of both SPAD channels at 

2.2µW laser power, with 0.4V and 1.2V excess bias voltage. Even though the measured 

IRF of the SPAD channels are slightly worse (i.e. with wider timing spectrum and  
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Figure 5-5, Time-of-flight measurement set up.  

larger FWHM value) at 1.2V excess voltage than at 0.4V, we also need to take into 

consideration the increased PDE of the SPAD at higher excess bias voltage. When 

choosing a low excess voltage in this timing measurement, the detection efficiency of 

the SPAD will be reduced, and the measurement time will be greatly prolonged before 

a sufficient number of counts is accumulated. Therefore, as a tradeoff between the 

timing resolution and detection efficiency, we choose the laser power of 2.2µW with 

10MHz repetition rate and the excess voltage of 1.2V, respectively. These 

configurations are used for the time-of-flight measurements in the rest of this chapter.  

5.3. Time-of-Flight Measurement 

After the initial characterization of the two SPAD channels, the time-of-flight 

measurements are implemented using the following setup shown in Figure 5-5. A 

photography of the actual set up in the laboratory is also included in this figure. The 

locations of two SPAD channels can be moved forward and backward to change the 

distances between the SPADs and the prism beam splitter. Thus, the time-of-flight time  
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Figure 5-6, Two different types of coincidence events in PET imaging: (a) True event and (b) Random 

event. 

interval can be changed in this setup. An illustration timing diagram of this 

measurement is shown at the bottom of Figure 5-5. The time intervals between the 

detection signals of the two SPAD channels (Tmeasured_ToF) are measured with the TDC 

developed in Chapter 4.  

In this setup, the pulse laser is employed to generate the triggering photons for 

detection purpose at a repetition rate of 10MHz. The prism beam splitter is used to split 

two laser beams at 90° angle, which then have a certain probability to cause coincidence 

pulses at the two SPAD channels. As discussed in Figure 5-2, this can emulate the two 

PMTs placed at 180°to detect the two anti-parallel gamma rays that are coming from a 

single annihilation event in the PET imaging system [11], [16], [31], [44], [206].  

5.3.1. Considerations on False Coincidence Events 

It is noted that in PET imaging, there are different types of coincidence detection 

events. The ideal photon detection condition is called the true coincident event. As 

shown in Figure 5-6(a), two 511keV gamma-ray photons are detected by a detector pair 

along the LoR passing through the emission position. In practice, however, this is 

always not achievable since usually some undesired background types of events are 

happening. Random coincidence event, as shown in Figure 5-6(b), occurs as a result of 

detecting two unrelated annihilation events that are emitted from two separate positions 

and detected by a detector pair along the LoR within the same time window. This results  
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Figure 5-7, False coincidence issue in the time-of-flight measurement using our proposed sensing 

system. 

in a high background image, false position information, and a reduction of image 

contrast. The random coincidence rate in a PET scanner is estimated [222] as Rij=2τSaSb, 

where τ is the time resolution of the system, 2τ represents the time window for 

coincidence selection, Sa and Sb are the signal rates of two detectors a and b respectively, 

that are defining a given LoR. From this equation, one way to reduce the random 

coincidence rate is to applying narrow coincidence timing window during data 

acquisition. Hence, a fast detector with superior timing resolution is necessary. On the 

other hand, the number of true events is reduced when applying a shorter timing 

window. Therefore, there is a tradeoff between a reduction of undesired events and the 

sensitivity [222]. 

There is another type of false coincidence event in PET imaging, namely the scatter 

coincidence. It is caused by the Compton scattering effect of 511keV photons which 

changes the direction of the annihilation photons. This would produce false LoRs, and 

consequently yields false position information, leading to reduced image contrast as 

well. The scatter coincidence is usually rejected by applying a narrow energy window 

around the main photon peak (e.g. the 511keV peak for a 22NaI source). More details 

on the scatter coincidence and energy window (or energy resolution) are given in [3]–

[5], [44], [223]–[225].  

An issue analogous to the random event exists in our proposed sensing system. It is 

shown in the Figure 5-7 below. In this conceptual timing diagram, five detection slices 

are defined by the repetition period of the laser synchronization signal. Only in one out 

of five slices (the third one), is a true coincidence detection event observed. Several 
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factors will contribute to a low true coincidence detection rate. The first is that the 

optical sensitive area of the SPAD is very small (10×10 µm2) compared to the laser 

spot size (larger than 1×1 mm2). So most of the incident photons are not detected by 

the SPADs. As the second factor, these two SPAD channels are working in a fully 

asynchronous manner. Therefore, the probability of two SPADs being triggered by 

photons that come from the same laser pulse is low. Third, the TDC is automatically 

triggered by the rising edge of its start channel and is reset once the conversion is 

completed. Thus, all the components in this system are operating asynchronously.  

As illustrated in the Figure 5-7, only SPAD channel 1 is responsive to the laser 

photons in the first slice, while only SPAD channel 2 is responsive in the second slice. 

This will falsely trigger the TDC and register a false time-of-flight measurement. 

Another case is illustrated in the fourth and fifth slices. A false coincidence event will 

be registered with a negative input to the TDC. All these issues need to be considered 

and calibrated in our time-of-flight measurement.  

5.3.2. Measurements and Calibrations 

In order to be able to select the true coincidence event in the time-of-flight 

measurement, we utilized the same concept as in PET imaging, by applying a proper 

time window to reject the false coincidences. To provide a reference to help select the 

true coincidence events, we first measured the time-of-flight interval with a high-speed, 

high-resolution LeCroy oscilloscope (Model 625Zi, 20GS/s). By properly setting the 

horizontal time scale and triggering conditions, and using the built-in TDC function in 

the oscilloscope, we can measure the coincidence event when the SPAD channel 1 is 

triggered prior to the SPAD channel 2, and when the interval is within the laser 

repetition period.  

The measured coincidence timing spectrums with the oscilloscope are given in 

Figure 5-8. Gaussian fitting is used and the fitting results are indicated by the red lines 

in the histograms. The FWHM is taken as the coincidence timing resolution. The 

absolute value of each peak in the spectrum corresponds to absolute time-of-flight 

information, which can be converted to the photons’ travel time differences between 

these two SPAD channels. The measurements are repeated for three different time-of-

flight intervals. For each measurement, 2000 counts are accumulated. The variations of  
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Figure 5-8, Measurement coincidence timing results with LeCroy oscilloscope. 

 

Figure 5-9, Measured coincidence timing results with our proposed system. 

FWHMs are due to the fittings and variable IRF of SPADs when their distances to the 

prism splitter are changed. 

According to the center peaks in Figure 5-8, we can set the time windows around 

the measured center when using our proposed sensing system. The widths of the time 

windows should be larger than the FWHMs in these time spectrums.  

Then, we performed the time-of-flight measurements using the sensing system, 

which is shown in Figure 5-5. It is noted that since the probability of coincidence 

detection is low, we need to record a large number of measurement data and then to 

use the timing information in Figure 5-8 as time windows to filter and select the true 

coincidence events. 

Figure 5-9 presents the measured timing spectrums of three different time-of-flight 

intervals. On average, the measured coincidence timing resolution with our system is 

440ps ± 69ps. When compared with the reference results using the LeCroy oscilloscope 

(i.e. 491ps ± 82ps, average value), our proposed system achieves slightly better timing 

resolution and comparable jitter performance.  

1 1.5 2 2.5 3 3.5 4
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FWHM = 575ps90ps

Measured ToF(ns)

C
o

u
n

ts
 (

a
.u

.)

Center @ 2.596ns

3 3.5 4 4.5 5 5.5 6
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FWHM = 441ps68ps

Measured ToF(ns)

C
o

u
n

ts
 (

a
.u

.)

2 2.5 3 3.5 4 4.5 5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FWHM = 457ps88ps

Measured ToF(ns)

C
o

u
n

ts
 (

a
.u

.)

Center @ 3.56ns Center @ 4.59ns

1.5 2 2.5 3 3.5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FWHM = 429 ps  76 ps

Measured ToF (ns)

C
o

u
n

ts
 (

a
.u

.)

Center @ 2.31ns

2.5 3 3.5 4 4.5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FWHM = 434ps77ps

Measured ToF (ns)

C
o

u
n

ts
 (

a
.u

.)
Center @ 3.54ns

3.5 4 4.5 5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FWHM = 457 ps 53 ps

Measured ToF (ns)

C
o

u
n

ts
 (

a
.u

.)

Center @ 4.527ns



Ph.D. Thesis – Z. Cheng McMaster University - Electrical and Computer Engineering 

 
108 

The actual measured time-of-flight value at three different lengths also differ from 

the reference measurements. These numbers can be seen from both Figure 5-8 and 

Figure 5-9, where they are labeled at the center of each peak. The accuracy errors of 

the time-of-flight interval measurement are from -0.56% to -11%.  

We notice that the peak center positions are shifted from the reference measurement 

with the LeCroy oscilloscope. We consider these shifts are due to the bend of cables 

that will affect the signal’s transmission delay. This effect can be avoid once the 

components are fully integrated on a single chip. Also, when the position of one SPAD 

channel is moved to adjust the time-of-flight interval, adjustments in both the optical 

alignment and the SPAD IRF will change the shape of the final spectrum. This will 

make the measured timing spectrum non-symmetrical. For example, the first spectrum 

in Figure 5-9 may suggest that the SPAD channel on the lead edge (i.e. the Start channel 

of the TDC, which is the SPAD channel 1 in this setup) have a larger timing jitter. 

Besides, as the distance from the SPAD to the prism splitter changes, the IRF of the 

SPAD will be greatly affected. These effects limit the final coincidence timing 

resolution on the measured spectra. Nonetheless, this setup successfully demonstrates 

the concept of single-photon detection and time-of-flight measurement using the 

photodetectors and TDC that are developed in a standard digital CMOS technology.  

5.3.3. Impact of the Timing Resolution on Image Quality 

Taking the 440ps coincidence timing resolution achieved with our proposed system, 

we can calculate its benefits to a ToF PET imaging application. According to equation 

(1-2), we can calculate the SNR improvement of the ToF PET over the conventional 

PET. 

_
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 (5-1) 

Here, we take the body size under imaging D as 40cm. Thus, the final images 

resulting from a ToF PET system can be improved by a factor of 2.5. We can also 

calculate the effective sensitivity increase factor using the following equation [10], 

2
G= 6.1.

D

c t



 (5-2) 
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Therefore, a factor of 6.1 increase in the effective sensitivity can be achieved.  

Since all the components in this setup will contribute to the final coincidence timing 

resolution, we can estimate the jitter from the system by the following equation, 

2 2 2 2 2
. 1 . 2

2 2 2 2 2440 10 240 318 130

128

other total TDC SPAD Ch SPAD Ch laser

ps

         

    



 (5-3) 

Here, the jitter of the laser is considered as 130ps, which is quoted from the product 

manual [226], and the jitters of SPAD channels are taken from the measurement results 

in Figure 5-4.  

Now, we are able to calculate the intrinsic coincidence timing resolution of our 

system if it is deployed for a ToF PET imaging application. The jitter of SPAD 

developed in this work was previously characterized in our group using a solid-state 

7ps pulsed laser, which was 60ps [227]. The jitter of  the scintillation crystal (e.g. 

LYSO) is estimated as 300ps [13], [228], [229]. Thus, the system’s intrinsic 

coincidence timing resolution will be, 

2 2 2 2 2 2
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2 2 2 2 2 2
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10 60 300 60 300 128
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 (5-4) 

Therefore, similar SNR gain and effective sensitivity improvement of the reconstructed 

images in the ToF PET system are expected.  

5.4. Conclusions 

In this chapter, a prototype of a low-cost and compact sensing system was proposed 

and implemented. This system deployed SPADs for single-photon optical detection, 

and a TDC for time interval digitization. The SPADs and TDCs were both designed 

and fabricated in the standard digital CMOS process (130nm, IBM) that features a low 

fabrication cost and good performance. The current version was integrated on a PCB. 

However, the system integration on a single chip could be implemented easily in a 

future version of this work. A time-of-flight measurement setup was demonstrated 

using the proposed prototype to perfom the coincidence timing measurements. The 
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measurements were repeated with four different time-of-flight values and calibrated 

with a high-speed oscillacope. The peak positions of measured timing spectrum also 

matched with the distances of two SPAD channels with respect to the prism splitter. 

From calculations, the prototype was expected to improve the SNR of PET images by 

a factor of 2.5, and improve the effective sensitivity in PET imaging by a factor of 6.1. 
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Chapter 6  

CONCLUSIONS AND RECOMMENDATIONS FOR 

FUTURE WORK 

In this thesis, a compact and low-cost single-photon sensing system was designed 

and fabricated based on a mainstream standard digital CMOS technology (130nm, 

IBM). A prototype was implemented and demonstrated for time-of-flight measurement 

as to emulate the ToF PET imaging applications. This chapter summarizes the research 

work and provides recommendations for future improvements.  

6.1. Summary and Discussion 

PET imaging is an attractive non-invasive nuclear scanning modality. Compared 

with conventional anatomic medical imaging methods such as CT and MRI, PET 

imaging offers a unique advantage, which is its high sensitivity to biological activity at 

molecular level. Thus, PET imaging can distinguish lesion cells from normal cells. It 

is widely used for early-stage tumor detection, cancer treatment planning and 

monitoring. An advanced innovation of PET imaging is the ToF PET. In ToF PET, the 

arrival time difference between two gamma-rays in a coincidence event is employed to 

localize the annihilation point. This technique helps improve the signal-to-noise ratio 

in the reconstructed images and subsequently results in better image contrast. Another 

important innovation is the PET/MR combined imaging modality. The fusion images 

taken through PET/MR can take both advantages of functional information obtained 

with PET and anatomic information obtained with MRI.  
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However, these medical imaging systems bring numerous challenges to current 

detection technologies. First, PMT, the most commonly used photodetector, is very 

expensive, bulky and requires over 1000V operating voltage. Second, timing circuits 

are needed to record the arrival time difference of coincidence detections. Third, since 

PMT is a vacuum tube device, its performance will be dramatically degraded in high 

magnetic fields (from 0.3T to 10T in MRI system). 

Therefore, the purposes of this work were to prove concepts and build a compact, 

low-cost single-photon sensing system towards PET imaging applications. To resolve 

the cost issue, a mainstream standard digital CMOS process was chosen to design and 

implement both detectors and time conversion circuits. The 130nm process node was 

selected because the photodetector’s performance is greatly dependent on CMOS 

process and degrades in advanced technology nodes. Thus, 130nm process was 

considered as a tradeoff between photodetector’s optical properties and digital circuits’ 

performances.  

The single photon avalanche diode was used as the photodetector technology in this 

work. Because the SPAD was operating above its breakdown voltage, a large gain that 

was comparable to PMT’s (~106) was achievable. Single-photon level optical 

sensitivity was obtained with SPADs. The SPAD design in this work was fully 

compatible with the 130nm digital CMOS process. Thus, it has the potential to be easily 

integrated with complex circuits on the same silicon substrate.  

Time-to-digital conversion was done with a novel TDC in this work. Noting that we 

need to integrate the TDC with the SPAD on the same chip, there were two important 

factors to be considered in the design of the TDC. The first one was compact size, 

because one would like to reserve as much of the silicon area for optical detection as 

possible. The second one was low power consumption, since the thermal generated 

noise of SPAD was heavily dependent on temperature. Therefore, a gateable 

architecture was proposed to implement the TDC. The delay elements in the TDC were 

arranged in a ring format and worked as a ring oscillator to use these delay elements 

repeatedly. This helped to reduce the total area.  

In Chapter 1, the application background on PET imaging was introduced firstly. 

The concept, principle and requirements of a PET system were discussed. Then, two 
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advanced innovations of PET imaging were reviewed. One was the ToF PET and 

another was the PET/MR imaging. Their advantages over the conventional PET 

imaging were analyzed. Moreover, some challenges were discussed in terms of the 

photodetectors and electronics targeting these applications. Some of the current 

competing photodetector technologies used in PET imaging applications, such as PMTs, 

APDs, SPADs and SiPMs, were reviewed and both their advantages and disadvantages 

were assessed. An important functional electronic component was the TDC. There 

different types of TDCs, i.e. analog-type, CMOS-based digital-type and FPGA-based 

digital-type, were reviewed and their state-of-the-art designs were summarized. 

Starting from the PET imaging application, the research motivation of this work was 

presented as well. Particular research focuses were given to low-cost and compact 

SPAD and TDC designs in a mainstream standard digital CMOS process. The research 

contributions were summarized, and followed by the outline of this thesis. 

In Chapter 2, a comprehensive and accurate model for the CMOS SPAD was 

developed. A circuit model that included all the behaviors (i.e. static, dynamic and 

statistical) would be useful for circuit designer to elaborate SPAD with complex 

functional circuits to build a large sensor system. Thus, this model was implemented in 

Verilog-A HDL code, which was fully compatible with mainstream commercial 

simulation EDA tools, such as HSpice and Cadence Spectre. Especially, in order to 

improve the modeling accuracy, nonlinear variable diode resistor, stray capacitors and 

temperature dependences of parameters were considered. Moreover, detailed steps on 

how to extract the physical parameters from the inter-avalanche time measurements 

were discussed. With a passive quenching resistor, the SPAD model was validated to 

show the dark noises due to difference noise contributors. The simulation results were 

compared with measurement results and a good match was obtained to demonstrate its 

modeling accuracy.  

In Chapter 3, the silicide layer in the SPAD design was studied. Two test structures 

were designed and implemented to investigate the impact of silicide layer on SPAD. 

Detailed measurements and comparison were performed for both silicided and non-

silicided SPADs. The non-silicided SPAD had a breakdown voltage 1V lower than the 

silicided SPAD. At different excess bias voltages and temperatures, the non-silicided 
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SPAD showed about 5 times improvement in both DCR and PDE. But the after-pulsing 

probability was 2 times higher than the silicided SPAD. Possible reasons that may 

result in these changes were discussed.  

In Chapter 4, the research effort was devoted to develop a TDC in 130nm CMOS 

technology. Targeting the ToF PET imaging application, compact size, low power 

consumption and high resolution were the main performance metrics that were 

highlighted. A gateable Vernier ring oscillator architecture was chosen for its unique 

features. First of all, fine time resolution was guaranteed through its Vernier working 

principle. Second, since the delay elements were arranged in a ring format and were 

iteratively used, the total area was reduced. Third, a low power consumption was 

obtained with the gateable logic design. The fabricated prototype chips were fully 

characterized. Its main performance metrics included 7.3ps resolution, 1LSB precision, 

9ns dynamic range, 0.03mm2 area, 1.2mW power consumption and 1.2LSB integral 

nonlinearity after off-line calibration.  

In Chapter 5, the SPAD and TDC developed in this work were integrated on a PCB 

level. With a pulse diode laser, the IRF of two SPAD channels were first investigated 

to obtain the proper settings for both the laser power and the SPAD excess bias voltage. 

Then, a time-of-flight setup was built. This setup could emulate the coincidence photon 

detection and ToF timing measurement as in a real ToF PET imaging system. The 

coincidence timing resolution was obtained with Gaussian fitting on the measured 

timing spectrums. The ToF measurement was repeated with several different time 

intervals, which were realized by moving the location of one SPAD channel. The 

measured FWHM coincidence timing resolution was 440ps. This superior timing 

resolution would help to improve the SNR by a factor of 2.5, and to increase the 

effective sensitivity by a factor of 6.1, if this prototype sensing system was employed 

in a ToF PET imaging system.  

6.2. Recommendations for Future Work 

The main goal in this research was to develop a low-cost, low-power and 

miniaturized sensing system that is capable to detect light down to single-photon level 

with sub-nanosecond coincidence timing resolution towards the ToF PET imaging 
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application. Thus, the work conducted in this thesis started with the design, analysis 

and characterization of a single-pixel SPAD in a mainstream standard digital CMOS 

process. High-performance TDC circuit was also developed in the same CMOS 

technology. Therefore, the feasibility of integrating the CMOS SPAD and TDC on one 

silicon die is possible. A low-cost and compact sensing system based on these 

components was built and preliminary experiments were conducted to demonstrate the 

time-of-flight measurement. Good coincidence timing resolution was obtained with the 

prototype.  

However, some drawbacks of the current sensing system exist, such as low photon 

detection efficiency, PCB-level system integration, and small pixel area and pixel 

number. In order to realize the fully integrated CMOS single-photon sensing system 

with time stamping capability, the following improvements and recommendations 

should be considered in the future. 

1) The PDE of SPADs in standard digital CMOS process needs to be improved. 

In chapter 3, we conducted a rough calculation showing that the light 

transmittance would be greatly improved by eliminating the dielectric layers 

above the active area of the SPAD. This is because PDE is highly related to 

the light transmittance in the passivation layers. Because of the presence of 

polyimide/nitride/oxide/silicide layers above the SPAD active area in the 

chosen technology, most of the incident photons are reflected. To improve 

the light transmittance, a proper post-process is required to fully remove or 

thin the thickness of these passivation layers [230]. As a further surface 

treatment, anti-reflection coating can be applied to the SPAD chip to 

maximize the light transmittance, thus yielding an improved PDE. An 

increase in the fabrication cost should be expected if these post-process steps 

are employed.  

2) DCR needs to be reduced for SPADs in standard CMOS. Since the doping 

profile cannot be modified in a standard digital CMOS process, it is hardly 

possible to improve the noise performance. The DCR is reduced with lower 

excess bias voltage, but the PDE is also decreased as a side effect. So it is 

not recommended to reduce the DCR by simply applying a lower excess 
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voltage. One possible solution is to employ a diffident CMOS technology. 

For example, the high-voltage process (0.35µm HV CMOS) could be a better 

choice to implement SPADs with better DCR and PDE. Again, the tradeoff 

between optical detection and digital circuit performance would be raised in 

this case.  

3) Future effort could be devoted to the design and optimization of the front-

end circuits that are associated with the SPAD. In this work, the passive 

quenching/reset approach is adopted. Active quenching and active reset 

techniques can remarkably reduce the dead time of the SPAD pixel. The 

down side is that with the increased number of transistors in the front-end 

circuits, the fill factor of the pixel will be reduced. 

4) The prototype system in this thesis is based on a PCB implementation. The 

SPAD cells and TDCs developed in this work can be fully integrated on a 

single chip in a future version. On-chip integration will help to reduce the 

system jitter, simplify the measurement setup, data synchronization and 

transport.  

5) The current TDC prototype is based on a gateable Vernier ring oscillator 

design. Its oscillation frequency is subject to PVT variations. This is the 

reason for a large integral nonlinearity before calibration. Thus, future 

improvement on TDC design should take advantage of the DLL technique. 

Two DLLs should be used to lock the delay per element in two ring 

oscillators against PVT variations. Then, the nonlinearity of the TDC can be 

greatly improved. Also, considering that DLLs are only used to generate 

control voltage signals for the voltage controlled delay elements, they can be 

shared among a large array of TDCs that are integrated on the same chip. 

This will help to keep the silicon area occupied by TDCs to a minimal level.  

6) When the SPADs and TDCs are integrated together to build a compact 

single-photon sensor, the dead time of TDC becomes important. As every 

TDC has its intrinsic dead time to accomplish the time-to-digital conversion, 

the photons that are detected during this period will not be time stamped. 

Thus, some timing information will be lost. A possible solution is to arrange 
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two TDCs operating in a interleave manner. While the first TDC is taking 

measurement, the second one can be reset and ready for next measurement 

period. When the second TDC works, the first one can transfer, store the 

results and reset.  

7) It is noted that the silicon area occupied by electronics cannot be used for 

optical detection, thus reducing the fill factor of the sensor. 3-D integration 

technique would be an attractive approach, because it enables the three 

dimensional placement of electronics and photodetectors, thus, most of the 

silicon area on the top layer can be assigned to optical sensing [231], [232]. 

For example, the SPADs can be placed on the top part of the substrate (layer-

A), and all functional circuits can be implemented on another substrate 

(layer-B). Then, the layer-B is placed underneath the layer-A. The through-

silicon-via (TSV) technique can be used to provide electrical connections 

between these two layers. There are already commercial products utilizing 

TSV boding technology to realize vertically integrated sensor system. The 

6mm×6mm SiPM sensors available from SensL can achieve a fill factor of 

greater than 90% [233].  

8) The dark noises of SPAD will trigger false operations of the TDC, thus 

making it possible to miss the true photon detection. Thus, algorithms or 

circuit blocks should be implemented and integrated on-chip with the 

SPAD/TDC system, in order to distinguish the noises triggering from the 

true detection. One possible method is to record the number of triggering 

counts in a short period. The dark noise is randomly distributed in time 

domain, while the photons generated by scintillation crystals from one 

gamma ray will strike the SPAD in a very narrow time window. Thus, by 

setting a proper threshold for the registered photon counts, it is possible to 

separate the false triggering from the real gamma ray detection in PET 

imaging applications.  

9) It has been proven that the multiple time stamping method combined with 

multi-channel TDCs can improve the coincidence timing resolution in a PET 
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imaging system [45]. Thus, multiple channel TDC designs should be 

considered in the future work. 

The work presented in this thesis was a pilot research to investigate a single-photon 

sensitivity, low-cost and compact sensing system, targeting the ToF PET imaging 

application. It is demonstrated that the mainstream standard digital CMOS process 

could be the candidate to implement both the high-sensitivity photodetector and 

advanced functional circuit blocks, not to mention its greatest potential, i.e. remarkably 

reducing the fabrication cost and allowing miniaturization and system integration on 

the same silicon substrate.  
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