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Abstract

Electric and more-electric vehicle proliferation continues unabated as government

mandates worldwide demand fuel economies in excess of what conventional internal

combustion engines are capable of. Vehicle electrification, to any degree, is perceived

to be the means by which automotive companies may meet these targets. Electrifica-

tion introduces a myriad of problems including cost, weight and reliability, all of which

must be addressed in their own right. The rapid commercialisation of wide-bandgap

semiconductor materials which, as a whole, exhibit properties superior to ubiqui-

tous Silicon, provides the opportunity for power electronic converter minimisation

and efficiency maximisation, easing the challenge of meeting current and incoming

standards.

This thesis concerns itself with the design methodology of a highly power dense

converter, as applied to a three-phase inverter. By using figures of merit, simple

modelling techniques and novel discrete component selection tools, a converter is

designed that is capable of switching 30kW of electric power at 100kHz in a small

package. Testing results show that the converter, with a simple forced air heatsinking

solution, can effectively switch 9kW of power and is capable of reaching 15kW. Given

the temperature rise of one phase leg of the inverter relative to the others, a superior

heatsink design would allow the inverter to reach its rated power levels.
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Chapter 1

Introduction

With transportation alone contributing to a third of green house gas emissions in the

United States, a paradigm shift is necessary to slow the onset and minimise the impact

of climate change. Governments worldwide are beginning to recognise the economic

and societal impacts of air pollution and climate change and have been introducing

stricter fuel economy mandates for new vehicles. These, in tandem with the general

public’s demand for more environmentally friendly transportation options, have been

driving an increase in interest in electrified vehicles by automotive manufacturers

(Bilgin et al., 2015).

One of the most notable programs for mandated vehicle electrification is Califor-

nia’s Zero Emission Vehicle (ZEV) program. Devised in 1990 and launched in 1998,

the ZEV program mandates that a certain percentage of new car sales in the state

must output no pollution when driving, encompassing fuel cell (FC) and battery-

electric vehicles (BEVs). Other states have opted for similar programs following the

successful launch in California (Alliance of Automobile Manufacturers, 2016).

Another program, launched by the United States Department of Energy, is the

1
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EV Everywhere Challenge, which is a collaborative project between manufacturers,

national laboratories and government to innovate in transportation electrification to

obtain size and cost reductions. Targets are laid out for cost, power density and other

key parameters in powertrain development in the coming years (Rogers, 2012). New

developments and technologies are key to achieving these mandates and targets.

Three major electric vehicle architectures exist and are shown in Figure 1.1. Au-

tomotive manufacturers develop a powertrain based on what architecture meshes best

with their planned vehicle and load profiles. Vehicle types can be broken in to three

major categories: hybrid electric (HEV), battery electric and fuel cell. Hybrids can be

further subdivided depending on the level of hybridisation, with the lowest level being

a start-stop configuration and the highest a plug-in hybrid vehicle, where the battery

is the primary propulsion source and gasoline the secondary. More comprehensive il-

lustrations of electrified vehicle architectures with many of the auxiliary loads shown

can be found in (Emadi et al., 2006).

2
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Figure 1.1: Electrified vehicle architectures, with a battery charging module included
(Emadi, 2014).
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A simplified power conversion chain in an electrified vehicle is presented in Figure

1.2. The battery does not connect to the motor directly for two reasons: the first is

that AC motors are better suited for vehicle applications and a battery’s output is

DC, rendering the two incompatible; and the second is that a high voltage battery

pack is expensive to build and manage charge balancing due to the need to create

large series stacks to increase the voltage level. For these reasons, two converters

normally interface between the battery and the electric motor: a bidirectional DC/DC

converter, where current can flow to the motor and also back to the battery; and an

inverter to convert from DC to AC. The battery also connects to an auxiliary power

module (APM) to bring the voltage level down to that which the auxiliary loads

require. If the vehicle is a PHEV or BEV, then a battery charging circuit is required;

if not, it is omitted.

For illustration’s sake, inverter A is assumed to not be active (i.e. purely electric

driving). The efficiency in the primary power conversion chain, from battery to motor,

is the product of the efficiencies of each series component and is calculated as (1.1).

For a high chain efficiency, each individual item needs to have a high efficiency.

ηdrive = ηbatteryηDC/DCηinvBηmotor (1.1)

It is here where the benefits of novel technologies for power switches can be best

observed. Silicon, the material underpinning the modern technological revolution

and the majority of power converters presently, is approaching its theoretical limits

and it takes innovations, such as Superjunction technology, to obtain ever higher

performance. Wide-bandgap (WBG) materials, however, have intrinsic properties

that are favourable to reducing power losses, making them capable of higher efficiency

4
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Figure 1.2: Electric power flow and conversion chain in a hybrid electric vehicle (Bilgin
et al., 2015).

operation than their Silicon counterparts.

As illustrated, there are three, four or more–depending on the vehicle’s architec-

ture (Emadi et al., 2006, 2008)–major power converters in an electric vehicle. They

all stand to benefit, in some form, from a shift to wide-bandgap materials. Due to

differences in voltage and current levels, some materials are more likely to see use

than others for a given converter.

The auxiliary power module (APM) steps down the battery voltage, high or low, to

12V, replacing the alternator for powering auxiliary loads. There exist many possible

circuit topologies and control schemes for an APM (Hou et al., 2015). Inductors or

transformers, depending on whether isolation is desired, are required and can be made

smaller by increasing the switching frequency. On the low voltage bus, the currents
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can be in the hundreds of Amperes, demanding switches with low conduction losses.

Wide-bandgap devices can meet both of these needs.

The bidirectional boost converter steps up the voltage from the battery to levels

that would generate a desired speed for the electric motor, as well stepping-down volt-

age during a regenerative braking operation to recharge the battery a small amount.

There are several topologies, primarily related to the number of switches and induc-

tors in the system. A phase can be defined as a conduction leg with two switches,

permitting forward and reverse conduction. Topology variations can have one induc-

tor per phase, a shared inductor between phases, or some variant thereof (Ye et al.,

2014a). Higher phase numbers are beneficial for reducing the volume of the required

inductor, as well as the power losses in the switches. In one study, the benefits to be

seen in terms of inductor and switch volume and losses were quantified, justifying a

decision to move to a higher phase order (Magne et al., 2015). Increasing the switch-

ing frequency can further reduce inductor volume, thereby driving upwards the power

density of the converter. WBG semiconductor devices are capable of switching at a

higher frequency than their Silicon counterparts with lower losses, providing a viable

avenue to reduce the inductor volume and even the heatsink via reduced losses.

The inverter converts the stepped-up DC voltage to an AC voltage, which is used

to drive the electric motor. Many inverter topologies exist, such as the Z-source (ZSI),

current source (CSI), voltage source (VSI) and various multi-level inverters. These

topologies can exist as a single three-phase inverter or several in parallel for supplying

multiple loads. The ease by which a voltage source inverter may be implemented, as

well as the reduction in the total number of components relative to other topologies,

make it preferred for automotive applications (Ye et al., 2012b). Cost considerations
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come in to play for these more component-heavy topologies, which spurred an inves-

tigation in to alternative, reduced-part dual inverters. The general findings were that

for a dual inverter, reliability and voltage utilisation issues make it difficult to justify a

reduction in transistors (Ye et al., 2012a). Outside of component count reduction, the

other means by which the size of an inverter can be reduced is the DC capacitor bank,

which is estimated to consume 35% and 23% of the volume and weight, respectively

(Balachandran et al., 2014), of a traction inverter. Fast switching devices reduce the

capacitance required for a given voltage ripple level (Preindl and Bolognani, 2011),

making them an attractive proposition.

The battery charger, the optional converter that depends on the degree of elec-

trification of the vehicle, interfaces between the electrical grid and the battery in the

vehicle. Most of the time, the battery charger steps-down and rectifies the AC voltage

to a DC voltage; however, interest is growing in bidirectional topologies–also known

as Vehicle-to-Grid (V2G)–that allow an unused electric vehicle to supply energy to a

load that accepts AC voltage as an input: a house, the power grid, etc. If the charger

is on-board as opposed to off-board, then it becomes imperative to reduce its total

in-system footprint. If the system is non-integrated, i.e. a separate charging circuit is

added, then additional active and passive components are required, which add bulk

to the vehicle (Yilmaz and Krein, 2012). Higher levels of integration, such as the

clever designing-in of an active filter to an APM for battery charging applications,

can minimise the number of additional components and benefit the power density

and cost of the entire charging system (Hou and Emadi, 2015). WBG materials are

favourable to reducing losses and the size of magnetic components. An additional

benefit of the employment of WBG semiconductors is that, with a higher efficiency
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charging system, a battery can be charged faster and, therefore, has the potential to

assist in electrified vehicle adoption. Furthermore, if the car is being used in V2G

mode, where a bidrectional converter is absolutely necessary, a higher efficiency from

the charging circuit would translate in to more energy supplied to the grid, which

could aid in grid stability when demand is high.

From this overview of the typical major power converters within an electrified

vehicle, two conclusions can be drawn: that they need to be small and efficient;

and that wide-bandgap materials have the potential to greatly aid in this endeavour.

Over the years, many researchers have considered both the efficiency of the individual

components and the efficiency of the system as a whole when using wide-bandgap

transistors. They range in their goals, with some seeking to characterise a device

and draw a conclusion and others showing the benefits to be reaped in a particular

application.

Two studies that consider the first point are (Merkert et al., 2014) and (Jahdi et al.,

2014). In both, the authors characterise conventional and Silicon Carbide transistors

and make a comparison between the two. In the former, continuous functions for

specific devices are built by fitting a curve to the experimentally obtained data and

are used for the simulation of an inverter’s efficiency. The results showed that an

inverter built with Silicon Carbide JFETs performed better than one built with Silicon

IGBTs. In the latter study, a Silicon Carbide MOSFET and diode were evaluated

against a Silicon IGBT and diode under several different operating conditions: slew

rate, temperature, voltage, current and gate resistance. These results were used for

a three-phase inverter conversion efficiency simulation under different modulation

schemes. The Silicon Carbide system obtained significantly higher efficiency under
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all the assessed modulation strategies. A third study mapped out the switching and

conduction losses of even more switches to come to the same conclusion, although it

was published several years earlier (Glaser et al., 2011).

A study published, predating the first two, showed very clearly the gains to be

obtained for an electrified vehicle by using Silicon Carbide devices in the inverter

stage (Zhang et al., 2011). The authors experimentally obtained performance curves

for a Silicon Carbide JFET and Silicon IGBT for use in simulations of a HEV and

PHEV model over a typical driving cycle. The end result was that, in both vehicle

architectures, the overall system efficiencies were higher with Silicon Carbide, result-

ing in fuel economy savings. The junction temperature estimation from the estimated

power losses was low enough that the heatsink could be redesigned and made smaller

for the JFET, yielding further synergies.

One drawback to the previous investigation is that it does not take advantage of

the higher frequency operation that wide-bandgap semiconductors afford by switch-

ing only at 20kHz, nor their ability to operate at higher temperatures than Silicon.

These drawbacks are rectified in (Wrzecionko et al., 2014), where a 10kW inverter

operating in an environment with an ambient temperature of 120◦C is designed and

implemented while switching at 50kHz. Silicon Carbide’s maximum permissible junc-

tion temperature is higher than that of Silicon, making it favourable for such an

application. Replacing a Silicon inverter with the designed one would allow for a

reduction in the size and complexity of the heatsink and, consequently, increase the

power density of the system.
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Another study focussed on three converters for automotive applications: one three-

phase inverter and two DC/DC converters, one bidirectional and the other unidirec-

tional. Using a sample of devices on the market and their ratings, a trend was created

to scale devices from one power level to another via die size modifications, with this

information being used to develop loss models of the three converters. Under these

conditions, all-Silicon Carbide devices offered superior performance to Silicon MOS-

FETs, IGBTs and even hybrid Silicon IGBTs, which fuse an IGBT with a Silicon

Carbide diode to reduce the reverse recovery losses of the diode when switching. Sil-

icon Carbide MOSFETs were also shown to meet rather handily the demands of the

autmotive industry (Biela et al., 2011).

Shifting focus entirely to DC/DC converters, a paper published considered an on-

board battery charger for an electric vehicle using Silicon Carbide MOSFETs. The

topology consists of a boosting rectifier and an isolated step-down converter with a

high level of integration and custom-made MOSFET modules. The end result was an

on-board charging system outputting just under double the United States Department

of Energy’s 2022 target, as well as having a power density and specific power five and

four times, respectively, larger than the target. No direct comparison is made between

Silicon and Silicon Carbide devices, though it can be assumed that the 2010 Prius

PHEV that is used as a benchmark did not use WBG materials. In this case, the

designed charger achieves much better performance (Whitaker et al., 2014).

A low voltage battery charger using an auxiliary power module with an integrated

active filter was designed using Silicon Carbide MOSFETs on the high voltage side of

the converter was presented in (Hou and Emadi, 2016). Substantial benefits in terms

of system cost were observed by moving to an integrated active filter by minimising
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the number of additional switches and capacitors required. This implies, in turn,

an increase in the power density, though the gain was not explicitly investigated.

Furthermore, an efficiency increase of 1-2% was seen as a result of the use of Silicon

Carbide MOSFETs.

The use of wide-bandgap semiconductors is not exclusive to automotive applica-

tions. In (Alkayal and Saada, 2013), the researchers designed a three-phase inverter

using Silicon Carbide MOSFET modules for an electric train. The main result of

the study was that the same techniques for designing a Silicon-based inverter can be

applied to a Silicon Carbide inverter. They also showed that the optimal switching

frequency for a Silicon Carbide inverter was higher than that of Silicon, when taking

in to account mass, volume and cost of the system. This includes the heatsink and

an AC-side filter composed of inductors and capacitors. Higher efficiency and faster

switching allows the size of these components to be reduced.

Nor are wide-bandgap materials exclusive to transportation. For photovoltaic

applications, the conversion efficiency from panel-to-grid is of great importance, in no

small part due to the fact that solar cells convert a fraction of the energy they receive

from the sun. The importance of wide-bandgap materials for these applications was

espoused in (Rodriguez et al., 2013) and (Garcia-Rodriguez et al., 2014), with the

former considering Silicon Carbide and the latter Gallium Nitride. In both studies,

the efficiency of wide-bandgap and Silicon devices is assessed. The results showed

clear gains by transitioning to WBG transistors.

An interesting study is undertaken in (Gurpinar and Castellazzi, 2016), where

a single-phase T-type inverter is designed using three different switches: a Silicon

IGBT, a Silicon Carbide MOSFET and a Gallium Nitride MOSFET. Analysis showed
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that the GaN FET achieves higher efficiency over temperature, power and switching

frequency. This translated in to an estimated reduction in the heat sink size, relative

to Silicon Carbide, of almost four times, as well as a lower loss for a given output

filter volume, in no small part due to the higher switching frequencies that can be

obtained. The key takeaway is that Silicon Carbide is not the only solution when

designing-in wide-bandgap semiconductors and, indeed, niches may exist depending

on voltage, current and switching frequency levels.

Take, for example, a presentation given by Yole Développement at the Applied

Power Electronics Conference (APEC) in 2015 pertaining to market trends in the

semiconductor industry. Their statement, concurred with by semiconductor manu-

facturers, is that different materials will dominate different voltage levels and price

points. At the moment, Silicon Carbide and Gallium Nitride are cutting in to high-

end, performance applications; however, as their cost comes down, they are expected

to further erode Silicon’s position. Gallium Nitride is expected to be used in ultra-

high frequency applications below 100V and in general converters up to about 600V

while Silicon Carbide is slated to dominate higher voltage levels (Gueguen, 2015).

Two papers published using Gallium Nitride hit home its versatility in voltage

levels, which is yet to be seen in Silicon Carbide publications where they have so

far been used only at higher voltage levels. In the first study, Gallium Nitride High

Electron Mobility Transistors (HEMTs) are used for a 48-to-12 Volt resonant step-

down converter operating at 1.2MHz, delivering several hundred Watts of power.

Analytical and experimental results, as well as a low voltage figure of merit (FOM)

designed specifically for hard switched GaN devices, show that superior efficiency and

performance can be achieved (Reusch and Strydom, 2015).
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Similar work on a resonant converter, albeit at a DC bus voltage of 400V, is

shown in (Huang et al., 2014). A GaN HEMT is compared with a Silicon MOSFET

switching at 1MHz to deliver several hundred watts on a 12V bus. The two share

similar conduction losses; however, the switching losses are where the GaN device

shines, with a significant reduction exhibited. The end efficiency is several percentage

points higher, making it an attractive option for such designs.

In total, the consensus is that wide-bandgap semiconductors are beneficial to loss

and system footprint reduction and are worthy of applied research. From this survey

of literature, two gaps are observed, both of which are related to the power dense de-

sign of a converter: the first is in a simple, accurate and generalised process that does

not rely on heavy levels of modelling and testing to preliminarily determine converter

losses; and the second is in discrete component selection, where many studies simply

state a component was chosen with no process outlined. Together, these challenges

can restrict the ability of This thesis aims to alleviate these identified issues.

In chapter 2, the basics of power semiconductor devices and materials are outlined.

Intrinsic material properties show that wide-bandgap semiconductors have inherently

great potential to benefit power electronic designs. Figures of merit (FOMs), for

both materials and switches, are presented. For the materials, the benefits to be

reaped from moving to designs employing wide-bandgap semiconductors are defini-

tively shown.

In chapter 3, a review of modelling techniques is undertaken and a decision is

made on which to employ when estimating the losses of a converter. A three-phase

inverter is chosen as the targeted application and the means of evaluating the effi-

ciency are presented. Optimality in component selection, a rarely discussed subject,
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is introduced, along with several possible approaches. The fundamentals of parasitic

parameter analysis of a power transmission system are discussed and exemplified via

finite element simulations on a realised bus bar.

Chapter 4 is focussed on the design of the converter, with an emphasis on compo-

nent selection. The figures of merit for specific devices, introduced in chapter 2, are

used to draw an initial conclusion regarding which transistor to use. Linear analysis

under equal operating conditions is used to determine exactly which transistor to

design-in as the FOMs are not capable of delivering an exact answer. Novel tech-

niques are used to select the DC-link capacitor, which are equally applicable to any

other discrete component selection problem, given appropriate tuning is applied to

the data pre-processing and algorithm. The basics of PCB design for a high voltage

circuit are discussed and applied to design two versions of the prototype inverter.

Testing of the prototype inverters is presented in chapter 5. The impedance mea-

surements of a bare board and a populated board show that it is well-designed, ex-

hibiting low parasitic inductance. The inverters are then tested in two configurations,

with the first set of tests showing good correlation with the basic model at low power

and the second showing the temperature of the cases when switching approximately

8kW of mechanical power, which translates to roughly 30% of the rated electrical

power.

A summary of the work undertaken is given in chapter 6 and potential avenues of

future research are outlined.
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Chapter 2

Switching Devices & Comparative

Analysis

2.1 Types of Devices

For electronics applications, there exist many different devices for controlling voltages

and currents. In this section, only the major power switching devices and the basic

diode will be discussed to provide the basic framework for moving forward with a

comparison of different semiconducting materials and devices for an application.

2.1.1 Bipolar Junction Transistor

The Bipolar Junction Transistor (BJT), invented in the late 1940s, was the first power

transistor to have been created and used for power electronic applications.

The most simplified, albeit not fully representative, model of a BJT is that of a

current-controlled switch: a current in the base determines how much current can
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exit the third terminal of the device. For an NPN BJT, current flows in to the base

of the transistor, amplifying the current in the collector; in the case of a PNP BJT,

current flows out of the base and determines the amplification in the emitter. The

level of amplification is tied to the amplification factor, β, which is dependent upon

the doping levels of a specific device. The basic schematic representation of a BJT is

given in Figure 2.1.

C

E

B

CBE

CBC

Figure 2.1: BJT schematic with parasitic capacitances.

A BJT has three operating modes: cutoff, saturation and active. These can be

seen in Figure 2.2. The two modes of interest for a power switch are cutoff and active.

Cutoff is achieved when no current is flowing in to or out of the base. Active has

several conditions that must to be met, which will also determine the flow of current
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through the device. Coarsely speaking, if a current, i, is defined as positive when

flowing from collector to emitter in an NPN BJT,

i =


> 0, if vC > vB > vE

< 0, if vC < vB < vE

(2.1)

where vC , vB and vE are the voltages at the collector, base and emitter. For a PNP

BJT, vC and vE would change positions in the inequalities.

iB1

iB = 0

iCE

vCE

iB2

iB3

iB4

iB5

Active

Saturation

Cutoff

BVCE

Figure 2.2: BJT current-voltage characteristic.

BJTs are minority carrier devices and, as a result, have significant tail currents

when turning off due to the need to remove the charge carriers from the base. More-

over, power BJTs often have low current gains and require large base currents to turn

on (Mohan et al., 2003). These issues make them unfavourable for high frequency

power switching applications due to the significant power losses that can be incurred.

BJT relevance is low in modern applications because of MOSFET advances and the
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introduction of IGBTs, which combine the attributes of a MOSFET and BJT for

superior operating characteristics–including an elimination of the base current–and

ease of use.

2.1.2 Metal-Oxide-Semiconductor Field-Effect Transistor

The Metal-Oxide-Semiconductor Field-Effect Transistor (MOSFET) is a voltage-

controlled device where an applied voltage builds an electric field which, when suf-

ficiently high, creates a region where electrons may move through, thereby creating

electric current flow. MOSFETs come in two varieties: n-channel (NMOS) and p-

channel (PMOS). NMOS devices are preferred due to the higher mobility of the charge

carriers, driving a reduction in the on-state resistance for a given die size.

A MOSFET, like a BJT, has three different operational regions: cutoff, triode

(or Ohmic) and saturation. The most desirable region to operate in is saturation,

particularly for power applications, as it permits a higher current flow with a lower

resistance. The three regions are exhibited in Figure 2.3. With the saturation region

being of primary interest, it will be the only one to receive discussion. The effects of

channel length modulation are omitted for simplicity’s sake.

For a laterally built MOSFET, the current carrying capability of the device in the

saturation region can be described as,

iD = µnCox

(
W

L

)
(vGS − Vth)2 (2.2)

where µn is the electron mobility ( cm
2

V ·s ); Cox is the capacitance of the Silicon dioxide

insulation between gate and source and gate and drain; W
L

is the aspect ratio of the

conduction channel, the ratio of the width, W , to the length, L; vGS is the gate-source
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vGS1

vGS < Vth

iDS

vDS

vGS2

vGS3

vGS4

vGS5

vGS – Vth = vDS Active

Ohmic

Cutoff

BVDS

Figure 2.3: MOSFET current-voltage characteristic.

voltage applied to the MOSFET; and Vth is the threshold voltage of the device. The

product of (µnCox)
(
W
L

)
is the channel conductance, gDS.

This expression is most commonly associated with low voltage MOSFETs for

signal amplification purposes as, for power devices, to achieve a sufficient blocking

voltage, the length, L, must be increased; however, increasing L drives the channel

resistance upwards. There comes a point where the device becomes excessively large

and lossy when building laterally. For this reason, power MOSFETs are typically

built vertically and are referred to as Diffusion MOS (DMOS) transistors (Sedra and

Smith, 2010). Superjunction MOSFETs, described in section 2.3.1, are built using a

variation on DMOS techniques.

Despite not being universally applicable to MOSFETs, (2.2) helps with the basic

understanding of a MOSFET’s performance. It is also helpful in explaining why Gal-

lium Arsenide devices came to prominence in some applications, despite the bandgap
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and breakdown electric field strength not being substantially larger than what Sil-

icon offers. A popular means of building Gallium Nitride MOSFETs, which has a

much larger bandgap than both Gallium Arsenide and Silicon, is to do so laterally,

permitting (2.2) to be employable.

The most basic interpretation of an NMOS is that, under a positive gate-source

voltage exceeding the threshold voltage, it is on and under zero (or negative) gate-

source voltage it is off. While it is a gross oversimplification, it covers the most

important operating characteristics of a MOSFET for power applications. To operate

in the saturation region, two conditions must be met:

vGS ≥ Vth (2.3a)

vGS − Vth ≥ vDS (2.3b)

wherein vDS is the drain-source voltage, which is the drain-source current, iDS, mul-

tiplied with the on-state resistance, rDS.

A schematic representation of a typical MOSFET with its parasitic capacitances

is given in Figure 2.4. When switching a MOSFET, the parasitic capacitances con-

tribute greatly to its performance. The two that contribute most significantly are Ciss

and Crss, which affect the current and voltage transition times, respectively. They

are defined as,

Ciss = CGS + CGD (2.4)

Crss = CGD (2.5)
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where CGD, CGS and CDS are the gate-drain, gate-source and drain-source capaci-

tances, respectively.

D

S

G

CDS

CGS

CGD

Figure 2.4: MOSFET schematic with parasitic capacitances.

Contributing to the overall energy losses of the MOSFET is the equivalent output

capacitance, Coss. It can be calculated as (2.6).

Coss = CDS + CGD (2.6)

Together, the capacitances and resistance fully describe a given MOSFET. Under

specific operating conditions, the switching transition times can be approximated and,

thusly, the losses.

MOSFETs find the most use in lower voltage, lower current, high frequency ap-

plications.
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2.1.3 Insulated-Gate Bipolar Transistor

The Insulated-Gate Bipolar Transistor (IGBT) is the combination of both a MOSFET

and BJT in a single semiconductor structure. An IGBT is built vertically in the same

fashion as a DMOS with an additional p layer added, which gives rise to a pn junction

that forms the BJT. Schematics of the device can be seen in Figure 2.5, where (a) is

the more comprehensive–yet still approximated–internal model of an IGBT and (b)

is the most basic representation, where it is considered simply as a voltage-controlled

device.

G

E

C

rdrift

- +

CGE

CGC

CCE

(a) The more complete IGBT model.

C

E

G
CCE

CGE

CGC

(b) Simplified IGBT model.

Figure 2.5: Complex and basic IGBT schematics.

The IGBT is composed of two stages: a PNP BJT that conducts current and the

n-channel MOSFET that controls its base and, hence, the flow of current. When the

gate of the NMOS is driven high and it turns on, the base of the PNP is permitted to

conduct current from Base to Emitter, giving rise to a voltage, vBE, that influences
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how much current flows from Collector to Emitter.

In reality, the top terminal of a PNP BJT is the Emitter and the bottom the

Collector, which does not match the schematic representation of Figure 2.5; however,

since it acts like an NPN BJT where it conducts with a positive applied voltage, the

notation of Collector on top and Emitter on the bottom avoids confusion in practice.

This discussion is relevant for an n-type IGBT. Its current-voltage characteristic is

more or less equivalent to that of a MOSFET.

The IGBT, like the BJT, suffers from long tail currents when switching off due

to its minority carrier structure. This makes it unfavourable for high frequency ap-

plications as the off-switching energy is high; however, the base current required to

drive the device is eliminated, making it much better for use than a BJT. IGBTs find

widespread use in high voltage, high current, low frequency converters.

2.1.4 Hybrid Silicon

Hybrid Silicon devices combine Silicon and Silicon Carbide components within the

same package. This normally entails the use of a Silicon device as the switch, either a

MOSFET or an IGBT, with the freewheeling diode being Silicon Carbide. However,

since a MOSFET has a parasitic diode embedded in its structure, the benefits to be

seen by paralleling a separate diode are more evident with respect to conduction and

not switching. The total gains are more pronounced with IGBTs and, as a result,

the majority of commercially available hybrid Silicon devices are Silicon IGBTs co-

packaged with Silicon Carbide diodes. This allows these hybrid transistors to mesh the

superior current carrying characteristics of an IGBT with the reduced reverse recovery

losses of a Silicon Carbide diode. This provides a strong benefit when considering high
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voltage, high current devices, as the reverse recovery energy is linked intrinsically to

the junction capacitance of the diode which, itself, grows with the demanded blocking

voltage.

A typical schematic for a hybrid IGBT is shown in Figure 2.6. The sole point

of differentiation between a hybrid IGBT and a standard IGBT is the inclusion of a

Silicon Carbide freewheeling diode.

SiC

C

E

G
CCE

CGE

CGC

Figure 2.6: Hybrid IGBT schematic with parasitic capacitances.

Hybrid IGBTs find use in the same circuits that regular IGBTs do. The lower

losses associated with the Silicon Carbide freewheeling diode can enable a reduction

in heatsink size or an increase in the switching frequency of the converter.

2.1.5 Diodes

Diodes, in contrast to the other devices discussed so far, are two terminal semicon-

ductors that only permit unidirectional current flow. BJTs, MOSFETs and IGBTs
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permit bidirectional flow by controlling whether the device is on or off via a third

terminal, making them inherently more versatile.

The most basic model of a diode is a unipolar switch that turns on when the voltage

applied to the anode is higher than the minimum voltage drop on the junction, Vj.

When this condition is met, current flows from anode to cathode; if not, then no

current may pass.

The current-voltage characteristic of a typical diode is shown in Figure 2.7. The

forward voltage is non-linear and is a function of the current being passed by the

device. Once a minimum voltage, Vj, is surpassed on the anode, current begins to

flow from anode to cathode.

vF

VB

iF

Vj

 
1

d
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v r
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Figure 2.7: Current-voltage characteristic of a generic diode.

Diodes find widespread use in power converters as they provide a path for en-

ergy stored in parasitic capacitances and inductances to be dissipated. Without an

anti-parallel (or freewheeling) diode, the voltage would rise until the semiconductor

device is forcibly short-circuited. Depending on the circuit topology and efficiency

requirements, diodes can be replaced by tightly-controlled transistors acting in an
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identical manner with potentially lower losses.

2.2 Why Consider Wide-Bandgap Materials?

Wide-bandgap materials have many properties that are beneficial to power electronic

applications. The larger bandgap itself gives rise to many of them: high temperature

operation, radiation hardening, high blocking voltage and lower total power losses.

The simplest model of a semiconductor is that there exist three regions: the

valence band, which is where the electrons rest until excited; the conduction band,

which is where electric current begins to flow as the movement of electrons; and the

bandgap, the region separating the two. As one would expect, as the bandgap grows

larger, so, too, does the amount of energy required to excite electrons to jump from

the valence to conduction band. This is the reason why wide-bandgap materials have

some of their beneficial properties. In terms of radiation hardening, significantly more

energy is required to force turn-on from an external source. For high temperature

operation, more thermal energy is required to excite the electrons in the valence band

sufficiently to make the transition. For the blocking voltage, a higher electric field is

required to cause dielectric breakdown and force conduction. Together, these allow

wide-bandgap materials to perform more reliably in harsh environments.

Related to the bandgap are the power losses of a device. As will be discussed

in section 2.3.5, the internal capacitances and resistances of a MOSFET can be de-

termined from the semiconducting material’s properties. Wide-bandgap materials

allow for lower resistances and capacitances to be achieved for a given blocking volt-

age capability, thereby reducing the losses under all operating conditions. Reduced

capacitances, in turn, allow for the switching frequency to be increased, driving a
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reduction in the size of certain passive components: capacitors, inductors and trans-

formers. Several capacitors for power electronic applications are shown in Figure 2.8.

Capacitor (b), were it rated for 800V, would likely be larger than (a); conversely, if

capacitor (c) were to have a capacitance of 1000µF, it, too, would be large. In re-

ducing the capacitance requirements for a given voltage ripple, the size of a converter

can be decreased dramatically.

Figure 2.8: DC capacitors of different types, voltages and capacitances: (a) 400V,
500µF, film; (b) 63V, 1000µF, electrolytic; and (c) 800V, 5µF, film.

These, among other reasons (Gueguen, 2015), are why wide-bandgap materials

are finding increasing usage in industry and academia.

2.3 Types of Semiconductor Materials

There are many possible semiconducting materials for electronics applications; how-

ever, only a few of them show good promise, as well as being commercially viable

now or in the future, near or far. Properties key to electronics applications for these
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elements are provided in Table 2.1. An individual treatment of each material follows

in the proceeding sections.

Table 2.1: Semiconductor material properties (Tolbert et al., 2003).

Material Eg εr Ec µn µp λ νsat

Si 1.12 11.9 300 1500 600 1.5 1
GaAs 1.43 13.1 400 8500 400 0.46 1

6H-SiC 3.03 9.66 2500 400 101 4.9 2
4H-SiC 2.36 10.16 2200 1000 115 4.9 2
GaN 3.45 9 2000 1250 850 1.3 2.2

Diamond 5.45 5.5 10,000 2200 850 22 2.7

The parameters in Table 2.1 are: the bandgap, Eg (eV); the relative dielectric

constant, εr; the critical electric field, Ec (kV/cm); the electron mobility, µn ( cm
2

V ·s );

the hole mobility, µp ( cm
2

V ·s ); the thermal conductivity, λ ( W
cm·K ); and the saturated

electron drift velocity, νsat (×107 cm/s).

2.3.1 Silicon

Silicon is ubiquitous and is synonymous with the modern world. It has been the

workhorse of electronics since transistors began to supersede vacuum tubes in the

1950s, beginning first with BJTs and now progressing steadily with MOSFETs and

IGBTs. However, it is beginning to approach its theoretical limits in terms of RDS(ON)

and internal capacitances, making performance gains increasingly incremental. Inno-

vations in manufacturing and structure are being used to try to alleviate this (Brown,

2006). One such example is the Superjunction MOSFET.
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Silicon Superjunction

Silicon Superjunction (SJ) MOSFETs are amongst the latest advancements in Silicon

MOSFET technology. Superjunction MOSFETs change the physical build of a device:

instead of a strict vertical structure where thicker layers are required to block higher

voltages, the idea of charge balancing is employed to cancel electric fields under reverse

bias conditions, thereby reducing the necessary layer thickness to block a given voltage

(Havanur and Zuk, 2015). The largest benefits are a lower gate capacitance–and,

consequently, gate charge to fully turn on–and a lower RDS(ON) per unit area than

standard Silicon. These features enable higher frequency, higher power operation of

a MOSFET in the same package, thereby providing the opportunity to increase the

efficiency and power density of a converter.

2.3.2 Silicon Carbide

Silicon Carbide (SiC) is one of the current most promising novel semiconductor ma-

terials for high power switching applications. A doctoral dissertation was written

on the system-level benefits it could provide (Ozpineci, 2002) and the results were

overwhelmingly positive, even with few MOSFETs and primarily low voltage, low

current SiC diodes available. Further research has been conducted as the technology

has matured and the offerings widened that continue to show strong gains.

Silicon Carbide has many polytypes; however, the two most widely available for

power devices are 4H and 6H, with 4H being the polytype of choice (Tolbert et al.,

2003). SiC, resulting from its material properties (see Table 2.1), outperforms basic

Silicon both electrically and thermally on a die of the same size. It exhibits a lower

on-state resistance, blocks a higher voltage per unit area and has significantly reduced

29



M.A.Sc. Thesis - William Michael Eull McMaster - Electrical Engineering

switching energies due to the smaller die structure while also evacuating heat more

efficiently; however, current packaging and bonding materials limit the recommended

maximum junction temperature. Solutions are currently being devised (Horio et al.,

2012) so as to take advantage of its ability to operate at very high junction temper-

atures and eclipse Silicon in another regard.

2.3.3 Gallium Nitride

Gallium Nitride is the other semiconductor technology that has been garnering in-

creasing attention. Its properties are favourable–more so than Silicon Carbide–to

reducing switching losses. Lateral device structures, where current flows horizontally

as opposed to vertically, have also helped in driving down the on-state resistance and

the capacitances that contribute to switching losses. Research has shown solid leaps

over Silicon performance (Reusch and Strydom, 2014, 2015; Huang et al., 2014) and,

even, over Silicon Carbide MOSFETs (Gurpinar and Castellazzi, 2016). GaN shows

promise for both low and high power switching applications.

Gallium Nitride devices are often referred to as High Electron Mobility Transistors

(HEMTs) as a result of their high electron mobility parameter. To date, significant

work has been done to design normally-off devices as opposed to normally-on. Two

of the major approaches to developing an enhancement mode (normally-off) device

are the cascode structure, where an enhancement mode Silicon MOSFET is placed

in series with the GaN FET and gate doping, to achieve a positive threshold voltage

(Jones et al., 2014).
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2.3.4 Gallium Arsenide

Gallium Arsenide (GaAs) has seen use for some time in radio frequency applications.

The small increase in bandgap relative to Silicon makes it less susceptible to accidental

turn on due to radiation and, thus, it has been favoured for aerospace and satellite

designs. The high electron mobility reduces the dynamic channel resistance of a GaAs

MOSFET and, even though the relative dielectric constant is higher than Silicon, the

increase in switching losses associated with a higher capacitance can be mitigated by

taking advantage of the higher critical electric field, enabling a smaller die to be used

and an overall lower capacitance achieved. An additional benefit of the reduction in

the on-state resistance is that there is an increase in the cutoff frequency of the device,

allowing GaAs MOSFETs to operate over a wide frequency band without suffering

significant attenuation (Ajram and Salmer, 2001).

With respect to power electronic applications, GaAs is not widely used. Indeed, its

low thermal conductivity makes evacuating heat a challenge. With junction tempera-

ture being the limiting factor of power switches, Gallium Arsenide devices are unable

to sustain large power losses without significant and complex cooling solutions added.

These issues do not preclude GaAs transistors from being used for power switching

applications. Some research has been done–one example being (Ajram and Salmer,

2001)–that shows them as low voltage power switches; however, they are unlikely to

gain much traction with the advent of Gallium Nitride devices that are superior in

many regards. It is more probable that Gallium Nitride will cut in to applications

that Gallium Arsenide currently holds.
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2.3.5 Examples

To illustrate the benefits of wide-bandgap semiconductor materials, several important

parameters related to devices used in switching applications will be introduced and

elaborated upon.

The specific on-resistance is defined by (2.7). It is also referred to as the drift region

resistance and, for high voltage MOSFETs, it dominates the total on-state resistance

of the device (Mohan et al., 2003; Havanur and Zuk, 2015). Thus, minimising Ron,sp is

an important part of driving efficiency higher. It can be clearly observed that a high

permittivity, mobility and critical electric field are beneficial to this task. Referring

back to Table 2.1, it becomes obvious that wide-bandgap materials are key to this

endeavour.

Ron,sp =
4V 2

B

εµE3
c

(2.7)

An alternative means of quantifying the resistance is given by (2.8), which is

the calculation of the resistivity of a sheet of semiconducting material in its most

fundamental sense. In this case, a low resistivity is desired. This is achieved by driving

the doping concentrations and mobilities of electrons and holes higher. Silicon, as a

whole, tends to have higher mobilities, which favour it for a given doping density;

however, wide-bandgap materials allow for higher doping to be achieved because of

their higher critical electric fields and relative permittivities. Hence, when considering

all factors, wide-bandgap materials can still achieve lower resistances than Silicon, per

the definition of the resistivity of a semiconductor,

ρ =
1

q (Nnµn +Npµp)
(2.8)
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where q is the value of the elementary charge and Nn and Np are the doping densities

of electrons and holes, respectively.

To help make this point, consider a simple pn diode. Its blocking voltage can be

approximated as (2.9) (Mohan et al., 2003),

VB ≈
εrE

2
c

2qNd

(2.9)

where Nd is the total doping density. For wide-bandgap materials, their numera-

tors are significantly larger than the numerator for Silicon. The consequence of this,

under equal doping levels, is a heightened blocking voltage. However, as previously

discussed, the doping level is inversely proportional to the resistivity. Thus, in achiev-

ing the same blocking voltage, wide-bandgap diodes have lower resistances.

Observing the dependency of the blocking voltage on the doping of the material,

a relationship can be envisioned with (2.7) in mind: as doping increases, VB drops

and, consequently, the specific on-state resistance of a MOSFET. Great benefit can

be observed by pushing the doping concentration up to a certain level to achieve a

desired blocking voltage.

Continuing in this vein, the specific input and output capacitances per unit area

can be calculated using material parameters. They are given by (2.10) and (2.11),

respectively,

Ciss,sp =
εEc

2
√
VGVB

(2.10)

Coss,sp =
εEc

2
√
VDVB

(2.11)

where VG and VD are the voltages applied to the gate and drain, respectively, of the
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MOSFET.

The results in Table 2.2 indicate that wide-bandgap materials will have a higher

specific input and output capacitance. However, it should be noted that the specific

capacitances are measured in Farads per unit area. Wide-bandgap devices, relative

to their Silicon counterparts, require a smaller area to block the same voltage and,

hence, their capacitances will be lower. Indeed, in calculating the depletion width,

this can be shown.

Wd =
2VB
Ec

(2.12)

The depletion width can alternatively be represented as,

Wd =

√
2εVG
qNd

(2.13)

which is (2.12) with the approximated expression for the blocking voltage–VB, (2.9)–

substituted in. This new form complicates matters by exposing an underlying rela-

tionship between the specific capacitances and the doping concentration. Previously,

it was shown that the blocking voltage–and, consequently, the specific on-resistance–

has a relationship with the doping levels. In turn, this implies that the doping affects

both, with resistance going down with doping and capacitance rising. By substi-

tuting (2.9) in to (2.7), (2.10) and (2.11), modified forms can be obtained that are

represented in equations 2.14 through 2.16.
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Ron,sp =
εEc
q2N2

dµ
(2.14)

Ciss,sp =

√
qNd

2VGε
(2.15)

Coss,sp =

√
qNd

2VDε
(2.16)

As the doping level increases, the resistance decreases at a rate much faster than

the capacitance rises. This result states that the conduction losses of a device can

be reduced significantly with a relatively smaller increase in the switching losses. At

high load currents, this reduction can become more significant than the lowering of

the switching losses associated with lower device capacitances.

These forms take on greater importance when considering the Baliga and New

High Frequency Figures of Merit discussed in section 2.4. Nevertheless, the preced-

ing discussion outlines the importance of considering each distinct parameter when

determining what material is best suited for an application.

Table 2.2 summarises the intrinsic device parameter calculations and normalises

them to Silicon to show the benefits to be reaped by moving to wide-bandgap mate-

rials. Calculations are made with a blocking voltage, VB, of 1200V; a drain voltage,

VD, of 800V; and a gate voltage, VG, of 10V. For example, under this operating regi-

men, the required depletion region width of 6H-Silicon Carbide is 12% that of Silicon;

hence, the total width of the device can be reduced to take advantage of the smaller

necessary dimensions. Along with this potential reduction in device size comes the

added benefit of a reduction in specific on-resistance.

Of note are the increased levels of specific capacitance, both input and output.
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Table 2.2: Intrinsic device parameters, normalized to Silicon.

Material Ron,sp Ciss,sp Coss,sp Wd VB,pn

Si 1 1 1 1 1
GaAs 6.76E-2 1.47 1.47 0.75 1.96

6H-SiC 7.98E-3 6.76 6.76 0.12 56.37
4H-SiC 4.48E-3 6.22 6.22 0.136 45.64
GaN 5.36E-3 5.04 5.04 0.15 33.61

Diamond 3.98E-5 15.41 15.41 0.03 513.54

For dies of the same size, the capacitances will be higher for wide-bandgap materials;

however, their main benefit is in device size reduction via higher critical electric fields.

Taking advantage of these properties, the capacitances can be reduced well below that

of a MOSFET built using Silicon. This is shown in great detail in (Ozpineci, 2002).

2.3.6 Conclusions

The preceding discussion is not exhaustive; indeed, there exist many other materials,

but they don’t currently have the potential or relevance that those in Table 2.1 do.

Gallium Nitride and Silicon Carbide show promise to be game changers for power

electronic applications with many new devices coming to market and research showing

strong gains that aren’t slowing down. Compared to the ubiquitous Silicon, they block

higher voltages in smaller packages (Ec); have lower on-state resistances because of

the thinner layers of semiconductor material; have lower relative dielectric coefficients

(εr), resulting in lower internal capacitances; and they have wider bandgaps, which

give rise to many of their attractive properties.

A problem that exists is comparing the information presented in Table 2.1 and

the results from section 2.3.5 to make a decision as to the performance of a material.

Indeed, the synthesis of data like this, often conflicting, is a challenge. Researchers
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have attempted to alleviate this problem by designing Figures of Merit, described in

the following section.

2.4 Material Figures of Merit

A good method to compare different objects on equal footing is to use special metrics,

referred to as Figures of Merit (FOM). These can be based off of material parameters,

such as Johnson’s FOM (JFOM), Baliga’s FOM (BFOM), Baliga’s High Frequency

FOM (BHFFOM) (Baliga, 1989), the New High Frequency FOM (NHFFOM) (Kim

et al., 1995) and Huang’s Chip Area FOM (HCAFOM) (Huang, 2004), to name a

few; or, they can be specifically for physical devices, as in section 4.2.1. Figures of

merit combine different parameters together, allowing for a simpler representation

of a complex system. In this case, they make a comparison between the different

semiconductor materials discussed in section 2.3 easier.

2.4.1 Johnson’s Figure of Merit

Johnson’s Figure of Merit (Johnson, 1966) is a measure that provides an upper limit

on a transistor’s power switching ability that is solely dependent upon the semicon-

ductor material employed. It has units of Volts per second. Johnson’s analysis shows

that there is a tradeoff between the switching frequency and the amount of power be-

ing transmitted: either significant power is switched at low frequency, or little power

at high frequency.

JFOM =
Ecνsat

2π
(2.17)
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2.4.2 Baliga’s Figure of Merit

Baliga’s Figure of Merit (BFOM) (Baliga, 1989), defined in (2.18), is a measure of

the resistive losses of a MOSFET. It is the denominator of (2.7); hence, as BFOM

grows large, the specific on-resistance falls.

BFOM = εµE3
c (2.18)

2.4.3 Baliga’s High Frequency Figure of Merit

Baliga’s High Frequency Figure of Merit (BHFFOM) (Baliga, 1989) is a measure of

the switching losses. Based off of experimental data from previous research, it as-

sumes that the input capacitance of a MOSFET–(2.4)–is the dominant switching loss

generating mechanism as the charging of the gate-source and gate-drain capacitances

is directly related to the turn on of a MOSFET. The BHFFOM’s unit is Hertz; hence,

the denominator can be thought of as an RC time constant. The higher the value–i.e.

the shorter the time span; or, the faster the charging time of the capacitances–the

better.

BHFFOM =
1

Ron,spCiss,sp
(2.19)

Recall the discussions surrounding equations 2.14 through 2.16. The BHFFOM

and NHFFOM are calculated by taking the product of the specific on-resistance and

respective capacitance. Substituting (2.14) and (2.15) in to (2.19), a different repre-

sentation of the BHFFOM can be obtained.

BHFFOM =
µ (qNd)

1.5√2VGε

Ec
(2.20)
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This expression validates the thinking previously discussed in section 2.3.5. As

the doping concentration, Nd, is increased, the resistance falls more rapidly than the

capacitance rises and it becomes more beneficial from a figure of merit standpoint to

continue doping to reduce the power losses. Furthermore, the doping level goes hand

in hand with the blocking voltage, as noted in (2.9). High blocking voltage MOSFETs

are not favourable for maximising the BHFFOM as they require either a high doping

level for a given critical electric field to reduce the on resistance, causing an increase

in capacitance; or, an increase in the width of the device to reduce the resistance,

again increasing the capacitance. There is a strong tradeoff between resistance and

capacitance, conduction and switching losses.

2.4.4 New High Frequency Figure of Merit

The New High Frequency Figure of Merit (NHFFOM) (Kim et al., 1995) is similar

in nature to the BHFFOM, except instead of considering the input capacitance, it

considers the output capacitance, (2.6).

NHFFOM =
1

Ron,spCoss,sp
(2.21)

Just like the BHFFOM, the NHFFOM can be rewritten by making the appropriate

substitutions of (2.14) and (2.16) in to (2.21).

NHFFOM =
µ (qNd)

1.5√2VDε

Ec
(2.22)

Depending on the circuit topology and the means by which losses are calculated

for a MOSFET, the NHFFOM may not have much meaning. If soft switching is
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employed, then the energy stored in the output capacitance, Eoss = 1
2
CossV

2
DS, tends

to zero. If the typical linearised inductive switching model is used, research indicates

that this term more or less cancels itself out when going through a full switching cycle

(Xiong et al., 2009).

Nevertheless, despite its inapplicability in certain cases, the NHFFOM remains a

useful tool for understanding material performance.

2.4.5 Huang’s Chip Area Figure of Merit

Huang’s Chip Area Figure of Merit (HCAFOM) (Huang, 2004) is one of a series of

figures of merit proposed to further exemplify the benefits of wide-bandgap materials.

The chip area FOM is a measure of the relative size (area) of a chip for a given

operating condition. A high FOM indicates a smaller required chip area to generate

a given power loss, helping to quantify the level of die miniaturisation that can be

achieved.

HCAFOM = ε
√
µE2

c (2.23)

The three parameters that comprise the chip area FOM–the dielectric constant,

mobility and critical electric field–follow logically: a higher mobility implies lower

resistance and, thus, losses; a higher critical electric field would mean the device does

not need to be as thick to block a voltage, reducing its resistance and capacitance; and

a high dielectric constant would reduce the size requirements of the gate for building

an electric field to create the depletion region and also the internal capacitances

formed by the electrodes.
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2.4.6 Summary

Table 2.3 summarises the figures of merit discussed when normalized to Silicon. The

BHFFOM and NHFFOM are equal when looking at the same material when nor-

malised to Silicon because the only terms changing are the critical electric field and

the relative permittivity. The general consenus of the analyses is that wide-bandgap

materials result in higher FOMs and, thus, are indicative of superior performance

when used to fabricate a switching device.

Table 2.3: Material dependent FOMs, normalized to Silicon.

Material JFOM BFOM BHFFOM NHFFOM HCAFOM

Si 1 1 1 1 1
GaAs 1.33 14.79 10.07 10.07 4.66

6H-SiC 16.67 125.27 18.52 18.52 29.11
4H-SiC 14.67 223.15 35.85 35.85 37.27
GaN 14.67 186.74 37.04 37.04 30.68

Diamond 90 25,106.34 1629.63 1629.63 621.93

2.5 Device-Specific Figures of Merit

Following from the material-specific figures of merit are ones designed specifically for

switching devices. These FOMs are very useful for making a like-for-like comparison

of transistors with different parameter values.

2.5.1 Baliga’s High Frequency Figure of Merit

Baliga’s High Frequency Figure of Merit, (2.19), is applicable to both materials

and switches. When using the BHFFOM to draw conclusions about the quality

41



M.A.Sc. Thesis - William Michael Eull McMaster - Electrical Engineering

of switches, it should be noted that it is valid only for MOSFETs. The on-state

resistance and output capacitance can be taken from the datasheet under expected

operating conditions, with the resistance being valid at higher voltages where the

drift region resistance dominates the total resistance. A high BHFFOM is indicative

of a good switch at high frequencies.

2.5.2 New High Frequency Figure of Merit

The New High Frequency Figure of Merit, (2.21), for a device, just like in the material

case, is very similar to the BHFFOM. It is only valid for MOSFETs. A high NHHFOM

is favourable for reducing the losses of an application.

2.5.3 Power Density Figures of Merit

The power density figures of merit were proposed in (Wang, 2007) as a means of

determining which transistor, from a set of devices, would be favourable for a high

power density design. This is achieved by maximising each of equations 2.24 through

2.26. What is essentially being calculated is the product of loss-generating mecha-

nisms over a given area and how efficiently the heat can be extracted. They are given

by,

PDFOMMOSFET =
1√

RDS(ON)QgdApackRth

(2.24)

PDFOMIGBT =
1

VCE(sat)(i) (Eon(i) + Eoff (i))ApackRth

(2.25)

PDFOMdiode =
1

VF (i)Err(i)ApackRth

(2.26)
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where Apack is the area of the package; Qgd is the gate-drain charge, which is closely

associated with the gate-drain capacitance and the drain-source voltage; and Rth is

the thermal resistance, in K
W

, stating the temperature rise for a given power loss.

The PDFOM experiences several drawbacks. One example is that it is calculated

only for a specific device type. For example, co-packaged freewheeling diodes, either

an additional component for IGBTs or the parasitic body diode for MOSFETs, are

not taken in to account when calculating the FOM. Many modern IGBTs have these

built-in for ease of design; furthermore, for MOSFETs, quite often the body diode is

used for freewheeling purposes. A second issue is that the units of the MOSFET and

IGBT PDFOMs are not identical, making it difficult to compare the two directly.

Nevertheless, the PDFOMs are useful tools for preliminarily determining the most

size efficient devices for a design.

2.5.4 MOSFET Figure of Merit

The MOSFET FOM can be written as (2.27) (Brown and Moxey, 1995).

FOMMOSFET = QG ·RDS(ON) (2.27)

The MOSFET FOM is the product of two parameters that give an indication

of losses: the on-state resistance and the gate charge. Generally speaking, if the

required gate charge to have the MOSFET fully on is high, so, too, will be the

switching losses. This can be realised simply by thinking of the case where a device is

being turned on by a constant current source. Since current is the amount of charge

moving per unit time, I = dQ
dt

, a fixed current means Q Coulombs will be on the

gate in t seconds. Hence, a large Q is unfavourable to achieving fast turn on and,
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consequently, low switching losses. The on-state resistance dictates the conduction

losses and is simpler to envision: a large RDS(ON) generates proportionally higher

losses across the conduction channel.

The goal is to reduce this FOM; however, there is a tradeoff between the two.

More material is required to reduce the resistance; yet, an increase in material drives

an increase in the required gate charge, arising from the higher capacitance. Process

advancements, such as the Superjunction MOSFET, have helped to lower the product.

2.5.5 IGBT Figure of Merit

The IGBT figure of merit, similar to the MOSFET FOM, is the product of two of the

major loss generating mechanisms. It can be simplified from its form in (Suzuki and

Masuoka, 2015) and written as (2.28). The IGBT FOM should be driven as high as

possible, thereby implying that low losses would be exhibited in an application.

FOMIGBT =
1

VCE(sat) · Eoff
(2.28)

2.6 Summary

This chapter outlined the three most prevalent technologies for switching devices and

provided their basic operating characteristics. Benefits and drawbacks were discussed

that resulted in their compartmentalisation for specific applications: BJTs for current

amplification at the expense of high base driving power requirements; MOSFETs for

high frequency, low current converters; and IGBTs for low frequency, high current

and high voltage applications. Recent innovations in Silicon manufacturing, such as

hybrid devices and Superjunction technology, were also reviewed.
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A comprehensive analysis of semiconductor materials was undertaken, showing

clearly the benefits that can be seen by fabricating devices with wide-bandgap materi-

als. Specific resistances and capacitances were shown to be lower when full advantage

was taken of the enhanced electrical properties these materials exhibit. These reduc-

tions lead to a decrease in power losses, both conduction and switching, enabling an

increase in efficiency and the potential for system footprint reduction.

Further analysis with figures of merit, metrics devised by researchers to compare

different subjects on equal footing, showed that wide-bandgap materials outperformed

Silicon by a significant margin. These include low frequency and high frequency

operation and the required die size for a given power loss. Other FOMs not explicitly

discussed, albeit covered in literature, indicate benefits from moving to wide-bandgap

materials.

Additional figures of merit designed specifically for switching devices were intro-

duced and discussed. They find use in chapter 4 as a part of the component selection

process during converter design.
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Chapter 3

Inverter Modelling and Analysis

3.1 Switch Modelling Techniques

Comprehensive modelling of transistors is key to not only understanding and predict-

ing the underlying phenomena during operation, but also for accurately estimating

converter performance and cooling requirements. A significant amount of research ef-

fort has been invested in this field with many papers being widely disseminated that

show improvements in accuracy by tweaking models, adding layers of complexity and

integrating insights obtained from experimentation.

Modelling can be broken in to three major groups–simulation, analytical and

testing–and then further sub-divided based off of how the techniques are executed. A

discussion of the findings presented in studies follows, with conclusions drawn at the

end to justify the modelling approach taken for the design of the converter for this

work.
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3.1.1 Simulation

Simulation covers device models (e.g. SPICE) and physics-based, where a virtual

transistor can be designed and analysed. The former leaves the designer at the whim

of what the manufacturer provides in the model or what can be physically deduced and

programmed, whereas the latter can be difficult to apply to commercially available

devices. Therefore, neither approach is particularly good for generalised applicability,

though they do give an excellent understanding of what is physically occurring and

allow for strong insight in to the problem.

An excellent example of insight being obtained from a physics-based simulation

that is applicable to other techniques was reported in (Xiong et al., 2009). The

authors found that the linearised inductive switching model overcompensates losses

enough such that the energy stored in the output capacitance can be disregarded.

While not explicitly stated in the publication, this, in turn, implies that the most

significant driver of non-linear energy losses is due to the parasitic inductances.

3.1.2 Analytical

Analytical techniques, on the other hand, aim to develop equations, either for a spe-

cific application or for mapping switching performance under general conditions. Most

analytical methods utilise datasheet parameters in some form and, for increased ac-

curacy, begin to account for parasitic components; however, the degree of complexity

of analysis goes hand-in-hand with the accuracy, which often has diminishing returns

in terms of utility to the designer.

The simplest and most popular technique to use is the linearised switching model.

It takes two forms: resistive and inductive. The differences between the two are
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Figure 3.1: Linearised inductive switching model waveforms.

when the voltage and current begin to rise and fall relative to one another when the

transistor is turned on and off. Most real loads have some inductance, with some

having a substantial amount (e.g. electric motors, transformers). Therefore, the

model which will be examined more deeply is the inductive switching model. Figure

3.1 shows the key waveforms when considering linearised inductive switching.

The estimation of the switching losses under the linearised model depends heavily

upon the rates at which the current and voltage transition. A longer transition time

would incur higher losses whereas a smaller time would lead to a reduction. This

requires a calculation of the rise and fall times of both the current and voltage. The

transition times of the currents are given by (Brown, 2004),

tfi = RgCiss ln

(
Vplateau
Vth

)
(3.1)

tri = RgCiss ln

(
Vdrive,high − Vth

Vdrive,high − Vplateau

)
(3.2)

where Rg is the total gate resistance, which includes internal and external resistances;
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and Vdrive,high is the higher of the two applied gate voltages, which is meant to turn

the switch on.

The second half of the energy loss expression requires the computation of the

rise and fall times of the voltage. These can be obtained by using the following two

expressions (Graovac et al., 2006),

tfu =
(
VDS − VDS(on)

)( RgCrss
Vdrive,high − Vplateau

)
(3.3)

tru =
(
VDS − VDS(on)

)( RgCrss
Vplateau − Vdrive,low

)
(3.4)

where Vdrive,low is the lower of the two gate voltages, which is used to turn the gate

off quickly.

The parasitic capacitances of the MOSFET are non-linear functions of the drain

voltage. At high voltages, the capacitances fall, whereas at low voltages they rise. A

typical set of curves from a device datasheet (ROHM Semiconductor, 2015) are pre-

sented in Figure 3.2. This raises a point on how the reverse transfer capacitance and

input capacitance, Crss and Ciss, in equations 3.1 through 3.4 should be determined.

Their value has a direct impact on the rise and fall times of the waveforms. Often,

this is a designer decision, where some choose the maximum, others the minimum,

and others still something in-between.

In choosing an appropriate value for the capacitances, the total switching losses

can then be estimated as,

Esw =
1

2
VDSIDS (ton + toff ) +

1

2
CossV

2
DS (3.5)

where ton = tfu+tri and toff = tru+tfi. The inclusion of an energy term for the output
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Figure 3.2: Parasitic capacitances of SCT2120AF Silicon Carbide MOSFET.

capacitance is logical: the physical construction of a MOSFET leads to parasitic

capacitances between its terminals, and a capacitor stores energy in the form of an

electric field. When the switch is turned on, a potential difference is seen between the

drain and the source, providing the parasitic capacitor the opportunity to discharge

to the point where VDS = VDS(on). This energy is dissipated in the conduction channel

of the device. When the device is turned off, the output capacitance is again charged

to the DC bus voltage, beginning the cycle anew.

A modification to the basic switching model is presented in (Guo et al., 2015),

where the authors discretise the capacitance curve and evaluate it over different values

of VDS. The result is a series of smaller time intervals, per (3.6), which can be summed

to more accurately determine the rise and fall times. The difference between taking

the mid-point of the Crss curve and the proposed modification is over a factor of

10 in the study, showing that a much more accurate estimation of the losses can be
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obtained. The calculation of the modified fall time is computed by,

t∗fu =
N∑
i=1

∆VDS

(
RgCrss(VDS − (i− 1)∆VDS)

Vdrive − Vplateau

)
(3.6)

where N is the number of intervals to be employed in the calculation; and VDS is the

voltage difference between intervals, calculated as (3.7).

∆VDS =
VDS − VDS(on)

N
(3.7)

The same treatment can be applied to the input capacitance, Ciss, to enhance the

accuracy of its estimation and, consequently, the switching energy loss.

Despite these enhancements to the model, it still does not capture the dynamic

nature of the actual switching transitions. Indeed, ringing from the parasitic ca-

pacitances and inductances is ignored, as are the effects on the gate charging and

discharging waveforms. It is very difficult to take in to account the ringing, as it

is very much device, packaging and interconnection layout specific; hence, the latter

case is most reasonable to examine next. The effects of gate charging and discharging

are discussed in (Brown, 2006), where a series of generic equations are developed and

used to estimate the switching losses of a MOSFET in a buck converter. It is an

extension of the work presented in (Brown, 2004).

In this study, the author furthers the fundamental equations from (Brown, 2004).

The dependence of the MOSFET’s parasitic capacitances on the change in the drain-

source voltage is emphasised and used for the calculation of the rise and fall times. The

findings of the study are summarised with a series of tables that compare measured

and calculated transition times with different values plugged in to the equations.
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Generally poor correlation is obtained throughout, which is likely attributable to

poor selection in the value of the input capacitance. The selection of the values for

the capacitances is of the utmost importance and, hence, the methodology presented

in (Guo et al., 2015) is important.

Both of these models assume that the rise of the gate-source curve flattens out and

is constant at what is called the Miller plateau, which is when the voltage begins to

rise and fall during turn-off and turn-on. Little literature is available on this subject,

with only a few application notes, such as (McArthur, 2001), which indicates that the

rise and fall times of the voltage and current would be non-linear. One could expect

that the curves would fall much more rapidly than in the case where the plateau is

flat, meaning that a linearised analysis would overestimate the losses.

Delving deeper in to the modelling of MOSFETs, the investigation by (Xiong

et al., 2009), as previously mentioned, determined that the output capacitance term

can be neglected in (3.5), thereby simplifying the expression to (3.8).

Esw =
1

2
VDSIDS (ton + toff ) (3.8)

Some preliminary investigation for the development of a comprehensive loss model

of a MOSFET was undertaken and it showed that this omission may not be appropri-

ate in all cases. Consider the Silicon Carbide MOSFET SCT2120AF, manufactured

by ROHM Semiconductor (ROHM Semiconductor, 2015). The energy loss curves

over voltage and current show that, at lower levels, the result is approximately linear;

however, at higher values, a non-linear, seemingly quadratic term arises. This implies

that the output capacitance and the parasitics added to the losses measured in a sig-

nificant fashion, particularly over the on-switching interval. Testing this hypothesis
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yields Figure 3.3, where the on and off switching energies are calculated, per (Guo

et al., 2015), while varying the DC-link voltage. Artefacts in plot (a) are a result of

the curve tracing operation employed to extract the curves from the datasheet.

V
DS

 (V)
0 50 100 150 200 250 300 350 400 450 500

E
ne

rg
y 

(J
)

×10-4

0

0.2

0.4

0.6

0.8

1

1.2
E

on

E
off

(a) SCT2120AF datasheet switching losses.
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(b) Estimated SCT2120AF switching losses.

Figure 3.3: Datasheet and estimated switching losses of SCT2120AF MOSFET.

In the device’s datasheet, the on-switching energy has the reverse recovery losses

added to it; hence, these had to be calculated. An approximation utilised was to
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observe the typical reverse recovery waveform in textbooks and in the datasheet itself

to, under the conditions described in the document, create a quadratic function to

approximate the curve, since no value was explicitly given. While not perfect, it

provides an idea of the reverse recovery energy loss.

When neglecting both the reverse recovery and stored output energy, the on-

switching interval is grossly underestimated at all voltages, though the effect is am-

plified at higher values. The addition of both loss terms gives good correlation, though

not exact, which can likely be attributed to a non-linear rise in reverse recovery losses

as the voltage level increases due to parasitic effects in the test setup. Off losses

remain linear over the assessed range, which matches well with the datasheet.

These results indicate that the conclusion drawn in (Xiong et al., 2009), where

the energy stored in the output capacitance can be neglected, does not always hold;

indeed, they concur with the notion that parasitics need to be taken in to account, as

they change the turn-on and -off waveforms, as well as causing ringing, which further

adds to the losses. Studies published have considered the impacts of parasitics in great

detail. For example, in (Reusch and Strydom, 2014), the impacts of the parasitic

inductance of the commutation loop and a Gallium Nitride MOSFET are studied.

The general conclusion is that the lower the loop inductance, the higher the efficiency

and the rate at which it can switch.

Other studies have built comprehensive analytical models to include the parasitic

components, complete with equations describing each aspect of the turn-on and -off

of a MOSFET. It began with (Ren et al., 2006), where the output stage of a buck

converter is investigated, thanks to the simplicity with which it can be equivalently

represented. An enhancement to the aforementioned model is presented in (Rodŕıguez
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Figure 3.4: Model of a MOSFET with all major parasitics included.

et al., 2010). The model of a single MOSFET that is used is shown in Figure 3.4.

As an exercise to assess the tradeoff in modelling complexity and accuracy pre-

sented by each study, a comparison between the losses of the basic model and the

presented model can be executed upon. In (Ren et al., 2006), the authors state the

switching losses of a physics-based simulation, which is also the benchmark, the linear

inductive switching model and their proposed analytical model, with the parasitics

included. The percent deviations from the benchmark for the basic and complex mod-

els are, respectively, -19% and +7.7%. Overassessing is preferable to underassessing,

as a heatsink is normally designed to maintain a certain junction temperature under
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a given loss profile; hence, though the system would be marginally overdesigned, it

would operate well over the entirety of its specified lifetime. Experimental results

closely matched the complex model, giving it good validation.

Muddying the waters, however, are the results presented in (Rodŕıguez et al.,

2010). In this study, the authors sought to expand upon the model developed by

(Ren et al., 2006). At the end, several comparisons between the proposed model

and the basic linear inductive switching model are shown with diverging conclusions.

In one figure, the on and off energies for both are plotted under several operating

conditions: voltage, current and frequency. These cases exhibit that the off losses are

underestimated, whereas the on losses are grossly overestimated. However, when the

two are summed together, the basic model’s predicted power losses are very close to

the enhanced model’s. Since the total switching interval losses have more meaning

than the individual on and off cycles, the conclusion can be drawn that moving

forward with a complex model may not be necessary. Two further experiments show

a divergence in the models by an appreciable margin, whereas a fourth and final

experiment then gives more weight to the original conclusion drawn that a complex

model needn’t be used to accurately capture performance. Such inconsistencies make

it difficult to trust the results from the study while also raising doubts about the work

presented by (Ren et al., 2006).

The methods outlined in (Ren et al., 2006) and (Rodŕıguez et al., 2010) can be

prohibitively difficult to develop and evaluate. The authors of (Wang et al., 2013) ac-

knowledge the modelling difficulties and present a paper that develops equations and

theory that are capable of neatly describing the effects of parasitic components on the

switching characteristics for the same buck converter topology previously employed.
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The most interesting results are the figures which show the individual impact of each

parasitic component on all key waveforms over time: voltage, current and power.

Broadly speaking, as a single parasitic component increases, so, too, do the switching

losses. This is not always the case, though it holds in many cases; furthermore, the

interaction of one parasitic with another and the relative change as they increase and

decrease in tandem are not explored in depth due to the sheer scale of said problem.

3.1.3 Testing

Testing is a straightforward approach: a test circuit is built which, depending on what

kind of study is being undertaken, will assess the performance of an individual switch

or an entire circuit. The results can be used to build a comprehensive model, such as

those presented by (Merkert et al., 2014) and (Blaabjerg et al., 1995); alternatively,

they can be used to show general trends underlying the type of device and the material

with which it was fabricated, as in (Jahdi et al., 2014). For the former, the data is

normally processed, fitted to a curve and used to more accurately estimate losses

in-system. Linearity is exhibited in switching losses for IGBTs and Silicon Carbide

MOSFETs in (Blaabjerg et al., 1995) and (Jahdi et al., 2014), respectively, whereas

in (Merkert et al., 2014) the switching energy curves are strongly quadratic at higher

load currents.

The most severe drawback to testing is that no real insight about generalised

performance can be gleaned. The losses and waveforms are valid for that test alone:

a given switching frequency, cabling arrangement, voltage and current levels, device

under test, etc. Without a controlled study where pieces are added and subtracted,

such as (Wang et al., 2013), the effects of parasitic components and circuit topology
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Figure 3.5: Double pulse test waveforms with VDC = 200V and IDS = 50A on two
different test platforms.

cannot be examined. Nor can a scaleable model be built.

An advantage of testing relative to other methods, however, is that it can provide

more realistic waveforms, which include the ringing resulting from parasitic induc-

tances and capacitances of the packaging and the interconnection mechanism. How-

ever, depending on the design of the interconnection, the result can be substantially

different. Take, for example, Figure 3.5, where a double pulse test (DPT) for ob-

taining the switching losses is performed on two different test setups under the same

conditions of VDC = 200V and IDS = 50A. The left figure is the test run on a board

designed specifically for a DPT, whereas the figure on the right is on the first iteration

of the inverter designed for this thesis. The results are markedly different, with more

substantial peaks and troughs encountered, as well as more pronounced ringing and

measurement noise.

While it is the most reliable method for realistic results and is the means by

which models are validated, a testing-only regimen is time consuming and lacking
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in scalability and, therefore, not ideal for generalised design. Furthermore, for best

results, the transistor should be characterised on the intended platform; however,

this would require a full design commitment to a transistor, rendering analysis and

substantiated decision making obsolete.

When a design is unwaveringly committed to, though, testing is the best means by

which the converter can be characterised and a loss model developed under real-world

conditions. Some such examples are shown in (Jahdi et al., 2014; Zhang et al., 2011;

Glaser et al., 2011; Merkert et al., 2014; Blaabjerg et al., 1995; Ye et al., 2016).

3.1.4 Conclusions

From the preceding discussions, no clear conclusion can be drawn as to what model

for the switching circuit provides the best results aside from testing, as the greatest

uncertainty comes from the circuit where the switch operates; however, it can be said

that the basic linearised model provides a “good enough” solution that can be used as

a starting point for a design before committing to a more comprehensive analysis. A

sufficient number of publications have shown that linearity holds well when performing

switching loss experiments (Jahdi et al., 2014; Blaabjerg et al., 1995; Blaabjerg and

Pedersen, 1997; Ye et al., 2016). Linearity has seen use in other studies for converter

analysis (Biela et al., 2011; Shang et al., 2014). From these publications, it can be

deduced that linearity is a rational approach to determining the losses of a converter.
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3.2 Three-Phase Inverter Modelling

An inverter converts DC quantities to AC quantities. Many topologies exist, as

outlined in (Ye et al., 2012b); however, only a voltage source inverter will be discussed

in detail in this work. A typical schematic of a three-phase inverter for a motor drive

application is presented in Figure 3.6. Detailed discussion of operating characteristics,

including under several modulation techniques, can be found in (Emadi, 2005).

Electric Motor

CVDC

D6Q6D4Q4D2Q2

D5Q5D3Q3D1Q1

+
-

Figure 3.6: Three-phase inverter schematic.

3.2.1 Sinusoidal Pulse Width Modulation

Pulse Width Modulation (PWM) is a technique by which a series of two-level–high

or low–pulses are generated and transmitted. As the name implies, the width of the

pulse is controlled, allowing for the on- and off- time to vary at a fixed frequency.

PWM is the most popular modulation technique for representing an analog signal

digitally, particularly when controlling a power transistor.

Sinusoidal PWM is a subset of PWM that is used for generating a train of square
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Figure 3.7: Sinusoidal Pulse Width Modulation.

waves that, on average, represent a sine wave. In SPWM, a triangular carrier wave-

form is compared with a reference sinusoid. If the carrier is greater than the sine

wave, then the output goes low and the transistor is commanded to turn off; if the

sinusoid is greater than the carrier, then the output is high and the transistor turns

on. This operation is exhibited in Figure 3.7.

The carrier, vtri, is the rate at which vPWM switches and, consequently, the tran-

sistors. The higher its frequency, the closer the output waveform resembles a sinusoid.

The frequency of the reference sine wave, vcontrol, controls the frequency of the sinusoid

being output by the modulation strategy.

The determination of the characteristic voltages and currents associated with any

modulation technique is critical to understanding the performance of a system. The

voltages are simple: they are a series of square waves, with an average value represent-

ing a sinusoid, that switch between several fixed levels. The currents, however, are of

greater interest, particularly when considering the loss estimation in the proceeding

61



M.A.Sc. Thesis - William Michael Eull McMaster - Electrical Engineering

D2Q2

D1Q1

iD2

iD1

iQ1

iQ2

iH(t)

iL(t)

i(t)

Figure 3.8: Single phase leg analysis of a three-phase inverter under SPWM.

section. They can be calculated by considering a single phase leg of a three-phase

inverter, shown in Figure 3.8.

To derive a simple, closed-form expression, several assumptions have to be made:

the first is that the switching frequency is sufficiently high such that the output cur-

rent waveform is a smooth sinusoid; the second is that there is no delay nor deadtime

during the switching operations; and the third is that there are no resistive volt-

age drops in the conduction path. These assumptions impact the waveforms and,

consequently, the estimated efficiency of the inverter. The inclusion of deadtime in

the calculation would cause a drop in the voltage of the fundamental and require
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compensation by increasing the modulation index, as would the inclusion of voltage

drops. Together, these two would cause the value of the current waveform to fall,

assuming no closed-loop control is present. Furthermore, deadtime would add distor-

tion to the output current waveform. The resistive losses themselves depend on the

currents, creating a complex coupled problem; therefore, it is simpler to ignore them

for initial estimation. A method by which the impact of deadtime can be assessed

and compensated for is presented in (Jeong and Park, 1991).

From Kirchhoff’s current law, the output current–the smooth sinusoid i(t)–can

be written as the sum of the currents entering and exiting the phase leg, i(t) =

iH(t)− iL(t), with iH(t) being the high-side current and iL(t) the low-side current, as

exhibited in Figure 3.8.

The reference sinusoid, vcontrol, which determines the output frequency of the

sinusoid, can be described as,

m(t) = M cos(ωt) (3.9)

where M is the modulation index, which is the ratio of peak output voltage to the

DC-link voltage. The output current waveform, i(t), follows the reference waveform,

albeit with a displacement angle, φ, resulting from the power factor of the load.

A duty cycle function, operating over the interval [0, 1] is defined by (3.10).

d(t) =
1

2
(m(t) + 1)) (3.10)

Over the interval [0, 1
2
] the low-side switch and high-side diode are conducting and

over the other half, [1
2
, 1], the high-side switch and low-side diode are conducting.
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Instantaneous expressions for the high- and low-side currents can be calculated

by multiplying the current waveform,

i(t) = I cos(ωt− φ) (3.11)

where I is the peak current, by the duty function, with the duty function, (3.10). By

using the average and RMS value integrals, the currents for the diodes and transistors

in the phase leg can be determined.

IQ1 =
1

2π


π
2
+φ∫

−π
2
+φ

(
d(t)I cos(ωt− φ)

)j
d(ωt)


1
j

(3.12)

ID1 =
1

2π


3π
2
+φ∫

π
2
+φ

(
− d(t)I cos(ωt− φ)

)j
d(ωt)


1
j

(3.13)

In these expressions, j is a number, either 1 or 2, which determines whether the

integral evaluates the average (j = 1) or RMS (j = 2) value. As a result of symmetries

in the system and the assumptions made, the currents in the high-side and low-side

devices will be equal.

Solving the integrals will yield closed-form expressions with which the currents can

be quantified. The solved expressions can be used to observe what effects different

values of modulation index and power factor have on the currents. Plots are shown

in Figures 3.9 and 3.10 with a load current of 30A RMS.
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Figure 3.9: Sweep of the modulation index under SPWM with cosφ = 1 and Io,RMS =
30A.
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Figure 3.10: Sweep of the power factor under SPWM with M = 1 and Io,RMS = 30A.

3.3 Converter Loss Estimation

Converter loss estimation is essential when undertaking a design. The power losses

generate heat which must be evacuated from the package to ensure the junction tem-

perature does not exceed a prescribed level. With Silicon devices, this is normally

150◦C; with Silicon Carbide, this can go higher, though packaging and bonding ma-

terials are limiting factors and require further research (Horio et al., 2012). The size
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and complexity of the power devices, circuit topology and heatsink depend directly

on the losses. A well-designed power converter will have minimal size and complexity

in all regards.

Power losses can be broken in to two major categories: switching and conduction.

Switching losses are the result of the non-instantaneous nature of voltage and current

transitions (Figure 3.1), whereas conduction losses are the power losses generated

from currents passing through a non-ideal conducting medium. Switching losses are

normally listed in energies, with units of Joules, which allows for a straightforward

application to circuits with variable switching frequencies. The on and off energies

can be exactly modelled as,

Eon =
1

T

∫ ton

0

vDS(t)iDSdt (3.14)

Eoff =
1

T

∫ DT+toff

DT

vDS(t)iDSdt (3.15)

where T is the fundamental period, which is the inverse of the switching frequency,

fs; and D is the duty cycle, the ratio of on-time to off-time over the switching period.

In preliminary analyses, the time-dependent waveforms for voltage and current are

not necessarily known, nor will their exact characteristics be known due to parasitic

components in the transistor and the circuit. This requires a general adjustment of

the energies over all operating points.

The discussion from section 3.1 outlined methods and difficulties associated with

the estimation of switching energies and concluded that a linearised model, where the

energies are exactly proportional to the voltage and current applied, is sufficiently

good for commencing a design. This can be considered as a sort of optimisation of
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the design over the entirety of its range, where the best transistor can be selected

from a set. Once determined, detailed simulations can be performed to check the

validity of the selection at critical operating points.

The switching energies are listed in the datasheet of the component under different

test conditions and can be scaled per the linear assumption as,

E∗ = E

(
VDC

Vdatasheet

)(
IQ,avg
Idatasheet

)
(3.16)

where E is the energy, which can be Eon, Eoff or Esw, the sum of the two; and

Vdatasheet and Idatasheet are the voltage and current levels in the device’s datasheet

at which the energies were assessed. In this fashion, an estimation of the switching

energy losses under arbitrary operating conditions can be determined.

The switching power loss is the product of the total switching energies and the

switching frequency and can be written as,

Psw = fsEtot = fs (Esw + Err) (3.17)

where Err is the reverse recovery loss associated with the discharging of the energy

stored in the freewheeling diode’s capacitance during turn-off. The most formal ex-

pression of the reverse recovery loss is,

Err =

∫ trr

0

VDS(t)Irr(t)dt (3.18)

wherein trr is the reverse recovery time; and Irr is the reverse recovery current. This
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expression is difficult to handle, however, as it requires knowing exactly the wave-

forms, which are heavily dependent upon the intrinsic behaviour of each device. An

approximation can be made that assumes the losses to be represented by two trian-

gles, with the losses dominated by the second half of the interval. This is written as,

Err ≈ QrrVrr ≈
Irrtrr

4
(3.19)

where Qrr is the reverse recovery charge; Vrr is the peak transient voltage during turn-

on; and Irr is the peak reverse recovery current. Many alternative methodologies exist

for calculating the reverse recovery energy and, indeed, there is no truly exact method

other than (3.18). However, since it requires measurements to determine and depends

heavily on the design of the circuit, estimates are necessary to begin a design.

The conduction losses are the summation of the losses in both the switch and the

diode, should one be present. Most power electronic applications have need of one to

enable reverse currents to flow. The losses within a power switch’s package depend on

what type it is and the specific application. For a MOSFET, it inherently has a body

diode and that must be calculated by default. For IGBTs and BJTs, freewheeling

diodes are not inherently present and must be added, either within or outside the

confines of the package. The most general definition of the average conduction losses

for a transistor without a diode can be expressed as (3.20).

Pcond(avg),Q =
1

T

∫ ton+DT

ton

vDS(t)iDS(t)dt (3.20)

For a MOSFET, however, the primary conduction loss generating mechanism is

the on-state resistance; hence, the RMS value of the current needs to be calculated.
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For a BJT or IGBT, the DS subscripts would be replaced by CE and the average

current would need to be computed. Under SPWM operation, the RMS current in

the switch is calculated by (3.12). The conduction losses of a MOSFET can then be

computed as (3.21).

PMOSFET = RDS(ON)I
2
Q,RMS (3.21)

The on-state resistance, RDS(ON), is dependent upon the junction temperature,

which itself is determined by the power losses incurred. In this work, the resistance

is assumed to be fixed and is always taken at the value in the datasheet listed at high

temperature, thereby removing an additional degree of complexity.

The average conduction loss of a diode is calculated by (3.22).

Pdiode,avg =
1

T

∫ ton

0

vF (t)iF (t)dt (3.22)

Again, due to the necessity of having a waveform to calculate the value of the in-

tegral from, an approximate closed-form expression can be used. The forward voltage

can be determined as,

vF = Vj + rdID,RMS (3.23)

where Vj is the voltage across the pn junction; and rd is the diode’s dynamic on-state

resistance, defined as the rate of change of voltage over current, dV
dI

. The exact value

of Vj is difficult to determine and requires an understanding of the exact structure of

the device.

The power losses of a diode under such a model can be calculated as,

Pdiode = VjID,avg + rdI
2
D,RMS (3.24)
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where ID,avg and ID,RMS are calculated by (3.13).

This power loss is highly dependent upon the specific traits of the diode and

whether the diode is actually seeing use. Depending on the application, the diode–

added or the parasitic body diode of a MOSFET–may not see use (e.g. a bidirectional

boost converter). An approximation that is useful for devising a generalised loss

estimation where the dynamic resistance of the diode is neglected is given by (3.25).

Pdiode ≈ vF ID,avg (3.25)

Depending on the modelling complexity sought, vF can be taken to be a con-

stant value from the device’s datasheet or taken to rise linearly with current, per the

provided current-voltage characteristic.

Altogether, this allows for the calculation of the total losses for a single MOSFET

to be calculated as (3.26).

Pcond = PMOSFET + Pdiode (3.26)

The total losses over a full switching period when supplying an arbitrary load with

a transistor, independent of type, can be written as (3.27).

Ploss = Psw + Pcond (3.27)

Lastly, the losses of a three-phase inverter can be calculated as (3.28). It is a

multiplication by three as opposed to six because only three switches at a time will
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be switching and conducting.

Ploss,3φ = 3Ploss (3.28)

Under SPWM operation, the output apparent power of a three-phase inverter,

with no voltage drops subtracted, can be expressed as (3.29).

S3φ =

√
3

2
VDCIφ,RMSM (3.29)

The power delivered to the load is the real component of the apparent power;

hence, (3.29) can be rewritten as (3.30).

P3φ =

√
3

2
VDCIφ,RMSM cosφ (3.30)

The efficiency of the inverter is the ratio of output power to input power. The

input power is the summation of the output power and the power lost in the conversion

process, as given by (3.31).

η =
Pout
Pin

=
P3φ

P3φ + Ploss,3φ
(3.31)

In total, this analysis allows for the losses of a converter to be estimated and the

efficiency determined. The losses determine if a given transistor is feasible for an

application and influences strongly the type and size of the cooling method.
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3.4 Power Electronic Converter Optimisation

The notion of optimality in a design is integral to achieving a high power density

and ensuring that the converter is neither oversized nor undersized; that is to say, it

is appropriately designed for the given application. Three approaches to a discrete

optimisation problem are outlined which provide several avenues by which it may be

solved.

3.4.1 Convex Optimisation

As a note, the figures presented in this subsection are for a self-built database of

commercially available capacitors. The capacitor bank construction ideas presented

in section 4.3.2 are used, along with the specifications of the designed inverter in

chapter 4, to generate the plotted data. The goal of this subsection is to introduce

the idea of convex optimisation and to attempt to reformulate a non-convex problem

in a convex fashion, allowing for efficient algorithms to be used to find the global

minimum. While the ideas are applied to capacitor data, nothing stops it from being

used on other, similar problems.

Convexity is the holy grail when tackling an optimisation problem. A convex

function, or set, has a unique global minimum that can be found efficiently via many

well-established algorithms. For power electronics, however, convexity is seldom found

in the problem itself and, even with significant simplification and the employment of

many assumptions, it is not guaranteed to be found, nor is the integrity of the original

problem guaranteed to remain. In the case of component selection, the data is discrete

and, therefore, highly non-convex and, quite often, without a discernible pattern.

Such an example can be found in Figure 3.11, which shows an arbitrary plot of
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the characteristics of commercially available capacitors. For other components, such

as transistors and inductors, similar results can be expected. Film and electrolytic

capacitors are explicitly plotted to allow for quantitative decision making on which

type to use.
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Figure 3.11: 2D and 3D plots illustrating the data’s non-convex, random nature.

It is clear that optimising this function in a convex fashion is an exceedingly
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Figure 3.12: Log-log plots of the data presented in Figure 3.11.

challenging problem. Following from the properties of convex functions, it is known

that the data is not logarithmically convex; however, it is a useful exercise to plot

it logarithmically to see if any immediate conclusions can be drawn to simplify the

problem. Log-log plots of the same data are presented in Figure 3.12.

The immediate result of the logarithm operations is that the difference between
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film and electrolytic capacitors, in this particular case, are striking: there exists a

strong boundary between the two, where the film capacitors have a smaller volume

and power loss. With the goal being to minimise the objectives presented on the

axes, it becomes obvious that electrolytic capacitors do not lend themselves to this

task. A simplification of the problem can be made, then, that involves discarding the

electrolytic capacitors, thereby reducing the size of the problem drastically.

Though the problem is smaller, the issue of the non-convexity of the dataset itself

is not resolved. A series of relaxations can be applied to make the set continuous and

convex, allowing for the interior to be scanned in a robust fashion to find the global

minimum.

The first relaxation to be made is to remove the restriction on the values that

the data may take on. For example, the total number of capacitors must be an

integer, as the series and parallel requirements are forced to be integers by the ceiling

operator. Physically, this makes perfect sense: two-thirds of a capacitor cannot be

purchased and integrated–it is either a whole object or none at all. Therefore, the

second relaxation is to allow the number of capacitors, N–which is the product of the

series and parallel quantities ns and np–to be continuous over all positive, non-zero

numbers; hence,

{N |N ∈ Z, N > 0} → {N∗|N∗ ∈ R, N∗ > 0} (3.32)

where N∗ is the relaxed variable. This is a reasonable relaxation to make as, should

an unacceptable result arise, it can be disregarded and the next best realisable one

can be taken. Alternatively, if the best result lies in an inadmissible region, then a

distance metric can be used to decide upon which to take in a localised region. These
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can involve the 1-, 2- or ∞-norm. Whichever capacitor minimises the value of the

selected norm would then be the optimal device. The definition of an arbitrary norm

is,

‖x‖p =

(
n∑
i=1

|xi|p
)1/p

(3.33)

where x is a vector of values; and p is the value of norm desired, where the most

regularly employed ones are the 1-norm (summation of absolute values), the 2-norm

(Euclidean norm) and the infinity-norm (maximum value).

The next, and most significant, relaxation to be made is to allow every design

variable in the set, D, to be able to take on any real value. That is to say,

{D | D ∈ R} (3.34)

where negative quantities can be easily disregarded as inadmissible, as they would

make no physical sense.

With these relaxations in hand, the discrete problem has been transformed in to

a continuous one. While the data itself remains highly non-convex, an operation can

be applied to try to bind the set in a convex fashion. This approach takes advantage

of the idea convex hull, Co, defined in (3.35).

Co(D) = ∩{D∗ | D ⊆ D∗, D∗ convex} (3.35)

The convex hull finds the most exterior points and connects them so that the

bounded set is convex. The simplest means of binding would be linearly. Like this,

the problem can then be written as the minimisation of some function subject to
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linear constraints; e.g.,

minimize
x

cTx

subject to Ax ≤ b

(3.36)

This formulation lends itself to optimisation via linear programming, some form

of interior point method, or even a basic algorithm which moves around the periphery

of the set and chooses the smallest encountered value. The convex hull applied to the

previously presented data is shown in Figure 3.13.

A serious problem in seeking a convex solution is that, as a result of the nature

of the dataset, the problem to be minimised is highly non-convex. The previous

simplifications have alleviated this to an extent, allowing for a convex representation

to be possible; however, no clear function, let alone a convex one, can be deduced

from the presented data. It is at this point where a function must be introduced to

proceed in a convex fashion. This function can be of a simple nature, such as a cost

function to tie as many variables together as possible, where the greatest weight is

placed on a parameter that should be minimised; alternatively, it could be obtained

via curve fitting techniques. Depending on the nature of the data, a representative

function can be built and operated upon.

3.4.2 Heuristic Optimisation

Heuristic optimisation tends to find use when a problem is too computationally ex-

pensive or even impossible to solve using classical techniques. Heuristic algorithms

search for a minimum (maximum) by starting with an initial guess and eventually

improving upon it until a solution is found. This solution is not guaranteed to be

the global minimum, though it tends to find a result that is satisfactory. The found
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Figure 3.13: 2D and 3D plots illustrating the convex hull on the reduced dataset
shown in Figure 3.12.

solution can be a starting point for a classical method or used as the next initial guess

for the heuristic algorithm, running again until a better solution is found.

Many heuristic algorithms exist that work well under certain circumstances. Evo-

lutionary algorithms–of which the Genetic Algorithm (GA) is a member–are very
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popular, though seemingly not well suited for a discrete problem such as component

selection. A review study outlined many techniques for discrete optimisation (Arora

et al., 1994), including the GA, and simulated annealing was found to fit best within

the confines of the problem at hand. Other evolutionary algorithms, when reviewed,

did not have the same fit and, thus, were not considered in great detail (Elbeltagi

et al., 2005).

Depending on the goal, however, some evolutionary algorithms do fit within the

confines of a discrete optimisation problem. For example, Particle Swarm Optimi-

sation (PSO) has been shown to perform well for calculating the coefficients of a

B-spline for surface reconstruction (Gálvez and Iglesias, 2012). A continuous surface

could be evaluated over using classical and numerical techniques to find local or global

minima, blending heuristic and classical techniques to find the global minimum.

Simulated Annealing

Simulated annealing is a heuristic optimisation technique that uses stochastic methods

to converge to a “good enough” solution. A thorough treatment of the subject can

be found in (Ingber, 1993), (Dekkers and Aarts, 1991) and (Bertsimas and Tsitsiklis,

1993). A simplified explanation follows, highlighting key aspects and results that are

beneficial for optimising datasets.

The simulated annealing algorithm is designed to mimic nature’s tendency to

favour lower energy states. The process of annealing involves heating up a piece of

metal and allowing it to slowly cool. During the cooling process, some defects can

be eliminated, allowing the metal to reach an overall lower energy state. Simulated
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annealing is a computerised version that “heats up” a function and, eventually, con-

verges to a maximum (minimum). The most popular formulation, for maximisation,

is presented in (3.37). Minimisation would require a reversal of the decision making

process. The determination of the probability of movement within the function is

determined by,

p(T ) =


exp

(
−
(
Ei+1−Ei

T

))
, if Ei+1 − Ei ≤ 0

1, if Ei+1 − Ei > 0

(3.37)

where Ei+1 and Ei are the next energy state and current energy state, respectively; T

is the temperature; and p(T ) is a value, over the range [0,1], which is used in tandem

with a probability function for escaping local maxima. The result from (3.37) is

compared to a number drawn from a probability distribution–normally the uniform

distribution–and a decision is made, per (3.38),

E =


Ei+1, if p(T ) ≥ ρ

Ei, if p(T ) < ρ

(3.38)

with ρ being the number drawn from the preferred probability distribution. The

comparison of p with ρ allows for local maxima to be escaped from by allowing the

algorithm to move to a higher energy state, in the hopes that it will eventually find

a greater maximum.

One of the biggest questions with this algorithm is how the “neighbour,” Ei+1, is to

be selected. Ideally, the next point should be near the current point, Ei, for a guided

movement in a function with a coherent structure. In the case of a seemingly random
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set of data, this logic does not necessarily need to be maintained, though it makes

sense to for generality’s sake. Neighbour selection can take on a number of forms:

completely random, a fixed step from the current point, or temperature dependent.

Temperature dependency is likely the most robust, allowing for the likelihood of

movement to be tied to the level of progress yet to be made. That is to say, if

the algorithm is near the beginning (i.e. T is large), then the neighbour has the

possibility of being relatively far away from the current point. Conversely, if T is

small, it implies the algorithm is near its end and it would not make sense to look

too far away, under the assumption that it has already converged to–or is close to

converging to–a minimum. The neighbour–or next step–is selected as,

ni+1 = ni +X · T (3.39)

where n is the current position in the data set; and X is a random variable, drawn

from a probability distribution of choice, with adjustments made, depending on the

probability distribution, to allow for negative values, thereby enabling backwards

movement in the dataset. A Gaussian distribution, for example, would be biased to-

wards its mean, whereas a uniform distribution would have less predictable movement.

In theory, as the temperature is lowered, an optimal solution should be approached;

hence, at low T, movement when Ei+1 < Ei is not favoured and the algorithm breaks

down in to the greedy algorithm, whereby the program moves to maximize (minimize)

the value in question.

An example of simulated annealing for minimisation run on a continuous test

function is shown in Figure 3.14. In (a), the initial temperature, T0 is 20K, and in (b)

it is 50K. When the initial temperature is lower, the minima found are more evenly
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balanced throughout the function. This is a result of the temperature dependency

built in to the neighbour selection, as well as the algorithm having less time to explore

before collapsing in to the greedy algorithm. Such a dependency is a highly beneficial

property to employ as, in (b), the global minimum is found quite regularly, along with

a local minimum that is not significantly different from the global one.

3.4.3 Pseudo-Optimality

Pseudo-optimality is the process of finding the best solution within a dataset without

using any explicit optimisation technique. This differs significantly from heuristic

optimisation, where a “good enough” solution is found by some well-defined algorithm

requiring minimal human interference. Pseudo-optimality uses many approximations

and metrics and attempts to make a side-by-side comparison with a high level of

designer influence being present.

Pseudo-optimality can be used to describe the usual component selection process

when designing an electronic circuit. In this problem, the best component is sought

by manually sifting through a large amount of data. Metrics, such as the figures of

merit described in section 2.5 or the linearised loss analysis in section 3.3, can be used

to filter down the results and enable the assessment of a dataset of reduced-order. It is

intuitive as it requires no particular algorithm or exceptional handling to be devised:

The designer simply looks for parts and, once satisfied, stops the search with what is

deemed to be best in his or her opinion.
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(a) Simulated annealing with T0 = 20K.
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(b) Simulated annealing with T0 = 50K.

Figure 3.14: Ten runs of the simulated annealing algorithm on the test function with
different initial temperatures.

3.5 Parasitics Analysis

The parasitic parameters of each component and interconnection mechanism are sig-

nificant drivers in the performance of a power electronic converter. To achieve the

best results, both in terms of efficiency and electromagnetic compatibility, the stray
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inductance and capacitance of the commutation loop need to be well understood and

integrated in to simulation models.

The estimation of parasitic parameters varies wildly in terms of difficulty. In the

case of basic geometries, such as round or rectangular conductors of constant cross

section, the results are well disseminated, even in the case of parallel conductors,

where mutual coupling has an effect (Rosa, 1908). Outside of these basic cases,

however, analytical techniques break down and become either prohibitively difficult or

unacceptably inaccurate. Hence, finite element simulations are the preferred method

for obtaining accurate results.

This does not preclude a preliminary analysis from being useful in guiding the

construction of the interconnection scheme or understanding best practices; indeed,

at the core of every complicated design are fundamental principles that impact perfor-

mance. In this section, these principles are discussed for a pair of parallel conductors

in a simple, two-conductor fashion, that most closely resembles a bus bar. A printed

circuit board (PCB) is a subset of a bus bar; hence, the analysis remains valid when

operating with the same restrictions.

For clarity’s sake, a generic drawing of parallel rectangular conductors is given in

Figure 3.15. Unless otherwise stated, expressions provided for the parasitic parame-

ters are adapted from (Kazimierczuk, 2009).

3.5.1 Current Density

The distribution of current in a conductor is the driving force behind the parasitic

resistance and inductance; therefore, a brief treatment of the subject is necessary

before delving in to the analysis of the parasitic parameters.
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Figure 3.15: Reference drawing of parallel conductors with dimension notations.

In a long conductor with a constant cross section transmitting current, the DC

current density can be expressed as (3.40).

JDC =
IDC
wt

(3.40)

where IDC is the DC current; and t and w are the thickness and width of the con-

ductor, respectively.

Once the cross section changes and a sink for the current is defined, the DC current

density strays from what (3.40) suggests. An example of this can be seen in Figure

3.16, where sets of IGBT module terminals are shorted together to form a closed loop

for current flow. The IGBT terminals closest to the DC inputs see the most current,
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Figure 3.16: DC current density of a copper bus bar.

whereas the ones farthest away see significantly less. The current density is not the

same over any arbitrary cross section.

The current density over a long conductor of constant cross section transmitting

AC current can be described as,

J(z) = Jse
− z
δ (3.41)

where Js is the current density at the surface of the conductor, z is the penetration

depth from the surface and δ is the skin depth, as described in (3.42). The skin depth

is defined as the level of penetration electromagnetic waves may achieve without

attenuating by a factor of e−1 and is calculated as,

δ =
1√
πfµσ

(3.42)
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(a) DC current density. (b) AC current density, f=10kHz, illustrat-
ing the skin effect.

Figure 3.17: DC and AC current densities on a copper transmission line with a width
and thickness of 10 and 2mm, respectively.

wherein f is the frequency of the wave; µ is the total permeability of the material,

the product of the relative permeability of the material and the permeability of free

space (µ = µrµ0); and σ is the conductivity of the conducting material.

A comparison of DC and AC current densities over a rectangular transmission

line can be seen in Figure 3.17. In the DC case, the current is uniformly distributed

throughout the conductor; however, in the AC case, the current peaks at the surface

and, particularly, along the z-axis edges. This result diverges from (3.41) though, at

the centre of the conductor, it matches reasonably well.

The proximity effect is less intuitive. Physically, the proximity effect is a result

of fundamental electromagnetic laws that cause eddy currents to be generated in

nearby conductors when exposed to time-varying magnetic fields. Conceptually, it

can be likened to a sort of electromagnetic equilibrium within the conductor where

the impedance is equal at every distance z: the current rising to the surface of one

conductor reduces the impedance on the surface of the other conductor which, in

turn, causes an increase in the surface current of the first. This exchange continues

until an equilibrium is achieved. Visually, the proximity effect exacerbates the current

crowding phenomenon at the surface of the conductor that began with the skin effect.

Depending on whether the currents in the parallel conductors are in the same or

opposing directions, the current would either be pushed away (same direction) or
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(a) AC current densities with currents in the
same direction.

(b) AC current densities with currents in op-
posing directions.

Figure 3.18: AC current densities illustrating the proximity effect on a copper trans-
mission line with a width, thickness and separation of 10, 2 and 0.5mm, respectively.

pulled together (opposing directions). Prototypical examples are presented in Figure

3.18.

Representing the proximity effect numerically is a challenging task. One approach

is to use an expression for the current density in two parallel plates that meshes the

skin and proximity effects, such as (3.43); however, this relies on several assumptions

and, for complex geometries, it becomes time consuming and prone to error. Nev-

ertheless, it is useful for helping to understand the coupled effects of the skin and

proximity effects on parallel conducting planes.

J(z) = −
(
γI

w

)
cosh

(
γ
(
z + t

2
(−1)p

))
sinh(γt)

(3.43)

In this expression, γ = 1+j
δ

, which relates the real and imaginary components of

the alternating current to the skin depth; I is the current being passed through the

conductor; and p is a number, either 1 or 2, which is used to determine if the currents

are in the same direction (p = 1) or opposing directions (p = 2).

The AC current density in a real design, similar to the DC current density, does not

match the governing equations exactly. An example of AC current flow from a single
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IGBT phase leg to the DC-link capacitors is shown in Figure 3.19. Again, over an

arbitrary cross section, the current density does not follow the expected distribution

from the equation; furthermore, it diverges from what is shown in Figure 3.18, as the

current is not flowing through a uniform conductor to a single sink.

Figure 3.19: AC current density of a copper bus bar with fs=10kHz.

All these effects combined make it clear that finite element simulations are re-

quired to truly understand the current density distribution–and, hence, the parasitic

parameters–through the conducting medium.

3.5.2 Resistance

The resistance is a fundamental property of a conductor. It dictates the voltage

drops and power losses of the system, causing voltage regulation on the line and heat
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generation. The DC resistance over a long, uniform conductor can be calculated as,

RDC = ρe
l

wt
(3.44)

where ρe is the electrical resistivity of the conducting material and l is its length.

When AC currents enter the discussion, the resistance changes, following from

the current density. With the majority of current flowing through a region nearer the

surface of the conductor, the skin depth becomes an important parameter. The AC

resistance for an isolated conductor can then be determined by (3.45).

RAC,δ =
ρl

2wδ

(
sinh

(
t
δ

)
+ sin

(
t
δ

)
cosh

(
t
δ

)
− cos

(
t
δ

)) (3.45)

This expression is rather complicated and involves a number of terms; however,

a simplification can be made: If the ratio of thickness to skin depth is much greater

than unity– t
δ
� 1–then (3.45) can be simplified to (3.46). As this ratio increases, the

bracketed term tends to unity and has no impact.

RAC,δ ≈
ρl

2w · δ
(3.46)

When a parallel plate is present, the proximity effect arises and further changes

the resistance by increasing the current crowding near the surface of the conductor.

This phenomenon can be expressed as (3.47).

RAC =
ρl

wδ

(
sinh

(
2t
δ

)
+ sin

(
2t
δ

)
cosh

(
2t
δ

)
− cos

(
2t
δ

)) (3.47)

The same simplification, when going from (3.45) to (3.46), can be applied when
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the thickness is much larger than the skin depth for (3.47).

Table 3.1 presents the simulated and calculated resistances for the bus bar shown

in Figure 3.19. The calculated resistance is approximately half that which is obtained

via simulation, which is likely a result of the current crowding at certain junctions

and the simplifying assumption that each surface is a continuous plane. The accuracy

could be enhanced by attempting to take in to account these choke points; however,

this would still rely heavily on assumptions regarding the current density distribution

and, hence, is still lacking in overall accuracy.

3.5.3 Inductance

The inductance of the interconnection scheme has several adverse effects. It slows the

transition times of signals, incurring higher switching losses; it gives rise to transient

voltage spikes, which can damage components in the circuit; and it causes noise to

radiate from the system, possibly coupling in to other circuits and affecting them. Its

approximation is important for enhancing the performance of a converter.

The self-inductance of an isolated rectangular plate under DC operation can be

calculated by (3.48) (Rosa, 1908).

Lself ≈ 2l

(
ln

(
2l

w + t

)
+ 0.5 + 0.2235

(
w + t

l

))
× 10−6 (3.48)

In the case of parallel plates, the interaction between the magnetic flux emitted by

the currents passing through the system cause a coupling between conductors, called
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the mutual inductance, and is calculated as (Rosa, 1908),

M ≈ 2l

(
ln

(
2l

d

)
− 1 +

d

l

)
× 10−6 (3.49)

with d being the centre-to-centre distance of the conductors, in millimetres.

Depending on the direction of flow of the currents, the mutual inductance can

either increase (same direction) or decrease (opposite directions) the total inductance

of the conducting arrangement. This is expressed as (3.50) (Rosa, 1908).

Ltotal = 2
(
Lself + (−1)p−1M

)
(3.50)

The preceding equations are valid only in the DC case. As the frequency of the

currents increases, they rise to the surface, enhancing the mutual coupling between

the conductors, thereby reducing the total inductance of the arrangement. However,

this reduction in inductance comes at the cost of increased resistance.

Neglecting the case where only the skin effect is present, the inductance of two

parallel plates with opposing currents can be calculated as (3.51).

LAC =
ρl

2πfwδ

(
sinh

(
2t
δ

)
− sin

(
2t
δ

)
cosh

(
2t
δ

)
− cos

(
2t
δ

)) (3.51)

As the frequency increases, as the analytical expression indicates, the inductance

decreases. Table 3.1 provides the results of calculations and simulations for the induc-

tance of the bus bar shown in Figure 3.19 The analytical expression, when assuming

current flows uniformly from IGBT terminals to the capacitors and back without em-

ploying the third surface of the bus bar, grossly underestimate the inductance of this
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particular structure. Analytical techniques fail to capture the true behaviour.

Table 3.1: Simulated and calculated AC parasitic parameters of the bus bar shown
in Figure 3.19.

Frequency (kHz)
Inductance (nH) Resistance (µΩ)

Ls Lc Rs Rc

10 13.90 1.04 193.88 62.69
20 13.14 0.72 263.90 90.74
30 12.80 0.59 318.10 110.81
40 12.59 0.51 363.95 127.87
50 12.45 0.46 404.42 142.98
60 12.35 0.42 441.04 156.63
70 12.26 0.38 474.75 169.19
80 12.20 0.36 506.15 180.87
90 12.14 0.34 535.64 191.84
100 12.10 0.32 565.55 202.22

3.5.4 Capacitance

The capacitance of a simple pair of parallel conductors can be calculated in the same

fashion as a parallel plate capacitor,

C = ε0 · εr(f)

(
l · w
d

)
(3.52)

where ε0 and εr(f) are the permittivity of free space and the relative permittivity

of the dielectric material being used, respectively. The frequency dependence of the

dielectric can be found in the material’s corresponding datasheet.
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3.5.5 Parasitic Interactions

From the preceding discussions, the means of calculating the parasitic parameters in a

conducting medium have been identified. Their interaction with one another impacts

the quality of signals transmitted through the medium. Two final points to consider

are the characteristic impedance and the resonant frequency of the conductor.

The characteristic impedance can be calculated as,

Z0 =

√
R + jωL

G+ jωC
(3.53)

where G is the transconductance of the dielectric material. If R and G are small

enough so as to be ignored–which is a fair first estimate–then the characteristic

impedance becomes the square root of the ratio of inductance to capacitance.

As the inductance decreases so, too does the characteristic impedance; however, by

reducing the inductance via smaller spacing, the capacitance increases, which further

decreases it. A low characteristic impedance is beneficial to radiated emissions as it

minimises the magnitude of reflections which is believed to help in reducing radiated

EMI (Atmel, 2014). To achieve a low Z0, the conducting plates should be tightly

coupled, resulting in low inductance and a high capacitance.

However, this perspective changes when considering resonance. The resonant fre-

quency of a system, assuming it is connected only to itself, occurs when the capacitive

and inductive reactances are equal. It can be calculated by (3.54).

ω0 =

√
1

LC
(3.54)

The resonant frequency should be sufficiently high such that it should not be
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activated with a signal or harmonic of high magnitude. In reducing the inductance

via tight coupling of the conductors, the capacitance increases in turn, causing a

reduction in the resonant frequency and increasing, depending on the system, the

probability of it being triggered and adding significant noise. For power electronic

applications, this frequency is normally in the high megaHertz and is not normally

of concern. The resonant frequency of a bare PCB and the assembled inverter are

shown in section 5.1 and is observed in the tens of megaHertz.

3.6 Summary

In this chapter, the necessary analysis for power electronic converter design is out-

lined. A thorough review of previous studies came to the conclusion that a high

fidelity model of the switching losses is not required for turning out a well-designed

converter, leading to the decision to analyse the losses via the popular linearised induc-

tive switching model. In selecting a modulation strategy, the currents that influence

the switching and conduction losses can be obtained, allowing for an estimation of

the converter’s losses.

The idea of optimality in a design for maximising power density is discussed

and the necessity for such complexity is rationalised. An attempt at reformulating

the highly non-convex problem of discrete component selection is attempted and a

reasonable approach is found by using the convex hull. Other methods less likely

to return the global minimum via heuristic techniques and the notion of pseudo-

optimality are set out as a means of bypassing the convexity issues inherent to the

problem.
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The analysis of the parasitic parameters of a bus bar is introduced. The induc-

tance, resistance and capacitance, in both the DC and AC cases, are discussed and

expressions provided. The analysis also applies to a PCB, which is a subset of a bus

bar. However, what is discussed only applies to uniform conductor cross sections with

specific assumptions made, enabling current and potential distributions to be known.

For complex geometrical structures, multi-layer designs–which a PCB is most likely

to be–and with asymmetric conduction paths present and non-uniform distributions,

finite element solvers become the most reliable means by which the parasitics can be

analysed and the last iota of performance squeezed from a design.
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Chapter 4

High Power Density Inverter

Design

This section seeks to outline good practices to the design of a high power density

converter, with a targeted application of a three-phase inverter. Specifications for the

inverter are provided in Table 4.1.

Table 4.1: Three-phase inverter specifications.

Requirement Value

Output power 30kW
DC-link voltage 800V

Load current 30ARMS

Switching frequency 100kHz
Voltage ripple ≤ 1%
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4.1 Power Density

Power density is defined as the ratio of power transmitted to volume ( W
dm3 ). It can be

calculated as (4.1).

ρp =
Pout
V ol

(4.1)

A high power density can be achieved by driving the otuput power upwards or the

volume downwards. Generally speaking, as the output power goes up, so, too, does

the volume. This follows naturally when considering the loss-generating mechanisms:

the conduction loss increases with current and the switching loss increases with both

current and voltage; hence, as more power is transmitted (i.e. higher voltage and/or

current levels), the power losses go up. As power losses increase, the size of the heat

sink must increase so as to evacuate sufficient heat to maintain reliable operation.

A tradeoff can clearly be observed when trying to maximise the power density: a

converter can have a high output power, a low volume or something in-between. An

interesting undertaken examined the effects of a power density-centric design, which

showed that increasing the switching frequency alone cannot lead to a sustained

increase in power density via passive reduction (Biela et al., 2009). Beyond a certain

frequency, high frequency effects will begin to demand an increase in the size of the

magnetic components, as well as an increase in losses that requires a larger heat sink,

offsetting the overall reduction in passive component sizing to the point where the

power density begins to drop.

Wide-bandgap materials are favourable to the endeavour of power density max-

imisation: for a given power loss, novel materials can switch faster, reducing the size

of the passive components; alternatively, power losses can be reduced at the same
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switching frequency, allowing for the often-bulky heat sink to be downsized. Wide-

bandgap materials provide an extra degree of freedom to the design process and open

up the possibility to move to higher frequency operation. Indeed, Gallium Nitride de-

vices are seeing applications in excess of 1MHz with high efficiency being maintained

(Reusch and Strydom, 2014, 2015).

4.2 Switches

Switch selection is one of the major gates to pass through in a design. Its importance

demands an appropriate selection, particularly if the converter is to be optimally

sized for the application. This section will seek the best power transistor for the

specification given in Table 4.1 from a set of components by applying the ideas and

modelling techniques outlined in chapters 2 and 3.

4.2.1 Device Figures of Merit

With a daunting selection of transistors available on the market, some tools must be

used to assist in filtering out ones that are not desirable for a given design. This

is where the figures of merit discussed in section 2.4 become useful: they allow for

a comparison of the fundamental characteristics of a specific device and permit a

balanced assessment of performance. The transistors in question are broken in to

two groups: 600/650V, rated for 15kW operation, found in Table 4.2; and 1200V,

for 30kW operation, in Table 4.3. The current loading levels remain the same, which

means that the DC bus voltage is cut in half for the half-power inverter. The cal-

culated figures of merit for each respective case are presented in Tables 4.4 and 4.5.
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Table 4.2: 600 and 650 Volt rated power transistors selected for analysis. Parameters
are taken from their respective datasheets at elevated temperature.

Device Type Test Conditions RDS(mΩ) VCE(sat) (V) Eon (mJ) Eoff (mJ) Err (mJ) VF (V) Rth (K/W)

SCT2120AF1 SiC MOSFET 400V/40A 15 - 1 0.4 ≈ 0 3.1 0.2
IRGP4069D2 Si IGBT 400V/35A - 1.9 0.709 0.929 0.304 1.4 0.32
HGTG30N60A4D2 Si IGBT 390V/30A - 1.6 0.28 0.45 0.72 2.2 0.39
IXGH48N60C3C12 Hybrid IGBT 400V/35A - 1.8 0.37 0.57 ≈ 0 1.8 0.56
STY112N65M51 SJ MOSFET 400V/64A 43 - 2 2.5 2.6 1.5 0.34
STY139N65M51 SJ MOSFET 400V/80A 84 - 2 2.5 2.6 1.5 0.34
STY145N65M51 SJ MOSFET 400V/85A 22 - 2 2.5 2.6 1.5 0.34
PGA26C09DV2,∗ GaN FET 400V/8A 150 - - - ≈ 0 2.5 1.5

1 650V device.
2 600V device.
∗ Preliminary datasheet. Not all information provided.

Table 4.3: 1200 Volt rated power transistors selected for analysis. Parameters are
taken from their respective datasheets at elevated temperature.

Device Type Test Conditions RDS(mΩ) VCE(sat) (V) Eon (mJ) Eoff (mJ) Err (mJ) VF (V) Rth (K/W)

C2M0025120D SiC MOSFET 800V/50A 43 - 1.4 0.3 ≈ 0 3.1 0.2
C2M0040120D SiC MOSFET 800V/40A 84 - 1 0.4 ≈ 0 3.1 0.2
IRG7PH42UD Si IGBT 600V/30A - 2.1 1.503 1.968 1.475 2.2 0.27
STGW40H120DF2 Si IGBT 600V/30A - 2.4 1.81 2.46 0.94 3.05 0.38
GA35XCP12-247 Hybrid IGBT 800V/35A - 3.9 2.66 4.35 ≈ 0 3.5 0.27

As was touched upon in section 2.4, while figures of merit provide a good basis

for comparison amongst devices of the same type, there exist challenges in applying

them to a decision making process involving different types. Furthermore, they don’t

necessarily capture the operating characteristics of the converter topology. This re-

quires a more in-depth form of analysis to determine which technology and switch is

best for the application.

4.2.2 Linear Analysis of Devices

As previously laid out, the figures of merit do not necessarily paint a full picture. It

becomes necessary, then, to move on to another form of analysis to make a definitive
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Table 4.4: Device-specific FOMs for 600 and 650 Volt rated devices.

Device Type BHFFOM NHFFOM PDFOM MOSFET FOM IGBT FOM

SCT2120AF1 SiC MOSFET 5.59E+9 7.46E+10 1.28E+2 1.10E+8 -
IRGP4069D2 Si IGBT - - 2.36E+3 - 5.67E+2
HGTG30N60A4D2 Si IGBT - - 9.07E+3 - 1.39E+3
IXGH48N60C3C12 Hybrid IGBT - - 3.97E+3 - 9.75E+2
STY112N65M51 SJ MOSFET 1.25E+8 2.69E+9 3.15E+2 1.30E+8 -
STY139N65M51 SJ MOSFET 1.61E+8 3.77E+9 3.04E+2 1.62E+8 -
STY145N65M51 SJ MOSFET 1.61E+8 3.60E+9 3.23E+2 1.61E+8 -
PGA26C09DV2,∗ GaN FET 2.45E+10 3.35E+10 1.56E+2 - -

1 650V device.
2 600V device.
∗ Preliminary datasheet. Not all information provided.

Table 4.5: Device-specific FOMs for 1200 Volt rated devices.

Device Type BHFFOM NHFFOM PDFOM MOSFET FOM IGBT FOM

C2M0025120D SiC MOSFET 1.06E+8 8.34E+9 2.39E+2 1.44E+8 -
C2M0040120D SiC MOSFET 7.94E+7 6.29E+9 1.41E+2 1.04E+8 -
IRG7PH42UD Si IGBT - - 1.22E+3 - 2.42E+2
STGW40H120DF2 Si IGBT - - 1.47E+3 - 1.69E+2
GA35XCP12-247 Hybrid IGBT - - 3.67E+2 - 5.89E+1

decision. In this case, the converter loss estimation method described in section 3.3

is employed to generate Figures 4.1 and 4.2 in an attempt to resolve which switch

would achieve the highest efficiency under different operating regimes.

When considering the 600/650V devices at 400V operation and lower switching

frequencies, the efficiency of the Superjunction MOSFETs is best, though not by

much, owing to the very low on-state resistance. However, once the switching fre-

quency is increased significantly, the two best switches are the hybrid IGBT and the

Silicon Carbide MOSFET, with the hybrid IGBT being superior as a result of its

lower conduction losses.
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Figure 4.1: Linear analysis applied to the switches in Table 4.2 with a DC-link voltage
of 400V.
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Figure 4.2: Linear analysis applied to the switches in Table 4.3 with a DC-link voltage
of 800V.
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The picture is drastically different under 800V operation with the 1200V switches:

Silicon Carbide MOSFETs perform best under both assessed switching frequencies,

with the difference becoming much more pronounced at 100kHz. While the significant

difference could be an artefact of the process by which switches were selected for anal-

ysis and comparison, great effort was expended searching for the best commercially

available parts of all types.

Since the proposed inverter is desired to operate at 30kW, requiring a DC bus

voltage of 800V, the decision was made to use Silicon Carbide MOSFETs because

of their all-around higher efficiency. Furthermore, high switching frequency is key to

achieving a high power density via passive component size reduction, which further

favours the employment of Silicon Carbide devices.

4.2.3 Silicon Carbide Switches

With the general conclusion being that Silicon Carbide MOSFETs offer superior

performance with respect to their Silicon counterparts and the decision havng been

made to pursue Silicon Carbide devices for the design, the next step is to evaluate

several devices in a similar fashion to determine which performs the best. The list of

switches and their parameters can be found in Table 4.6. The results of the analysis

are shown in Figure 4.3.

Table 4.6: Key Silicon Carbide device parameters.

Part Datasheet VDS/IDS(V/A) Eon(mJ) Eoff (mJ) RDS(mΩ) VF

C2M0025120D 800/50 1.4 0.3 43 3.3
SCT2080KE 600/10 0.174 0.051 125 4.6
GA20SICP12-247 800/20 0.028 0.328 93 3
SCT30N120 800/20 0.5 0.4 90 3.5
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Figure 4.3: Silicon Carbide MOSFET efficiency maps with a switching frequency of
100kHz and unity power factor.

From the plotted results, a conclusion can be drawn about which switch is best

under a given set of operating conditions. For lower current and higher frequency

applications, the GA20SICP12-247 transistor from GeneSiC offers higher efficiency,

which can be attributed its lower switching losses. At higher currents, however, the

Cree MOSFET, C2M0025120D, overtakes the GeneSiC device because of its lower

on-state resistance, in spite of its higher switching losses.

The estimated efficiencies of the two do not differ drastically under rated con-

ditions; however, as the current increases, the Cree device begins to show greater
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performance. Therefore, the Cree transistor is chosen to progress with the design, as

it affords greater flexibility should loading levels be increased in the future.

4.2.4 Chosen Switch

The same analysis used for switch selection can be applied to better understand the

performance of the chosen MOSFET under several operating conditions. The results

are shown in Figure 4.4. High efficiency is achieved over the expected operating range.

4.3 DC-link Capacitor

4.3.1 Optimality in Selection

DC-link capacitor bank design is, by itself, a simple task: the capacitor bank must

meet a series of specifications, such as a minimum capacitance and maximum voltage

and ripple current handling capabilities. Finding an optimal design, however, is a

challenge. Little work has been done in this regard; indeed, many publications exist

in the field of optimal capacitor placement or power level sizing for AC power distri-

bution and reactive power compensation. Few, however, consider the optimal design

of a capacitor bank, DC or AC, for power electronic applications. This is a significant

gap, as research by Argonne National Laboratory on high temperature capacitors

states that the DC-link capacitor bank for an automotive power inverter can occupy

35%, 23% and 23% of the volume, weight and cost, respectively, of the converter (Bal-

achandran et al., 2014). When considering the number of power converters present in

electric and more-electric vehicles, even an optimistic approximation of the footprint
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Figure 4.4: Cree C2M0025120D efficiency maps with a switching frequency of 100kHz
and unity power factor.

of these capacitors on the system as a whole can be enormous.

Two previous studies have been published that consider this knowledge gap. The

first analyses the switching waveforms to determine the form of the ripple current

to be sunk by the capacitor, assuming the voltage source does not provide any sort

of return path. Then, a Fast Fourier Transform (FFT) is performed to determine

which frequencies have the largest magnitude and are most likely to cause issues with

Electromagnetic Interference (EMI). A lookup table populated with real capacitors is

sequentially moved through, with each individual capacitor having objective functions
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evaluated to check that it is capable of meeting the requirementsset out. If a bank

is built that is capable of sinking the RMS current and stays below a calculated

threshold for minimising EMI, then it is accepted; else, continue searching. The full

analysis and algorithm are described in (Anwar and Teimor, 2002).

The second study has a similar structure to the first, where the authors are most

concerned with minimising EMI whilst meeting the baseline requirements of the sys-

tem and ensuring long-term reliability. The biggest point of differentiation is the use

of two types of capacitors–electrolytic and film–to create a filter to keep the EMI

below a mandated standard (e.g. MIL-STD-461G, FCC Class B). Two databases are

scoured, one for each capacitor technology, in search of possible solutions. Unique

capacitor banks are built, the objective function is evaluated for every possibility and

the minimum value from the set is selected. Nuances of the method can be found in

(Pelletier et al., 2009).

Neither of these methods are particularly optimal. The first terminates as soon as

a satisfactory solution is found, which could prevent it from finding the best device and

combination for the application. The second has serious reliability issues associated

with it by combining different parts together and, most concerningly, in the paralleling

of electrolytic and film capacitors; furthermore, the datasets need to be arranged

in a very particular fashion, which removes a large degree of generality from the

method. Neither approach is computationally efficient as they both have the potential

to require many iterations through large datasets to come to a conclusion. This drives

the need for a more rigorous approach to such an optimisation.
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4.3.2 Capacitor Bank Design

The optimal design of a capacitor bank involves the consideration of many parameters

and the consequent minimisation/maximisation of as many of them as possible. This

does not mean that particular emphasis should not be placed on one area; indeed, in

designs seeking high power density, volume is of the utmost concern. In engineering

designs, there always exists a trade-off and capacitors are no different.

The following discussion will seek to maintain sufficient generality such that the

developed optimisation method can be applied to any number of converter topologies

and, even, applied to a variety of discrete component selection problems: switches,

inductors, etc. The idea is to break the problem in to two separate components: the

preprocessing of the data to tailor it to the application and the actual optimisation

itself. By splitting in two, the problem can be decoupled from the solution method

and the underlying algorithm can be used for any number of applications.

Parameters of interest for DC-link capacitor banks are: the continuous DC volt-

age rating, VR; the transient voltage rating, oftentimes listed as a percentage increase

of the continuous rating, Vpk; the maximum rated ripple current, IC , that can be

sustained without the capacitor overheating; the equivalent series resistance (ESR),

RESR, resulting from the structure of the device, which goes hand in hand with the

maximum rated ripple current; the equivalent series inductance, LESL; the capaci-

tance, C; and the dimensions of the capacitor, l, w and h. The first three decide

the bare minimum requirements for the bank. When preprocessing the data, each

individual commercially available capacitor is evaluated according to these minimum

requirements and a unique capacitor bank meeting them, and any other desired ad-

ditional constraints, is designed.
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The dominant capacitor failure mechanisms, irrespective of technology, are over-

voltage and overheating from high ripple currents (Wang and Blaabjerg, 2014). Fur-

thermore, along with the power semiconductors, capacitors are among the most vul-

nerable components in any converter (Ye, 2014); hence, the logical first step is to

determine how many capacitors are required in series and parallel to meet the min-

imum requirements to sustain operation. The number of series capacitors, ns, is a

function of the voltage ratings and is calculated as,

ns =

⌈
max

(
VDC
VR

,
Vpk
VS

)⌉
(4.2)

where dxe is the ceiling operator and VS is the transient voltage rating of the capacitor,

often referred to as the surge voltage. It is critical to ensure the rated and transient

voltages are not exceeded, as it can lead to dielectric breakdown and failure of the

component. This is a greater issue for electrolytic capacitors and, should they be

designed in, additional margin is prudent.

The number of parallel components, np, is designed to meet the ripple specifica-

tions of the inverter. In this work, an additional constraint is placed on the voltage

ripple, which adds the second term in the maximisation function. Were this not the

case, the number of parallel capacitors would be determined solely by the current

rating of each capacitor and the total current to be sunk. Under these conditions, it

can be written that,

np =

⌈
max

(
IC,RMS

IC
,
ns · CDC

C

)⌉
(4.3)

with C being the rated capacitance, respectively, obtained from each individual ca-

pacitor’s datasheet; IC,RMS, the total ripple current to be sunk by the capacitors,
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determined analytically or by simulation; and CDC , the capacitance required to main-

tain a specified voltage ripple. Electrolytic capacitors are particularly vulnerable to

ripple currents and excessive heating and, as a result, redundancy and as equal as

possible current sharing are highly advised to minimise the probability of early failure.

These two expressions capture only the basics of what may be considered for

capacitor selection. Other cases, such as those presented in (Anwar and Teimor,

2002) and (Pelletier et al., 2009), may require a closer look at the total impedance of

the capacitor bank for EMI filtering purposes. For high frequency switching, it would

be beneficial to consider minimising the total parasitic inductance, LESL, so as to

minimise voltage spikes during switching. In designs where the ambient temperature

is high or efficiency is most sought after, the total power loss can be an additional

constraint. As the number of parameters and constraints grow, the advantages of

decoupling the data from the optimisation algorithm become clearer.

Determining the ripple current to be sunk by the capacitors is challenging and

much work has been done by researchers on this subject. A reasonable approximation

for preliminary bank sizing when using space vector PWM (SVPWM) is provided by

(Kolar and Round, 2006),

IC,RMS ≈
Iφ,RMS√

2
(4.4)

where Iφ,RMS is the per-phase load RMS current, assumed to be equal across all three

phases. This approximation holds for power factors near unity. If the power factor is

lower, then the ripple current would go down, as explained in the study.

The voltage ripple, in percentage terms, on the DC-link can be estimated as

111



M.A.Sc. Thesis - William Michael Eull McMaster - Electrical Engineering

(Preindl and Bolognani, 2011),

∆VDC% ≈
Iφ,RMS

4VDCCDCfs
(4.5)

where fs the switching frequency of the transistors. Solving for the required capaci-

tance for a specified ripple involves shifting terms around to get CDC on the left-hand

side of the equality.

The power losses of an individual capacitor in a bank can be estimated as (4.6).

Ploss =

(
IC,RMS

np

)2

RESR (4.6)

A key assumption in this expression is that the ripple current is shared equally by

all capacitors. While this is often not true, in a well-designed converter it is not far

from the truth and is a fair assumption to make. Capacitor power losses generate heat

and lead to an eventual increase in its core temperature. For electrolytic capacitors,

when the core gets too hot, the solution can begin to evaporate and cause an increase

in pressure. Without sufficient venting, the capacitor will fail.

Auxiliary measures, such as the energy density, (4.7), and power density, (4.8), can

be calculated and used as supplementary criteria when seeking an optimal capacitor

bank.

ED =
EC
V ol

=
1
2
CV 2

R

V ol
(4.7)

PD =
PC
V ol

=
VRIC
V ol

(4.8)

The volume, V ol, is the product of the dimensions and is most commonly worked
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out in litres, L, which is equivalent to decimetres cubed, dm3. The energy and power

densities can be calculated for an individual capacitor or for the bank as a whole.

Generally speaking, calculation for the bank is the preferred approach, as it is most

representative of the final solution.

4.3.3 Capacitor Selection

With the theoretical capacitor banks built, it becomes a matter of choosing which one

to use. Such a problem is difficult and time consuming, both in terms of computational

and human resources. As previously discussed, no ideal method has been presented

in literature to date; hence, an evaluation of several methods will be undertaken,

outlining their relative benefits and drawbacks. Conclusions are drawn on the efficacy

of the methods and the preferred one for design is stated and utilised to design the

DC-link capacitor bank for the inverter.

Brute Force

The brute force algorithm is a simple technique to find the minimum value of a

dataset. Some constraint(s) is (are) selected and the set is sifted through, with the

result being returned upon completion. Its simplicity is countered by the amount of

time that may be required in the case of an exceedingly large dataset; furthermore, it

has some constraint-related sensitivity issues. Depending on the constraints selected,

particularly in the single-objective case where only one parameter is considered, the

brute force algorithm could return a component that is minimal in one regard but

performs poorly in others. Take, for example, Figure 4.5: the smallest power losses
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Figure 4.5: Single-objective and multi-objective minimum value searches using the
brute force algorithm.

would correspond to a DC-link capacitor bank with a size just over 3dm3. In a space-

constrained system, this would not be a good choice. If the focus were shifted to

minimising the volume, however, a very good solution would be found that results

in a power loss that is acceptable. A multi-objective search, combining the previous

two cases, as an example, returns a reasonable solution. Herein lies the problem:

the result obtained will be only as good as the capacitor bank parameter constraints

applied and their values.

While this algorithm offers some flexibility–namely, in terms of what constraints to

apply and their values–its most significant detraction is that it lacks greater flexibility.

Once a set of constraints have been applied, a solution is found. If the returned

capacitor bank is actually unsatisfactory, then further runs through the data must be

executed with that specific case deemed inadmissible. This makes it an unfavourable

method to use when seeking optimality.
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Constrain and Filter

The constrain and filter approach applies a series of constraints to whichever capacitor

bank parameters are under consideration. It can be thought of as being similar to,

albeit more flexible than, the brute force algorithm. A set of constraints are placed on

the dataset, eliminating banks that do not satisfy them. Where the two approaches

diverge is in their handling of any dataset: brute force finds an explicit solution,

whereas constrain and filter leaves a reduced-order dataset for a decision maker to

analyse and choose from.

In a more mathematical sense, the constrain and filter technique can be reformu-

lated as an optimisation problem in the epigraph form, where a transition is made

from (4.9) to (4.10).

minimize
f(x)∈Rn×m

f(x)

subject to fi(x) ≤ ci, i = 1, . . . , n

subject to x ∈ Rm, x = 1, . . . ,m

(4.9)

minimize
t∈Rn

t

subject to fi(x) ≤ ci, i = 1, . . . , n

subject to ci = ti, i = 1, . . . , n

subject to x ∈ Rm, x = 1, . . . ,m

(4.10)

In both cases, f(x) is a matrix with dimensions of the number of capacitor banks

under evaluation, m, and the number of capacitor bank parameters to be constrained,

n. The constraints, ci, are applied such that each fi(x) is less than a prescribed value.
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In (4.9), a single set of constraints is laid out to be met. An algorithm checks

the value of each and, if all are met, it is kept within the set; if not, it is discarded.

Then, the best component within the reduced set is sought. In this work, the decision

making process was manual.

The reformulation to an epigraph-type problem in (4.10) makes it explicit that it

is an iterative process. The vector, t, is composed of some arbitrary set of constraints,

initially chosen to provide a solution that the designer could find satisfactory. The

initial t constraints are applied to the set, similar to the formulation of (4.9). If a

satisfactory solution is found by the designer within this iteration, the algorithm can

be terminated; if not, the values of each t will be reduced downwards, tightening the

constraints of the capacitor banks, imposing further reduction in the size of the set.

This continues until the designer has chosen a proposed solution.

The result of a constrain and filter operation is presented in Figure 4.6. The se-

lected capacitor for the design is already denoted as this approach is the one preferred

for the design, as will be expanded upon in section 4.3.5.

Cost Function

A cost function-based approach allows for a weighting to be applied to each param-

eter to more reasonably achieve a compromise. An additional benefit is that design

parameters can be coupled together, allowing for a more complete evaluation of each

capacitor bank in the dataset. The cost function, J , can take on infinitely many

forms and is inherently arbitrary: it is the designer’s discretion as to what is most

important in the design. A simple weighted approach is described by (4.11),

Ji =
∑

(w1v1,i + w2v2,i + · · ·+ wkvi) (4.11)
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Figure 4.6: Constrain and filter operation, reducing the dataset from 2000 to 40 items.

where wk is the weight of the k-th design variable under consideration; and vk,i is the

k-th design variable at the i-th position in the dataset. The weightings can be either

a weighted average or they can take on any non-zero value. Whichever approach

is used can have an impact on the results. The value of each weighting coefficient,

wk, can be selected by understanding whether the goal is minimise or maximise the
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cost function, J , and whether the design variable, vk, should be driven upwards or

downwards. Alternative approaches can employ higher-order powers, as opposed to

coefficients, when devising the cost function, so as to enable the use of analytical and

gradient-based methods to find the minimum.

The cost function approach can be used on its own or in tandem with other

approaches (i.e. brute force). A key benefit, which can be seen more clearly when

discussing its application to simulated annealing, is that the data can be meaningfully

manipulated such that an underlying structure can be built in to the dataset, which

has already been seen to be lacking such a property.

An illustrative cost function is created of the form in (4.11). It is comprised of

five variables with corresponding weights emphasising the importance of size: volume,

w1 = 1; power loss, w2 = 0.5; height, w3 = 2; surface area, w4 = 1; and number of

capacitors, w5 = 0.25. A heavier penalty is placed on taller components and a smaller

cost is incurred for solutions with many capacitors, as their paralleling can introduce

additional benefits, such as a reduced AC loop inductance. The resulting function

after evaluating the described cost function is shown in Figure 4.7.

Surface Fitting

Surface fitting provides an avenue by which an analytical expression can be obtained,

opening up the opportunity to apply gradient-based techniques; alternatively, the

derived expression could be used in tandem with heuristic techniques to converge on

a solution. Many approaches are possible with a closed-form expression of the data.

A surface is most easily visualized in two or three dimensions; if a higher order

is desired, then it would make sense to couple several variables together with a cost
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Figure 4.7: Cost function output given the film capacitor data.

function–as in the previous section–and then plot it in the desired dimension. The

curves and surfaces herein will be generated in the easily visualized space. Plots for

three cases are shown in Figure 4.8. The curves and surfaces are generated using

the curve fitting toolbox in MATLAB. A better fit can be obtained by increasing the

complexity of the fitting technique, with examples provided in (Gálvez and Iglesias,

2012; Xie et al., 2012), where 3D surfaces are reconstructed from sets of scattered

data points using non-uniform rational B-splines.

The quality of fit and the return of a function depends on what curve fitting

algorithm is used in the toolbox. For example, with the spline, it is comprised of

a series of functions, of an order selected by the designer, which connects as many

points together as possible. An example of a spline fit is presented in Figure 4.8

(a). The toolbox does not cleanly return a continuous function for optimization and,

hence, it is undesirable to use a spline to fit in this fashion. Indeed, a cost function

approach would be better suited in this case. Furthermore, exploring other fitting

techniques showed that, in a two-dimensional case, curve fitting is not a particularly
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good option with the utilised dataset.

In terms of a three-dimensional fit, a fifth-order polynomial (the highest order

available in the toolbox) was used. The function has 21 coefficients and two cases

are shown in Figures 4.8 (b) and (c). With a function like this, it is possible to

find minima analytically and with gradient-based methods; however, since it may be

non-convex, care needs to be taken to ensure that local minima are not found and

declared to be the globally optimal solution. It is also entirely possible that the fit

function returns inadmissible values (i.e. volume <0). Instances such as those would

need to be recognised and the function traced back to an admissible point.

None of the returned functions fit the data particularly well, which is a result of

both the restricted polynomial order and the chaotic nature of the input. In each

case, the fitted function is non-convex, requiring either some form of appropriate

restriction(s) to analyse over a convex range or to apply a heuristic technique to try

to find the global minimum. Furthermore, the functions do not overlap the data

entirely, meaning that any solution found may not be within the database or even

commercially available. No real benefits are obtained by using this technique.

Pareto Optimality

Pareto optimality generates a tradeoff surface, whereby the variable on the x-axis

can only be enhanced by accepting a reduction on the y-axis and vice-versa. Each

member of this surface is considered to be optimal. An example of Pareto optimal

points is illustrated in Figure 4.9, where the the goal is to minimise both values. A

reduction in the power losses drives an increase in the volume of the Pareto optimal

capacitor banks.
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Figure 4.8: MATLAB curve fitting toolbox surface fits and the underlying data.

The Pareto front returns the best capacitors for a series of given design parame-

ters and is conducive to providing the designer with a handful of devices to manually

evaluate. Its use is as more of a visual tool and a helping hand than a direct opti-

miser; nevertheless, its ability to distil a large dataset to a smaller one comprised of

the optimal components for a given tradeoff provides substantial aid in the decision

making process.
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Figure 4.9: 2D and 3D Pareto fronts for film capacitors.

Simulated Annealing

Simulated annealing is discussed in detail in section 3.4.2. Its application to an

example dataset can be seen in Figure 4.10.

The algorithm does a good job of finding small values for the individual parameters
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(a) Simulated annealing to minimise losses.
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(b) Simulated annealing to minimise volume.

Figure 4.10: Ten runs of the simulated annealing algorithm on the dataset.

it is asked to minimise. However, when not constraining several variables simultane-

ously, the algorithm can return components that would be considered unsatisfactory.

For example, in Figure 4.10 (a), the capacitors with the absolute lowest losses are very

large and would cause the converter’s volume to increase by a significant amount rel-

ative to other possible configurations. In Figure 4.10 (b) the drift is less severe as the
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power losses increase by approximately 2W from one extremity to another; however,

in a system seeking the highest possible efficiency, this may not be acceptable.

The coupling of parameters can be done in a fashion similar to the brute force

algorithm; however, this can become cumbersome and frustrating to implement. A

reasonable approach would be to employ a cost function and run the simulated an-

nealing algorithm on it, coupling many variables together in the hope of achieving a

more consistent result. By using the function defined in (4.11) to generate Figure 4.7,

the simulated annealing algorithm can be used to obtain the results in Figure 4.11.

The results are quite good when compared to those presented in Figure 4.10. The

final resting point of the algorithm finds small values of the cost function with regu-

larity, including the global minimum. The resultant optimal capacitors are clustered

together with low volume and little drift in the power losses; furthermore, the same

capacitors are found more frequently than before, presenting less work for the designer

should a decision need to be made based on component availability.

4.3.4 Additional Considerations

Selection via some algorithm can be the most efficient means to decide upon a com-

ponent; indeed, automating the process frees engineering time for another task and is

capable of finding the truly optimal solution for a given problem. However, the algo-

rithm is only as smart as the data it is provided with and how it is implemented. There

may even be cases where the smallest component volumetrically leads to a larger total

system volume because of a lack of fit relative to system package constraints, which

is something that that cannot be easily encoded within an algorithm and is highly

application specific. Any approach could very well settle on a capacitor that is not

124



M.A.Sc. Thesis - William Michael Eull McMaster - Electrical Engineering

Film Capacitor Index
0 100 200 300 400 500 600

C
os

t F
un

ct
io

n,
 J

×104

0

1

2

3

4

5

6

7

Film Capacitor
Algorithm Output

(a) Simulated annealing on the cost function.

Losses of Capacitor Bank (W)
0 0.5 1 1.5 2 2.5 3

V
ol

um
e 

of
 S

ol
ut

io
n 

(d
m

3 )

0

1

2

3

4

5

6
Film Capacitor
Algorithm Output

(b) Algorithm results plotted with the input data.

Figure 4.11: Ten runs of the simulated annealing algorithm on the cost function.

commercially available, depending on how the database is populated, meaning that

the search itself was not fruitful and additional constraints must be added to avoid

such a state; or, better prioritising the constraints, which is challenging to build in.

At this point, direct designer input is required, rendering an automated approach to

selection of reduced utility.
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4.3.5 Conclusions

With these shortcomings noted, the constrain and filter approach is considered the

most reliable, albeit more time consuming, due to the requirement of a decision

maker’s direct involvement. The primary benefit is that engineering intuition can

guide the selection process to a capacitor that balances several requirements for find-

ing a satisfactory solution. With tight enough constraints, the resulting set can be

made sufficiently small so as to facilitate selection.

Of similar quality are Pareto optimality, for determining the best capacitors along

a tradeoff curve, and simulated annealing, for stochastically finding a satisfactory

minimum. Several runs of the simulated annealing algorithm on a representative cost

function can return multiple results which, in turn, can be used in a fashion similar to

the constrain and filter approach to determine which is best for the given application.

Figures 4.12 and 4.13 show the location of the selected capacitor in the dataset

comprised of both electrolytic and film capacitors, and of only film capacitors in a

format similar to the results of other techniques, respectively, after decision making

using the constrain and filter technique. It can be seen that, when plotting the

items with volume and power losses on the axes, the result is quite near the global

minimum. Simulated annealing with the prescribed function returned a component,

amongst several others, with the same volume, albeit slightly higher losses (1W as

opposed to 0.8W), than the constrain and filter result, exhibiting its potential for

effective usage.
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Figure 4.12: The entire data set with the selected capacitor denoted.
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Figure 4.13: Film capacitor-only dataset with the chosen capacitor denoted.
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4.4 PCB

A PCB can be thought of as a bus bar, albeit on a much smaller scale, as it is no

more than layers of copper separated by an insulating material; therefore, the analysis

undertaken in section 3.5 can be employed to assist in its design. The proper design

of the PCB contributes significantly to reducing the parasitic inductance, helping

to ensure transient voltage spikes remain below the maximum blocking voltage of

the semiconductor devices and peak voltage rating of the capacitors. Detailed finite

element simulations can be performed to obtain a very accurate measurement of the

inductance, thereby allowing for the design to be pushed closer to its operating limits;

however, this can take a significant amount of time to not only run, but to model as

well. Any minor change would result in a change in the impedance, resulting in a

need to resimulate and reinterpret the results. The need for finite element simulations

becomes increasingly apparent when a multi-layer PCB structure is defined, with

several current routing and discontinuous planar arrangements existing. An approach

employing best practices is often sufficient for obtaining satisfactory performance.

Best practices dictate keeping forward and return current paths on opposing layers

with as small of a spacing as possible. In this way, flux cancellation can be maximised

and the stray inductance reduced. Furthermore, by ensuring capacitors are placed

close to components requiring transient power, current loops can be minimised and

the system’s performance enhanced. Effective filtering can be used to shunt noise

back to its source and reduce radiated emissions, as well as improving the quality of

the power transmitted by the converter. These practices are put to work in (Khan

et al., 2014), albeit for bus bars, where best practices are followed to obtain a design

with low impedance, as verified by finite element simulations.
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The maximum electric field strength is the key determinant of the thickness of the

insulating and adhesive materials in a PCB stackup. The most common insulator is

FR-4 and the layers of copper are held together by an epoxy resin mixture, normally

referred to as “prepeg.” The dielectric field strength of both are provided by the

PCB manufacturer. In this design, both were in excess of 40kV/mm (Gold Phoenix,

2012). Knowing this and the maximum voltage to be encountered during operation,

the minimum separation distance between layers, closely related to the thickness of

the insulating materials, can then be calculated as,

dmin =
Vpk
Emax

(4.12)

where Emax is the maximum electric field strength specified in the material’s datasheet.

The separation distance should be small so as to minimise the parasitic inductance

of the conducting material but large enough to sustain the peak transient voltage ex-

pected. The prepeg layers require extra care as the conductor can reduce its effective

thickness by an appreciable amount. A typical four-layer PCB stackup is shown in

Figure 4.14 that shows this nuance.

tpre

tcu

tcore
Solder mask
Prepreg

Core

Copper

Figure 4.14: Prototypical four-layer PCB stackup.
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The thickness of the prepreg, tpre is affected by the thickness of the copper, tcu.

Copper thickness for a PCB is normally specified in ounces, with one ounce (oz)

of copper having a thickness of approximately 35µm. Attention must be paid to

this aspect of the design as the erosion of prepreg thickness could cause the minimum

separation distance, dmin, to not be met, resulting in the eventual failure of the board.

The decision on a copper thickness is the result of several considerations, includ-

ing the current to be conducted, the width of the planes carrying the current and

the temperature rise of the board that can be sustained. IPC-2221, the “Generic

Standard on Printed Board Design,” suggests good design principles for component

spacing and isolation based off of the voltages to be seen and provides formulae for the

calculation of the width of traces for a given copper thickness, current and permissible

temperature rise. Internal and external layers will have different required thicknesses

due to the difficulty that internal layers have in evacuating generated heat.

Two versions of the inverter were designed and built. Their copper and insulation

thicknesses are listed in Table 4.7.

Table 4.7: Inverter PCB thicknesses utilised.

Version 1.0 Version 1.1

Copper Thickness (oz) 2 3

Layer 1-2 Thickness (mm) 0.5 0.45

Layer 2-3 Thickness (mm) 2 1.4

Layer 3-4 Thickness (mm) 0.5 0.45
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4.5 Summary

In this chapter, the design of a three-phase inverter with a target of a high power

density was discussed in detail. At each stage in the process, optimality in compo-

nents was sought: the best performance in the best package with the best overall fit.

The transistors have the least flexibility in this regard, as they tend to dictate the

converter’s shape and performance most significantly. A capacitor or a gate driver is

significantly more interchangeable than the power transistor in most cases, particu-

larly when using Silicon Carbide, as the selection of devices is currently limited.

With respect to capacitor selection, novel techniques and methods were introduced

to attempt to solve the problem of optimal component selection. The results from an

intuition-based approach and an automated approach with the simulated annealing

algorithm returned capacitors from the same series, albeit with marginally higher

losses, showing the promise simulated annealing and other heuristic and stochastic

algorithms have for discrete component selection.

The end result of applying these techniques and best practices is an inverter

with a length, width and height of 238, 128 and 33mm, respectively. This gives a

volume of 1.084L and, at an output power of 30kW when switching at 100kHz, this

provides a power density of 29.84kW/L, well above other results reported in literature

(Sato et al., 2011; Sasaki et al., 2013) with equal–or greater–on-board functionality

and exceeding United States of America Department of Energy targets for 2020 and

beyond (Rogers, 2012).

Components of this chapter were summarised in a paper presented at the 2016

IEEE Transportation Electrification Conference and Expo (ITEC) (Eull et al., 2016).
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Chapter 5

Inverter Prototype &

Experimental Results

5.1 Parasitic Parameters

The parasitic parameters of a converter contribute greatly to its performance. A high

inductance leads to large voltage transients during switching, higher losses due to the

slowing of the current rise and fall times and increased electromagnetic emissions.

The resistance acts as a power loss mechanism, causing temperature rises and can

lead to the eventual failure of the PCB due to the expansion and contraction of the

board under thermal stresses. The capacitance helps in reducing the characteristic

impedance of the system, acting as a sort of basic filter to help reduce emissions.

It becomes important, then, to estimate the parasitics in some fashion. As a result

of the complex interconnection scheme, the analysis undertaken in section 3.5 can only

act as basic guidance to provide a rough estimate. Finite element simulations will

give the best results; however, they can take significant amounts of time and require
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special care when accounting for manufacturing tolerances and the solder and screws

used to securely connect the system together.

For these reasons, a precision impedance analyser was employed to measure several

major aspects of the inverter. This data can be used to build a full impedance model

of the AC commutation loops, as well as exploring the behaviour of each individual

component. With respect to the PCB itself, it can be determined whether or not the

stray inductance is too high for a given operating point, helping to improve the long-

term reliability of the assembly. The impedance analyser was configured to apply an

oscillating voltage signal with an RMS value of 500mV over a wide frequency range.

5.1.1 Measurement Preparation

To ensure accurate measurements, the equipment needs to be calibrated after turn-on

to account for environmental noise. For each setup, some form of cabling was required;

hence, the impedance of that connecting mechanism had to be measured as well. Once

measured, the number of required cables were prepared with the same length from

the same wire spool so as to keep the impedance of each wire approximately equal.

Frequency (Hz) ×106
0 2 4 6 8 10

Im
pe

da
nc

e 
(Ω

)

0

5

10

15

A
ng

le
 (
θ
)

60

70

80

90

Figure 5.1: An example magnitude and phase characteristic for a wire.
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While a measurement of the wire for each case has been prepared, the effects

of the wires have not been subtracted from the data. It is provided as is from the

impedance analyser.

5.1.2 DC-link Capacitor

Information pertaining to the DC-link capacitor is found in the datasheet; however,

having the opportunity to measure it for a real device is beneficial, as it takes in to

account tolerances, reflecting what would most likely be seen during actual opera-

tion. The capacitor was directly placed on the terminals of the impedance analyser,

introducing no new parasitics to the testing circuit.
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Figure 5.2: Impedance curves of the DC-link capacitor B32774D8505K.

5.1.3 MOSFET

The MOSFET has several parasitics associated with it, as detailed in section 3.1.2.

Understanding them– and, particularly, the inductances–is integral to achieving the

highest fidelity switching and loss model possible. While measurements can be taken
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when it is connected to the PCB, as is done in section 5.1.7, its exact characteristics

are drowned out by the rest of the board. Having data for the device itself increases

its applicability to future research.

Frequency (Hz) ×107
0 2 4 6 8 10 12

Im
pe

da
nc

e 
(Ω

)

0

100

200

300

400

A
ng

le
 (
θ
)

-100

-50

0

50

100

(a) Magnitude and phase.

Frequency (Hz) ×107
0 2 4 6 8 10 12

C
ap

ac
ita

nc
e 

(F
)

×10-6

-1

0

1

R
es

is
ta

nc
e 

(Ω
)

0

5

10

(b) Series capacitance and resistance.

Figure 5.3: Impedance curves of the gate-drain connection of the Silicon Carbide
MOSFET C2M0025120D.

The results from the impedance analyser show good behaviour that correlate well
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Figure 5.4: Impedance curves of the gate-source connection of the Silicon Carbide
MOSFET C2M0025120D.

with the model of a MOSFET with its parasitics included, per Figure 3.4. Resonances

when the MOSFET is turned off can be observed, resulting from the interaction of

the capacitances and the inductances from the leads and the bonding methods. When

the gate is biased so as to turn the device on, no discernible resonance phenomenon
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Figure 5.5: Impedance curves of the drain-source connection of the Silicon Carbide
MOSFET C2M0025120D when off.

is observed (Figure 5.6).
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Figure 5.6: Impedance curve of the gate-source connection of the Silicon Carbide
MOSFET C2M0025120D when on.

5.1.4 PCB Capacitance

The capacitance of the PCB is measured by leaving all terminals open and measuring

across the DC bus, from positive to negative. This was done using the high-side drain

and low-side source terminals of each individual phase leg, as shown in Figure 5.7.

Impedance 

Analyser

LwireRwire

CVDC

Q6Q4Q2

Q5Q3Q1

LwireRwire

Figure 5.7: PCB capacitance measurement schematic.

A resonance appears to occur around 15MHz, as the impedance briefly drops to

zero before increasing upwards, as seen in Figure 5.8. This most likely arises from the
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parasitic capacitance of the PCB structure and the conductance of the FR-4 dielectric

material separating the layers.
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Figure 5.8: Impedance curve of the PCB alone when measuring from the positive
terminal of capacitor 1 to the negative terminal of capacitor 9.

5.1.5 Commutation Loop Impedance

The impedance of the commutation loop is what most substantially contributes to the

slowing of switching transients and voltage overshoots on the DC bus. Its estimation

is integral to assessing whether a given switching scheme will result in the failure of the

transistors from voltage transients and the devising of enhanced switching models.

Its importance demands it be obtained in some form. Estimation via analytical

expressions is challenging, as was outlined in section 3.5, making measurement an

attractive option for obtaining representative.

Two configurations were used to measure the AC current path impedances. The

first was to use a small wire to short circuit the DC-link capacitor terminals and then

sequentially solder a wire to the high-side drain and low-side source connections for
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each individual phase. The path impedance from transistor to capacitor can then

be measured for the individual phase legs. The second was to connect the positive

and negative terminals of the impedance analyser to the positive terminal of the first

capacitor and the negative terminal of the ninth capacitor. Then, each phase leg

was sequentially short circuited, allowing for the progressive total impedance to be

measured.

Testing schematics, some results and discussion for these two approaches follows.

From the Transistor Terminals

The measurement of the impedance from the high-side switch’s drain to the low-side

switch’s source is the first method by which the impedance of the commutation loop

was obtained. The testing schematic for this subset of cases is shown in Figure 5.9.

Impedance 

Analyser

LwireRwire

CVDC

Q6Q4Q2

Q5Q3Q1

LwireRwire

Figure 5.9: PCB impedance measurement schematic short circuiting the capacitors.

The physical test platform for a specific case in this configuration is shown in

Figure 5.10.

A single example, when measuring the impedance from the terminals of the phase

C transistors to the capacitors is presented in Figure 5.11.
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Figure 5.10: Physical measurement setup for the commutation loop with the capaci-
tors shorted.
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Figure 5.11: Impedance curve of the commutation loop from the transistor terminals.

141



M.A.Sc. Thesis - William Michael Eull McMaster - Electrical Engineering

From the Capacitor Terminals

The testing schematic for this case is shown in Figure 5.12.

Impedance 

Analyser

LwireRwire

CVDC

Q6Q4Q2

Q5Q3Q1

LwireRwire

1+

9-

Figure 5.12: PCB impedance measurement schematic short circuiting the phase legs.

The physical configuration of this measurement scheme, where the positive contact

of the analyser is connected to the positive terminal of capacitor 1 and the negative to

the negative terminal of capacitor 9 with phase leg short circuited, is given in Figure

5.13.

In this approach, the total impedance of the AC path is measured. If each indi-

vidual path is desired, some basic mathematics need to be performed to obtain the

impedance for each leg. The first leg to be tested was phase A, followed by A and B,

and then all three together. The total impedance of the two latter cases are described

by (5.1) and (5.2).

ZT =
ZAZB
ZA + ZB

(5.1)

ZT =
ZAZBZC

ZAZB + ZAZC + ZBZC
(5.2)

To obtain the individual phase leg impedances, the desired terms must be solved
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Figure 5.13: A test of the commutation loop with the transistor phases shorted.

for. The expressions are given by (5.3) and (5.4).

ZB = − ZTZA
ZT − ZA

(5.3)

ZC = − ZTZAZB
ZTZA + ZTZB − ZAZB

(5.4)

The measured impedances are shown in Figures 5.14 through 5.16. With the

effects of the wires removed, this data can be used to obtain the impedances of the

individual phase legs and assist in voltage overshoot analysis.

The most significant difference between the two measurement approaches is the

clear resonance when measuring across the capacitor terminals as opposed to no dis-

cernible resonance when shorting the capacitors and measuring across the transistor
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Figure 5.14: Impedance curve of the commutation loop from the capacitor terminals,
phase A short circuited.
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Figure 5.15: Impedance curve of the commutation loop from the capacitor terminals,
phases A and B short circuited.

terminals. This result is logical as in the former the signal must pass through the di-

electric material of the PCB, whereas in the latter it strictly uses copper connections,

with little need for the dielectric to provide a signal path.
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Figure 5.16: Impedance curve of the commutation loop from the capacitor terminals,
phases A, B and C short circuited.

5.1.6 Output Stage Impedance

The output stage impedance is measured from the source of the high-side switch to

the drain of the low-side switch, as shown in Figure 5.17. While covered implicitly

when short-circuiting the phase legs, having a set of curves describing it is useful.
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LwireRwire
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Q6Q4Q2

Q5Q3Q1

LwireRwire

Figure 5.17: PCB impedance measurement schematic measuring the output stage.

Like in Figure 5.12, the signal passes through only copper connections and is

predominantly inductive. This is shown in Figure 5.18 with no obvious resonance.
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Figure 5.18: Impedance curve of the output stage of phase A.

5.1.7 Assembled PCB

The measurement of the impedance of an assembled PCB is the synthesis of all the

individual components already discussed and investigated. It accounts for the inter-

action between the parasitic elements of each component and allows for an investi-

gation of the actual system’s impedance. The testing schematic is shown in Figure

5.19, which is similar to that shown in Figure 5.12, with the difference being that the

tests are run on a populated PCB as opposed to an empty one.

Impedance 

Analyser

LwireRwire

CVDC

LwireRwire

1+

9-

C

D6Q6D4Q4D2Q2

D5Q5D3Q3D1Q1

Figure 5.19: PCB impedance measurement schematic for an assembled inverter.
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Measurements for when all transistors are off and when each leg is progressively

turned on with a positive gate voltage bias are shown in Figures 5.20 through 5.23.
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Figure 5.20: Impedance curve of the assembled PCB, all transistors off.
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Figure 5.21: Impedance curve of the assembled PCB, phase leg A on.

Exceptional behaviours are observed with what look like many different resonant

points on the assembled PCB. The underlying cause is likely the different impedance

characteristics of each individual component, with nine paralleled capacitors and three
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Figure 5.22: Impedance curve of the assembled PCB, phase legs A and B on.
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Figure 5.23: Impedance curve of the assembled PCB, phase legs A, B and C on.

sets of paralleled transistors with two devices total per phase leg. As more MOSFETs

are turned on, the initial resonance point progressively reduces, which reflects the

decreasing impedance from paralleled commutation loops.
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5.1.8 Conclusions

The results of the parasitic parameter experiments show that the resonance point

of the board, populated and unpopulated, is between 40 and 60MHz, depending on

how many phases are switched in. It is at this point where it changes from being

a capacitive to inductive transmission system. At 100kHz, the intended operating

frequency, the inductance of the commutation loops are reasonable and are expected

to drop to a lower value when the wire impedances are removed.

5.2 Low Power PMSM Configuration

To test the functionality and efficiency of the inverter, it is connected to a permanent

magnet machine acting as a motor and an induction machine acting as a load. Both

are rated at about 5kW. A picture of the setup as a whole is shown in Figure 5.24.

The efficiency of the inverter is obtained by using a power analyser. Due to the

time-varying, switched nature of the voltage waveforms, the calculation of an RMS

value of the output voltage is difficult; furthermore, the assessment of the power

factor of the electric machine becomes more challenging. The use of a power analyser

eliminates these problems and provides a highly accurate measurement. However,

the accuracy depends directly upon the tolerances of the probes. The most accurate

method is to feed the three-phase and DC current waveforms in to the back panel

of the machine. Unfortunately, these are rated to only fives Amperes RMS, meaning

that the power levels must be kept low. The use of probes that can measure higher

currents by measuring the magnetic flux have an error tolerance that is too high for

precision calculations.
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Induction Machine

(Load)

PMSM

(Motor)

dSpace (Controller)Inverter v1.0

Shaft Coupling

Load Inverter &

DC Power Supply

Figure 5.24: Full testing setup of inverter version 1.0.

Connecting as discussed, the efficiency of the inverter can be measured. Compar-

isons between the measured and estimated efficiencies are presented in Figure 5.25.

The results show good correlation, with the sole caveat being that the peak output

power is around 1kW in both cases. Nevertheless, it shows that, at low power levels,

the loss modelling techniques employed for the MOSFETs give good results. The

tests were performed at a switching frequency of 10kHz.
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Figure 5.25: Comparison between the model and measurements at a DC-link voltage
of 300V and a switching frequency of 10kHz.

5.3 High Power Induction Machine Configuration

For this testing, the second version of the inverter with an on-board forced air

heatsinking solution and other minor revisions was used. Figure 5.26 shows one

fully assembled inverter without being connected to any setup.

Equipment limitations require two major changes in testing: the first is that a

testbench change is required to reach higher power levels; and the second is that

efficiency measurements no longer become accurate as a result of probe tolerances.

Nevertheless, the general performance of the inverter can be assessed and it can be

shown to work under higher power levels. Case and heatsink temperature measure-

ments can be made to show a certain rise above ambient, which gives an indication

of the loss levels and an estimate of the amount of power that can be transmitted.

The testing configuration, shown in Figure 5.27, has the designed inverter driving
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Figure 5.26: Inverter version 1.1.

a three-phase induction machine with a permanent magnet machine as the load.

Torque and speed transducers allow the mechanical power to be calculated as (5.5),

Pmech = τωr (5.5)

where τ is the output torque and ωr is the angular velocity in rad/s. An exact effi-

ciency map of the load machine is not known and, hence, the electrical power delivered

to the motoring machine cannot be readily determined. However, a generous estimate

can be made on the mechanical system’s efficiency of it being no more than 87% ef-

ficient, which is the machine’s rated efficiency at rated power. A higher efficiency

assumption would translate to the electrical power delivered being underestimated,
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which is prudent when making such assumptions; hence, taking the nameplate effi-

ciency of 87% is fair. This power is used primarily to categorise the power levels the

inverter is delivering.

To acquire an idea of the relative efficiency of the inverter, a thermal camera can be

used to observe the temperature rise over ambient of the heatsink and the cases of the

MOSFETs. If, at a low mechanical power level, the case of a MOSFET is dangerously

hot, then it would not bode well for pushing the inverter to higher voltages and

currents; conversely, if the temperature rise is low, then it would indicate that the

Controller

Torque 

Transducer

Load Inverter &

DC Power Supply

Induction Machine 

(Motor)

Inverter v1.1 PMSM

(Load)

Figure 5.27: Testing setup of inverter version 1.1.
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inverter can be pushed harder. A current probe can be used to obtain a waveform

for the phase current, allowing for some understanding of the current’s influence on

the heating of the MOSFETs.

Several tests at different power levels were performed; however, the highest power

case is of the greatest interest. The mechanical power delivered, as read from the

sensors, is approximately 7.68kW. Assuming an optimistic efficiency of the motor

of 87%, this would translate in to a delivered electrical power of around 8.83kW.

Space Vector PWM was the switching scheme employed. In all tests, the switching

frequency was 10kHz.

Figures 5.29 through 5.32 present a series of thermal camera images of the MOS-

FETs, per phase, as well as a view downwards, looking at the top of the heatsinks.

The relative temperature rise can be observed over time. As would be expected, the

MOSFETs on phase A operate much hotter than phase B and C due to the hot air

from each phase being blown downstream. The result is more extreme than antic-

ipated, with a temperature difference of over 20◦C observed between phases A and

C. The fuse, in the lower left-hand corner of Figure 5.32 is operating with a peak

temperature over 100◦C, indicating that the heatsink configuration is not optimal.

By analysing these images, a trend of the maximum hotspot over time can be

observed. It is elucidated in Figure 5.28.

What can be observed from the thermal camera is that, in phase C, the temper-

ature rise is not as significant as the other phases; furthermore, after approximately

four minutes of operation, the maximum case temperature has peaked. It is difficult

to extract the junction temperature from this side of the case, however, as no data

has been provided in the MOSFET’s datasheet for heat flow in that direction. It is
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(a) High-side MOSFET hotspot temperatures.
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(b) Low-side MOSFET hotspot temperatures.

Figure 5.28: MOSFET case hotspot temperatures over time, relative to the first
measurement.

expected that the junction will be hotter, though by an indeterminate amount.

The temperature rises on phases A and B are significantly higher than that of

phase C. Moreover, the temperatures of these transistors have yet to peak, though

the data indicates would after several minutes pass. The testing of the inverter had
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to be aborted before the peaking of the case temperature could be observed as the

machines were being run in an overloaded condition and their internal temperatures

were getting too high to continue to safely operate.

5.4 Summary

This chapter presented experimental results with the prototype inverter in two major

regards: the first is in the analysis of the parasitic parameters and the second in the

actual operation of the inverter.

The data and plots of the parasitics indicate that the PCB is well-designed with

low inductance on the commutation loop. With low inductance, switching losses and

overvoltages during switching operations can be minimised, thereby increasing the

efficiency and reliability of the inverter. The resonance point of the DC-link capacitor

matches that which was presented in its datasheet, validating the measurements.

With respect to the testing of the inverter, it was shown that low power effi-

ciency holds well with the simple linearised inductive switching model. Higher power

testing–pessimistically estimated at around 8.8kW–showed that the inverter, with its

current heatsinking solution, works well enough to switch in the vicinity of 15kW.

However, the hot air being blown from the MOSFETs of phase C to A result in a

large temperature gradient, with a difference in front-side case hotspots of 22◦C after

several minutes of operation, with the steady state not yet reached. The junction

temperature will be higher than the value of the case, though by an indeterminate

amount due to a lack of data with respect to the thermal resistances. This provides

an opportunity for future work in the design of a superior heatsink.
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(a) ∆t = 0s. (b) ∆t = 95s

(c) ∆t = 194s. (d) ∆t = 239s

(e) ∆t = 302s

Figure 5.29: Phase A case temperatures over time, relative to the first measurement.
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(a) ∆t = 17s. (b) ∆t = 111s.

(c) ∆t = 203s. (d) ∆t = 252s.

Figure 5.30: Phase B case temperatures over time, relative to the first measurement.
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(a) ∆t = 32s. (b) ∆t = 131s.

(c) ∆t = 222s. (d) ∆t = 261s.

Figure 5.31: Phase C case temperatures over time, relative to the first measurement.

159



M.A.Sc. Thesis - William Michael Eull McMaster - Electrical Engineering

(a) ∆t = 59s. (b) ∆t = 144s.

(c) ∆t = 271s.

Figure 5.32: Heatsink temperatures over time, relative to the first measurement.
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Chapter 6

Conclusions & Future Work

6.1 Conclusions

This thesis presented the analysis and design of a high power density three-phase

inverter using simple techniques. A thorough review of figures of merit and modelling

techniques, both for the switching and conduction losses, led to the development of

a design methodology that can help a designer in determining which transistor will

give the best performance out of a given group.

Novel work was undertaken for the discrete component selection problem, with a

specific focus placed on DC-link capacitor selection. Several approaches were formu-

lated and applied to determine which component would minimise several parameters

while also having the best “fit,” which is a belief of how well the item fits within the

design, at the designer’s discretion. The means by which the highly non-convex and

non-linear problem could be optimised in a convex fashion were determined. Heuris-

tic and pseudo-optimal methods were used as well, with the automated approach

using the simulated annealing stochastic optimisation algorithm found to return a
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result as good as that which was manually selected by progressively tightening a set

of constraints, showing promise for automating a highly involved task.

Impedance analysis with an impedance analyser determined that the PCB de-

signed for the inverter has low parasitic components and is well-designed. Altogether,

under rated conditions, the power density of the assembly is slightly below 30kW,

which is superior to other designs found in literature with the same, or worse, level

of functionality. Greater functionality can be designed-in with the inclusion of an

on-board controller.

Two sets of tests were conducted to assess the efficacy of the methods employed.

The first was a low power arrangement that could accurately measure the efficiency of

the inverter and the second was a higher power configuration to observe the tempera-

ture rise over ambient of the MOSFETs when subjected to an electrically equivalent

load of approximately 9kW. The first tests matched the estimated efficiency quite

closely, showing that the simple model employed can give a good estimate of the

losses. The second testing showed that the thermal design of the converter needs

work with there being a significant temperature gradient from phase C to phase A,

with the front-side case hotspot of phase A’s MOSFETs being 20◦ higher than those

of phase C. The low temperature rise of phase C indicates that, with a better cooling

solution, the converter should be capable of reaching its rated power of 30kW.

Thus, it can be concluded that the techniques for electrical design presented herein

are capable of producing a well-designed converter. It is the thermal aspect which is

lacking and requires more work to allow for a designed converter to reach its rated

levels. When operating under rated conditions, the inverter can switch 30kW in a

package of 1.084L, obtaining a power density of 29.84kW/L.
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6.2 Future Work

There exist several avenues of future work to be pursued. The first is to complete

what could not be finished with the three-phase inverter: the development of a more

comprehensive loss model; testing at rated voltages and currents; and efficiency mea-

surements. Combined, these three major tasks will allow for the development of a

full electrothermal model of the inverter, similar to what is described in (Yang et al.,

2014) and (Ye et al., 2014b). The development of a control scheme that integrates

loss calculations and the temperature rise of the power semiconductor for the self-

protection of a power converter, like what is discussed in (Ye et al., 2016), is a logical

use for a developed electrothermal model.

To achieve rated power levels, a liquid cooling system must be developed. Simul-

taneously, further integration of the inverter can be achieved via the inclusion of an

on-board controller and other key components. Together, these permit an increase

in the power density and overall long-term reliability of the assembly (Emadi et al.,

2009).

The third grouping of future work involves an extension of the analyses under-

taken in chapters 2 and 4: a comparative analysis between transistors of different

semiconducting materials and technologies. This involves the development of an all-

in-one double pulse testing setup for making an equal comparison between switching

devices under the same operating conditions.

The last planned future work is to further develop and refine the optimal capacitor

selection analysis introduced in sections 3.4 and 4.3. It is a relevant, practical problem

requiring a robust solution. Once refined for capacitors, work can begin to extend it

to other components that encounter similar issues: transistors, inductors and beyond.
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