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## Chapter 1

## Preliminayy

## Introduction

I.I A complex-valued funotion $f$ defined on an arbitrary group $G$ is called positive definite (abbreviated as p.d.) if the inequality

$$
\sum_{i, j=1}^{n} f\left(x_{j}^{-1} x_{i}\right) \xi_{i} \bar{\xi}_{j} \geqslant 0
$$

holds for every choice of complex numbers $\xi_{1} \ldots \ldots, \xi_{n}$ and $x_{1}, \ldots, x_{n}$ in G. For the oase where $G$ is a looally oompact abelian group, Weil [23], Povzner [16] and Raikov[17] proved thet if $f$ is a continuous p.d. function on $G$, then there is a positive bounded measure $p$ on $\hat{G}$, the dual group of $G$, such that

$$
f(x)=\int_{\hat{G}}[x, \hat{x}] d \mu(\hat{x})
$$

where $[x, \hat{x}]$ denotes the value of the oharacter $\hat{x}$ at the point $x$. This generalizes theorems of Herglotz [10] ( $G=Z$, the integers ) and Bochner $[2,3]$ ( $G=R$, the real numbers ).
1.2 For any locally compact abelian group G, written additively, there is another notion of positive-definiteness. Let $F$ be a set of © mplex-valued functions om G. A complex-valued function $f$ on $G$ is called positive definite for $F$ if the integral

$$
\int_{G} \int_{G} f(x-y) \varphi(x) \overline{\varphi(y)} d x d y
$$

exists as a Lebesgre integral and is non-aegative for every $\varphi \in F$, where dx denotes integration with respect to Haar measure on G. The olass of all functions which are p.d. for $F$ will be denoted by $P(F)$. Clearly $F_{1} \subseteq F_{2}$ impliea that $P\left(F_{2}\right) \subseteq P\left(F_{1}\right)$. Let us denote by $L^{P}(G)$ the ordinary $L^{p}$ space with respect to Haar measure on $G$, by $L_{c}^{p}(G)$ the set of all functions in $L^{p}(G)$ with compeot supports, and by $C_{c}(G)$ the set of all continuous functions with compact suppori on G. It turns out that $P\left(I^{1}(G)\right)$ is identical, up to sets of measure zero, with the class of ordinary continuous p.d. functions (see Naimark [15, §30, Theorems III and IV] ). However $P\left(C_{C}\right)$ is a much more extensive class of functions. Hewitt and Ress [11], Edwards [5] and Rickert [18] have given constructions of functions on non-discrete locally compact groups which are in $P\left(C_{c}\right)$ but not in $L^{\infty}$, and therefore not almost everywhere equal to the ordinary p.d. frmotions. Cooper [ 4] and Stewart [21]proved that $P\left(C_{c}\right)=P\left(L_{0}^{p}\right)$ for every $p \geqslant 2$ and that every $f \in P\left(C_{c}\right)$ is the Fourier-Stieltjes transform (in a suitable summability sense) of a positive measure, possibly unbounded, on $\hat{G}$ (Cooper had proved the result for $G=R . T h e$ general result was proved by Stewart).

We are interested in the theory of p.d. functions because they play a very important role in the abstract theory of harmonic analysis on groups (see e.g. Loomis[74] and Rudin [19]) and in the theory of unitary representations of locally compact groups (see e.g. Gelfand and Raikor [6]). For a historical survey on p.d. functions, the reader is recommended to read the article by Stewart [22].

Aim of the thesis
1.3 Let us denote by $\mathbb{R}^{\boldsymbol{n}}$ the $n$-dimensional Euclidean space, and by $C_{c}^{\infty}\left(R^{n}\right)$ the space of all infinitely differentiable functions with compact support on $R^{n}$. A complex-valued function $f$ on $R^{n}$ is called even if the equality

$$
f\left(+x_{1}, \ldots, \pm x_{n}\right)=f\left(x_{1}, \ldots, x_{n}\right)
$$

holds for every combination of signs. Let $F$ be a set of complex-valued functions on $\mathrm{A}^{\boldsymbol{n}}$, and E the set of all even functions in F. A complexvalued function $f$ on $\mathbb{R}^{n}$ is $c_{a} l l e d$ evenly positive definite for $F$ (abbreviated as e.p.d. for $F$ ) if $f$ is an even function which is p.d. for E. We denote by $P_{e}(F)$ the class of functions which are e.p.d. for F.

A Bochner-type theoren, which gave a description of all continuous functions in the class $P_{e}\left(C_{c}^{\infty}(R)\right)$, was obtained by Krein. He proved
that every auch function has the form

$$
P(x)=\int_{0}^{\infty} \cos \lambda x d \mu_{1}(\lambda)+\int_{0}^{\infty} \cosh \lambda x d \mu_{2}(\lambda)
$$

where $\mu_{1}$ and $\mu_{2}$ are positive measures, $\mu_{2}$ is finite, and $\mu_{2}$ is such that the second integral converges (see Gelfand and Vilenkin [9, p.197]). Gelfand and Vilenkin [9, Chapter II, Sec. 5] had obtained representation theorems for all generalized functions which are e.p.d. Our aims are twofold. We first wish to obtain and to extend the representation theorens for e.p.d. functions in Gelfand and Vilenkin. Secondly, for any locally compact abelian group $G$, we wish to define a concept of symetry on $G$ that would generalize the concept of evenness on $H^{n}$, and to obtain representation theorems for functions in $P(F)$ which would refleot the kind of symmetry that the class $F$ might possess.

Evenly positive definite functions are considered in Chapter 2, where the results of Gelfand and Vilenkin are extended. A concept of symmetry is introduced in Chapter 3. Symmetrically positive definite functions, which is a generalization of the concept of evenly positive definite funotions, is considered in Chapter 4. Most material in Chapters 3 and 4 is new, but enough hints to these results are obtained from Gelfand and Vilenkin (espeaially Sec. 5.4 in Chapter II [9]).

## Notations and Terminologies

1.4. Throughout this paper, $G$ will denote a locally compact abelian group, and $\hat{G}$ its dual group.

If $x \in G$ and $\hat{x} \in \hat{G}$, we shall write $[x, \hat{x}]$ for the value of the character $\hat{\boldsymbol{x}}$ at the point $x$, and $[\hat{x}, x]=[-x, \hat{x}]$. We shall denote integration with respect to the Herr measures on $G$ and $\hat{G}$ by $d x$ and $d \hat{x}$, respectively. The Fourier transform of a function $\varphi \in L^{l}(G)$, denoted by $\hat{\phi}$, is defined by
(1)

$$
\hat{\varphi}(\hat{x})=\int_{G}[-x, \hat{x}] \varphi(x) d x
$$

We denote by $M(G)$ the set of all bounded regular complex-valued measures on $G$, and by $A(\hat{G})$ the set $\left\{\hat{\varphi} ; \varphi \in L^{1}(G)\right\}$. He denote by $\tilde{\phi}$ the function $\tilde{\varphi}(x)=\overline{\varphi(-x)}$ for all complex-valued. function $\varphi$ defined on G. For any pair of measurable functions $\varphi$ and $\psi$ on $G$, we define their convolution $\varphi * \psi$ by
(2)

$$
(\varphi * \psi)(x)=\int_{G} \varphi(x-y) \psi(y) d y
$$

provided that
(3) $\quad \int_{G}|\varphi(x-y) \psi(y)| d y<\infty$.

We have the following.
Theorem (see Ruin [19, p 4])
(a) If (3) holds for some $x \in G$, then $\left(\varphi^{*} \psi\right)(x)=(\psi * \varphi)(x)$.
(b) If $\varphi \in I^{1}(G)$ and $\psi \in I^{\infty}(G)$, then $\varphi * \psi$ is bounded and uniformly continuous.
(c) If $\varphi$ and $\psi$ are in $C_{0}(G)$, with compact supports $A$ and $B$, then the support of $\varphi * \psi$ lies in $A+B$, where

$$
A+B=\{a+b ; a \in \mathbb{A}, b \in B\}, \text { so } \varphi * \psi \in C_{c}(G) \text {. }
$$

(d) If $\varphi$ and $\psi$ are in $L^{1}(G)$, then (3) holds for almost all $X \in G$, $\varphi * \psi \in I^{1}(G)$, and the inequality

$$
\|\varphi * \psi\|_{1} \leqslant\|\varphi\|_{1}\|\psi\|_{1}
$$

holds.
(e) If $\varphi, \psi, \xi$ are in $L^{1}(G)$, then $(\varphi * \psi) * \xi=\varphi *(\psi * \xi)$.

Simple Properties of the class P(F)
1.5 Theorem Let $f \in P(F)$, where $F$ has the property that for any compact subset K of G, F contains a bounded function with compact support which is strictly positive on $K$. Then $f$ is locally summable.

Proof: Let $K$ be a compact subset of $G$, and let $\varphi$ in $F$ be a bounded function with compact support which is strictly positive on (K+K) UK. The function $\varphi * \tilde{\varphi}$ is then a continuous function with compact support and is strictly positive on $K$. Therefore, if $m=\inf \{\varphi * \tilde{\varphi}(x) ; x \in K\}$, then $n>0$. But $f \in P(F)$ implies that the integral

$$
\int_{G} f(x) \varphi * \tilde{\varphi}(x) d x=\int_{G} \int_{G} f(x-y) \dot{\varphi}(x) \overline{\varphi(y)} d x d y
$$

exists as Lebesgue integral, therefore

$$
\text { m } \int_{K}|f(x)| d x \leqslant \int_{\mathbb{K}}|f(x) \varphi * \tilde{\varphi}(x)| d x \leqslant \int_{G}|f(x) \varphi * \tilde{\varphi}(x)| d x<\infty
$$

and hence $f$ is summable over K. Thus $f$ is locally summable.
1.6 Theorem: Let $f \in P(F)$, where $F$ is a linear apace of complexvalued functions on $G$. Then the integral.
(1) $\mathbf{K}(\varphi, \psi)=\int_{G} \int_{G} f(x-y) \varphi(x) \overline{\psi(y)} d x d y$
exists as Lebesgue integral for every $\varphi, \psi \in F$, and the inequality
(2) $|X(\varphi, \psi)|^{2} \leqslant K(\varphi, \varphi) X(\psi, \psi)$
holds for all $\varphi, \psi \in F$.
Proof: The integrals $K(\varphi, \varphi), K(\psi, \psi)$ and $K(\varphi+\lambda \psi, \varphi+\lambda \psi)$
exist for all $\varphi, \psi \in F$ and every $\lambda \in \mathbb{C}$, the field of complex numbers, because $P \in P(F)$. Since
(3)

$$
\begin{aligned}
\mathbb{K}(\varphi+\lambda \psi, \varphi+\lambda \psi)= & \mathbf{K}(\varphi, \varphi)+\mathbb{K}(\lambda \psi, \lambda \psi) \\
& +\int_{G} \int_{G} f(x-y)[\lambda \psi(x) \overline{\varphi(\bar{y})}+\varphi(x) \overline{\lambda(\bar{y})}] d x d y
\end{aligned}
$$

therefore the integral
(4) $\quad \int_{G} \int_{G} f(x-y)[\lambda \psi(x) \overline{\varphi(y)}+\varphi(x) \bar{\lambda} \overline{\psi(y)}] d x d y$
exists as Lebesgue integral for any $\phi, \psi \in \mathbb{F}, \lambda \in C$.
With $\lambda=1$ and $\lambda=i$, we obtain from (4) that the integrals

$$
\begin{aligned}
& \int_{G} \int_{G} f(x-y)[\psi(x) \overline{\phi(y)}+\phi(x) \overline{\psi(y)}] d x d y \\
& \int_{G} \int_{G} f(x-y)[\psi(x) \overline{\varphi(y)}-\varphi(x) \overline{\psi(y)}] d x d y
\end{aligned}
$$

exist: as Lebesgue integrals, and, consequently, the integrals $K(\varphi, \psi)$ and $\mathrm{K}(\psi, \varphi)$ exist as Lebesgue integrals. Now if we put $p=K(\varphi, \varphi)$, $q=\mathbb{K}(\psi, \psi), \mathbf{r}=\mathbb{K}(\varphi, \psi)$ and $s=\mathbb{K}(\psi, \varphi)$ into (3) we obtain the inequality
(5) $p+\overline{\lambda r}+\lambda_{s}+|\lambda|^{2} q=K(\varphi+\lambda \psi, \varphi+\lambda \psi) \geqslant 0$
for every $\lambda \in \mathbb{C}$. Here we have used the fact that $P \in P(F)$. With $\lambda$ - 1 and $\lambda=i$, we see from (5) that both $s+r$ and $i(\mathrm{~B}-\mathrm{r})$ are real. Hence $r=\overline{\boldsymbol{E}}$, i.e. $\mathrm{K}(\varphi, \psi)=\bar{K}(\psi, \varphi)$. Thus $\bar{K}(\varphi, \psi)$ is a positive hermitian form on $F$, and therefore, inequality (2) holds.

## A Pactorization Theorem for Banach Algebras.

1.7 A vector space A over the complex field is a commutative algebra If a multiplication is defined in $A$ which satisfies the usual commatative assooiative and distributive laws. If a norm is defined in a commutative algebra A which makes A into a Banach Space, and if the inequality $\|x y\| \leqslant\|x\|\|y\|$ holds for all $x, y \in A$, then $A$ is a commutetive Banach Algebra. A net $\left\{\alpha_{u}\right\}$ of elements in A is called a bounded approximate unit in $A$ if $\{\|\alpha u\|\}$ is a bounded set of strictiy positive numbers and $\lim _{u} \alpha_{u} a=a \quad$ for all $a \in A$.
11.8 Theorem (Hewitt and Ross [12, Sec. 33.12] or Simon [20]) There is a net $\left\{\alpha_{u}\right\}$ in $C_{c}(G)$ such that the set $\left\{\left|\alpha_{u}(x)\right| ; x \in G\right.$, for all $\left.u\right\}$ is boumded, $\alpha_{U}(x) \rightarrow 1$ miformly on compnots, $\hat{\alpha_{u}} \geqslant 0, \hat{\alpha}_{v} \in I^{2}(\hat{G}),\left\|\hat{\alpha}_{J}\right\|_{1} \leqslant 1$ and $\mathcal{Q}_{U} * \perp \rightarrow \pm$ in $I^{1}$ norm for every $f \in L^{1}(\hat{G})$.
1.9 Theorem (P. J. Cohen) (Hewitt and Ross [12, Sec. 32.26]). Let A be a commutative Banach Algebra with a bounded approximate unit. Then every $\mathrm{g} \in \mathrm{A}$ is of the form $\mathrm{z}=\mathrm{x}$ for some $\mathrm{x}, \mathrm{J} \in \mathrm{A}$.
1.10. Notations Let us denote by $\mathbb{C}^{\mathbf{n}}$ the n-dimensional complex space with the usual inner product (,). Points of $\mathbb{C}^{\mathrm{n}}$ will be denoted by $z=\left(z_{1}, \ldots, z_{n}\right)$, where $z_{k} \in \mathbb{C}, I f z_{k}=x_{k}+i y_{k}, x=\left(x_{1}, \ldots, x_{n}\right)$, $y=\left(y_{1}, \ldots, y_{n}\right)$, then we write $z=x+i y$. The vectors $z=\operatorname{He} z$ and $y=$ In $z$ are the real and imaginary parts of $z$, respectively; $\mathrm{B}^{\mathrm{n}}$ will be thought of as the set of all $z \in \mathbb{C}^{n}$ with Tm $z=0$. The term multiindex denotes an ordered n-tuple $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ of nonnegative integers $\alpha_{i}$. With each multi-index $\alpha$, each $c=\left(c_{1}, \ldots, c_{n}\right) \in \mathrm{H}^{n}$ and $z=\left(z_{1}, \cdots, z_{n}\right) \in \mathbb{C}^{n}$, we adopt the following notations
(1) $|\alpha|=\alpha_{1}+\ldots+\alpha_{n}$
(2) $z^{\alpha^{\prime}}=z_{1}^{\alpha_{1}} z_{2}^{\alpha_{2}} \ldots z_{n}^{\alpha_{n}}$
(3) $0 \geqslant 0$ means $c_{k} \geqslant 0$ for $1 \leqslant k \leqslant n$
(4) $\quad 0>0$ means $c_{k}>0$ for $1 \leqslant k \leqslant n$
(5) cz $=\sum_{k=1}^{n} o_{k} z_{k}$
(6) $\quad c z^{2}=\sum_{k=1}^{n} c_{k} z_{k}^{2}$.
(7) $\quad c\|z\|=\sum_{k=1}^{n} \quad c_{k}\left|z_{k}\right|$
(8) $\quad \|$ oz $\|=\sum_{k=1}^{n_{1}}\left|c_{k} z_{k}\right|$
1.11 Let us give $C_{c}^{\infty}\left(R^{n}\right)$ the topology usual for the theory of distributions, i.e., $\Phi_{m} \rightarrow 0$ in $C_{c}^{\infty}\left(R^{n}\right) \longleftrightarrow$ the supports of all $\Phi_{m}^{\prime \prime}$ s lie in a common compact set, and $\varphi_{m}$ and all its derivatives converge miformly to 0 . If $T$ is a distribution, i.e., a continuous linear functional on $C_{0}^{\infty}\left(R^{n}\right)$, then $T$ is called positive definite if $T(\varphi * \tilde{\varphi}) \geqslant 0$ for all $\varphi \in c_{c}^{\infty}$. Schwartz has extended the theory of p.d. functions to distributions via the following Bochner-type theorem.
1.12 Theorem (see Gelfand and Vilenkin [9, Chapter II, Seo. 3.3 Theorem 3]). If Tis a positive definite distribution, then $T$ is the Fourier transform of a positive tempered measure $\mu$, i.e.,

$$
\Psi(\varphi)=\int_{R^{n}} \hat{\phi}(x) d \mu(x)
$$

where $\hat{\varphi}$ is the Fourier transform of $\varphi$, and for aome multi-index $\alpha \geqslant 0$,

$$
\int_{n^{n}} \frac{d \mu(x)}{\left(1+\left|x_{1}\right|^{2}\right)^{\alpha_{1}} \cdots\left(1+\left|x_{n}\right|^{2}\right)^{\alpha_{n}}}<\infty
$$

1.13 If $D$ is an open set in $\mathbb{C}^{n}$, and if $i$ is a continuous complexValued function in $D$, then $P$ is said to be holomorphic in $D$ if it is holomorphic in each variable separately. A function that is bolomorphic In all of $\mathbb{C}^{n}$ is said to be entire. We denote by $Z(n)$ the space of all entire funotions $\varphi$ such that for any multi-index $\alpha$, the inequality

$$
\left|z^{\alpha} \varphi(z)\right| \leqslant c_{\alpha} \exp (a \| y n), \quad z=x+i y
$$

holds for some constants $a$ and $C_{\alpha}$. We denote by $I(n)$ the space of $a l l$ entire fmotions $\varphi$ satisfying inequalities of the form

$$
|\varphi(x+1 y)| \leqslant k \exp \left(-a x^{2}+b y^{2}\right)
$$

1.14 Theorem (see Gelfand and Shilov [7, Chapter II, 1]) If $\phi \in C_{c}^{\infty}\left(\mathrm{R}^{n}\right)$, and if we define $\hat{\phi}$, the Fourier transform of $\phi$, by

$$
\hat{\varphi}(z)=\int_{B^{n}} \varphi(t) e^{-i(t, z)} d t \quad\left(z \in \mathbb{C}^{n}\right),
$$

then $\hat{\phi} \in Z(n)$. Conversely, for any $\Phi \in Z(n)$, there is a $\varphi$ in $c_{c}^{\infty}\left(R^{n}\right)$ such that $\hat{\varphi}=\Phi$. Furthermore, if $\left\{\varphi_{m}\right\}$ is a sequence in $c_{c}^{\infty}$ such that $\varphi_{m} \rightarrow \varphi$ in the topology of $c_{c}^{\infty}$, then $\hat{\varphi}_{m} \rightarrow \hat{\varphi}$ uniformly on compact subsets of $\mathbb{C}^{\boldsymbol{n}}$, and every $\hat{\phi}_{m}$ satisfies an inequality of the form

$$
\left|z^{\alpha} \hat{\varphi}_{m}(z)\right| \leqslant c \exp (a\|y\|), \quad z=x+i y
$$

where the constants $c$ and a are independent of m.
1.15 Theorem (Gelfand and Shilov [8, Chapter IV , Sec. 6.2]) If $\varphi \in Y(n)$, and if we define $\hat{\phi}$, the Fourier transform of $\varphi$, by

$$
\hat{\phi}(z)=\int_{R^{n}} \varphi(t) e^{-i(t, z)} d t,
$$

then $\hat{\varphi} \in Y(n)$. Conversely, for every $\Phi \in Y(n)$, there is a $\varphi \in Y(n)$ such that $\hat{\varphi}=\Phi$. Furthermore, if $\left\{\Phi_{m}\right\}$ is a sequence in $Y(n)$ which converges to a function $\Phi$ in $Y(n)$ uniformity on compact subsets of $\mathbb{C}^{n}$, such that every $\Phi_{m}$ satisfies an inequality of the form

$$
\left|\Phi_{m}(x+i y)\right| \leqslant \operatorname{Kexp}\left(-a x^{2}+b y^{2}\right)
$$

where the constants $\mathbb{K}, a, b$ do not depend upon $m$, then there is a
sequence $\left\{\varphi_{m}\right\}$ in $Y(n)$ such that $\hat{\varphi}_{m}=\Phi_{m}, \varphi_{m} \rightarrow \varphi$ uniformly on compacts, whore $\varphi$ is the function in $Y(n)$ such that $\hat{\varphi}=\Phi$, and the inequality

$$
\left|\varphi_{m}(x+i y)\right| \leqslant \quad x^{\prime} \exp \left(-a^{\prime} x^{2}+b^{\prime} y^{2}\right)
$$

holds for every $m$, where the constants $K^{\prime}$, $a^{\prime}$ and $b^{\prime}$ are independent of m 。

## Chapter 2

## Evenly Positive Definite Functions on Euclidean Spaces

## Introduction

2.1 In this chapter we will develop the representation theorems for evenly positive definite funotions on $\mathrm{R}^{\mathrm{n}}$. Most of the material is covered in Gelfand and Vilenkin [9, Chapter II, Sec 5]. The author has obtained and extended the results in the above treatise to various $P_{e}(F)$ classes. In particular, results similar to the Cooper-Stewart Theorem (see Sec 1.2) and the Weil-Povzner-Raikov Theorem ( see Sec 1.1) are obtained (Theorem 2.7 and Theorem 2.18, resp. ). In the meantime, we will need the following auxiliary theorems.
2.2 Theorem (see Gelfand and Vilenkin [9, pp216-217]) Let $\psi$ be an entire function of a single variable of order $\frac{1}{2}$ and finite type (i.e., it satisfies an inequality of the form $\left.|\Psi(z)| \leqslant c \exp \left(a|z| \frac{1}{2}\right)\right)$ which assumes positive values on the real axis. Then $\psi$ has the form $\psi=\varphi \bar{\phi}$ where $\varphi$ is an entire function of order $\frac{1}{2}$ and finite type, and $\bar{\phi}$ is the function defined by $\bar{\varphi}(z)=\overline{\varphi(\bar{z})}$.
2.3 Theorem (Bernstein) (see Achieser [1, ppl37-139])

Let $\varphi$ be an entire function of a single variable which is of exponential type (i.e. it satisfies an inequality of the form $|\varphi(z)| \leqslant c \cdot \exp (\sigma(z \mid))$, and which satisfies an inequality of the form $\sup \{|\varphi(x)| ;-\infty<x<\infty\}=M<\infty \quad$.
Then $\varphi$ also satisfies an inequality of the form

$$
|\varphi(x+i y)| \leqslant M \exp (\sigma|y|)
$$

where $\sigma$ is such that the inequality

$$
|\varphi(z)| \leqslant c \exp (\sigma|z|)
$$

holds for some $C$.

The Class $\mathrm{Pe}_{\mathrm{e}}\left(\mathrm{C}_{\mathrm{c}}^{\infty}(\mathrm{H})\right)$
2.4 Lemma Let $\theta$ be an oven function in $Z(1)$ which assumes positive values on the set $M$ consisting of the real and pure imaginary axes. Then $\theta$ has the form $\theta=\alpha \bar{\alpha}$ where $\alpha$ is some even function in $Z(1)$.
Proof: (Gelfand and Vilenkin) The function $\psi$, defined by $\psi(z)=\theta(\sqrt{z})$ (this function is well defined because $\theta$ is even) is obviously an entire function which is positive on the real axis and has order $\frac{1}{2}$ and finite type. Theorem 2.2 enables us to write $\psi$ in the form $\psi=\varphi \bar{\phi}$, where $\varphi$ is an entire function of order $\frac{1}{2}$ and finite type. Put $\alpha(z)=\varphi\left(z^{2}\right)$. Since

$$
\theta(z)=\psi\left(z^{2}\right)=\varphi\left(z^{2}\right) \bar{\phi}\left(z^{2}\right)=\alpha(z) \bar{\alpha}(z),
$$

then for the proof of the assertion, it suffices to show that $\alpha \in z(1)$.

By construction $\alpha$ is of exponential type and therefore the same is true of the functions $z^{2 k} \propto(z)$. But for real values of $z$, this last function is bounded, since $\left|x^{2 k} \alpha(x)\right|^{2}=\left|x^{4 k} \theta(z)\right|$ and $z^{4 k} \theta(z)$ is bounded on the real axis in view of the fact that $\theta \in Z(1)$. Application of Theorem 2.3 proves that $\alpha \in Z(1)$.
2.5 Lemma Let $K$ be a linear space of complex-valued functions, and H a linear space of complex-valued functions which is closed under complex conjugation, and satisfies the condition that for any $\phi \in H$ there exists $\psi \in K$ such that $|\varphi(x)| \leq \psi(x)$. Then any positive linear functional on K can be extended to a positive linear functional on H.

Proof: For the case where $H$ is a space of real-valued functions, see Gelfand and Vilenkin [9, p219 Theorem 3], and since $H$ is assumed to be closed under complex conjugation, we can extend the functional from the real-valued functions in $H$ to all of H.
2.6 We remark that there is an even, positive function $\varphi$ in $C_{c}^{\infty}\left(R^{n}\right)$ such that its Fourier transform $\hat{\phi}$ is positive on $\mathbb{Q}^{n} ;$ In fact, we can take the function $\psi * \tilde{\psi}$, where $\psi$ is any even positive function in $C_{C}^{\infty}\left(R^{n}\right)$. Sometimes there is an advantage in having the transform $\widehat{\phi}$ strictly positive on the whole of $c^{n}$, and this can be guaranteed in the following way. Let $\psi$ be an even positive function in $c_{c}^{\infty}$ such that $\hat{\psi}$ is positive on $c^{n}$. Then $\hat{\psi}$ is an entire function of $n$-complex variables, and therefore the
set of zeros of $\hat{\psi}$ is closed and nowhere dense. Thus the function $\psi^{2}$ has $\hat{\psi} \widetilde{\hat{\psi}}$ for its Fourier transform, and the convolution is never 0 since the integrand $\hat{\psi}(z-\eta) \hat{\psi}(\eta)$ is strictly positive on a set of positive measure.

Let $\varphi$ be a positive even function in $C_{c}^{\infty}(R)$ such that $\int_{-\infty}^{\infty} \varphi$ $\varphi(t) d t=1$. For every real number $\alpha \geqslant 1$ let $\varphi_{\alpha}(t)=\alpha \varphi(\alpha t)$. $\Phi_{\alpha}=\widehat{\varphi}_{\alpha}$ will be the summability function for the following integral representation of evenly positive definite fimotions.
2.7 Theorem If $f \in P_{e}\left(C_{c}^{\infty}(R)\right)$, there are even positive measures $\mu_{1}$ and $\mu_{2}$ on $R$ such that
(1) $f(s)=\lim _{\alpha \rightarrow \infty} \int_{-\infty}^{\infty} e^{i s x} \Phi_{\alpha}(x) d \mu_{1}(x)+\int_{-\infty}^{\infty} e^{s y} d \mu_{2}(y)$
where the limit exiats uniformly on any compact set on which $f$ is continuous, and exists in $L^{1}$ over any compact subset of R. Furthermore, $\mu_{1}$ must satisfy $\mu_{1}(x+C) \rightarrow 0$ as $|x| \rightarrow \infty$, where $C$ is any compact subset of $R$, and $\mu_{2}$ must be such that the integral

$$
\int_{-\infty}^{\infty} e^{d y} d \mu_{2}(y)
$$

converges for all $a \geqslant 0$.
Proof: Let $M$ be the subset of $\mathbb{C}$ consisting of the real and imaginary axes, and $K$ the set $\{\phi \mid M ; \phi \in Z(1), \phi$ even $\}$. Then, in view of Theoren 1.14 and the uniqueness Theorem on Fourier transforms, we see that to every $\Psi \in K$, there is a unique even function $\psi \in C_{c}^{\infty}(R)$ such that $\hat{\psi} \mid M=\Psi$. Therefore we can define a linear functional $T$ on $X$ by setting
(2) $T(\Psi)=\int_{-\infty}^{\infty} f(t) \psi(t) d t$
(the integral on the right hand side of (2) exists since $f$ is locally summable by Theorem 1.5). Applying Leman 2.4 and following the same argument as before, we see that every positive function $\Phi$ in K (i.e., $\Phi$ satisfies the condition that $\Phi(z) \geqslant 0$ for all $z \in M$ ) is of the form

$$
\Phi=\widehat{\psi * \tilde{\psi} \mid \mathrm{m}}
$$

for some even function $\psi \in C_{c}^{\infty}(R)$. But since $f \in P_{e}\left(C_{o}^{\infty}(R)\right)$, we can conclude that $T$ is positive.

Let $H$ be the space of all functions of the form $\Psi \mathrm{g}$ where $\Psi \in \mathbb{K}$ and $g \in C_{0}(M)$, the space of all continuous functions on $M$ which tend to 0 as $|z| \rightarrow \infty\left(C_{0}(M)\right.$ is taken with the usual topology). He can extend $T$ to be a positive linear functional on $H$ by virtue of Lemma 2.5 since every function in $H$ can be majorized by a suitable function in K. We may suppose, without loss of generality, that $T(\Psi g)=0$ if $g$ is an odd function.

We now associate with every positive function $\Phi$ in Ka functional $T_{\Phi}$ on $C_{0}(M)$ by setting

$$
\Phi_{\Phi}(g)=T(\Phi g) \quad\left(g \in C_{0}(M)\right)
$$

Then $T_{\Phi}$ is a positive linear functional on $C_{0}(M)$ since $T_{\Phi}(g) \geqslant 0$ for every positive function $g \in C_{0}(M)$. Hence by Riesz-Markov-Kakutanitheorem, there is a positive measure $\mathcal{V}_{\Phi}$ on $M$ such that

$$
T_{\Phi}(g)=\int_{M} g(z) d \nu_{\Phi}(z) \quad\left(g \in C_{0}(\mu)\right)
$$

since $T_{\Phi}(g)=0$ for odd functions $g$, the measure $\mathcal{J}_{\Phi}$ is even. If $\therefore \quad d \quad d V_{\varepsilon}(z)$
we write $d \mu_{\Phi}(z)=\overline{\Phi(z)}$, we obtain the equality
(3) $T(\Phi g)=\int_{M} \Phi g \mathrm{~d} \mu_{\Phi}$
for every positive function $\Phi \in K$ and every $g \in C_{0}(M)$. Let $\Psi$ be a function in $K$ with $\Psi(z)>0$ for all $z \in M$ (such a $\Psi$ exists by Sec. 2.6). Then the equality

$$
\int_{M} \Phi g \mu_{\Phi}=T(\Phi g)=T\left(\Psi \frac{\Phi}{\Psi} g\right)=\int_{M} \Phi g d \mu_{\Psi}
$$

holds for every positive $\Phi \in K$ and every $g \in C_{C}(M)$, the space of all continuous functions with compact support on M . Thus the measure $\mu_{\Phi}$ in (3) is independent of the choice of $\Phi$, and we will denote it simply by $\mu$. Let $\mu_{1}$ and $\mu_{2}$ be the restrictions of $\mu$ to the real and imaginary axes, respectively. Then $\mu_{1}$ and $\mu_{2}$ are even positive measures on $R$, and the equality
(4) $T(\theta)=\int_{-\infty}^{\infty} \theta(x) d \mu_{1}(x)+\int_{-\infty}^{\infty} \theta(i y) d \mu_{2}(y)$
holds for all $\theta$ of the form $\theta=\Phi g$, where $\Phi$ is a positive function in $K$, and $g \in C_{0}(M)$. But any positive function $\theta \in K$ can be written in this form by setting, for example

$$
\theta(z)=\theta(z)\left(1+z^{4}\right) \frac{1}{\left(1+z^{4}\right)}
$$

(it is obvious that $\theta(z)\left(1+z^{4}\right)$ is positive on $M$ and belongs to $K$, and $\frac{1}{\left(1+z^{4}\right)}$ is in $\left.C_{0}(M)\right)$. Therefore (4) holds for all positive
functions $\theta$ in $K$, and hence the equality
(5) $\quad \int_{-\infty}^{\infty} f(t) \varphi(t) d t=\int_{-\infty}^{\infty} \hat{\varphi}(x) d \mu_{1}(x)+\int_{-\infty}^{\infty} \hat{\varphi}(i y) d \mu_{2}(y)$
holds for all functions $\varphi$ of the form $\varphi=\psi * \tilde{\psi}$, where $\psi$ is an even function in $C_{c}^{\infty}(R)$.

We wish to show that (5) continues to hold for all even functions $\varphi$ in $C_{o}^{\infty}(R)$. We first show that the integral
(6)

$$
\int_{-\infty}^{\infty} e^{a y} d \mu_{2}(y)
$$

converges for all $a \geqslant 0$. In fact, for any $a>0$, let $\varphi_{a}$ be the function which is equal to $\frac{2}{a}-\frac{2|t|}{a^{2}}$ for $|t|<a$ and is equal to 0
for $|t| \geqslant a$. Then $\hat{\phi}_{a}(z)=2\left\{\frac{\sin \frac{a z}{2}}{\frac{a z}{2}}\right\}^{2}$ and $\hat{\phi}_{a}(i y)=2\left(\frac{\sinh \frac{a y}{2}}{\frac{a y}{2}}\right)^{2}$.
Hence $\hat{\varphi}_{a}(i y) \geqslant 1$ for all $\bar{\xi} \in \mathrm{R}$, and $\left|\hat{\varphi}_{a}(i y)\right|^{2}=\frac{4}{a^{4} y^{4}}\left[e^{2 a y}-4 e^{a y}\right.$ $\left.+6-4 e^{-a y}+e^{-2 a y}\right]$. Therefore there is a compact set $K_{1}$ such that $\frac{2}{a^{4} y^{4}} e^{2 a y}<\left|\hat{\varphi}_{a}(i y)\right|^{2}$ for all $y$ not in $K_{1}$, and there is a compact set $K_{2}$ such that $e^{a y}<\frac{2}{a^{4} y^{4}} e^{2 a y}$ for all $y$ not in $K_{2}$. Let $C_{1}=K_{1} \cup K_{2}$
then $C_{1}$ is compact and $e^{a y}<\left|\hat{\varphi}_{a}(i y)\right|^{2}$ for all $y$ not in $C_{1}$. Now let $\left\{\varphi_{m}\right\}$ be a sequence of even functions in $c_{c}^{\infty}(R)$ with supports in a common compact set $C_{2}$ and such that $\phi_{m} \rightarrow \varphi_{a}$ uniformly. Then

$$
\lim _{m} \int_{-\infty}^{\infty} f(t) \varphi_{m} * \tilde{\varphi}_{m}(t) d t=\int_{-\infty}^{\infty} f(t) \varphi_{a} * \tilde{\varphi}_{a}(t) d t
$$

$$
\begin{aligned}
& \operatorname{since}\left|\hat{\phi}_{a}(i y)-\hat{\phi}_{m}(i y)\right| \leqslant \int_{C_{2}}\left|\varphi_{a}(t)-\varphi_{m}(t)\right| e^{t y} d t \\
& \leqslant \operatorname{aup}\left\{e^{t y} ; t \in C_{2}\right\} \quad \int_{c_{2}}\left|\varphi_{a}(t)-\varphi_{m}(t)\right| d t \rightarrow 0 \text { as } m \rightarrow \infty
\end{aligned}
$$

therefore $\hat{\phi}_{m}(i y) \rightarrow \hat{\varphi}_{a}(i y)$ for all $y \in R$ as $⿴ 囗 十 \infty$ ，
and hence by Fatou＇s Leman，

$$
\begin{aligned}
& \int_{-\infty}^{\infty}\left|\hat{\varphi}_{a}(i y)\right|^{2} d \mu_{2}(y) \leqslant \lim \inf \int_{-\infty}^{\infty}\left|\hat{\varphi}_{m}(i y)\right|^{2} d \mu_{2}(y) \\
& \leqslant \lim _{m} \inf \left\{\int_{-\infty}^{\infty}\left|\hat{\varphi}_{m}(x)\right|^{2} d \mu_{I}(x)+\int_{-\infty}^{\infty}\left|\hat{\varphi}_{m}(i y)\right|^{2} d \mu_{2}(y)\right\} \\
& =\lim _{m} \inf \int_{-\infty}^{\infty} f(t) \varphi_{m} * \tilde{\varphi}_{m}(t) d t=\int_{-\infty}^{\infty} f(t) \varphi_{a} * \tilde{\varphi}_{a}(t) d t<\infty .
\end{aligned}
$$

Thus the integral
（7）$\quad \int_{-\infty}^{\infty}\left|\hat{\varphi}_{a}(i y)\right|^{2} d \mu_{2}(y)$
converges for all $a>0$ ．But since $\left|\hat{\varphi}_{a}(i y)\right| \geqslant 1$ for all $y \in R$ ， （7）implies that $\mu_{2}$ is finite．Moreover since $e^{a y}<\left|\hat{\phi}_{a}(i y)\right|^{2}$ for all $y \notin C_{1}$ ，therefore

$$
\begin{aligned}
& \int_{-\infty}^{\infty} e^{a y_{d}} \mu_{2}(y)=\int_{C_{1}} e^{a y_{d} \mu_{2}(y)+} \int_{R \backslash C_{1}} e^{a y} d \mu_{2}(y) \\
& \leqslant \sup \left\{e^{a y} ; y \in c_{1}\right\} \int_{C_{1}} d \mu_{2}(y)+\int_{R \backslash C_{1}}\left|\hat{\phi}_{a}(i y)\right|^{2} d \mu_{2}(y)<\infty \quad .
\end{aligned}
$$

Thus the integral（6）converges for all $a \geqslant 0$ ．

We are now able to show that equality（5）also holds for even functions $\varphi$ in $C_{c}^{\infty}(R)$ ，i．e．，we have to show that the equality
（8） $\int_{-\infty}^{\infty} f(t) \varphi(t) d t=\int_{-\infty}^{\infty} \hat{\varphi}(x) d \mu_{1}(x)+\int_{-\infty}^{\infty} \hat{\varphi}(i y) d \mu_{2}(y)$
holds for all even functions $\varphi$ in $C_{0}^{\infty}(R)$. In fact, if $\varphi$ is an even function in $C_{c}^{\infty}(R)$, then $\hat{\phi}$ satisfies an inequality of the form

$$
|\hat{\phi}(x+i y)| \leqslant c \exp (a|y|)
$$

Hence there are constants $A$ and $b$ such that $|\hat{\phi}(z)|<A(2+c o s b z)$ on M. Now let $\beta$ be an even positive function in $C_{C}^{\infty}(R)$ such that $\int_{-\infty}^{\infty} \beta(t) d t=1$, and $\hat{\beta}$ is positive on $C$, and set $\beta_{m}(t)=m \beta(m t)$ for all integers $m>0$. Let $\left\{\varphi_{m}\right\}$ be the sequence in $C_{c}^{\infty}(R)$ defined by $\varphi_{m}=\varphi * \beta_{\mathrm{m}}$. Then the equality
(9) $\lim \int_{-\infty}^{\infty} f(t) \varphi_{m}(t) d t=\int_{-\infty}^{\infty} f(t) \varphi(t) d t$
holds, and moreover each $\hat{\phi}_{m}$ can be represented in the form

$$
\hat{\varphi}_{m}(z)=A(2+\operatorname{cosb} z)\left(1+z^{4}\right) \hat{\beta}_{m}(z) \frac{\hat{\varphi}(z)}{A(2+\cos z z)\left(1+z^{4}\right)}=\theta_{m}(z)_{g}(z)
$$

where $\theta_{m}(z)=A\left(2+\operatorname{cosb}_{z}\right)\left(1+z^{4}\right) \hat{\beta}_{m}(z)$ is a positive function in $K$ and $g(z)=\frac{\hat{\varphi}(z)}{\Delta(2+\operatorname{cosbz})\left(1+z^{4}\right)} \in C_{0}(M)$.

Thus the equality
(10) $T\left(\hat{\varphi}_{m}\right)=\int_{-\infty}^{\infty} \hat{\varphi}_{m}(x) d \mu_{2}(x)+\int_{-\infty}^{\infty} \hat{\varphi}_{m}(i y) d \mu_{2}(y)$
holds for every m. Now since the function $|\hat{\phi}|$ is a positive function in $K$, the integral

$$
\int_{-\infty}^{\infty}|\hat{\phi}(x)| d \mu_{1}(x)
$$

exists by virtue of the fact that equality (4) holds for the function $|\hat{\varphi}|$.

Using the fact that $\left|\hat{\varphi}_{m}(x)\right| \leqslant|\hat{\varphi}(x)|$ for all $x \in R$, we see that the equality
(11) $\quad$ if mm $_{\text {min }} \int_{-\infty}^{\infty} \hat{\varphi}_{m}(x) d \mu_{1}(x)=\int_{-\infty}^{\infty} \hat{\varphi}(x) d \mu_{1}(x)$
holds by dominated convergence. But since each $\hat{\Phi}_{\text {m }}$ satisfies an inequality of the form

$$
\left|\hat{\varphi}_{m}(x+i y)\right| \leqslant k_{1} \exp \left(a_{1}|y|\right)
$$

where the constants $K_{1}$ and $a_{1}$ are independent of $m$, we can conclude that
(12) $\quad \lim \int_{-\infty}^{\infty} \hat{\varphi}_{m}(i y) d \mu_{2}(y)=\int_{-\infty}^{\infty} \hat{\varphi}(i y) d_{\mu_{2}}(y)$
by dominated convergence because the integral $\int_{-\infty}^{\infty} \exp \left(a_{1}|y|\right) d \mu_{2}(y)$ exists for all $a_{1} \geqslant 0$. Equalities (9), (10), (11) and (12) prove that

$$
\int_{-\infty}^{\infty} f(t) \varphi(t) d t=\int_{-\infty}^{\infty} \hat{\varphi}(x) d \mu_{1}(x)+\int_{-\infty}^{\infty} \hat{\varphi}(i y) d \mu_{2}(y) .
$$

By the evenness of both the function $f$ and the measures $\mu_{1}$ and $\mu_{2}$, it is obvious that (8) also holds for odd functions $\varphi$ in $C_{c}^{\infty}(R)$ (both sides being zero). Since every $\varphi \in C_{c}^{\infty}(R)$ is the sum of an even function and an odd function in $C_{c}^{\infty}(R)$, therefore (8) holds for every $\varphi \in C_{c}^{\infty}(R)$. In particular, if we apply this equality to the functions $\varphi_{\alpha}(t+s)$, we obtain
(13)

$$
\begin{aligned}
\int_{-\infty}^{\infty} f(-t) \varphi_{\alpha}(t+s) d t= & \int_{-\infty}^{\infty} \Phi_{\alpha}(x) e^{i s x_{d}} \mu_{1}(x) \\
& +\int_{-\infty}^{\infty} \Phi_{\infty}(i y) e^{s y_{d}} \mu_{2}(y)
\end{aligned}
$$

We note that $\Phi_{1}$ satisfies an inequality of the form

$$
\left|\Phi_{1}(x+i y)\right| \leqslant k_{2} \exp \left(a_{2}|y|\right)
$$

for some constants $X_{2}$ and $a_{2}$, hence the inequality

$$
\begin{aligned}
\left|\Phi_{\alpha}(i y) e^{j y}\right| & \leqslant\left|\Phi_{1}\left(\frac{i y}{\alpha}\right) e^{s y}\right| \leqslant k_{2} \exp \left(\left(\frac{a_{2}}{\alpha}+s\right)|y|\right) \\
& \leqslant k_{2} \exp \left(\left(a_{2}+s\right)|y|\right)
\end{aligned}
$$

holds for all $\alpha \geqslant 1$. Moreover since $\Phi_{\alpha}(i y) e^{5 y} \rightarrow e^{5, y}$ uniformly on compact subsets of R as $\alpha \rightarrow \infty$, we can conclude that

$$
\text { (14) } \lim _{\alpha \rightarrow \infty} \int_{-\infty}^{\infty} \Phi_{\alpha}(i y) e^{s y_{d}} \mu_{2}(y)=\int_{-\infty}^{\infty} e^{s y} d \mu_{2}(y)
$$

by dominated convergence. The integral on the left hand side of (13) is $\left(\varphi_{\alpha} * f\right)(g)$ which converges to $f(s)$ in the manner of the statement of the theorem. Hence (using (14))

$$
f(s)=\lim _{\alpha \rightarrow \infty} \int_{-\infty}^{\infty} e^{i s x} \Phi_{\alpha}(x) d \mu_{1}(x)+\int_{-\infty}^{\infty} e^{s y} d \mu_{2}(y)
$$

where the limit exists in the manner of the statement of the theorem.

We now proceed to prove that $\mu_{1}$ satisfies the condition of the theorem. Let $C$ be any compact subset of $R$. Let $\beta$ be an even positive function in $C_{c}^{\infty}$ such that $\widehat{\beta}$ is positive on $\mathbb{C}$ (such a $\beta$ exists by Sec. 2.6). For every $m>0$ let $\beta_{m}(t)=m \beta(m t)$. Then $\hat{\beta}_{m}$ is positive on $\mathbb{C}$ and $\hat{\beta}_{m} \rightarrow 1$ uniformly on compacts. Hence there is an $m_{0}$ such that $\widehat{\beta}_{m_{0}}(x)>\frac{1}{2}$ for all $x \in c$. Then $0 \leqslant \mu_{i}(x+c)$ $\leqslant 2 \int_{-\infty}^{\infty} \hat{\beta}_{m_{0}}(-x+y) d \mu_{1}(y)=2 \int_{-\infty}^{\infty} f(t) \beta_{m_{0}}(t) e^{i x t} d t-2 \int_{-\infty}^{\infty} \hat{\beta}_{m_{0}}(i y-x) d \mu_{2}(y)$
$\leqslant 2 \int_{-\infty}^{\infty} f(t) \beta(t) e^{i x t_{d}}$. $\leqslant 2 \int_{-\infty}^{\infty} f(t) \beta_{m_{0}}(t) e^{i x t} d t$.

Since $\beta_{m_{0}}$ has compact support, the right hand side of the above inequality is the Fourier transform of a function in $L^{1}(R)$, and thus converges to 0 as $|x| \rightarrow \infty$ by the well known Riemann-Lebesgue Lema. Hence $\mu_{1}(x+C) \rightarrow 0$, and thus finishes the proof of the theorem.

Let $h$ be the function which is equal to

$$
\left\{\int_{-1}^{1} \exp \left(-\frac{1}{1-t^{2}}\right) d t\right\}^{-1} \exp \left(-\frac{1}{1-t^{2}}\right) \text { for }|t|<1 \text { and is equal to } 0
$$

for $|t| \geqslant 1$. For every real number $\alpha \geqslant 1$, let $h_{\alpha}(t)=\alpha h(\alpha t)$. Then every $h_{\alpha}$ is infinitely differentiable with support on the interval $\left[-\frac{1}{\alpha}, \frac{1}{\alpha}\right]$, and $\left\|h_{\alpha}\right\|_{1}=1$. Suppose $i$ is locally summable. Then the convolution $f^{*} h_{\alpha}$ is defined for every $\alpha \geqslant 1$, and the inequality

$$
\begin{aligned}
& \text { (1) }\left|f^{*} h_{\alpha}(t)-f(t)\right|=\left|\int_{-\infty}^{\infty} h_{\alpha}(s) f(t+s) d s-\int_{-\infty}^{\infty} h_{\alpha}(s) f(t) d s\right| \\
& \quad \leq \int_{-\frac{1}{\alpha}}^{\infty} \alpha h(\alpha s)|f(s+t)-f(t)| d s \leqslant\|h\|_{\infty} \int_{-1}^{1}\left|f\left(\frac{u}{\alpha}+t\right)-f(t)\right| d u
\end{aligned}
$$

holds for every $\alpha \geqslant 1$. A point $t$ is said to be a Lebesgue point of a locally sumable function $f$ if and only if the average occurring in the last term of (1) converges to O. A standard theorem asserts that almost every point $t$ in $R$ is a Lebesque point for a given locally summable function $f$. It is obvious that a point of continuity of $f$ is a Lebesque point. Thus ( 1 implies that $f^{*} h_{\alpha}$ converges to $f$ at every Lebesgue point of $f$. Therefore if we consider this special surmability function $H_{\alpha}$ : $\widehat{h_{\alpha}}$ for the integral representation in Theorem 2.7, we $c_{a} n$ atrengthen the mode of convergence in Theorem 2.7 Fia the following.

Corollary: If $f \in P_{e}\left(C_{c}^{\infty}(R)\right)$, there are even positive measures $\mu_{1}$ and $\mu_{2}$ on $R$ such that

$$
f(s)=\lim _{\alpha \rightarrow \infty} \int_{-\infty}^{\infty} e^{i s x} H_{\alpha}(x) d \mu_{1}(x)+\int_{-\infty}^{\infty} e^{g y} d \mu_{2}(y)
$$

at every Lebesgue point of $f$, and hence almost everywhere, and in partioular at every point of continuity of f. Furthermore, $\mu_{1}$ must satisfy $\mu_{1}(x+C) \rightarrow 0$ as $|x| \rightarrow \infty$, where $C$ is any compact subset of $R$, and $\mu_{2}$ must be such that the integral $\int_{-\infty}^{\infty} e^{a y} d \mu_{2}(y)$ converges for all $a \geqslant 0$.
2.8 Theorem (Krein) Let $f$ be a continuous function in the olass $P_{e}\left(C_{o}^{\infty}(R)\right)$. Then $f$ has the form
(1) $f(x)=\int_{0}^{\infty} \cos \lambda x d \mu_{1}(\lambda)+\int_{0}^{\infty} \cosh \lambda x d \mu_{2}(\lambda)$
whare $\mu_{1}$ and $\mu_{2}$ are positive measures, $\mu_{1}$ is finite, and $\mu_{2}$ is such that the second integral converges. Conversely, if two positive measures $\mu_{1}$ and $\mu_{2}$ satisfy the latter conditions, then (1) defines a continuous funotion in $P_{e}\left(C_{c}^{\infty}(R)\right)$.

Proof: We start with the first part of the theorem. We know from Theorem 2.7 that there are even measures $\mu_{i}^{\prime} \mu_{2}^{\prime}$ on $R$ such that
(2) $f(x)=\lim _{\alpha \rightarrow \infty} \int_{-\infty}^{\infty} e^{i \lambda x} \Phi_{\alpha}(x) d \mu_{i}(\lambda)+\int_{-\infty}^{\infty} e^{\lambda x} d \mu_{2}^{\prime}(\lambda)$.
where the limit exists uniformily on compacts since $f$ is continuous. Since $\Phi_{\alpha} \rightarrow 1$ uniformly on compact subset $C$ of $R$,

$$
\begin{aligned}
\mu_{i}^{\prime}(c) & =\lim _{\alpha \rightarrow \infty} \int_{c} \Phi_{\alpha}(\lambda) d \mu_{i}(\lambda) \leqslant \lim _{\alpha \rightarrow \infty} \int_{-\infty}^{\infty} \Phi_{\alpha}(\lambda) d \mu_{i}(\lambda) \\
& =f(0)-\int_{-\infty}^{\infty} \alpha_{\mu} \dot{2}(\lambda)<\infty
\end{aligned}
$$

The bound is independent of $C$, therefore $\mu_{i}$ is finite, and hence the function $h$ defined by

$$
h(x)=\int_{-\infty}^{\infty} e^{i \lambda x} d \mu_{i}(\lambda)
$$

is continuous and thus

$$
\lim _{\alpha \rightarrow \infty} \int_{-\infty}^{\infty} e^{i \lambda x} \Phi_{\alpha}(\lambda) d \mu_{i}(\lambda)=\int_{-\infty}^{\infty} e^{i \lambda x_{d}} \mu_{i}(\lambda)
$$

holds for all $x \in R$. If $\mu_{1}$ and $\mu_{2}$ are the restrictions of $2 \mu_{i}$ and $2 \mu_{i}$ onto the interval $[0, \infty$ ), respectively, then (2) becomes
(3) $f(x)=\int_{0}^{\infty} \cos \lambda x d \mu_{1}(\lambda)+\int_{0}^{\infty} \cosh \lambda x d \mu_{2}(\lambda)$
where $\mu_{1}$ and $\mu_{2}$ obviously satisfy the conditions of the theorem.

Now we proceed to the proof of the converse part of the theorem. It suffices to show that $f \in P_{e}\left(C_{o}^{\infty}(R)\right)$ since continuity of $I$ comes easily from the conditions on $\mu_{1}$ and $\mu_{2}$. Let $\mu_{i}$ and $\mu_{2}^{\prime}$ be the even positive measures defined on $H$ such that their restrictions onto the interval $\left[0, \infty\right.$ ) are $\frac{1}{2} \mu_{1}$ and $\frac{1}{2} \mu_{2}$, respectively. Then for any even function $\phi \in C_{o}^{\infty}(R)$, we can apply Fubini's theorem to obtain

$$
\begin{aligned}
& \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x-y) \varphi(x) \overline{\varphi(y)} d x d y \\
& \quad=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(\int_{0}^{\infty} \cos \lambda(x-y) d \mu_{1}(\lambda)+\int_{0}^{\infty} \cosh \lambda(x-y) d \mu_{2}(\lambda)\right) \varphi(x) \overline{\varphi(y) d x d}
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(\int_{-\infty}^{\infty} e^{-i \lambda(x-y)} \mathrm{d} \mu_{i}(\lambda)+\int_{-\infty}^{\infty} e^{\lambda(x-y)} d \mu_{i}(\lambda)\right) \varphi(x) \overline{\varphi(y)} d x d y \\
& =\int_{-\infty}^{\infty}|\hat{\varphi}(\lambda)|^{2} d \mu_{i}^{\prime}(\lambda)+\int_{-\infty}^{\infty}|\hat{\phi}(i \lambda)|^{2} d \mu_{2}^{\prime}(\lambda) \geqslant 0
\end{aligned}
$$

because $\mu_{1}$ and $\mu_{2}$ are positive. Thus we have completed the proof of this assertion.

## Remark

2.9 We remark that the measures $\mu_{1}$ and $\mu_{2}$ in Theorems 2.7 and 2.8 are not uniquely defined. An example on the non-uniqueness of these measures can be foumd in Gelfand and Vilenkin [9, pp226-228]. Note that we have only proved the integral representation theorem for the case of a single variable, and the result is not true for the case of several variables. However, if $f$ also satisfies the growth condition that the integral $\int_{0}^{\infty} \exp \left(-c x^{2}\right) f(x) d x$ converges for all $0>0$, then the integral representation for $f$ is unique. We will show that the result is also true for the case of several variables if a similar growth condition is imposed on $f$.
2.10 Motations We adopt freely the notiations introduced in Sec. 1.10 and Sec. 1.13. We denote by $G(n)$ the set of all funotions $f$ on $R^{n}$ such that the integral

$$
\int_{R^{n}} \exp \left(-0 x^{2}\right) f(x) d x
$$

converges for all $c>0$.

The Class $G(n) \cap P_{e}\left(C_{c}^{\infty}\left(R^{n}\right)\right)$
2.11 Lemnos For any $0=\left(c_{1}, \ldots, \ldots, c_{n}\right)>0$, and any $\psi \in C_{0}^{\infty}\left(R^{n}\right)$, the function $\Phi$, defined by $\Phi(z)=\exp \left(-o z^{2}\right) \hat{\psi}\left(z^{2}\right)$, is an even function in $Y(n)$ (for definition of $Y(n)$ see Sec. 1.13). Furthermore, if $\left\{\psi_{n}\right\}$ is a sequence in $c_{c}^{\infty}\left(R_{i}^{n}\right)$ such that $\psi_{m} \rightarrow \psi$ in the topology of $C_{o}^{\infty}$, then there is a sequence $\left\{\varphi_{m}\right\}$ in $Y(n)$ such that $\widehat{\varphi}_{m}(z)=\exp \left(-c z^{2}\right) \hat{\psi}_{m}\left(z^{2}\right), \phi_{m} \rightarrow \varphi$ uniformly on compact subsets of $\mathrm{c}^{\mathrm{n}}$, where $\varphi$ is the function in $Y(n)$ such that $\hat{\varphi}(z)=\exp \left(-c z^{2}\right) \hat{\psi}\left(z^{2}\right)$, and the following inequality

$$
\left|\varphi_{m}(x+i y)\right| \leqslant K \exp \left(-a x^{2}+b y^{2}\right)
$$

holds for every $m$, where the constants $K, a, b$ do not depend upon m.
Proof: For any $\psi \in C_{c}^{\infty}$, by Theorem 1.14, there are constants $C$ and $d$ such that $|\hat{\psi}(x+i y)| \leqslant c \exp (d\|y\|)$
and therefore

$$
\left|\exp \left(-c z^{2}\right) \hat{\psi}\left(z^{2}\right)\right| \leqslant c \exp \left(-c R e z^{2}+d\left\|\operatorname{Im} z^{2}\right\|\right)
$$

holds for all c>0.
For any $d$ and 0 there is an $r=\left(r_{1}, \ldots, r_{n}\right), r_{k}>0$, such that $c_{k}+r_{k}>\left(d_{k}^{2}+r_{k}^{2}\right)^{\frac{1}{2}}, 1 \leqslant k \leqslant n$. We set

$$
d^{\prime}=\left(\left(d_{1}^{2}+r_{1}^{2}\right)^{\frac{1}{2}}, \ldots \ldots .,\left(d_{n}^{2}+r_{n}^{2}\right)^{\frac{1}{2}}\right)
$$

and $\quad o^{\prime}=\left(o_{1}+x_{1}, \ldots \ldots \ldots, o_{n}+r_{n}\right)$.
Since $\quad x R e z^{2}+d\left\|\operatorname{Im} z^{2}\right\| \leqslant d^{\prime}\left(\operatorname{Re} z^{2}+\left\|\operatorname{Im} z^{2}\right\|\right) \leqslant d^{\prime}\|z\|^{2}$
therefore

$$
\begin{aligned}
\left|\exp \left(-c z^{2}\right) \hat{\psi}\left(z^{2}\right)\right| & \leqslant c \exp \left(-c R e z^{2}+d\left\|I m z^{2}\right\|\right) \\
& =c \exp \left(-c \cdot \operatorname{Re} z^{2}+I \operatorname{Re} z^{2}+d\left\|I m z^{2}\right\|\right) \\
& \leqslant c \exp \left(-c \cdot \operatorname{Re} z^{2}+d^{\prime}\|z\|^{2}\right) \\
& =c \exp \left(-\left(c^{\prime}-d^{\prime}\right) x^{2}+\left(c^{\prime}+d^{\prime}\right) z^{2}\right)
\end{aligned}
$$

Since, in view of the choice of $r, o^{\prime}>d^{\prime}$, the function $\exp \left(-a z^{2}\right) \hat{\psi}\left(z^{2}\right)$ belongs to $Y(n)$.

If $\left\{\psi_{\mathrm{II}}\right\}$ is a sequence in $\mathrm{C}_{\mathrm{c}}^{\infty}$ such that $\psi_{\text {II }} \rightarrow \psi$ in the topology of $c_{c}^{\infty}$, then Theorem 1.14 shows that $\exp \left(-c z^{2}\right) \hat{\psi}_{m}\left(z^{2}\right)$ $\rightarrow \exp \left(-c z^{2}\right) \hat{\psi}\left(z^{2}\right)$ uniformly on compacts, and the inequality

$$
\left|\hat{\psi}_{m}(x+i y)\right| \leqslant c \exp (d\|y\|)
$$

holds for every $m$, where the constants $C$ and $d$ do not depend upon m.
By following the same argument as before, we see that every $\exp \left(-c z^{2}\right) \hat{\psi}_{m}\left(z^{2}\right)$ satisfies an inequality of the form

$$
\left|\exp \left(-c z^{2}\right) \hat{\psi}_{m}\left(z^{2}\right)\right| \leqslant c^{\prime} \exp \left(-a^{\prime} x^{2}+e^{\prime} y^{2}\right)
$$

By Theorem 1.15, there is a sequence $\left\{\varphi_{m}\right\}$ in $Y(n)$ such that $\widehat{\varphi}_{m}(z)=\exp \left(-c z^{2}\right) \hat{\psi}_{m}\left(z^{2}\right), \varphi_{m} \rightarrow \Phi$ uniformly on compacts, where $\varphi$ is a function in $Y(n)$ such that $\hat{\phi}(z)=\exp \left(-c_{z}^{2}\right) \hat{\psi}\left(z^{2}\right)$, and there are constants $a$ and $b$, not depending upon $m$, such that

$$
\left|\varphi_{m}(x+i y)\right| \leqslant k \exp \left(-a x^{2}+b y^{2}\right)
$$

holds for every m.
2.12 Lemma If $0<b<20 ;$ i.e. $0<b_{k}<2 c_{k}(1 \leqslant k \leqslant n)$, then there is a sequence $\left\{\psi_{m}\right\}$ in $c_{c}^{\infty}$ such that
(1) $\hat{\psi}_{m}(x) \geqslant 0 \quad$ for all $x \in R^{n}$
(2) exp $\left(-0 z^{2}\right) \widehat{\psi}_{m}\left(z^{2}\right) \rightarrow e x p\left(-b z^{2}\right)$ uniformly on compacts
(3) the inequality

$$
\left|\exp \left(-c z^{2}\right) \hat{\psi}_{m}\left(z^{2}\right)\right| \leqslant K \exp \left(-a x^{2}+b y^{2}\right)
$$

holds for every $m$, where the constants $K$, $a, b$ do not depend upon $m$
(4) for real values $x \in \mathbb{R}^{n}$, the inequality

$$
\left|\exp (-a x) \hat{\psi}_{m}(x)\right| \leqslant K_{1} \exp (-h x)
$$

holds for every $m$, where the constants $K_{1}, h$ do not depend upon $m$, and $0<h<2 c$.

Proof: (Gelfand and Vilenkin) Take any function $\alpha \in Z(n)$ such that $\alpha(0)=1$ and $\quad|\propto(x+i y)| \leqslant C \exp (x\|y\|)$
where $x$ satisfies the inequality $0<x<\frac{1}{2}(c-\|b-c\|)$. We set
(5) $\quad \theta_{m}(z)=\alpha\left(\frac{z}{m}\right) \alpha\left(\frac{z}{m}\right)\left[\sum_{|k|=0}^{m} \frac{(c-b)^{k} z^{k}}{2^{k} k!}\right]^{2}$.

Then each $\theta_{\text {Il }} \in Z(n)$, because it is the product of the function $\alpha\left(\frac{Z}{m}\right) \bar{\alpha}\left(\frac{Z}{m}\right) \in Z(n)$ and a polynomial, and hence by Theorem 1.14 there is a sequence $\left\{\psi_{m}\right\}$ in $c_{c}^{\infty}$ such that $\hat{\psi}_{m} \sigma_{m}$. Ne shall prove that the sequence $\left\{\psi_{m}\right\}$ satisfies the conditions of the Lemma. The expression Within the square bracket of (5) is the partial sum of the Taylor series for $\exp \left(\frac{1}{2}(c-b) z\right)$ and therefore converges to $\exp \left(\frac{1}{2}(c-b) z\right)$ uniformly on compacts as $a \rightarrow \infty$. At the same time, the function $\alpha\left(\frac{z}{m}\right) \bar{\alpha}\left(\frac{z}{m}\right)$ converges to $\alpha(0)=1$ uniformly on compacts as $m \rightarrow \infty$. Therefore $\exp \left(-c z^{2}\right) \hat{\psi}_{m}\left(z^{2}\right) \longrightarrow \exp \left(-b z^{2}\right)$ uniformly on compacts. Moreover

$$
\begin{aligned}
\left|\exp (-c z) \hat{\psi}_{m}(z)\right| & \leqslant\left|\exp (-c z) \alpha\left(\frac{z}{m}\right) \bar{\alpha}\left(\frac{z}{m}\right)\right| \exp (\|(o-b) z\|) \\
& \leqslant c^{2} \exp \left(-c x+\frac{2 x\|y\|}{m}+\|(c-b) z\|\right) \\
& \leqslant c^{2} \exp (-c x+s\|z\|)
\end{aligned}
$$

where $s=\|\mathrm{ob}\|+2 r<0$ in view of the choice of $r$.
Hence $\left|\exp \left(-\alpha z^{2}\right) \hat{\psi}_{m}\left(z^{2}\right)\right| \leqslant c^{2} \exp \left(-(c-s) x^{2}+(c+s) y^{2}\right)$
and therefore condition (3) holds.

How since the functions $\alpha\left(\frac{2}{m}\right)$ have common bound on the reals, the inequality
(6) $\left|\exp (-a x) \hat{\psi}_{m}(x)\right| \leqslant \mathrm{K}_{1} \exp (-c x+\|(\mathrm{c}-\mathrm{b}) x\|)$
holds with $K_{1}$ independent of $m$. In expanded form the expression

$$
\begin{aligned}
-a x+\|(a-b) x\| \text { is } & -\sum_{k=1}^{n}\left[c_{k} x_{k}+\left\|\left(c_{k}-b_{k}\right) x_{k}\right\|\right] \\
= & -\sum_{k=1}^{n} x_{k}\left[c_{k}-\left|b_{k}-c_{k}\right| \operatorname{sign} x_{k}\right]
\end{aligned}
$$

But in view of the inequality $0<b_{k}<2 a_{k} \quad(1 \leqslant k \leqslant n)$
we have $0<c_{k}-\left|b_{k}-o_{k}\right|$ sign $x_{k}<2 a_{k}$. Set $h_{k}=o_{k}-\left|b_{k}-o_{k}\right| \operatorname{sign} x_{k}$, then $0<h<20$ and (6) becomes

$$
\left|\exp (-c x) \hat{\psi}_{m}(x)\right| \leqslant X_{1} \exp (-b x)
$$

which proves condition (4)
2.13 Lemma For any $a=\left(a_{1}, \ldots, \ldots, a_{n}\right)>0$ and any $\varphi$ in $c_{0}^{\infty}$, there exist $c=\left(c_{1}, \ldots, o_{n}\right)>0$ and a sequence $\left\{\psi_{m}\right\}$ in $c_{c}^{\infty}\left(R^{n}\right)$ such that
(1) exp $\left(-c z^{2}\right) \hat{\psi}_{m}\left(z^{2}\right) \longrightarrow \exp \left(-a z^{2}\right) \hat{\varphi}(z)$ miformily on compact subsets of $C^{n}$ as $m \rightarrow \infty$
(2) the inequality

$$
\left|\exp \left(-c z^{2}\right) \hat{\psi}_{m}\left(z^{2}\right)\right| \leqslant \operatorname{Kexp}\left(-d x^{2}+e y^{2}\right)
$$

holds for every m, where the constants $K$, $d$, do not depend upon m
(3) for real values $x$ in $R^{n}$, the inequality

$$
\left|\exp (-c x) \hat{\psi}_{m}(x)\right| \leqslant \mathbf{x} \exp (-h x) \quad, \quad h>0
$$

holds for every $m$, where the constants $K, h$ are independent of $m$. Proof: In view of Theorem 1.14, $\hat{\varphi}$ satisfies an inequality of the form $|\hat{\phi}(x+i y)| \leqslant L \exp \left(b^{\prime}\|y\|\right) \quad$ for some constants $I$ and $b^{\prime}$, and therefore $\left|\exp \left(-a z^{2}\right) \hat{\phi}(z)\right| \leqslant L\left|\exp \left(-a z^{2}+b^{\prime}| | y| |\right)\right|$

$$
\begin{aligned}
& \leq L_{\exp \left(-a z^{2}+\left\|b^{\prime}\right\|+b^{\prime} y^{2}\right) \mid}=L_{1} \exp \left(-a x^{2}+b y^{2}\right) \\
& =I_{1} \exp \left(\frac{1}{2}(a+b) z^{2}+\frac{1}{2}(b-a)\left\|z^{2}\right\|\right)
\end{aligned}
$$

where $L_{1}=L \exp \left(\left\|b^{\prime}\right\|\right)$ and $b=a+b^{\prime}$.

The function $\hat{\phi}(\sqrt{z})$ (this function is well defined since $\hat{\phi}$ is even) is obviously an entire fmetion. We take $c>a$ and let $P_{m}(z)$ be the $m^{\text {th }}$ partial sum of the Taylor series for the entire function $\exp ((0-a) z) \hat{\phi}(\sqrt{z})$. Let $\alpha \in Z(n)$ be such that $\alpha(0)=1$ and $|\alpha(x+i y)| \leqslant M \exp (x\|y\|)$, where $0<r<\frac{1}{2^{a}}$, and let $\Psi_{m}(z)=\alpha\left(\frac{z}{m}\right) \rho_{m}(\dot{z})$. Then $\Psi_{m} \in Z(n)$, and by Theorem 1.14, there is a sequence $\left\{\psi_{m}\right\}$ in $c_{0}^{\infty}$
such that $\hat{\psi}_{m}=\Psi_{m}$. It is obvious that condition (1) holds, and

$$
\begin{aligned}
|\exp ((c-a) z) \hat{\phi}(\sqrt{z})| & \leqslant L_{1} \exp \left(a x-\frac{1}{2}(a+b) x+\frac{1}{2}(b-a)\|z\|\right) \\
& \leqslant L_{1} \exp ((c-a)\|z\|) .
\end{aligned}
$$

Hence for all $b_{1}>0-a$, one has
(4) $\left|\rho_{m}(z)\right| \leqslant x_{1} \exp \left(b_{1}\|z\|\right)$
where $X_{1}$ does not depend upon m. In particular it holds for $b_{1}=0-\frac{1}{2} a$ and hence
(5) $\left|\exp (-\infty z) \hat{\psi}_{m}(z)\right| \leqslant \exp (-c z)\left|\alpha\left(\frac{z}{m}\right)\right|\left|\rho_{m}(z)\right|$

$$
\begin{aligned}
& \leqslant L_{1} K_{1} \exp \left(-c x+\frac{r\|y\|}{m}+\left(c-\frac{1}{2} a\right)\|z\|\right) \\
& \leqslant N \exp (-c x+E\|z\|)
\end{aligned}
$$

where $s=0-\frac{a}{4}$. Obviously $0<s<c$, and (5) is equivalent to condition (2). For real values $x \in \mathbb{R}^{n}$, (5) is equivalent to condition (3).
2.14 Theorem If $I \in G(n) \cap P_{e}\left(C_{C}^{\infty}\left(R^{n}\right)\right.$ ) (1.e.. $I$ is a function in the class $P_{e}\left(C_{c}^{\infty}\right)$ such that $\int \exp \left(-\infty t^{2}\right) f(t) d t$ converges for all $c>0$ ), there is a uniquely defined even positive measure $\mu$, concentrated on the set $M$ of points $z=\left(z_{1}, \ldots, z_{n}\right)$, each of whose coordinates $z_{k}$ is either real or pure imaginary, such that the integral
(1) $\int_{M} \exp \left(-c z^{2}\right) d \mu(z)$
converges for all $0>0$, and the equality
(2) $\quad f(t)=\int_{M} e^{i(t, z)} d p(z)$
holds for almost all $t \in \mathrm{R}^{\mathrm{n}}$.
Conversely, if $\mu$ is an even positive measure on $M$ such that the integral (1) converges for all $c>0$, then the integral

$$
\int_{M^{e}} e^{i(t, z)} d \mu(z)
$$

converges for almost all $t \in \mathbb{R}^{n}$, and the function $f$, which is defined almost everywhere by (2), is a function in the class $G(n) \cap P_{e}\left(G_{0}^{\infty}\right)$. Proof: We start with the second part of the theorem. Suppose $\mu$ is an even positive measure on $M$ such that the integral (1) converges for all $0>0$. In view of Fubini's Theorem, we see that

$$
\begin{aligned}
& \int_{R^{n}} \exp \left(-c t^{2}\right) \int_{M} e^{i(t, z)} d \mu(z) d t=\int_{M} \int_{R^{n}} e^{\frac{n}{2}}{\exp \left(-c t^{2}\right) e^{i(t, z)} d t d \mu(z)=}_{\sqrt{C_{1} \cdots o_{n}}}^{=} \int_{M} \exp \left(-\frac{1}{4 c} z^{2}\right) d \mu(z)<\infty
\end{aligned}
$$

for all $c=\left(c_{1}, \ldots, c_{n}\right)>0$, where $\frac{1}{4 c}=\left(\frac{1}{4 c_{1}}, \ldots, \frac{1}{4 c_{n}}\right)$. Hence the integral $\int_{M^{e}} e^{i(t, z)} d \mu(z)$ converges for almost all $t \in R^{n}$, and the function $f$, which is almost everywhere defined by (2), is in the class $G(n)$. Now for any even function $\varphi \in C_{c}^{\infty}$, we can apply Fubini's Theorem to obtain the inequality

$$
\int_{R^{n}} \int_{R^{n}} f(t-s) \varphi(t) \overline{\Phi(s)} d t d s=\int_{M}|\hat{\phi}(z)|^{2} d \mu(z) \geqslant 0
$$

Here we have used the fact that $\mu$ is positive. Therefore $f$ is also in the class $P_{e}\left(C_{c}^{\infty}\right)$, and hence we finish the proof of the second part of the theorem.

We now proceed to the proof of the direct assertion of the theorem. Since the integral (1) converges for all $c>0$, we can apply the dominated convergence theorem to prove that $f \in P_{e}(Y(n))$ (for the definition of $Y(n)$ see Sec 1.13). In view of Theorem 1.15; we can define a linear functional $T$ on $Y(n)$ by setting
(3) $\quad T(\Phi)=\int_{\mathbf{R}^{n}} f(t) \dot{\varphi}(t) d t \quad(\Phi \in Y(n))$
where $\phi$ is the function in $Y(n)$ such that $\hat{\phi}=\Phi$. Then for every $o=\left(0_{1}, \ldots o_{n}\right)>0$, the functional $T_{c}$ defined by
(4)

$$
T_{c}(\psi)=T\left(\exp \left(-c z^{2}\right) \hat{\psi}\left(z^{2}\right)\right)
$$

$$
\left(\psi \in c_{c}^{\infty}\right)
$$

exists by virtue of Lemma 2.11. He first show that $T_{0}$ is continuous on $c_{c}^{\infty}$. Indeed, if $\psi_{m} \rightarrow \psi$ in the topology of $c_{c}^{\infty}$ let $\left\{\varphi_{m}\right\}$ be the sequence constructed in Lemma 2.11 suoh that $\varphi_{m} \rightarrow \varphi$ uniformly on compacts, where $\varphi$ is the function in $Y(n)$ such that $\hat{\varphi}(z)=\exp \left(-\infty z^{2}\right) \hat{\psi}\left(z^{2}\right), \hat{\varphi}_{m}(z)=\exp \left(-c z^{2}\right) \hat{\psi}_{m}\left(z^{2}\right)$, and the inequality

$$
\left|\varphi_{m}(x+i y)\right| \leqslant x \exp \left(-a x^{2}+b y^{2}\right)
$$

holds for every $m$, where $K, a, b$ are independent of $m$. We can apply the dominated convergence theoren to show that

$$
\operatorname{Lin}_{m} \int_{R^{n}} f(t) \varphi_{m}(t) d t=\int_{R^{n}} f(t) \varphi(t) d t
$$

and hence $T_{0}(\psi)=T\left(\exp \left(-c z^{2}\right) \widehat{\Psi}\left(z^{2}\right)\right)=\int_{R^{n}} P(t) \varphi(t) d t=$

$$
=\lim _{m} \int_{R^{n}} f(t) \varphi_{m}(t) d t=\lim T\left(\exp \left(-c z^{2}\right) \hat{\psi}_{m}\left(z^{2}\right)\right)=\lim _{m} T_{c}\left(\psi_{m}\right)
$$

showing that $T_{c}$ is continuous on $C_{c}^{\infty}$. Since $P \in P_{e}(Y(n))$, the inequality

$$
T_{c}(\psi * \tilde{\psi})=T\left(\exp \left(-\infty z^{2}\right) \hat{\psi}\left(z^{2}\right) \overline{\hat{\psi}}\left(z^{2}\right)\right)=T\left(e^{-\frac{1}{2} 2^{2}} \hat{\psi}\left(z^{2}\right) e^{-\frac{1}{2} \bar{z}^{2}} \hat{\psi}\left(\bar{z}^{2}\right)\right) \geqslant 0
$$

holds for all $\psi \in C_{c}^{\infty}\left(R^{n}\right)$. Therefore $T_{c}$ is a positive definite distribution, and by Theorem 1.12, there is a positive tempered measure $\sigma_{c}$ on $\mathrm{H}^{\mathrm{n}}$ such that

$$
T\left(\exp \left(-\infty z^{2}\right) \hat{\psi}\left(z^{2}\right)\right)=\int_{R^{n}} \hat{\psi}(t) d \sigma_{0}(t)
$$

holds for all $\psi \in c_{c}^{\infty}$. Setting $\alpha \nu_{c}(t)=e^{c t} \alpha \sigma_{c}(t)$, we obtain for every $0>0$ a positive measure $V_{c}$ such that
(5) $T\left(\exp \left(-c z^{2}\right) \hat{\psi}\left(z^{2}\right)\right)=\int_{R^{n}} \exp (-c t) \hat{\psi}(t) d V_{c}(t)$
for all $\psi \in C_{c}^{\infty}$. Thus we have proven that the equality
(6) $\quad T\left(\theta\left(z^{2}\right)\right)=\int_{\mathbb{R}^{n}} \theta(t) d v_{0}(t)$
holds for all entire functions $\theta$ of the form $\theta(z)=\exp (-c z) \hat{\psi}(z)$, where $\psi \in C_{o}^{\infty}$.

We wish to show that the measures $\mathcal{V}_{0}$ are independent of the choice of c. We first show that the integral

$$
\begin{equation*}
\int_{\mathbb{R}^{n^{2}}} \exp (-b t) d \nu_{0}(t) \tag{7}
\end{equation*}
$$

converges for $0<b<2 c$. Indeed, if $\left\{\Psi_{m}\right\}$ is the sequence of functions constructed in Lemma 2.12, then the inequality

$$
\left|\exp \left(-c z^{2}\right) \hat{\psi}_{m}\left(z^{2}\right)\right| \leqslant K \exp \left(-a x^{2}+b y^{2}\right)
$$

holds for every $m$, where the constants $K, a, b$ do not depend upon $m$. Therefore we can apply Theorem 1.15 and the dominated convergence theorem to obtain

$$
\lim _{m} T\left(\exp \left(-c z^{2}\right) \hat{\psi}_{m}\left(z^{2}\right)\right)=T\left(\exp \left(-b z^{2}\right)\right)
$$

Hence by Fatou's Lemma ( since $\hat{\psi}_{m}(t) \geqslant 0$ for all $t$ ),

$$
\begin{aligned}
& \int_{R^{n}} \exp (-b t) d V_{c}(t) \leqslant \lim _{m} \inf \int_{R^{n}} \exp (-c t) \hat{\psi}_{m}(t) d \nu_{c}(t)= \\
& =\lim \inf T\left(\exp \left(-c z^{2}\right) \hat{\psi}_{m}\left(z^{2}\right)\right)=T\left(\exp \left(-b z^{2}\right)\right)<\infty,
\end{aligned}
$$

i.e., the integral (7) converges. We next show that (6) continues to hold for all functions $\theta$ of the $\theta(z)=\exp (-b z) \hat{\psi}(z)$, where $0<b<2 c$ and $\psi \in C_{c}^{\infty}$. In fact, if $\left\{\psi_{m}\right\}$ is the sequence constructed in. Lemma 2.12, then $\exp (-c z) \hat{\psi}_{m}(z) \hat{\psi}(z) \rightarrow \exp (-b z) \hat{\psi}(z)$ uniformly on compacts as $m \rightarrow \infty$. In $\forall i e w$ of condition (3) of Lemma 2.12, we can follow the same argument as in the proof of Lemma 2.11 to conclude
that the sequence $\left\{\exp \left(-\infty z^{2}\right) \hat{\psi}_{m}\left(z^{2}\right) \hat{\psi}\left(z^{2}\right)\right\}$ is uniformly dominated by a function of the form : Kexp $\left(-a x^{2}+b y^{2}\right)$. Applications of Theorem 1.15 and the dominated convergence theorem show that
(8) $\quad \lim _{m} T\left(\exp \left(-a z^{2}\right) \hat{\psi}_{m}\left(z^{2}\right) \hat{\psi}\left(z^{2}\right)\right)=T\left(\exp \left(-b z^{2}\right) \hat{\psi}\left(z^{2}\right)\right)$. Since the function $\hat{\psi}$ is bounded on $R^{n}$, by condition (4) of Dem 2.12, the inequality

$$
\left|\exp (-c t) \hat{\psi}_{m}(t) \hat{\psi}(t)\right| \leqslant K_{1} \exp (-h t)
$$

holds for every $m$, where the constants $K_{1}$ and $h$ do not depend upon $m$, and $0<h<2 c$, and hence

$$
\lim _{m} \int_{R^{n}} \exp (-c t) \hat{\psi}_{m}(t) \hat{\psi}(t) d \mathcal{V}_{c}(t)=\int_{R^{n}} \exp (-b t) \hat{\psi}(t) d \nu_{c}(t)
$$

by virtue of dominated convergence theorem. Therefore we obtain

$$
T\left(\exp \left(-b z^{2}\right) \hat{\psi}\left(z^{2}\right)\right)=\int_{\mathbb{R}^{n}} \exp (-b t) \hat{\psi}(t) d V_{c}(t)
$$

by virtue of (8). Comparing the above equality with (5), we see that

$$
\int_{R^{n}} \exp (-b t) \hat{\psi}(t) d \nu_{0}(t)=\int_{R^{n}} \exp (-b t) \hat{\psi}(t) d \nu_{b}(t)
$$

for every $\psi \in c_{c}^{\infty}$. Hence $V_{b}=V_{c}$ since the set of all $\hat{\psi}$ is dense in $C_{0}\left(R^{n}\right)$.

Thus we have proven that $\gamma_{b}=V_{c}$ if $0<b<2 c$. Now for any $0, d>0$, there exists at least one $b>0$ such that $b<20$ and $b<2 d$, and hence $V_{a}=V_{b}=V_{d}$. Therefore the measures $V_{c}$ are independent of the
choice of $c$, and we shall denote the common value of the measures $V_{c}$ by $\mathcal{V}$. So far we have proven that the equality
(9) $\quad T\left(\theta\left(z^{2}\right)\right)=\int_{\mathbb{R}^{n}} \theta(t) d \nu(t)$
holds for all entire functions $\theta$ of the form $\theta(z)=\exp (-c z) \hat{\psi}(z)$, where $c>0$ and $\psi \in C_{c}^{\infty}$. We shall now show that (9) continues to hold for all functions $\theta$ of the form $\theta(z)=\exp (-b z) \hat{\varphi}(\sqrt{z})$, where $b>0$ and $\phi$ is an even function in $C_{c}^{\infty}$. In fact, the sequence $\left\{\psi_{\text {m }}\right\}$ in Lemma 2.13 satisfies the inequality

$$
\left|\exp \left(-c z^{2}\right) \hat{\psi}_{m}\left(z^{2}\right)\right| \leqslant \operatorname{Kexp}\left(-d x^{2}+e y^{2}\right)
$$

where the constants $K$, d, e do not depend upon $m$, therefore we can apply Theorem 1.15 and the dominated convergence theorem to prove that
(10) $\quad \lim _{i m} T\left(\exp \left(-c z^{2}\right) \hat{\psi}_{m}\left(z^{2}\right)\right)=T\left(\exp \left(-b z^{2}\right) \hat{\varphi}(z)\right)$

But the sequence $\left\{\psi_{m}\right\}$ also satisfies the inequality

$$
\left|\exp (-c x) \hat{\psi}_{m}(x)\right| \leqslant \operatorname{Kexp}(-h x) \quad, h>0
$$

for real values $x \in R^{n}$, where the constants $K$ and $h$ are independent of $m$, we see that $\lim _{m^{m}} \int_{R^{n}} \exp (-c x) \hat{\psi}_{m}(x) d V(x)=\int_{R^{n}} \exp (-b x) \hat{\varphi}(\sqrt{x}) d V(x)$
by dominated convergence, and hence by (10) we obtain

$$
T\left(\exp \left(-b z^{2}\right) \hat{\phi}(z)\right)=\int_{\mathbf{R}^{n}} \exp (-b x) \hat{\varphi}(\sqrt{x}) d V(x)
$$

i.e., (9) holds for functions $\theta$ of the form $\theta(z)=\exp \left(-b z^{2}\right) \hat{\varphi}(z)$, $b>0, \varphi$ is an even function in $c_{c}^{\infty}$.

Now let $\mu$ be the even positive measure concentrated on the set $M$, as defined in the statement of the theorem, such that

$$
\int_{\mathfrak{R}^{n}} \hat{\varphi}(t) d V(t)=\int_{M} \hat{\varphi}\left(z^{2}\right) d p(z)
$$

for all $\varphi \in C_{c}^{\infty}$. From the properties of $J$, we see that the integral

$$
\begin{equation*}
\int_{M} \exp \left(-o z^{2}\right) d \mu(z) \tag{11}
\end{equation*}
$$

converges for all $c>0$, and the equality

$$
\text { (12) } \quad T(\theta)=\int_{M} \theta(z) d \mu(z)
$$

holds for all $\theta$ of the form $\theta(z)=\exp \left(-b z^{2}\right) \hat{\varphi}(z)$, where $b>0$ and $\varphi$ is an even function in $\mathrm{C}_{c}^{\infty}$.

By the converse part of the theorem, we see that the integral

$$
\int_{M} e^{i(t, z)} d p(z)
$$

exists for almost all $t \in \mathbb{R}^{n}$, and that the function $g$, defined by

$$
g(t)=\int_{M} e^{i(t, z)} d \mu(z)
$$

is locally in $\mathrm{L}^{1}\left(\mathrm{R}^{n}\right)$. Let $\left\{\mathrm{G}_{\mathrm{m}}\right\}$ be the Gauss kernel, ie.,

$$
G_{i}(x)=\left(\frac{m}{2 \pi}\right)^{\frac{n}{2}} \exp \left(-\frac{m x^{2}}{2}\right)
$$

then by virtue of the fact that

$$
\widehat{G_{m} * \varphi}(z)=\exp \left(-\frac{z^{2}}{m}\right) \hat{\phi}(z)
$$

we can apply (12) to obtain

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} f(t) G_{m} * \varphi(t) d t=\int_{M} \widehat{G_{m} * \varphi}(z) d \mu(z) \tag{13}
\end{equation*}
$$

for all $m>0$ and all even functions $\varphi \in C_{C}^{\infty}$. Applying Fubini's Theorem to the integrals in (13), we can prove that the equality

$$
\int_{\mathbb{R}^{n}}\left(\rho^{*} G_{m}\right)(t) \varphi(t) d t=\int_{\mathbb{R}^{n}}\left(\delta^{*} G_{m}\right)(t) \varphi(t) d t
$$

holds for all $m>0$, and all even functions $\dot{\varphi} \in C_{C}^{\infty}$. Since $f^{*} G_{m} \rightarrow f$ and $g^{*} G_{m} \rightarrow g$ on compact subsets of $R^{n}$ in $L^{1}$ norms, therefore the equality

$$
\begin{equation*}
\int_{\mathbb{R}^{n^{\prime}}} f(t) \varphi(t) d t=\int_{R^{n}} g(t) \varphi(t) d t \tag{14}
\end{equation*}
$$

holds for all even functions $\varphi \in C_{o}^{\infty}$.
How for all $\varphi \in C_{0}^{\infty}\left(R^{n}\right)$, let $\stackrel{\circ}{\phi}$ be the function defined by

$$
\ddot{\phi}\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{2^{n}} \sum \varphi\left( \pm x_{1}, \cdots, \pm x_{n}\right)
$$

where the summation is taken over all permutations of the signs. Then $\stackrel{\circ}{\phi}$ is an even function in $c_{c}^{\infty}$, and by the evenness of both $f$ and g , we see that

$$
\int f \varphi=\int \perp \dot{\varphi}=\int E \stackrel{\circ}{\varphi}=\int E \varphi
$$

and hence (14) holds for all $\varphi \in C_{0}^{\infty}$. The fact that both $f$ and $g$ are locally in $L^{l}\left(R^{n}\right)$ shows that $P=g$ locally almost everywhere in $R^{n}$. But since $R^{n}$ is a countable union of compact subsets, we can conclude that $f=g$ almost everywhere, and the proof of the theorem is completed.
2.15 Theorem Let $f$ be a continuous function in the class $P_{e}\left(C_{o}^{\infty}\left(R^{n}\right)\right)$ such that the integral

$$
\int_{\mathbb{R}^{n}} \exp \left(-c t^{2}\right) f(t) d t
$$

converges for all $c>0$, then there is an even positive measure $\mu$ on the set $M$ of points, each of whose coordinates is either real or pure imaginary, such that
(1) $\quad f(t)=\int_{M} e^{i(t, z)} d \mu(z)$

The measure $\mu$ is such that the integral
(2) $\int_{M} \exp \left(c y^{2}\right) d \mu(z)$
converges for all $0>0$. Conversely, if the positive even measure $p$ is such that the integral (2) converges for all $c>0$, then (1) defines a continuous function in the class $G(n) \cap P_{e}\left(C_{c}^{\infty}\left(R^{n}\right)\right)$. Proof: The second (converse) part of the theorem is obvious. For the direct assertion of the theorem, it suffices to prove that the measure $\mu$ defined in Theorem 2.14 is finite. Let $G_{m}$ be the Gauss kernel, i.e.,

$$
G_{m}(x)=\left(\frac{m}{2}\right)^{\frac{n}{2}} \exp \left(-\frac{m x^{2}}{2}\right) \quad, m>0
$$

then by Theorem 2.14, we obtain
(3) $\int_{R^{n^{\prime}}} f(t) G_{m}(t) d t=\int_{R^{n}} G_{m}(t) \int_{M} e^{-i(t, z)} d \mu(z) d t$

The integral on the left hand side of (3) converges by the growth restriction on $f$, and we can apply Fubini's Theorem to obtain
(4) $\quad \int_{R_{n}} f(t) G_{m}(t) d t=\int_{M} \widehat{G_{m}}(z) d \mu(z)$

Since $\widehat{G}_{m} \rightarrow 1$ uniformly on compacts, therefore for any compact subset $C$ of $M$,

$$
\begin{aligned}
\mu(c) & =\int_{C} d \mu(z) \\
& =\lim _{m} \int_{C} \widehat{G}_{m}(z) d \mu(z) \\
& \leq \lim _{m} \int_{M} \widehat{G_{m}}(z) d \mu(z) \\
& =\lim _{m}\left(G_{m}{ }^{*}\right)(0) \\
& =f(0) .
\end{aligned}
$$

Since the bound is independent of $C, \mu$ is finite.

Remarks on the Class $P_{\theta}(F)$
2.16 We know from Cooper [4] and Stewart [21] that $P\left(C_{c}^{\infty}\left(R^{n}\right)\right)=P\left(C_{o}\left(R^{n}\right)\right)=P\left(L_{0}^{M}\left(R^{n}\right)\right)$ for every $p \geqslant 2$. We remark that the corresponding theorem also holds for evenly positive definite functions, i.e., $P_{e}\left(C_{c}^{\infty}\left(R^{n}\right)\right)=P_{e}\left(C_{o}\left(R^{n}\right)\right)=P_{e}\left(L_{o}^{p}\left(R^{n}\right)\right)$ for every $p \geqslant 2$. In fact, the following inclusion always holds

$$
P_{e}\left(L_{c}^{p}\left(R^{n}\right)\right) \subseteq P_{e}\left(C_{c}\left(R^{n}\right)\right) \subseteq P_{e}\left(C_{c}^{\infty}\left(R^{n}\right)\right)
$$

But if $f 6 P_{e}\left(C_{o}^{\infty}\left(R^{n}\right)\right)$, then $f$ is locally summable by virtue of Theorem 1.5. Hence the integral
(1.) $\int_{R^{n}} \int_{R^{n}} f(x-y) \varphi(x) \overline{\varphi(y)} d x d y$
exists as Lebesgue integral for every even function $\varphi$ in $L_{c}^{p}\left(R^{n}\right)(p \geqslant 2)$. Since the set of all even functions in $C_{C}^{\infty}\left(R^{\mathbf{n}}\right)$ is dense in the set of all even functions in $L_{C}^{p}$, there is a sequence of even function $\left\{\varphi_{m}\right\}$ in $\mathrm{C}_{0}^{\infty}\left(\mathrm{R}^{\mathrm{n}}\right)$ such that $\left|\varphi_{m}\right|$ increases to $|\varphi|$ and hence, by dominated convergence theorem,

$$
\int_{R^{n}} \int_{R^{n}} f(x-y) \varphi(x) \overline{\varphi(y)} d x d y=\lim _{m} \int_{R^{n}} \int_{\mathbb{R}^{n}} f(x-y) \varphi_{m}(x) \bar{\phi}_{m}(y) d x d y \geqslant 0
$$

Thus $f$ is e.p.d.for $L_{c}^{p}\left(R^{n}\right)$.
We remark that the class $P_{f}\left(I^{1}\left(R^{n}\right)\right)$ is a much more restricted class of functions than the class $P_{e}\left(c_{c}^{\infty}\left(\mathrm{R}^{n}\right)\right)$. In the next section we will show that every function in the class $P_{e}\left(L^{1}\left(R^{n}\right)\right)$ is essentially bounded, and consequently, they are exactly all those even functions in the class $\mathrm{P}\left(\mathrm{L}^{1}\left(\mathrm{R}^{\mathrm{n}}\right)\right)$.

The Class $\mathrm{Pe}\left(\mathrm{L}^{1}\left(\mathrm{R}^{\mathrm{n}}\right)\right)$
2.11 Lemma If $f \in \operatorname{Pe}\left(I^{1}\left(R^{n}\right)\right)$, then $f \in L^{\infty}\left(R^{n}\right)$.

Proof: Let $E$ be the set of all even functions in $L^{1}\left(\mathbb{R}^{n}\right)$, and $\left\{\varphi_{\alpha}\right\}$ the sequence constructed in Sec 2.6. Then $E$ is obviously a Banach subalgebra of the commutative Banach algebra $L^{1}\left(R^{n}\right)$, and $\left\{\varphi_{\alpha}\right\}$ is a bounded approximate unit of $E$. In view of Theorems 1.6 and 1.9, we see that the integral
(1)

$$
\int_{\mathbb{R}^{n}}|f(t) \varphi(t)| d t
$$

converges for every even function $\varphi \in L^{1}\left(\mathbb{R}^{n}\right)$. Now for every function $\psi \in I^{\prime}\left(R^{n}\right)$, let $\psi^{\prime}$ be the function defined by

$$
\psi^{\prime}(x, \ldots, x)=\frac{1}{2^{n}} \sum\left|\psi\left({ }^{ \pm} x_{1}, \ldots, \pm_{x_{n}}\right)\right|
$$

where the summation is taken over all possible combinations of signs. Then for $\psi \in L^{1}\left(R^{n}\right)$, the equality

$$
\int_{\mathbb{R}^{\mathrm{n}}}|f(t) \psi(t)| d t=\int_{\mathbb{R}^{\mathrm{n}}} f(t) \psi^{\prime}(t) \mid d t
$$

holds by virtue of the fact that $f$ is even. Since $\psi^{\prime}$ is an even function in $L^{1}\left(\mathrm{R}^{n}\right)$, therefore the integral (1) converges for all $\varphi \in L^{1}\left(R^{n}\right)$. Thus $f \in L^{\infty}\left(R^{n}\right)$ (see Hewitt and Stromberg [13, p348 Theorem 20.15] ).
2.18 Theorem If $f \in P_{e}\left(L^{1}\left(R^{n}\right)\right.$ ), there is a unique even positive measure $\mu \in M\left(R^{n}\right)$ such that

$$
f(t)=\int_{R^{n^{2}}} e^{i(t, x)} d \mu(x)
$$

for almost all $t \in R^{n}$.
Proof: We know from Lemma 2.17 that $f \in L^{\infty}\left(R^{n}\right)$, and therefore the integral

$$
\int_{R^{n}} \exp \left(-c t^{2}\right) f(t) d t
$$

converges for all $c>0$. Hence by Theorem 2,14, there is a unique even positive measure $\mu$ on the set $M$ of all points $z=\left(z_{1}, \ldots, z_{n}\right)$, each of whose coordinate $z_{k}$ is either real ox pure inaginary, such that
(1) $f(t)=\int_{M} e^{i(t, z)} d \mu(z)$
for almost all $t \in R^{n}$. We first show that the measure $\mu$ is finite. In fact, if $\left\{\varphi_{\alpha}\right\}$ is the summability kernel defined in Sec 2.6, then we obtain from (1) that

$$
\left(\varphi_{\alpha} * f\right)(t)=\int_{M} \Phi_{\alpha}(z) e^{i(t, z)} d \mu(z)
$$

Here we have used Fubini's Theorem. Since $\varphi_{\alpha} * f \rightarrow f$ in $L^{\infty}$ norm, the function $g=\lim _{\alpha \rightarrow \infty} \varphi_{\alpha} * f$ is a bounded continuous function which is equal to $f$ almost everywhere. Now since $\Phi_{\alpha}(z) \rightarrow 1$ uniformly on compacts, therefore if $C$ is a compact subset of $C^{n}$, then

$$
\mu(c)=\lim _{\alpha \rightarrow \infty} \int_{C} \Phi_{\alpha}(z) d \mu(z) \leqslant \lim _{\alpha \rightarrow \infty} \int_{M} \Phi_{\mathcal{N}}(z) d \mu(z)=\lim _{\alpha \rightarrow \infty}\left(\varphi_{\alpha}^{*} f\right)(0)=g(0)
$$

Since the bound is independent of the choice of $C, p$ is finite.

Now let $\mu_{1}$ and $\mu_{2}$ be the restriction of $\mu$ onto the real and imaginary axes, respectively, such that $\mu_{2}(\{0\})=0$. We obtain from (1) that
(2) $\quad f(t)=\int_{R^{n}} e^{i(t, x)} d \mu_{1}(x)+\int_{R^{n}} e^{(t, y)} d \mu_{2}(y)$
for almost all $t \in \mathbb{R}^{n}$. Since $\mu_{1}$ and $\mu_{n}$ are. finite, and $f \in L^{n}$, the function $h$, defined by $h(t)=\int_{R^{n}}(t, y) d p_{2}(y) \quad$ is bounded and continuous. Let $m=(m, \ldots, m) \in R^{n}$, then the inequality

$$
\begin{aligned}
h(m) & =\int_{R^{n}} e^{(m,|y|)} d \mu_{2}(y) \geqslant \int_{R^{n}}(m,|y|) d \mu_{2}(y)= \\
& =m \int_{R^{n}}\left(\left|y_{1}\right|+\cdots+\left|y_{n}\right|\right) d \mu_{2}(y)
\end{aligned}
$$

holds for arbitrary large values of $m$, and thus $\mu_{2}=0$ since $h$ is bounded. Therefore $\mu=\mu_{1}$ and

$$
f(t)=\int_{R^{n}} e^{i(t, x)} d p(x)
$$

for almost all $t \in \mathrm{R}^{\mathrm{n}}$.

## Chapter 3

## Symmetry on Groups

## Definition of Symmetry on Groups

3.1. Let $G$ be a locally compact abelian group. We denote by fut $G$ the group of all continuous automorphisms on $G$, where group operations in fut $G$ is function composition and is written multiplicatively. A subgroup $\Gamma$ of tut $G$ is called a symmetry on $G$ if $\Gamma$ is finite. We first note the following invariant property of $\Gamma$.
3.2 Theorem Let $\Gamma$ be a symmetry on $G$. Then the equality

$$
\begin{equation*}
\int_{G} \varphi(\gamma x) d x=\int_{G} \varphi(x) d x \tag{1}
\end{equation*}
$$

holds for every $\varphi \in C_{c}(G)$ and every $\gamma \in \Gamma$.
Proof: Since $\gamma$ is a continuous automorphism on $G$, the integral

$$
J(\phi)=\int_{G} \phi(\gamma x) d x \quad\left(\phi \in c_{G}(G)\right)
$$

exists and is translation invariant. Therefore there is a positive real number $D(\gamma)$ such that

$$
\int_{G} \varphi(\gamma x) d x=D(\gamma) \int_{G} \varphi(x) d x
$$

holds for all $\varphi \in C_{C}(G)$. Clearly $D(e)=1$ if $e$ is the identity automorphism of $G$. We show that $D\left(\gamma_{1} \gamma_{2}\right)=D\left(\gamma_{1}\right) D\left(\gamma_{2}\right)$. Indeed,

$$
\begin{aligned}
& D\left(\gamma_{1} \gamma_{2}\right) \int_{G} \varphi(x) d x=\int_{G} \varphi\left(\gamma_{1} \gamma_{2} x\right) d x=\int_{G}\left(\varphi \circ \gamma_{1}\right)\left(\gamma_{2} x\right) d x= \\
& =D\left(\gamma_{2}\right) \int_{G} \varphi\left(\gamma_{1} x\right) d x=D\left(\gamma_{1}\right) D\left(\gamma_{2}\right) \int_{G} \varphi(x) d x
\end{aligned}
$$

holds for all $\varphi \in C_{c}(G)$. Consequently, each $D(\gamma)$ must satisfy the
equation $(D(\gamma))^{n}=1$ where $n$ is the order of $\Gamma$. The fact that $D(\gamma) \geqslant 0$ forces $D(\gamma)=1$, and hence ( 1 ) holds.
3.3 Let $\Gamma$ be a symmetry on $G$. For any $\gamma \in \Gamma$, it is natural to look at its adjoint $\gamma^{*}$, which is a function defined from $\hat{G}$ into $\hat{G}$ by

$$
[x, \gamma * \hat{x}]=[\gamma x, \hat{x}] \quad(x \in G, \hat{x} \in \hat{G}) .
$$

It is clear that $\gamma^{*}$ is an automorphism of $\hat{G}$. We wish to show that $\gamma$ * is continuous. In fact, the sets

$$
V_{K, \varepsilon}=\{\hat{x} \in \hat{G} ;|[x, \hat{x}]-1|<\varepsilon \text { for all } x \in \mathbb{K}\}
$$

with $K$ a compact subset of $G$ and $\varepsilon>0$ form a neighbourhood basis of 0 in $\hat{G}$. Since $\gamma^{*} \hat{x} \in V_{K, \varepsilon}$ for all $\hat{x} \in V_{\gamma^{-1} K, \varepsilon}$, where $\gamma^{-1} K=\left\{\gamma^{-1} x ; x \in K\right\}$ which is compact whenever $K$ is, we can conclude that $\gamma^{*}$ is continuous. Therefore the group $\Gamma^{*}=\left\{\gamma^{*} ; \gamma \in \Gamma\right\}$ is a symmetry on $G$, and we shall call this the adjoint symmetry of $\Gamma$ on $G$. Throughout this paper, $\Gamma$ will denote a symmetry on $G$, and $\Gamma^{*}$ its adjoint symmetry on $\hat{G}$.

Examples
3.4 The trivial symmetry $I$ Let $I=\{e\}$ be the trivial subgroup of Aut G. Then it is obvious that $I$ is a symmetry on $G$. We shall call this the trivial symmetry on $G$, and we can identify any locally compact abelian group with a symmetric group with trivial symmetry.
3.5 The even symetries $\mathrm{E}(\mathrm{n})$ If $\mathrm{G}=\mathrm{R}^{n}$, let $\mathrm{E}(\mathrm{n})$ be the group of all linear transformations $\gamma$ in $R^{n}$ such that mat $\gamma$ is an $n \times n$ diagonal matrix with diagonal entries taken from the set $\{-1,1\}$. It is clear that $E(n)$ is a symmetry on $R^{n}$, and we call this the even symmetry on
$\mathbb{R}^{n}$. It turns out that $\mathrm{E}(\mathrm{n})$ is equivalent to the ordinary concept of evenness in $R^{n}$.

## Symmetric functions and measures

3.6 Definitions: A complex-valued function $\varphi$ on $G$ is said to be $\Gamma$-symmetric if $\varphi(\gamma x)=\varphi(x)$ for all $\gamma \in \Gamma$ and for all $x \in G$. A measure $\mu$ on $G$ is said to be $\Gamma$-symmetric if for all $\varphi \in C_{c}(G)$ the following equality
(1)

$$
\int_{G} \varphi(\gamma x) \mathrm{d} \mu(x)=\int_{G} \varphi(x) \mathrm{d} \mu(x)
$$

holds for all $\gamma \in \Gamma$. Thus any constant function on $G$ is $\Gamma$-symmetric, and the Haar measure on $G$ is also $\Gamma$-symmetric by virtue of Theorem 3.2.

A subset $M$ of $G$ is said to be $\Gamma$-invariant if $\gamma M \subseteq M$ for all $\gamma \in \Gamma$, where $\gamma M=\{\gamma x ; x \in H\}$.

For any complex-valued function $\varphi$ on $G$, we define the $\Gamma$-mean of $\varphi$, denoted by $\dot{\varphi}$, by
(2) $\dot{\varphi}=\frac{1}{|\Gamma|} \sum_{\gamma \in \Gamma} \varphi \circ \gamma \quad$,
where $|\Gamma|=$ order of $\Gamma$.
Let $X$ de a set of complex-valued functions on $G$. We define the $\Gamma$-part of $x$, denoted by $\Gamma x$, by

$$
\Gamma X=\{\varphi \in X ; \varphi \text { is } \Gamma \text {-symmetric }\} .
$$

3.1 It would be desirable if we could single out some function spaces on $G$ that would reflect the symmetry that is on $G$. Throughout this paper, we are interested in all those function spaces which are also topological linear spaces, and we make the following definition.

Let $X$ be a topological linear space of complex-valued functions on $G$.
Then $X$ is called a $\Gamma$-symmetric function space on $G$ if the operator $T_{\gamma}$, $T \gamma(\phi)=\varphi \circ \gamma$, is a continuous linear operator on $X$ for all $\gamma \in \Gamma$. The following theorem is valid.
3.8 Theorem Let $X$ be a $\Gamma$-symmetric function space on $G$. Then the operator $P$, defined from $X$ onto $\Gamma X$ by $P(\varphi)=\stackrel{\circ}{\varphi}$, is a continuous projection from $X$ onto $\Gamma X$.
Proof: Obvious.
3.9 Corollary Let $X$ and $Y$ be $\Gamma$-symmetric function spaces on $G$ such that $X$ is dense in $Y$. Then $\Gamma X$ is dense in. $\Gamma Y$.
Proof: Obvious.
3.10 Theorem (a) The spaces $L^{p}(G), L_{c}^{p}(G)(1 \leqslant p \leqslant \infty), C_{o}(G), C_{c}(G)$ and $C(G)$ are $\Gamma^{\prime}$-symmetric.
(b) The space $A(\hat{G})$ is $\Gamma^{*}$-symmetric and $\dot{\hat{\phi}}=\hat{\phi}$
for all $\varphi \in L^{1}(G)$.
Proof: (a) The proof is easy. For the spaces $L^{p}, L_{C}^{p}(1 \leqslant p \leqslant \infty)$ use the symmetric property of the Haar measure on $G$. For the other spaces, use the fact that every $\gamma \in \Gamma$ is continuous.
(b) It is obvious that $\hat{\mathrm{f}} \circ \gamma^{*}=\left(f \circ \gamma^{-1}\right)^{\wedge} \in A(\hat{G})$, and
$\left\|\hat{\rho} \circ \gamma^{*}\right\|_{\infty}=\|\hat{\rho}\|_{\infty}$, hence $A(\hat{G})$ is $\Gamma^{*}$-symmetric. Moreover for every $\varphi \in L^{1}(G)$,

$$
\begin{aligned}
\phi & =\frac{1}{\left|\Gamma^{*}\right|} \sum_{\gamma^{*} \in \Gamma^{*}} \hat{\phi} \circ \gamma^{*}=\frac{1}{|\Gamma|} \sum_{\gamma \in \Gamma}\left(\varphi \circ \gamma^{-1}\right)^{\wedge}=\left(\frac{1}{|\Gamma|} \sum_{\gamma \in \Gamma}\left(\varphi \circ \gamma^{-1}\right)^{\wedge}=\right. \\
& =\hat{\dot{\phi}} .
\end{aligned}
$$

## Symmetric Linear Functionals

3.11 Let $X$ be a $\Gamma$-symmetric function space on $G$. It is natural to look at all those linear functional on $X$ that would preserve the symmetries that exist on both $X$ and $G$. Accordingly, a linear functional $T$ on $X$ is said to be $\Gamma$-symmetric if $T(\varphi \circ \gamma)=T(\varphi)$ for every $\varphi \in X$ and every $\gamma \in \Gamma$. It is clear that the above equality is equivalent to the equality

$$
T(\stackrel{\circ}{\varphi})=T(\varphi) .
$$

for all $\varphi \in \mathrm{X}$.

- To give an example of such a symmetric linear functional, we take the case $X=C_{c}(G)$ and define a linear functional $T$ on $X$ by

$$
T(\varphi)=\int_{G} \varphi(x) d x \quad(\varphi \in x)
$$

Then $T$ is a $\Gamma$-symmetric linear functional by virtue of Theorem 3.2.
It is clear that every $\Gamma$-symmetric(positive, continuous, resp.)
linear functional on $X$ is a (positive, continuous, resp.) linear functional on $\Gamma \mathrm{X}$. The following theorem shows that the converse of this is also true.
3.12 Theorem Let $X$ be a $\Gamma$-symmetric function space on $G$. Then every (positive, continuous, resp.) linear functional it on $\Gamma \mathrm{X}$ can be extended uniquely to a $\Gamma$-symmetric (positive, continuous, resp.) linear functional $T_{1}$ on $X$.
Proof: Define a linear functional $T_{I}$ on $X$ by

$$
T_{I}(\varphi)=T(\stackrel{\circ}{\varphi}) \quad(\varphi \in X)
$$

Then $T_{1}$ is uniquely defined, because if $T_{2}$ is another $\Gamma$-symmetric extension of $T$, then

$$
T_{2}(\varphi)=T_{2}(\dot{\phi})=T(\stackrel{\circ}{\varphi})=T_{1}(\varphi)
$$

holds for all $\varphi \in X$, and hence $T_{1}=T_{2}$. The rest of the theorem is obvious.

Combining the above theorem with the Riesz-Markov-Kakutani Theorem (see egg. Rudin [19, p266]), we obtain the following symmetric form of the Riesz-Markov-Kakutani Theorem.

### 3.13 Theorem

(a) To each continuous linear functional $T$ on $\Gamma C_{0}(G)$, there corresponds
a unique $\Gamma$-symmetric measure $\mu \in \mathbb{N}(G)$ such that

$$
T_{1}(\varphi)=\int_{G} \varphi d \mu \quad\left(\varphi \in C_{0}(G)\right)
$$

where $T_{1}$ is the $\Gamma$-symmetric extension of $T$ to $C_{o}(G)$.
(b) To each positive linear functional $T$ on $\Gamma C_{c}(G)$, there corresponds
a unique $\Gamma$-symmetric regular nonnegative measure $\mu$ on $G$ such that

$$
\mathrm{T}_{1}(\varphi)=\int_{G} \varphi \mathrm{~d} \mu \quad\left(\varphi \in \mathrm{C}_{\mathrm{c}}(G)\right)
$$

where $T_{1}$ is the $\Gamma$-symmetric extension of $T$ to $C_{c}(G)$.

## Chapter 4

## Symmetrically Positive Definite Functions

## Introduction

4.1 Let $X$ be a $\Gamma$-symmetric function space on $G$. A complexvalued function $I$ on $G$ is called $\Gamma$-positive-definite for $X$ if $f$ is $\Gamma$-symmetric and $f \in P(\Gamma X)$. The class of all functions which are $\Gamma$-positive-definite for $X$ will be denoted by $P_{\Gamma}(X)$.

Remarks
4.2 If G is a locally compact abelian group, then we can identify $G$ as a group with the trivial symetry I (see Sec.3.4). In this case, the class $P(X)$ coincides with the class $P_{I}(X)$.
4.3 If $G=R^{n}$ and $\Gamma=G(n)$ (see Sec 3.5), then the class $P_{P}(X)$ coincides with the class $P_{e}(X)$.
4.4 By Theorem 3.10(a), we know that the spaces $I^{p}(G), L_{c}^{p}(G)$ ( $1 \leqslant p \leqslant \infty$ ), and $C_{c}(G)$ are $\Gamma$-symmetric function spaces on $G$. Hence it is meaningful to consider the classes $P_{r}\left(L^{p}\right), P_{\Gamma}\left(L^{p}\right)$ and $P_{r}\left(C_{c}\right)$.

The class $P_{r}\left(L^{2}\right)$
4.5 Lemma $I f f \in P \Gamma\left(L^{1}\right)$, then $f \in L^{\infty}$.

Proof: Let $\left\{\alpha_{U}\right\}$ be a bounded approximate unit of $L^{l}$ which exists by virtue of Theorem 1.8, and set $h_{U}=\dot{\alpha}_{U}$ where $\quad \alpha_{U}^{0}=\frac{1}{T} \sum_{\gamma \in \Gamma} \alpha_{U}{ }^{0} \gamma$ Then $\left\|h_{U}\right\|_{1}=\left\|\alpha_{U}^{0}\right\| \leqslant\left\|\alpha_{U}\right\|$ by virtue of Theorem 3.8. But since

$$
\mathrm{h}_{\mathrm{J}} * \varphi=\frac{1}{|\Gamma|} \sum_{\gamma \in \Gamma}\left(\alpha_{\nu} \circ \gamma\right) * \varphi=\frac{1}{|\Gamma|} \sum_{\gamma \in \Gamma}\left(\alpha_{U} * \varphi\right) \circ \gamma=\left(\alpha_{v} * \varphi\right)^{0} \rightarrow \stackrel{\circ}{\varphi}=\varphi
$$

for every $\varphi \in \Gamma L^{l}$, therefore $\left\{h_{U}\right\}$ is a bounded approximate unit in the Banach algebra $\Gamma I^{l}$ which is a Banach subalgebra of the commutative Banach algebra LI. In view of Theorem 1.9 and 1.6, we. see that the integral
(1)

$$
\int_{G}|f(x) \varphi(x)| d x
$$

exists for every $\varphi \in \Gamma L^{1}$. For any $\psi \in L^{1}$, let $\psi^{\prime}$ be the function defined by

$$
\psi^{\prime}(x)=\frac{1}{|\Gamma|} \sum_{\partial \in \Gamma}|\psi(\gamma x)|
$$

Then by the symmetric property of $f$, the equality

$$
=\quad \int_{G}|f(x) \psi(x)| d x=\int_{G}\left|f(x) \psi^{\prime}(x)\right| d x
$$

holds for every $\mathcal{K} \in L^{l}$ since $\psi^{\prime} \in T J^{l}$, the integral on the right hand side of the above equality converges, and hence the integral

$$
\int_{G}|f(x) \psi(x)| d x
$$

exists for all $\psi \in L^{l}$. Thus $f \in L^{\infty}$ (see Hewitt and Stromberg [13, p348 Theorem 20.15]).
4.6 Theorem If $f \in P_{\Gamma}\left(L^{\prime}\right)$, there is a unique positive $\Gamma^{*}$-symmetric measure $\mu \in M(\widehat{G})$ such that

$$
f(x)=\int_{\hat{G}}[x, \hat{x}] d \mu(\hat{x})
$$

for almost all $x \in G$.
Proof: In view of Lemma 4.5, $P \in L^{\infty}$ and therefore the functional $T$ defined by
(I) $T(\varphi)=\int_{G} f(x) \varphi(x) d x \quad\left(\varphi \in L^{1}\right)$.
is a continuous linear functional on $\mathrm{L}^{2}$. If $(\varphi, \psi)=\mathrm{T}(\varphi * \tilde{\psi})=$ $=\int_{G} \int_{G} f(x-y) \varphi(x) \overline{\psi(y)} d x d y$, then the inequality
(2) $|(\varphi, \psi)|^{2} \leqslant(\varphi, \varphi)(\psi, \psi)$
holds for all $\varphi, \psi \in \Gamma L^{l}$ by virtue of Theorem 1.6. Let $\left\{\mathrm{h}_{\mathrm{U}}\right\}$ with $\left\|h_{U}\right\|_{1} \leqslant 1$ be an approximate unit in $\Gamma L^{1}$ which exists by the argument in the proof of Lemma 4.5. Then, since $T$ is continuous, for every $\varphi \in \Gamma L^{1}$ and any $\varepsilon>0$ there is a $U$ such that

$$
|T(\varphi)| \leqslant\left|T\left(\tilde{\varphi}^{*} b_{U}\right)\right|+\varepsilon
$$

and together with (2), we obtain

$$
\begin{aligned}
|T(\varphi)| & \leq|T(\varphi * \tilde{\varphi})|^{\frac{1}{2}}\left|T\left(h_{U} * \tilde{h}_{U}\right)\right|^{\frac{1}{2}}+\varepsilon \\
& \leqslant|T(\varphi * \tilde{\varphi})|^{\frac{1}{2}}\left\{\|f\|_{\infty}\left\|h_{U}\right\|^{2}\right\}^{\frac{1}{2}}+\varepsilon \\
& \leqslant\|£\|_{\infty}^{\frac{1}{2}}|T(\varphi * \tilde{\varphi})|^{\frac{1}{2}}+\varepsilon
\end{aligned}
$$

But this holds for all $\varepsilon>0$, therefore the inequality
(3) $|T(\varphi)| \leqslant\| \pm\|_{\infty}^{\frac{1}{2}}|T(\varphi * \tilde{\varphi})|^{\frac{1}{2}}$
holds for all $\varphi \in \Gamma L^{\prime}$. Setting $\lambda=\varphi^{*} \tilde{\varphi}, \lambda^{2}=\lambda * \lambda, \quad \lambda^{n}=\lambda^{n-1} * \lambda$,
(3) gives

$$
\begin{aligned}
& |T(\varphi)|^{2} \leqslant\|f\|_{\infty} T(\lambda) \leqslant\|f\|_{\infty}^{1+\frac{1}{2}}\left[T\left(\lambda^{2}\right)\right]^{\frac{1}{2}} \leqslant \cdots \\
& \leqslant\|f\|_{\infty}^{2-2^{-n}}\left[T\left(\lambda^{2^{n}}\right)\right]^{2^{-n}} \leqslant\|f\|_{\infty}^{2-2^{-(n-1)}}\left\|\lambda^{2^{n}}\right\|_{1}^{2^{-n}}
\end{aligned}
$$

$$
\rightarrow\| \pm\|_{\infty}^{2}\|\hat{\lambda}\|_{\infty} \quad \text { as } n \rightarrow \infty
$$

by the spectral radius theorem (see Ruin [19, Appendix D6 and Theorem 1.2.2]). This implies that $|T(\varphi)|^{2} \leqslant\|f\|_{\infty}^{2}\|\hat{\lambda}\|_{\infty}=$ $=\|f\|_{\infty}^{2}\|\hat{\varphi}\|_{\infty}^{2} \quad$, ie., $|T(\varphi)| \leqslant\|f\|_{\infty}\|\hat{\varphi}\|_{\infty}$. Thus the
functional $T_{1}$, defined by

$$
T_{I}(\hat{\varphi})=T(\varphi)=\int_{G} f(x) \varphi(x) d x
$$

is a bounded linear functional on $\Gamma \mathrm{C}(\hat{G})$. Here we have made use of the fact that $\left\{\hat{\varphi} ; \varphi \in \Gamma L^{1}\right\}=\Gamma A(\hat{G})$ proved in Theorem 3.10. Moreover, $T_{1}$ is positive since

$$
T_{I}\left(|\hat{\phi}|^{2}\right)=\int_{G} \int_{G} f(x-y) \varphi(x) \overline{\varphi(y)} d x d y \geqslant 0 \text { for all } \varphi \in \operatorname{lL}^{\prime}
$$

Therefore $T_{1}$ is a bounded positive linear functional on $P A(\hat{G})$. But since $A(\hat{G})$ is dense in $C_{0}(\hat{G})$, we conclude that $T A(\hat{G})$ is dense in $\Gamma C_{0}(\hat{G})$ by virtue of corollary 3.9, and hence $T_{1}$ can be extended to a positive bounded linear functional on $\Gamma C_{0}(\hat{G})$. The functional $T 2$ defined by

$$
T_{2}(\hat{\varphi})=\int_{G} f(x) \varphi(x) d x \quad\left(\varphi \in L^{I}\right)
$$

is obviously the $\Gamma^{*}$-symmetric extension of $T_{I}$ to $A(\hat{G})$, hence in view of the symmetric form of Riesz-Markov-Kakutani Theorem (Theorem 3.13), there is a unique positive $\Gamma^{*}$-symmetric measure $\mu \in M(\hat{G})$ such that

$$
T_{2}(\hat{\varphi})=\int_{\hat{G}} \hat{\varphi}(-\hat{x}) d \mu(\hat{x}) \quad(\hat{\phi} \in A(\hat{G}))
$$

Then for every $\phi \in I^{\prime}$, we can apply Fubini Theorem to obtain $\int_{G} f(x) \varphi(x) d x=T_{2}(\hat{\varphi})=\int_{\hat{G}} \hat{\varphi}(-\hat{x}) d \mu(x)=\int_{G} \varphi(x)\left(\int_{\hat{G}}[x, \hat{x}] d \mu(\hat{x})\right) d x$ and hence

$$
f(x)=\int_{\hat{G}}[x, \hat{x}] d \mu(\hat{x})
$$

for almost all $x \in G$.
4.7 Theorem Let $\mu$ be a positive $\Gamma^{*}$-symmetric measure in $M(\hat{G})$. Then the function $f$, defined almost everywhere by

$$
f(x)=\int_{\hat{G}}[x, \hat{x}] d \mu(\hat{x})
$$

is in the class $P_{\Gamma}\left(L^{1}\right)$.
Proof: Obvious.

The Class $P_{r}\left(L^{\frac{1}{c}}\right)$
4.8 Lemma: If $P \in P_{\Gamma}\left(L_{c}^{1}\right)$, then $P$ is locally in $L^{\infty}$.

Proof: It is obvious that $\Gamma L^{\frac{1}{d}}$ is a Banach subalgebra of the Banach algebra $\Gamma_{L}{ }^{l}$. Let $\left\{h_{U}\right\}$ be a bounded approximate unit of $\Gamma L^{l}$ which exists by the proof of Lemma 4.5. Let $\left\{\alpha_{\beta}\right\}$ be the net in $C_{c}(G)$ such that $\left|\alpha_{\beta}(x)\right| \leqslant 1, \alpha_{\beta}(x) \longrightarrow 1$ uniformly on compacts. Such a net existaby virtue of Theorem 1.8. Then $\left\{\dot{\alpha}_{\beta}\right\}$ is a net in $\Gamma c_{c}(c)$ such that $\left|\dot{\alpha}_{\beta}(x)\right| \leqslant 1, \dot{\alpha}_{\beta}(x) \rightarrow 1$ uniformly on compacts. Now let us define a net $\left\{g_{(U, \beta)}\right\}$ by setting $g_{(U, \beta)}(x)=0_{\beta}^{\alpha}(x) h_{U}(x)$, where we direct the pairs $(U, \beta)$ by setting $\left(U_{1}, \beta_{1}\right) \leq\left(U_{2}, \beta_{2}\right)$ ff $U_{1} \leqslant U_{2}$ or $U_{1}=U_{2}$ and $\beta_{I} \leqslant \beta_{2}$. Then $g_{(U, \beta) \in \Gamma L_{C}^{1}}$, $g_{(U, \beta)} * \varphi \rightarrow \varphi$ and $\left\|g_{(U, \beta)}\right\| \leqslant\left\|h_{U}\right\|$, i.e., $\left\{g_{(U, \beta)}\right\}$ is a bounded approximate unit in $\Gamma L_{c}^{1}$. In view of Theorems 1.6 and 1.9, we see that the integral
(1) $\quad \int_{G}|f(x) \varphi(x)| d x$
exists for every $\varphi \in \Gamma L_{c}^{1}$. For any $\psi \in L_{c}^{1}$, let $\psi^{\prime}$ be the function defined by

$$
\psi^{\prime}(x)=\frac{1}{|\Gamma|} \sum_{\gamma \in p}|\psi(\gamma x)|
$$

Then by the symmetric property of $f$, the equality

$$
\int_{G}|f(x) \psi(x)| d x=\int_{G}\left|f(x) \psi^{\prime}(x)\right| d x
$$

holds for every $\psi \in L d$. Since $\psi^{\prime} \in \Gamma L d$, the integral on the right hand side of the above equality converges, and hence the integral

$$
\int_{G}|f(x) \psi(x)| d x
$$

exists for all $\psi \in L_{c}^{l}$. Thus $P$ is locally in $L^{\infty}$ (see Hewitt and Stromberg [13, p348 Theorem 20.15]).
4.9 Theorem If $f \in P_{\Gamma}\left(L_{c}^{1}\right)$, then $f \in L^{\infty}$.

Proof: Let $K(\varphi, \psi)=\int_{G} \int_{G} f(x-y) \varphi(x) \overline{\psi(y)} d x d y$. Then by Theorem 1.6 the inequality
(1) $\quad|\mathrm{K}(\varphi, \psi)|^{2} \leqslant \mathrm{~K}(\varphi, \varphi) \mathrm{K}(\psi, \psi)$
holds for all $\varphi, \psi \in \Gamma L_{c}^{l} \quad$ - Let $U$ and $V$ be compact neighbourhoods
of $O$ in $G$ such that $\nabla-V \subseteq U$. Let $a$ and $b$ be arbitrary elements in $G$, and let $\varphi, \psi \in \Gamma^{\frac{l}{c}}$ be such that $\varphi$ is zero outside the set $a+V$ and $\psi$ is zero outside the set $b+V$. Then $\varphi * \tilde{\varphi}$ and $\psi * \tilde{\psi}$ are zero outside the side $V-V$, which is compact. Hence

$$
\begin{aligned}
K(\varphi, \varphi) & =\int_{G} f(x) d x \int_{G} \varphi(x+y) \overline{\varphi(y)} d y \\
& =\int_{\nabla-V} f(x) d x \int_{G} \varphi(x+y) \overline{\varphi(y)} d y \\
& \leqslant c_{V} \int_{\nabla-V}\left(\int_{G} \varphi(x+y) \overline{\varphi(y)} d y\right) d x \\
& =c_{V} \int_{G} \int_{G} \varphi(x+y) \overline{\varphi(y)} d x d y \\
& =c_{V}\|\varphi * \widetilde{\varphi}\|_{I} \leqslant \quad c_{V}\|\varphi\| I
\end{aligned}
$$

where $C_{V}=e$ ens $\sup \{|f(x)| ; x \in \nabla-V\}<\infty \quad$.
Since $f$ is locally in $L^{\infty \infty}$ by virtue of Lemma 4.8. Then we obtain from (1) that

$$
\left|\int_{b+\nabla} \overline{\psi(y)} d y \int_{a+V} f(x-y) \phi(x) d x\right| \leqslant c_{V}\|\varphi\|_{I}\|\psi\|_{I}
$$

But since the set $a-b+\nabla-\nabla$ is compact, we can conclude that esse $\sup \{|f(x)| ; x \in a-b+\nabla-\nabla\} \leqslant c_{V}$.
Since a and $B$ are arbitrary, we obtain $\quad|f(x)| \leqslant C_{V} \quad$ for almost all $x \in G$, and hence $f \in L^{\infty}$.
4.10 Theorem $\quad P_{\Gamma}\left(L_{c}^{\prime}\right)=P_{\Gamma}\left(L^{\prime}\right)$

Proof: Obvious by virtue of Theorem 4.9 and dominated convergence Theorem.

## Concluding Remarks

4.11 We remark that the relation

$$
P_{\Gamma}\left(C_{c}\right)=P_{\Gamma}(L \mathbb{L}) \quad \text { for } 2 \leqslant p \leqslant \infty
$$

also holds. A proof can be obtained by following the argument of Sec 2.16. In this chapter we have only obtained representation theorems for the classes $P_{\Gamma}\left(I^{1}\right)$ and $P_{\Gamma}\left(I_{c}^{1}\right)$. It would be interesting if we could find integral representation theorems for the class $P_{\Gamma}\left(C_{c}\right)$ for, if this is done, we will have a generalization of Krein's theorem for evenly positive definite functions.
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