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SCOPE AND CONTENTS: 

The temperature policy with time ~s sought which maximizes a 

performance index for a fixed time in a tubular reactor with uniform 

temperature, decaying catalyst, and two first-order irreversible parallel 

reactions. 

For the case where the performance index is the total amount of 

desired product produced, an analogy betWeen the optimization problems 

for a first-order reversible reaction and a parallel reaction first-

order in both. paths is developed. 

A numerical procedure together with theoretical developments 

is used to solve the problem for a more general performance index 

which takes into account the cost of the reactant as well as the value 

of the desired product. The problem is· treated in the format of 

Pontryagin's Maximum Principle. 
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CHAPTER 1 · 

INTRODUCTION 

Commercial reactions which involve catalyst decay 

are numerous and as such the determination of optimal 

operating policies for reaction schemes of this type is of 

considerable interest. The problem of optimizing such a 

system is not a simple one; catalyst activity at any instant 

depends on the entire previous history of the operating 

variables and thus the control variable must be chosen at 

every instant with regard to both its instantaneous and long 

term effect on the system. 

For all but the simplest reaction schemes complete 

analytical solutions have not been found. For simple 

irreversible reactions (i.e. A ..... B) the solution is well known 

and many workers [Jackson (1965~ 1967), Szepe {1966), Crowe 

{1969)] have emphasized different aspects of it. 

Jackson (1965, 1967) has considered the optimal 

temperature profile in a tubular reactor with a reversible 

exothermic reaction. The problem is easily formulated, but 

as yet no analytical solutions are available. 

Drouin (1969) has studied the reversible reaction, 

deriving the necessary conditions for an optimal policy and 

using a numerical method together with the analytical develop­

ments to obtain a complete solution. 

The present study examines a parallel reaction 

scheme and follows essentially the approach used by Drouin(l969) 

( 1 ) 



z. 

to obtain a complete solution. An analogy is_developed 

between the optimization problem for the reversible reaction 

and the problem for a parallel reaction. Using this analogy 

the results of Drouin's work can be used as the solution to 

a similar~ stated problem for a parallel reaction scheme. 



CHAPTER 2 

STATEMENT OF THE PROBLEM 

For a single tubular reactor at uniform temperature 

and fulfilling the further conditions and assumptions 

described herein, it is required to maximize the performance 

index, as represented by the objective function, over a fixed 

total reaction time, T, by choosing the temperature at every 

instant. 

The reactor system is further defined by the 

following conditions and-assumptions: 

(1) There is a parallel reaction irreversible in both 

paths and re.pres,ecnted sc.hemati caJ ly by: 

A t: B 

~c 
A material balance on B, assuming plug flow, is a 

function of catalyst activity 'I' ,·temperature T, and 

concentration of A. 

" + 9¥ = f1(1/J,T, A) (2. 1 l 
w h e r e f 

1 
( 'I! , T , A ) i s t h e r a t e o f f o rm a t i on o f 8 , -t i s 

the space-time through the bed, t is the time on 

s t r e am a n d B = 8 ;: ( t ) a t e = 0 ( B i. i s t h e i n 1 e t co n c e n -

tration of B) 

Similarily a material balance an·A gives 

aA + oA f (''' T A) c)t ~ = 2 ,., I I 
(2.2) 



4. 

(2) The catalyst activity ~- is defined [Anderson (1968), 

Kunii and Levenspiel {1969)] as the ratio of the rate 

of reaction with decayed catalyst to that with fresh 

~atalyst. For the present study i.t is assumed that 

this ratio is independent of the temperature at 

which the reaction rates are measured. 

(3) The rate of decay of catalyst activity is assumed to 

depend on the temperature and on activity itself but 

not on concentrati'on- of prod~cts or reactant, as 

follows: 

it = - k(T) g<l/1> = cp 
l/f = o/o at T = 0 for a 11 r 

(2.3) 

with osg<o/> s 1. Since the reactor has 

uniform temperature at any time, equation (2.3) 

implies that o/ is uniform over the distance~ . 

The decay rate described by equation (2.3) 

could represent a catalyst which loses activity by 

evaporation of active species, by sintering, or by 

deposition of a poison at a rate unaffected by 

position in the bed. 

{4) It is required that temperature and inlet conditions 

be essentially constant over a time period equal to 

the space time in order that activity can be assumed 

constant for integration over~ , and it can be 



(5} 

assumed that 

·K I and K2 are the rate constants of A to B and 

5. 

A to C respectively and are related to the catalyst 

decay rate constant.by 

I< a: kPa 
I 

K a: kp2 
2 

If K1 , K2 and k are of the Arrhenius form then p1,2 

are the ratios ~f the respective activation energies 

E1,2 to Ec with 0 s p = ~ < oo . 
c 

S i n c e , f o r Ec > 0 k ( T } i s a s t r i c t 1 y m o no toni c 

increasing function ofT, the temperature may be 

replaced as a decision variable by k • If Ec = 0 

k(T) is constant, the choice of T does not affect 

the activity and the optimal policy is then the 

same as without catalyst decay. 

where 

and 

The performance index , P, is defined by: 

T 

Pe j[P(B-81) +a( A-A;)] dt 
0 

~ =value per unit of B 

a = va 1 ue per unit of A 

{ 2.4) 



6. 

The performance index may be vis~alized as the 

integral of the instantaneous profit over the operating period, 

for the case of negligible relative value_of product C, 

activity~ and time. 

The problem now consists of maximizing the objective 

function over a fixed total reaction time, T, by choosing 

the rate coefficient k (and thence T} at every instant. 

That is, 

subject to 

p+ = MAX P 
k(-t) 

.0 s k < k <_ k)f. ~ -... ,,. -

{2.5) 

(2.6} 



CHAPTER 3 

THEORETICAL DERIVATIONS 

3. 1 KINETICS : 

· For the general parallel reaction 

the rate per unit volume of reacting fluid at which substance 

B is being formed is defined by the expression 

r = _1 dna = J_ d(VB) 
bV d-t bV dt' 

which for a reaction mth order in A is also given by 

or 

r = K1Am t/i 

_!_ d(VB) _ 
bVdt 

For the case of: 

(1) a first order reaction M = 1 

(2) b = 1 

(3.1.1) 

(3) constant volume of reacting fluid,equation 

· (3.1.1) reduces to 

dB . 
(ff = K1 Al/f= f

1 
(o/, T, A) (3.1.2) 

Simi 1 a r··ly for a • 1 , c = 1 and f i rs t order 

reaction A to C the rate per unit volume or reacting fluid 

at which A is being formed is given by 

dA 
( Kl + K

2 
)' A l/J (3.1.3) dt = -

= f (l/J, T, A) 
2 

Combining equations ( 2. 1 ) and(2.2) with (3.1.2) and 



and (3.1.3) gives the following equations describing the 

reaction system 

(3.1.4} 

(3.1.5) 

B(t,O} = Bj A(t,O) = Ai 

8. 

Under _assumption (4) equations (3.1.4) and (3.1.5} reduce to 

dB 
d% = K1 ~A (3.1.6) 

dA 
d~ = - ( Kl + K2) '/! A (3.1.7) 

Equations (3.1.6) and (3.1.7) can now be solved 

analytically to give the exit concentrations of A and B at 

time t: 

A(t,Q) •(3.1.8) 

B(t,Q) 
(3.1.9) 

For convenience the time unit is defined such that 

the space time 9 equals 1, so that Tin equation (2.4) is the 

number of space times. 

Equations (3.1.8) and (3.1.9) may be used to alter 

the form of ·equation (2.4) to: 

T 

p =J(fll<, -a)(A.-A)dt 
K,+Kl . I 

(3.1.10) 

0 . 



3.2 THE MAXIMUM PRINCIPLE 

The problem as stated by equations {2.3), (2.5), 

(2.6), (3.1.8) and (3.1.10) may be convenierytly treated in 

the format of Pontryagin•s Maximum Principle [Pontryagin 

et. al. {1962}]. 

The·Hamiltonian H is defined by 

where A , the adjoint variable, is defined by 

with 

A(T) = 0 

A(T) ~ 0 

if o/(T) > Q 

if l/J(T)=o 

(3.2.1) 

(3.2.2) 

9. 

The maximization of P in equation (3.1.10} is. then 

equivalent, according to Pontryagin•s maximum principle 

[Pontryagin et al (1962}, Halkin (1966)], to requiring of an 

optimal policy k+ {t) that it satisfy 

H ( l/1 + , A+, k +, t ) = MAX H ( 'i'+, >t, k, ~ ) ( 3 • 2 • 3 ) 
k(t) 

at almost all t and for all admissible values of k. 



10. 

If kt(t) is the optimal policy then one of the 

following three conditions is necessary at any time t 5 T 

(a) Stationary ~urve: 

(b) Upper constraint 

a HCk-fJ > 0 a -.k (3.2.4) 

(c} Lower constraint 



11. 

3.3 PROPER~IES OF OPTIMAL POLICIES 

3.3.1 Stationary Curve S 

From condition (3.2.4a) and Equations (3.2.1) and (3.1.8) 

along a sub-policy S 

OR 

[ 

SK
1 + -· K + K 

. 1 2 

+ M. = 0 
k 

(3.3.1) 

From Equations (3.2.1) and (3.3.1) the expression for the 

Hamiltonian on the sub-policy S is 

(3.3.2) 



12. 

with A= A(B, A1 , B1 , k) 

from Equations (3.1.8) and (3.1.9). 

Then 
H = f(B, A1 , B., k). s 1 

Consider the case of constant inlet concentrations 

then 

However 

and for 

therefore 

becomes 

dAi .dBi 
--=--=0 dt dt 

dHs aHs dB ans dk 
dt = aB dt + ai< dt • 

dHs dH 
dt = dt (general) 

dA. 
1 

dt . = 0 ' (see Appendix A2) 

dH s 
dt = o. 

(3.3.3) 

Evaluating the partial derivatives of H , Equation (3.3.3) 
s 

dH 
s 

dt 

Kl(l- pl) + K2(1- p2) 

K 
1 

(Cent' d.)· 



SK2(pl-p2) 

~ +.K2 

dk = 0 
dt 

13. 

(3.3.4) 

When p
1 

= p2= p, Equation (3.3.4) reduces to 

Equation (3.3.5) has two solutions: 

(1) :! = 0 which implies B = a constant 

(2) 

for 

It is shown in Appendix A3 

negative or zero on an optimal policy. 

(3Kl 
that K + K - a cannot be 

1 2 

Kl 
For p1 = p2 , K + K = a constant, and therefore the 

1 2 
second solution is also 

B = a constant 



14. 

Hence for the special case where p1 .= p2 the stationary temperature 

policy is one which maintains a constant outlet concentration of B 

for constant Ai and Bi. 

From Equation (3.1.9) where 

and 

{al' a
2 

and ac are the frequency factors for the two reactions and the 

catalyst decay respectively) the stationary policy for p1 = p 2 = p 

is given by 

k(t) 1 =-
a c 

(3.3.6) 

For the general case p1 ~ p 2 , the complexity of Equation 

(3.3.4) makes a complete analytical solution impractical. 

In order that the Hamiltonian along the stationary 

curve be locally maximum at any t, it is necessary that 

From Equation (3.2.1) we have 

(Cont'd.) 



< 0 

Again consider the special case p1 = p2 = p. 

constant and always positive on an optimal policy (A3 

a2H sign of -- is given by 
ak2 

15. 

f3Kl 
---a is 
Kl+K2 

) , and the 

for p <~1 < 0 and the stationary policy is optimal. 

for p > 1 may be positive, negative or zero. 

a2
H For the general case p

1 
# p2 the sign of --- must be 

ak
2 

evaluated numerically to determine whether the Hamiltonian is a maximum 

on the stationary policy. 
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At t = T '· ). = 0 and froni Equation (3. 2 .1) the Hamiltonian is 

(3.3.7) 

A1 - A ~ 0 since the reaction is irreversible. 

From the Maximum Principle 

+ + + + + H($ , ). , k , t) ~ H{$ '· ). , k,t) 

SK1 if there exists a feasible k such that - a ~ 0, 
SKI Kl + K2 

therefore 

then at t = -r, K + K -a must be positive. or zero on the optimal 
1 2 · SK

1 policy. If there is no feasible k such that - a ~ 0 the process 
Kl + K2 

is not economical to operate since the value of A consumed will always 

be greater than the value of B produced. The optimal policy for such 

a problem would be the trivial case of not operating. It will therefore 
SK

1 be assumed that K - a ~ 0 for at least one feasible k. 
Kl + 2 

From Equation (3.3.7) on an optimal policy at t = T 

H ~ 0 

For constant inlet concentration of A it has been shown that 

dA. 

dH = O 
dt 

for ---1 = 0, on an optimal policy dt 

H~O for 0 <= t ~ T 

(A2) 

(3.3.8) 
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On an optimal policy 

, A > 0 t < "[' (see Appendix A3) 

and therefore fro~ Equation (3.2.1) 

(3.3.9) 

on an optimal policy. 

3.3.2 Initial Temperature Limitations 

Some regions of initial temperature will not have any 

stationary policies associated with them which satisfy the Maximum 

Principle; initial temperatures in such regions will violate conditions 

3.3.8 or 3.3.9. 

The Hamiltonian on a stationary policy may be written as 

(A. - A) 
1 

(A. - A) - k 
l. ak 

If we consider a graph of ~:K~ K
2 

- a] (A1 - A) vs k then condition 

3.3.8 limits initial temperatures (or k) to those above a tangent from 

the origin. While condition 3.3.9 limits initial temperatures to 

regions of positive or zero slope 



For p
1 
~ p2 condition 3.3.9 is always satisfied (k ~ O) and 

therefore there is no; upperbound on the initial temperature. 

For p1 < Pz there will be an upperbound on the initial 

temperature which· may ·or may not be in the region of physically 

permissible temperatures~ k* ~ k ~ k*. 

18. 

If at t = 0~ we permit only those starting temperatures which 

satisfy condition 3.3.8 then 

(A. - A) 
]_ 

< 0 

in the permissible region, since the tangent point from the origin 

will be above the inflection point. Also from Equation (3.2.1) with 

a~ ---2 < 0 for a starting temperature which satisfies condition 3.3.8~ 
ak 

and hence the ·stationary policy is optimal at t = 0 (condition 3.2.4a)~l) 

3.3.3 Behaviour of the Optimal Temperature Policy· as t ~ ~. 

At the end of the process (t = T) since the activity is 

free the adjoint is fixed and by definition is zero, then from 

Equation (3.3.1) 

1. Constrained policies starting at such temperatures can also be optimal, 
however the period of operation will be different from the optimal policy 
which is initially stationary. 
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aHI 
ak = 

-tP(K
1
+K

2
) 

e 
(3.3.10) 

The second term is always positive, and for p
1 
~ p2 the first 

term is positive or zero, • •• for p1 ~ Pz 

aH I ak > 0 
. t=T 

whiCh implies that the optimal policy ends on the upper constraint. 

For p1 < p2 Equation (3.3.10) may bepositive, negative or 

zero and the policy may end respectively on the upper constraint, lower 

constraint or in the unconstrained region. 



-· .. 
3Q4: ANALOGY BETWEEN OPTIMAL POLICIES FOR FIRST ORDER REVERSIBLE 

AND PARALLEL REACTIONS WITH CATALYST DECAY 

20. 

For the case without catalyst decay Horn (1961) was able 

to show that the optimization problems of maximizing product concentration 

:,for a first order reversible and for one product of a first order 

parallel reaction were analogous after a suitable transformation of 

variables. If a similar analogy could be found between first order 

reversible and first order parallel reactions with catalyst decay, then 

the optimal policies as reported by Drouin (1969) for a reversible 

reaction with catalyst decay could be applied to the parallel reaction 

system. 

The optimization problem as solved by Drouin (1969) for 

first order reversible reactions can be stated in the following manner: 

with !!! = cp lJJ(O) = 1 dt 
(3.4.1) 

it is required to 

~ p = f B(t,e)dt 
0 

(3.4.2) 

subject t.o 

An optimization problem for a first order parallel reaction could be 

stated in the same manner as for the reversible reaction (equations 

3.4.1, 3.4.2) with the exception that the expression for B(t,6) will 



21. 

be different in the general case for the two reactions. 

In Appendix Al a general analogy is developed between 

first order reversible and parallel reactions. The analogy is as 

follows: 

BEVERSIBLE PARALLEL 

A-A 
Kl 

A eq Kl + K2 

B B 

Ai 
K2 

Bi Ai +K 
1 

B. Bi l. 

The optimization problems for the reversible and parallel 

reactions are the same if the corresponding expressions for the 

Hamiltonian are identical. The Hamiltonian on a stationary policy, for 

the problem as stated by equations 3~4.1 and 3.4.2 is 

H = B - k aB 
s ak 

(3.4.3) 

aB If B and ak are identical for the two cases then the two optim~zation 

problems may be considered as one. 

Consider the following cases: 

(1) Bi = 0, 0 ~ t .~ t 

then 
B = 
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for both parallel and reversible reactions (see Equations Al.4 and 3.1.9). 

Also for B1 = 0, Ai rever~e is analogous to Ai parallel and therefore 

aB the expressions for B and ak are identical and the optimal temperature 

policies for first order reversible reactions can be directly applied 

to first order parallel reactions. 

The optimal policies reported by Drouin (1969) were for 

cases where B. = 0, 0 ~ t -~ T, and these policies may therefore be used 
1 

as the solution to the optimization problem as stated by equations 

3.4.1 and 3.4.2 for a parallel reaction first order in both paths. 

(2) Bi # 0; Ai, B1 constant for 0 ~ t ~ T 

on substituting, 

A' 
i 

B.K2 
=A. +-K1 

1 1 

for the parallel reaction, the expressions for B reduce to the same 

form for reversible and parallel reactions with B reverse corresponding 

to B parallel and Ai reverse corresponding to Ai parallel. 

However, A: 
1 

h 
· . f aB 

t e express1ons or ak 

is a function of k while A. is not, therefore 
1 

are not the same, from which it may be concluded 

that H
8

(reversible) and Hs(pa~allel) are not identical expressions. 

However if A: is constrained to be a constant value equal 
1 

to A. reverse, by varying A. parallel, then the optimal policy as 
1 1 

found for one case could be used to extract an optimal policy for 

the other reaction system. 

For Example if the optimization problem for the reverse 



reaction is solved with 

Bi = a constant c2 

the resulting optimal policy is k+(t). This solution will correspond 

to the optimal control policy for the parallel reaction problem where 

However for Ai to be constant Ai parallel must vary such that 

I 

(3.4.4) 

Therefore for k+(t) other than a constant, A. for the parallel system 
1 

must vary with time according to Equation 3.4.4. 

23. 



CHAPTER 4 

NUMERICAL SOLUTIONS 

4.1 CALCULATION METHOD 

The properties of an optimal policy, developed in sections 

3.2 and 3.3, are used as the basis for the computational algorithm 

embodied in the FORTRAN program listed in Appendix B. The main 

features of the algorithm are as follows. 

Given a definition of the reaction system (i.e., p1 , p2 , 

E /R, a , T*, T*) and a set of initial conditions, the outlet concentration 
c c 

of A and B and the initial Hamiltonian are calculated from Equations 

(3.1.8), (3.1 •. 9) and (3.3.2). The Hamiltonian is then checked against 

conditions (3.3.8) and (3.3.9); if itfails to fulfil either of these 

conditions the initial temperature has no optimal policy associated with 

it. If the Hamiltonian fulfils both condition (3.3.8) and (3.3.9) the 

optimal policy begins as a stationary policy. 

The calculations now enter a repetitive phase. For a 

small time increment the same temperature is assumed and the activity 

concentration of A and B, and the Hamiltonian are evaluated. If the 

constancy of the Hamiltonian is respected, the time is incremented 

and the procedure repeated, if not, a searching procedure is implemented 

to find the new temperature which will keep the Hamiltonian constant. 

a2H 
Before each time increment ---2 is evaluated and checked for the sign 

ak 
required by condition 3.2.4a. 

When the policy reaches a temperature constraint calculations 

are switched to another section of the algorithm. On the constrained 

(24) 



25. 

policy ~: is no longer zero and the adjoint is evaluated by integrating 

the adjoint equation. For each time increment activity and concentration 

of A and B are updated, and the adjoint is evaluated from an integrated 

form of Equation (3.2.2), the Hamiltonian is then calculated from 

Equation (3.2.1) and tested for constancy. ~: is checked for the 

appropriate sign required by condition 3.2.4b or 3.2.4c. The optimal 

policy terminates when the adjoint becomes zero. 

An alternative method for calculating the constrained 

policy is to evaluate the adjoint from Equation (3.2.1) using the 

value of the stationary Hamiltonian for H. Then a sufficient check 

aH 
for the policy to be optimal is that ak have the sign required- by 

condition 3.2.4 b or c. 

4.2 RESULTS 

4.2.1 Classification of Results 

A parallel reaction can be conveniently classified according 

to the relative magnitudes of the activation energies of its two paths. 

Parallel reactions in general may be divided into three classes: 

A further classification may be made by considering the 

relative size of the reaction activation energy to the catalyst decay 
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activation energy~ For instance, class 2 may then be considered as the 

following group of sub-classes: 

(c) 1 

4.2.2 Definition of the. Reaction System: Numerical Values 

Numerical solutions were calculated for the following 

hypothetical reaction system: 

g(..p} = tP 

Catalyst decay frequency factor: 

Catalyst decay temperature factor: 

Reactor temperature constraints: 

a = 100 s -l 
c 

E 
c R = 15,000°K 

T* = 900°K 
T* = 800°K 

Ratio of reactor length to linear velocity: e = ls 

Initial catalyst activity: l/J = 1.00 
0 

Inlet concentrations: Ai = 1.0, Bi = 0 

Value coefficients: a= 0.25, S = 1.0 

In order to compare reactions with different values of p1 

and p2 the following criterion was used: at maximum temperature (900°K) 

and maximum activity (1.00) the conversion of A is 90%, 45% to B and 45% 



to c. Or 

B* = C* = 0.45 (at T* and $ ) 
0 

27. 

The criterion was satisfied for each set of p
1 

and p
2 

by setting the 

frequency factors for the two reaction paths. 

4.2.3 Unconstrained Optimal Policies 

For this type of reaction one numerical solution has been 

calculated for p = 1.0; the results are shown in Figure 1. 

As determined in section 3.3 the optimal control policy is 

+ one of constant conversion and k (t) is given by Equation (3.3.6). The 

unconstrained solution has no finite operating time associated with it 

although temperature rises very sharply after 118 hours of operation. 

The reaction rates A to B and A to C are equal for p
1 

= p2 

and changing temperature has no effect on the ratio of B to C which is 1. 

The reaction then behaves identically to a first order irreversible 

reaction (A~ D). Hence the constrained solutions for this type of 

reaction will be of the same form as those calculated by Crowe (1969) 

for a first order irreversible reaction •. · 

For this class of reactions numerical solutions have been 

calculated for the followi~g cases: 

(Cont'd) 
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(p1 = 1.1, p2 = 0.9) 

The results for these 3 cases are presented in Figures 2 to 4 respectively. 

All of the calculated policies exhibit increasing concentrations 

of A and consist of rising temperature curves which do not end at finite 

temperatures. The concentration of B is observed in the 3 cases to be 

respectively decreasing, decreasing and increasing, and increasing. 

It was shown in section 3.3. that, for p1 ~ p2 , at the end 

aH . 
of the optimal policy ak > 0. However for the case of no temperature 

constraint the optimal policy is stationary (~: = 0) and hence continues 

indefinitely. As activity approaches zero. the. tempe-rature- must rise 

with increasing rapidity to keep up the production of B; thus the 

behaviour exhibited in Figures 2 to 4 where temperature approaches a 

vertical asymptotic behaviour as activity approaches zero. 

For p
1 

> p2 an increase in temperature increases the ratio 

of B produced to C produced. The optimal policy strives to prevent a 

sharp decrease in B; for p
1 

> p2 by increasing temperature one is able 

to maintain a favourable production of B and at the same time increase 

the B to C ratio and thereby require the consumption of less A for the 

same result in B. 

+ In cases where B is decreasing or essentially constant, 

the above implies that A+ will increase, this behaviour is observed in 

Figures 2 and 3. In cases where B+ is rising while temperature is 

increased the behaviour of A+ will depend on the sensitivity of the 
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ratio B to C to temperature increase. In Figure 4, B+ is increasing 

while at the same time A+ increases, this behaviour indicates that 

the B to C ratio is highly sensitive to the increasing temperature and 

C is being reduced rapidly enough to increase both A and B. 

For this class of reactions numerical solutions have been 

calculated for the following cases: 

(1) 1 ~ p2 > pl (pl = 0.5, p2 = 0. 8) 

(2) .p2 ~ 1 > pl (pl = 0.5, p2 = 1.5) 

(3) p2.> pl ~ .... 1 (pl = 1.3, p2 =.1.5) 

The results for these three cases are presented in Figures 5 to 7 

respectively. All of the calculated policies exhibit falling concentrat-

ions of A and B and consist of rising temperatur.e curves ending at 

finite temperatures. 

For p1 < p2 an increase in temperature decreases the ratio 

of B to C produced. An optimal policy will tend to slow the decline 

+ in B caused by falling activity by raising the temperature. Raising 

the temperature causes a decrease in the ratio of B to C produced and 

thereby necessitates the consumption of more A to produce the same 

amount of B. + Even for a slightly decreasing B the decrease in the 

ratio of B to C caused by increasing temperature is likely to be great 

enough to ~equire the consumption of more A to produce even the lower 

amount of B. 
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4.2.4 Constrained Optimal Policies 

(a) P1 > P2 

37. 

Figure 8 shows the constrained optimal policies associated 

with various fixed operating periods, for p1 = 1.1 and p2 = 0.9. 

As the initial temperature is increased the operating 

period of the respective optimal policies decreases. The shortest 

optimal policy is 59.15 hours and has as an initial temperature the 

upper constraint (900°K). The longest poss~ble optimal policy has a 

starting temperature of 830.58°K. Below this temperature the Hamiltonian 

is negative violating condition (3.3.9), and hence.policies with 

initial temperatures in this range cannot be optimal .. in the sense of 

Pontryagin's Maximum Principle. 

As determined in section 3.3. for p1 ~ p2 all optimal 

policies end on the upper temperature constraint. The four policies 

shown in Figure 8 verify this property and in addition are observed 

to consist only of increasing temperature curves and or T*. 

Using a down-time of 12 hours for replenishing the catalyst, 

the performance index per hour has been calculated for each policy. 

The maximum average performance index is realized for the policy 

starting on the upper temperature constraint. 

Figure 9 shows the behaviour of catalyst activity and 

outlet concentrations of A and B along the optimal policy for T = 

211.48 (curve 3 in Figure 8)~ The behaviour of the variables is much 

as one would expect. On reaching the temperature constraint: 



(1) The rate of decline of the catalyst activity 

slows appreciably, reflecting the stop in the 

increase of the catalyst decay rate constant. 

(2) The concentration of A increases very rapidly 

due to the decreasing activity and constant 

temperature. 

(3) The concentration of B decreases rapidly 

due to the decreasing catalyst activity and 

the constant temperature. 

38. 

~igure 10 shows the constrained optimal policies associated 

with various fixed operating periods for p1 = 1.0 and p2 = 1.5. 

As was the case for p1 > p2 , increasing the initial temper­

ature decreases the operating period. The lon.gest optimal policy is 

458.08 hours and has as its initial temperature the lower constaint 

(800°K). The shortest optimal policy operates for zero time beginning 

at 888.62°K. At initial temperatures above 888.62K no optimal policies 

exist as condition 3.9 is violated in this region. 

For p1 < Pz an optimal policy does not have to end on the 

upper temperature constraint. Of the policies calculated only one 

ended on the stationary curve, the remainder ended"on T*. Each of the 

* optimal policies consists only of rising temperature curves and or T • 

As for p
1 

> p2 , the average performance index has been 

calculated for each optimal policy. The largest average performance 

index was found for T = 875 and the maximum will be for a policy 
0 

with an initial temperature in the range of 850 < T < 885. 
0 
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Figure 11 shows the behaviour of A, B and ~ along the 

optimal policy for T = 113.89 hours. The behaviour along the stationary 

policy has been discussed previously (Figures 5,6,7) and that along 

the constraint is very similar to Figure 9. 
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4.2.5 Effect of a on Constrained Optimal Policies 

Figures 12 and 13 show the effect of the relative value of 

the reactant ~) on a constrained optimal policy for p1 >.p2 and 

p1 < p2 respectively. 

For p
1 

> p2 increasing the value of the reactant lengthens 

the optimal policy and significantly lowers the optimal temperature 

along the stationary curve. Figure 12 shows this behaviour for 

p1 = 1.1, p2 = 0.9, T
0 

= 850°K and a= 0, .25, .30. 

As a is increased the optimal policy becomes more sensitive 

to the efficient use of A, that is, it tends to reduce the amount of C 

produced while trying to maintain tpe production level of B. For 

p
1 

> p2 , as a is increased, the optimal policy achieves this goal by 

first operating at lower temperatures on the stationary curve and thus 

* increasing A along this section, and then by operating along T for a 

* longer period of time. On T the ratio of B to C produced is highest 

and hence A is being used most efficiently along this section. 

For p
1
< p2 increasing the value of the reactant lengthens 

the optimal policy and causes a slight temperature increase along the 

stationary curve. Figure 13 shows this behaviour for p1 = 1.0, p2 = 1.5, 

T = 850 °K and a = 0, • 1, • 25 , • 35 , • 45. 
0 

The temperature variation along the stationary curve was 

very small in comparison with the case for p1 > p2 • The maximum 

temperature deviation observed for p1 < p2 was -0.5°K between policies 

for a = .25 and a = 0, while the maximum deviation for p1 > p2 between 

a = .25 and a = 0 was + 8.0°K. 



4s .• 

For p1 < p2 • decreasing temperature would improve the ratio 

of B to C produced. However, decreasing temperature also substantially 

decreases the amount of B produced. Hence to counter falling catalyst 

activity ~he stationary policy is one of increasing temperature, despite 

the attendant decreasing ratio of B to C produced. As a is increased, 

the tendency then is to terminate the optimal policy earlier due to 

* the increasingly unfavourable ratio of B to C produced. On T the ratio 

of B to C produced is at its lowest and thus ·the higher a the less time 

* the policy will operate on T • 
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4.2.6 Sensitivity of a Constrained Optimal Policy 

The sensitivity of the performance index to variations in 

the system parameters was examined for the case of p
1 

= j.O, p2 = 1.5, 

and T = 113.89 hours (T = 850°K). 
0 

A perturbation of +1%, -1% on the initial temperature 

resulted in a decrease in the performance index·of 1.5%, 2.4% respect-

ively, when the optimal policies for these initial temperatures were 

terminated at T = 113.89 hours. These perc~ntages may be regarded as 

an indication of the sensitivity of the performance index to the 

accuracy of the temperature control along the optimal policy. In the 

case of -1%. perturbation the temperature policy is below the optimal 

* policy until it reaches T , hence 2.4% of the performance index would 

be lost if the control system kept the temperature slightly below 

T+(t) during the period of increasing temperature . 

Perturbing the catalyst decay activation energy + 10% 

and- 10% resulted in decreases in the performance index of 12.2% and 76% 

respectively. The large percentage decrease in performance index for 

a - 10% change in Ec (also changes E
1 

and E2) indicates that the 

activation energies must be accurately known before a computed optimal 

policy can be relied upon. 

* Perturbing T + 1%, - 1% resulted in changes in the 

performance index of+ 0.7% and- 0.7% respectively. Since the 

optimal policy is one of increasing temperature, it is necessary that 

* T be as high as possible· in order to achieve the best reactor 

performance. 



A convenient method of assessing the optimal policy is to 

compare it with the~best isothermal policy. For the case chosen, 

Figure 14 shows the performance index versus initial temperature for 

* isothermal policies and policies of constant H (S, T ). The best 

isothermal policy is 873°K and realizes a performance index of 

4 5.947 x 10 , 5o2% less than the optimal policy. Hence the optimal 

policy is a significant improvement over the best isothermal policy. 
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CHAPTER 5 

GENERAL CONCLUSIONS AND HYPOTHESES 

Conclusions 

Erom the theoretical derivations in Chapter 3 the following 

conclusions have been made about the op~imal control policy: 

(1) For p
1 

= p2 the optimal stationary policy is 

one of constant A and B, and is given by 

Equation (3.3.6). 

(2) For p
1 

~ Pz the optimal policy must end 

on T* (section 3.3.2). 

Hypotheses 

From numerical study the results of which are presented and 

discussed in Chapter 4 the following hypotheses have been made: 

I. In General 

- Optimal policies starting as stationary 
policies consist only of S and or T*. 

II. For Stationary Sections of Optimal Policies 

- Only rising temperature policies 

+ always - For pl > Pz A increases 

- For + always decreases pl < Pz A 

- For p1 < Pz B 
+ always decreases 

III. For Constrained Optimal Policies 

As T is increased, T decreases 
0 

occur 

with time 

with time 

with time 

For p1 > Pz as a is increased T increases 

For p1 < Pz as a is increased T decreases 



NOMENCLATURE 

a Arrhenius frequency factor 

A Reactant concentration, also used schematically to represent 
the reactant. 

B Desired product concentration 

c A constant 

C The undesired product 

E Arrhenius activation energy 

g Activity-dependent-factor in catalyst decay rate 

H Hamiltonian function 

k Catalyst decay rate constant, also the decision variable 

K Reaction rate constant 

p Ratio of reaction activation energy to catalyst decay activation 
ene_rgy 

P The performance index 

S Stationary policy 

t ·Time on stream 

tr Reactor down time between runs 

T Temperature 

~ Space time through reactor 0 ~ ~ ~ e (9 = 1) 

a Value, per unit concentration x reactor volume, of A 

*e Value, per unit concentration x reactor volume, of B. 

a Space time of reactor = 1 

A Adj~int variable to $ 

T Total reaction time 



Rate of catalyst decay 

Catalyst activity 

Subscripts 

c Catalyst 

eq Equilibrium 

i inlet, g = 0 

0 t = 0 

s Stationary policy 

1 Reaction A to B 

2 Reaction A to c 

* Minimum attainable value 

Superscripts 

+ Value along optimal policy 

* Maximum attainable value 

53. 
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APPENDIX Al 

ANALOGY BETWEEN FIRST ORDER REVERSIBLE AND 

~ PARALLEL REACTIONS 

For the reversible reaction 

A ------~B 

55. 

first order in both paths, material balances on A and B, assuming plug 

flow give 

aB + aB = 1/J(KIA - K2B) at ag Al.l 

aA + aA = 1/J(K2B - KIA) at a~ 
Al.2 

· aB aB aA aA 
for at << a~ and at << ai the above equations may be considered as 

ordinary differential equations in space-time. Dividing Al.l by Al.2 

then gives 

from which 

B 
-.-=-1 
A 

B - B. = A. - A 
l. l. 

A1.3 

Substitution of equation Al.3 in Al.l and subsequent 

integration over the reactor length gives an expression for the outlet 

concent~ation of B: 
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-. -
Al.4 

For the parallel reaction 

first order in both paths, material balances on A and B, assuming plug 

flo~r ... and for aA << aA and _£! << aB b . . tt 
'W at ag at ag , can e Wr1 en as 

Al.5 

Al.6 

Dividing Al.5 by Al.6 gives 

from which 

Al.7 

The material balance for the reversible reaction (A1.3) 

·can be rewritten as 



Recall~ng that the equilibrium concentration of A is given by 

A eq 

then comparison of equations Al. 8 and Al. 7 leads to the following 

analogy between first-order reversible reactions and first-order 

parallel reactions: 

REVERSIBLE PARALLEL 

A-A 
Kl 

A 
I< +K eq 1 2 

B B 

Ai A. 
K2 

Bi +-
1 Kl 

Bi B. 
1 

57. 



APPENDIX A2 

BEHAVIOUR OF· THE HAMILTONIAN WITH TIME ALONG 

AN OPTIMAL POLICY 

. From Equations (2.3), (3.1.8) and (3.2.1) the time 

derivative of H along any op~imal path is 

dH = aH E1 + aH dA + aH dk + 2.!I_ dAi 
dt a~ dt a" dt ak dt aAi dt 

A2.1 

Th hi d · 1 · · 1· aH o e t r term 1s a ways zero s1nce on a stat1onary po 1cy ak = , 

58. 

d . d 1. dk 0 an on a constra1ne po 1cy dt = • Furthermore, from Equations.(2.3), 

(3.2.2) and (3.2.1) it can be shown that 

and 

~ _ aH 
dt - a" 

dA aH 
dt = a~ 

Equation A2.1 then reduces to 

dH aH dAi 
dt = aA. dt 

1 

A2.2 

dA. 
For constant inlet concentration of A, ~ = 0 and dt 

Equation A2.2 implies that the Hamiltonian is constant along any· 

optimal path. 
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APPENDIX A3 

PROOF THAT THE ADJOINT IS POSITIVE FOR t < T 

It is shown in section 3.3 that, except for the case when 
BK1 --------a is negative for all adndssible temperatures, H ~ 0 on 

Kl + K2 

an optimal policy. 

For A = 0, Equation (3.2.1) then implies that 

aK1 
K K - a ~ 0. 

1 + 2 

Suppose_ A(t) = 0 at t < T then from Equa~ion (3.2.2) 

~ o. 

aK1 Suppose K + K - a = 0 at any time when A = 0, H can then be increased 
1 2 

by changing k. By the Maximum principle this is not permissible for 

a point on the optimal policy •• •• A= 0 implies~< O, unless 

w = 0 (for g($) = $this is possible only if kt = oo) • 

. 
Since A is continuous, A < 0 at A = 0 implies that A. crosses 

zero once and only once. Furthermore since A(T) = 0 then 

A > 0 v t < T. 

Also from Equation (3.2.1) 

- a t 0 since 



c 
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APPENDIX B 

OPTIMAL- POL.tO' FOR A PARALLEL REACTION FIRST ORDER IN 
BoT rl PAT AS (FORTRAN LISTING) 

TI 
TU 
TL 
EC 
Pl 
P2 
AI 
BI 
ALPHA 
BETA 

NOTATION 

INITIAL REACTOR TEMPERATURE DEG. K 
UPPER TEMPERATURE CONSTRAINT DEG. K 
LOWER T5MPERATURE CONSTRAINT UEG. K 
CATALYST DECAY TEMPERATURE COEFFICIENT 
El/EC 
E2/EC 
INLET CONCENTRATION OF REACTANT 
INLET CONCENTRATION OF DESIRED PRODUCT 

VALUE COEFFICIENT FOR A 
VALUE COEFFICIENT FOR B 

DEG. K 

DIMENSION X(6),YC6),PMC6> 
COMMON/BLK1/DIR,PSI,PSIT,Pl,P2,Al,A2,BI,AI,BETAtALPHA, 

lAKKltAKK2,DTIMEtHAM,AC 
READC5,1) Pl,P2 tAI,BI 
READC5,1) EC,TitTU,TLtALPHA,BETA 

1 FORMATC7Fl0.0) 
WRITEC6,40> ALPHA,BETA 

40 FORMATC15X,*ALPHA = *'F4•3tl5Xt*BETA *F4.2) 
WRITEC6tl02> 

102 FORMATC//,l5Xt*RATIO OF REACTOR LENGTH TO LINEAR *' 
l*VELOCITY = 1.00 SEC.*> 
'~PIT E C 6, 41 > 

41 FORMATC//30X,*TEMPERATURE CONSTRAINTS (K.>*!> 
WRITEC6t42) TL,TU 

42 FORMATC15X,*LOWER = *tF5.0,5Xt*UPPER = *tF5.Q//) 
\\I R I T E C 6 , 1 0 3 ) T I 

103 FORMATClOX,*INITIAL TEMPERATURE =*,F5e0//) 
WRITEC6,43> 

43 FORMATC20X,*FREQUENCY FACTORS*/) 
AC=lOCJ. 

C SET FREQUENCY FACTORS SUCH THAT MAXIMUM CONVERSION OF A 
C IS 90 PERC AND THE MAXIMUM CONVERSION TO B IS 45 PERCENT• 

c 

Al=1.151296/EXPC-Pl*EC/TU) 
A2=1.151296/EXPC-P2*EC/TU) 

WRITE(6,44) Al · 
44 FORMATC20X,*A TO B = *tF15.o> 

WRITEC6,45>A2 
45 FORMAT(20Xt*A TO C = *,Fl5.0) 



WRITEC6t46>AC 
46 FORMATC12Xt*CATALYST DECAY = *tF15.0//> 

WRITEC6t47> 
47 FORMATC15Xt*ARRHENIUS ACTIVATION ENERGIES*/) 

WRITEC6t48)EC . 
48 FORMATC20Xt*CATALYST DECAYCEC/R>*tF7.o> 

WRITEC6t49) Pl 
49 FORMATC20Xt*RATIO B TO CATALYST *'F4.2l 

WRITEC6t50)P2 
50 FORMATC20Xt*RATIO C TO CATALYST *'F4.2///) 

WRITEC6t52> 

61. 

52 FORMATClXt*TIMECHR)*,lXt* TEMP.*,5Xt*HAMILTONIAN*t5X, 
l*D2H/DK2*t5Xt*PSI*t4Xt* A *t4Xt* B *t7Xt*ADJOINT*t5Xt 
2* K*tl0Xt*Kl*,9X,*K2*t3Xt* PFM INDEX*//) 

c 
C INITIALIZATION SECTION 
c 

AK=AC*EXPC-EC/TI) 
DIR=AK 

C INITIAL TIME INCREMENT. 
DTIME=lOOO. 

C INITIAL INCREMENT FOR K. 
DELTAK=.Q00000002 

C TOLERANCE FOR CONSTANT HAMILTONIAN. 
EPS=.OOOOl 

C INITIAL CATALYST ACTIVITY 
PSI=l.OO 
PSIT=l.OO 
P=O.O 
TIME=O.O 
L=-1 
AKKl=AK**Pl*Al/AC**Pl 
AKK2=AK**P2*A2/AC**P2 
SUf'.1K=AKK l+AKK2 
B = BI+AKKl*li*Cl.-EXPC-PSI*SUMK)}/SUMK 
A=AI*EXPC-PSI*SUMK) 

C CALCULATE VALUE OF STATIONARY HAMILTONIAN 
HH2=-BETA*AKKl*AKK2*CPl-P2)*(AI-Al/(SUMK*SUMK) 
HHl=~BETA*AKKl/SUMK-ALPHA>*<AI-A> 
HAMS=HHl+HH2-CBETA*AKKl/SUMK-ALPHA>*PSI *CPl*AKKl+P2*AKK2>*A 
HAM=HAMS 

C TEST FOR VALID INITIAL TEMPERATURE 
IFCHAMS> 9,2,2 

9 WRITE(6,10) TI,HAMStBtA 
10 FORMAT<SX,*INITIAL TEMPERATURE OUT OF RANGE FOR A *' 

!*STATIONARY POLICY TEMP.=*,F5.Q,* HAMILTONIAN =*, 
2Fll.7t* B =*tF8.7t* A=*tF8.7l 

STOP 
2.TEST=BETA*CB-BI)+ALPHA*CA~Ar> 

IFCHAMS.GT.TEST> GO TO 9 
c 



62. 

C BEGIN REPETITIVE SECTION 
c 

3 T=EC/ALOGCAC/AK> 
c 
C CHECK THAT TEMPERATURE IS BELOW UPPER CONSTRAINT 
c 

c 
IF(TeGE.TU> GO TO 106 

B=BI+AKKl*AI*Cl.-EXPC-PSIT*SUMKll/SUMK 
A=AI*EXPC-PSIT*SUMK) 
P=CBETA*AKKl/CAKK1+AKK2l-ALPHAl*(AI-Al*DTIME+P 
TT=EC/ALOGCAC/DIR> 

C ADJUST TIME INCREMENT SUCH THAT TEMPERATURE GAIN EACH 
C STEP IS ·2 TO .5 DEGREES 

c 

IFCABSCT-Tr>.LT·0·2> GO TO 100 
IFCABSCT-TTl.Lr.o.s> GO TO 101 
DTIME=DTIME/2. 
GO TO 101 

100 DTIME=DTIME*2• 
101 PSI=PSIT 

TIME=TIME+DTIME 
L=L+1 
IFCL·LT.10> GO TO 14 
L=O 
T=EC/ALOGCAC/AK) 
PTIME=CTIME-DTIME>/3600. 
WRITEC6,5ll PTIME,T ,HAM,DHK2,PSitA,B ,ADJ,AK,AKKl,AKK2,P 

51 FORMATC1X,F7.2,2XtF6.1,2X,E13·6,3XtE13.6t1XtF5.4tF7.5, 
1F7.5,3XtEl0.3,1X,El0.3,1X,El0•3'1XtE10.3t1XtE12•5) 

14 CALL PROCESSCAK) 
LL=O 
MN=O 
NM=O 
N=l 
M=l 
DIR = AK 
IFCABSCHAM-HAMS>-EPS> 4,4,5 

C FIND TEMPERATURE SUCH THAT THE HAMILTONIAN IS KEPT CONSTANT 
c 

5 X(l)=HAM-HAMS 
YCll=AK 
AK=AK+DELTAK 

25 CALL PROCESSCAK> 
XC2)=HAM-HAMS 
Y(2)=AK 
IFCXCl>> 20, 4,21 

21 IFCXC2>-X<1l) 22,23,24 
23 DELTAK = 2·*DELTAK 

AK=AK+DELTAK 
GO TO 25 



24 IFCNM.GT.5) GO TO 55 
NM=NM+l 
AK=AK-2e*DELTAK 
M=2 
GO TO 25 

22 IFCXC2)) 26t27t28 
27 AK=YC2) 

GO TO 4 
28 XCl)=XC2) 

YCl>=YC2) 
GO TO (55,56) M 

56 AK=AK-DELTAK 
GO TO 25 

55 AK=AK+DELTAK 
GO TO 25 

20 IFCXC1>-XC2)) 32t33,34 
33 DELTAK = DELTAK*2• 

AK = AK+DELTAK 
GO TO 25 

34 IFCMN.GT.5) GO TO 53 
MN=MN+l 
AK=AK-2·*DELTAK 
N=2 
GO TO 25 

32 IF(X(2)) 36•37,26 
37 AK=Y(2) 

GO TO 4 
36 XCl)=XC2) 

Y(l)=YC2) 
GO TO C53t54) N 

54 AK=AK-DELTAK 
GO TO 25 

53 AK = AK+ DELTAK 
GO TO 25 

26 IFCXC1).LT.XC2)) GO TO 57 
Xl=X(l) 
Yl=YCl) 
XCl)=XC2) 
YCl>=YC2) 
YC2>=Yl 
XC2)=Xl 

57 DELT=CYC2>-YC1))/lOO. 
AK=YC2>-DELT 
CALL PROCESS CAK} 
Y(4)=AK 
XC4)=HAM-HAMS 
YC5)=YC2) 
XC5)=XC2> 
IFCXC4).LT.XC5>> GO TO 81 
XX=lO. 

63. 



64. 

WRITE(6,82) 
82 FORMATC/2Xt*DELTHAM NOT MONOTONICtREGION WILL BE REDUCED*/' 

DO 83 ..J=lt20 
Y(4l=YC4l-DELT*XX 
CALL PROCESSCYC4l) 
X ( 4) =HA~1-HAMS 
IFCX(4).GT.XC5)) GO TO 83 
IFCXC4>.GE.O.O> GO TO 89 
Y(4)=Y(4J+DELT*XX 
XX=XX/10. 

83 CONTINUE 
WRITE C 6, 8 5) XC 4) , X C 5 ) 

85 FORMATC/2X,*DELTHAM STILL NOT MONOTONIC*,El5.8,El5.8) 
STOP 

89 XC5)=XC4) 
YC5)=YC4) 
X(2)=XC5) 
Yf2)=YC5) 
GO TO 57 

81 AK=YCl>+DELT 
CALL PROCESS CAK> 
Y(2 >.=AK 
XC2J=HAM-HA~S 
IFCXCll.LT.XC2l) GO TO 86 
XX=IO. 
WRITEC6,82) 
DO 87 J=lt20 
Yl2)=YC2)+DELT*XX 
CALL PROCESSCYC2)) 
XC 2) =HAM-HA~lS 
IFCXC2l.LT.XC1}) GO TO 87 
IFCXC2l.LE.O.O> GO TO 88 
YC2)=YC2)-DELT*XX 
XX=XX/10• 

8 1· CONTINUE 
WRITE(6,85> X(l),X(2) 

88 XCl )=X(2) 
YCl>=YC2) 
X(2)=XC5) 
YC2)=YC5) 
GO TQ 57 

86 AK=CYCl>+YC5))/2. 
CALL PROCESS CAK> 
YC3)=AK 
XC3)=HAM-HAMS 
SLOPEl=CYC2>-YC1))/(X(2l-XClll 
SLOPE5=CYC5>-YC4}}/CXC5)-XC4>> 
CALL SPLINEC5tXtYtPM,SLOPEl,SLOPE5l 
CALL INTERcs,x,Y,PM,o.o,yR,Q,SLOPE> 
CALL PROCESS CYR> 
AK=YR 



c 

IFCABS(HAM-HAMS)-EPS> 4t4t30 
30 LL=LL+l 

X6=HAM-HAMS 
IF(LL.GT.lO) GO TO 72 
IFCX6eGT.O~O) GO TO 80 
X ( 1 ) =·X 6 
Y(lJ=AK 
XC2J=XC5) 
Y(2)=YC5) 
GO TO 57 

80 X(2)=X6 
Y(2)=AK 
GO TO 57 

72 WRITEC6t31) X6 
.31 FORMATC//5X,*INTERPOLATION FAILED 

ltEl5e8) 
STOP 

65. 

FINAL DEVIATION =* 

C CHECK SECOND DERIVATIVE FOR .LE·O• 
c 

c 

4 SUMK=AKKl+AKK2 
PSI~PSIT 
Hl=EXPC-PSI*SUMK> 
H2=BETA*AKK1/SUMK-ALPHA 
K3=AI*PSI/CAK*AK) 
H4=Al*AKK1*AKK2*BETA/(SUMK**2*AK**2)*(Pl-P2) 
Gl=H4*Cl.-Hll*CAKKl*CP2-l.-Pll+AKK2*CP1-1.-P2) )/SUMK 
G2=2•*H4*PSI*CPl*AKKl+P2*AKK2l*Hl 
G3=H3*Hl*CPl*AKK1*CP1-1.>+P2*AKK2*CP2~l~>>•H2 
G4=-H2*Hl*H3*CPl*AKKl+P2*AKK2l**2 
DHK2=Gl+G2+G3+G4 
IFCDHK2) 7,7,6 

6 WRITEC6t8> TIME,DHK2 
8 FORMAT CSX,*STATIONARY POLI~Y IS NOT OPTIMAL TIME =*t 

1F6.2t* D2H/DK2 =*tf6·3) 
STOP 

C TEST FOR STOPPING CONDITION 
c 

7 A=AI*EXPC-PSI*SUMK) 
B=BI+AKK1*AI*Cl.-EXPC-PSI *SUMKl)/SUMK 
ADJ=C-HAMS+CBETA*AKKl/SUMK-ALPHAl*<AI-A>J;cPSI*AKl 
IFCADJ) 11,12,3 

12 T=EC/ALOGCAC/AK) 
PTIME=CTIME-DTI~E)/3600. 
P=CBETA*AKKl/(AKKl+AKK2>-ALPHAl*<AI-A)*DTIME+P 
WRITEC6,51l PTIME,T tHAMtDHK2,PSitAtB tADJtAKtAKK1tAKK2tP 
WRITEC6tl3) 

13 FORMATC5X,*END OF OPTIMAL POLICY*} 
STOP 

11 IFCDTIME-10. > 12t12,15 



c 

15 DTIME=DTIME/2. 
TIME = TIME- DTIME 
PSI=PSI*EXPC-CAK+DIR)/2.*DTIME) 
GO TO 14 

66. 

C CALCULATE CONSTRAINED POLICY 
c 

106 SUMK=AKKl+AKK2 
PSIF=-ALOG(l.O-HAMS*SUMK/CAKK1*AI*BETA-SUMK*ALPHA*AI))/SUMK 
T~=ALOGCPSIT/PSIFl/AK 
PTF=TF/3600. 
PTIME=TIME/3600. 
WRITE(6,105> PTF,PSIFtTtPTIME 

lU5 FORMATC/2 X'*POLICY HAS REACHED UPPER CONSTRAINT. *' 
1 TIME ON CONSTRAINT =*,F8.2,5Xt*FINAL ACTIVITY =*tf7•6 
2t5Xt*TEMP. =*,F6.1,2X,*TIME =*,F7e2//l 

DT=TF/100. 
TFF=TF+TIME 
Dl=CSUMK*ALPHA-BETA*AKK1>/AK 
C4=AKK1/SUrv1K 
Cl=CBETA*C4-ALPHA> 
C2=BETA*C4*AKK2*CP1-P2l/(AK*SUMK) 
C3=CP1*AKK1+P2*AKK2)/AK 
NI=1 

109 DECAY=EXPC-AK*DT> 
104 PSI=PSIT*DECAY 

IFCCPSIT-PSI).GT •• 0005) GO TO 111 
A=AI*EXPC-PSI*SUMK) 
AD=-A*Dl+(ADJ+A*Dll*EXP<DT*AK) 
HAM=Cl*CAI-A>-AD*PSI*AK 
IFCABSCHAM-HAMS>-EPS*10.J 110,110,111 

111 DT=DT/2. 
IFCDTeLT•1•0> STOP 
GO TO 109 

110 PSIT=PSI 
TIME=TIME+DT 
ADJ=AD 
P=C1*CAI-A>*DT+P 
IFCTIME.GE.T6F) GO TO 152 
NI=NI+1 
IFCNI.GE.10) GO TO 152 
GO TO 104 

152 DHDK=C2*CAI-A)+Cl*C3*PSIT*A-ADJ*PSIT 
B=BI+C4*CAI-A> 
PTIME=TIME/3600. 
WRITEC6,15ll PTIME,HAM,DHOK,PSltAtti,ADJ,P 

151 FORMATC1XtF8.2,9XtE13•6t3X,E13.6,1X,F5.4,F7.5,F7.5,3Xt 
1E10.3t34X,El2.5) 

NI=O 
IFCCTIME+DT>.GE.TFF> STOP· 
GO TO 104 
END 



67. 

SUBROUTINE PROCESS C AK) · 
C PROCESS CALCULATES THE HAMILTONIAN FOR A GIVEN TEMP.CAKl 

COMMON/BLK1/DIRtPSI,PSIT,P1,P2,A1tA2,BI,AI,BETAtALPHAt 

c 

lAKKltAKK2tDTIMEtHAM,AC 
PSIT=PSI*EXPC-CAK+DIR>t2.*DTIMEJ 
AKKl=AK**Pl*ll/AC**Pl 
AKK2=AK**P2*A2/AC**P2 
SUMK=AKK1+AKK2 
A=AI*EXPC-PSIT*SUMK) 
HH2=-BETA*AKK1*AKK2*CP1-P2>*<AI-Al/(SUMK*SUMK) 
HHl=CBETA*AKK1/SUMK-ALPHAl*CAI-A) 
HAM =HHl+HH2-CBETA*AKK1/SUMK-ALPHAl-*PSIT*CP1*AKK1+P2*AKK2)*A 
RETURN 
END 

C SUBROUTINES SPLINE AND INTER ARE USED TO FIND THE TEMP. 
C WHICH WILL KEEP H CONSTANT 
c 

* 

SUBROUTINE SPLINE CN~,x,v,PM,SLOPE1,SLOPEN> 
DIMENSION Q(51),U(51) 
DIMENSION XC6),YC6>,PM(6> 
N=NP-1 
DO 1 I= 1 'N 
AA=XCI+1l-XCI) 
IFCAA.LE.lO.E-20) GO TO 7 

1 CONTINUE 
Hl=XCZl-XCl) 
D1=3./H1*CCYC2)-Y(1))/Hl-SLOPE1) 
H1=XCNP)-X(N) 
DNP=6./Hl*(SLOPEN-CYCNP)-Y(Nll/H1) 
Q(1)=-o.5 
UCl)=Dl 
DO 4 1=2tN 
AA=CXCI+1)-X(!))/(X(I+1)-XCI-1)) 
D=C6./(X(I+1)-X(l-1))J*((Y(i+l)-Y(Il)/(X(l+1l-X(I)l 

* -CYCI)-Y(l-l)l/(X(I>-xci-1lJl 
P=(l.-AAl*O<I-1>+2. 
Q(l)=-AA/P 

4 U ( I ) = (D-C 1 • -AA) *U ( I -1 l lIP 

* CALCULATION OF THE N MOMENTS BY BACK SUBSTITUTION. 

* PNP=Q(N)+2. 
PMCNP)=(DNP-UCN)l/PNP 
DO 6 I=ltN 



* 

J=NP-1 
6 PMCJ)=QCJ)*PMCJ+l)+UCJ) 

RETURN 
7 WRITEC6t8l ItXCI),I,XCI+ll 

68. 

8 FORMATClOXt*+++ ERROR IN SUBROUTINE SPLINE +++*// 
*lCX,*THE VALUES X(*,I2t*) = *tE12.5t* AND X(*,I2t 
**+1) = *tEl2e5t*ARE IN THE WRONG ORDER.> 

STOP 
END 

SUBROUTINE INTER CNP,x,Y,PM,XR,YR,KSLOPE,sLOPE) 
DIMENSION XC6),Y(6),PMC6) 

* LOCALIZATION OF THE INTERPOLATION SEGMENT. 

* 

* 

IFtXReLTeX(l>.oR.XR.GTeXCNP)) GO TO 1 
DO 1 I=l,NP 
IFCXCI>.GE.XR> GO TO 2 

1 CONTINUE 
WRITEC6,5> XRtXClltXCNP> 
STOP 

2 J=I-1 
IFCX(l).EQ.XR> GO TO 3 

* CALCULATION OF THE CORRESPONDING YR VALUE. 

* H=X(J+l)-X(J} 
YR=CPMCJ)/(6e*H))*(X(J+ll-XR>*(X(J+l>-xR>*CX(J+l>-xR> 

* +(PMCJ+ll/(6.*Hl)*(XR-XCJ))*(XR-XCJ))*(XR-XCJ}) 
* +(Y(J)-PMCJ)*H*H/6•)*(X(J+l)-XR>tH 
* +CYCJ+ll-PM(J+ll*H*HI6.>*(XR-X<J>>IH 

GO TO 4 
3 YR=YCll 

IFCI.EQ.l) J=l 
H=X(J+l)-X(J) 

4 IflKSLOPE.EQ.O) RETURN 
SLOPE=-CPMCJ)/(2.*H))*(X(J+ll-XRl*CXCJ+l>-xR>+CPM(J+ll 

-l/C2.*H))*CXR-XCJl)*(XR-XCJ))+(Y(J+l>-Y(Jl)IH-CPMCJ+l> 
2-PMCJ)}*(HI6.) 

RETURN 
5 FORMATClOXt*+++ ERROR IN SUBROUTINE INTER +++*II 

llOXt*THE VALUE OF XR = *tE12.5/10Xt*IS OUT OF THE *t 
3*1NTERPOLATION RANGE X(ll =*tE12.5t* TO XCNP) = *tE12. 
45) 

END 




