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INTRODUCT I ON

To date, numerous ab initio studies of first row atom containing
molecules have been performed. One of the objectives of these calcul-
ations has been the determination of an optimum basis set for use in
further studies. Since ab initio calculations involve large numbers of
complex integrals, the use of gaussian expansions of Slater type orbitals
has evoivedlus. The main advantage of gaussian functions is the rela-
tive ease of integral evaluation in this basis as compared with Slater
orbitals. The validity of such expansions has been judged on the basis
of agreement between theoretically calculated molecular properties and
experimental values.

Of the many ab initio calculations involving first row atoms,

a fair proportion has involved the use of a minimal basis set. Such a
basis set is defined6 to consist of only those atomic orbitals which
are occupied in the ground state of each atom constituting the molecule.
Popte and various co-worker52’7-9 have been responsible for a signifi-
cant portion of the exploratory work in this field. Their investi=
gations have been focused on first row molecules in an attempt to
extend ab initio calculations to relatively large organic systems.

An immediate problem encountered in such an extension is the choice of
a suitable gaussian expansion for the basis set. Some investigators
have used fairly large gaussian representations and have consequently

been limited to small molecular systems. Pople and co-workers have



optimised the size of expansion appropriate for future work with large
molecules and have found that the minimum size required for an adequate
representation in such calculations consists of three gaussian functions
per Slater orbital. These findings provided the basic incentive for the
calculations to be reported in this thesis.

A natural extension of these minimal basis calculations is to
second row atom containing molecules. In this work the use of a minimal
basis for second row molecule calculations has been investigated.
Preliminary calculations have been limited to three sulphur containing
molecules - carbon monosulphide, hydrogen sulphide, and sulphur dioxide
= withrthe assumption that these molecules should be fairly represent-
ative of the behaviour of second row atoms in general.

There exists an ever-increasing need for the extension of
theoretical calculations to second row systems, since tﬁe majority of
molecules of biclogical and geological significance contain elements
such as phosphorus, sulphur, chlorine, and silicon. Ab imitio calcu=
lations are impractical where large molecular systems are concerned,
since the size of system which may be studied is limited both by the
nature of computing facilities required and financial comsiderations.
Consequently, ab initio caleulations are often not appropriate for
the large biologically important molecules or large silicate molecules
which are of interest to the geologist. However, a potentially rather
attractive method of molecular orbital studies applicable to these
classes of compounds is available in the form of the semi-empirical

treatment which has proven quite successful for large first row



moieculesio. Although an attempt has been made to extend methods such

" initial results have been dis-

as CNDO and INDO to second row atoms,
couraging. There exists an obvious need for improved parametrization

in such calculations. This could be achieved if a variety of reference
ab initio wave functions for second row molecules were available for
comparison. One of the aims of the present series of calculations is

to provide at least a fraction of such reference wave functions. Those
wave functions obtained in the course of this work are for minimal basis,
and minimal basis extended to include d, ab initio calculations.

An additional factor of considerable interest in this type of
computation is the effect of extension of the minimal basis to include
3d functions centred on the second row atom. Some preliminary calcu-
lations have been attempted12 in an effort to ascertain the suitability
of the minimal basis set for second row molecules. These however, made
no consideration of the effects of 3d functions. [t is nevertheless
widely believed that these orbitals are probably required, even in the
most naive treatments, for a satisfactory description of the electronic
properties of second row molecules.

in order to assess the importance of d orbitals in the molecular
bonding of some sulphur compounds, it was decided to compare results of
two series of calculations. One series involved only the minimal basis
set, the other an extended set in which the exponents of the included
d orbitals had been optimised. The criterion chosen for assessing the

involvement of d functions was the agreement between theoretically

computed molecular properties - such as dipole moment, ionization



potential, optimum bond lengths and bond stretching force constants =
and the experimentally observed values.

The results presented in this work should be of particular
interest, as for some time there has existed a dispute pertaining to the
exact nature of the contribution made by d orbitals to the molecular
bonding. This problem has been studied theoretically by both electro-
static and molecular orbital approaches. Using a point charge model,
(:,r’aig]3 determined that d orbitals do contract in the presence of a
potential field due to ligand charges. The extent of contraction found
is considered sufficient to make plausible the participation of these
functions in the molecular bonding of second row molecules. More
recently, there has been considerable effort made to determine whether
d functions are utilized in bonding and aiso to establish more definitely
the nature of their role. Several ab initio studies have indicated that
d orbitals are indeed essential to bonding of second row atomsih”ig.

The major source of dissension has been provided by results
of various experimental investigations concerned with aromatic sulphides
and heteroatomic compounds of divalent sulphur. For instance, the
interpretation of the hyperfine splitting constants obtained in electron
spin resonance studies of the dibenzothiophene, dibenzoselenophene and
dibenzofuran radical anions has been made using two mode]sls. It was
found that the correct interpretation of the spectrum for both dibenzo-
furan and dibenzothiophene could be obtained without inclusion of d
orbitals. In fact, the model in which d orbitals of n symmetry were

considered produced incorrect spin distributions.



A more extensive spectroscopic study of this type of suiphur
compound20 has indicated that 3d orbital participation, if it exists at
all, does not modify the molecular properties significantly. One notable
exception is thiophene, in which the sulphur 3d orbitals are thought to
be involved in the 7 system. However, ab initio calculations21 in which
the effects of inclusion of d orbitals on sulphur in thiophene were
studied, have indicated that the role of d orbitals is a minor one, which
in fact is probably overestimated by the nature of the basis set.

it is hoped that the present series of calculations will provide

further insight into the resolution of this dichotomy.



CHAPTER |

THEORET{ CAL BACKGROUND

Theoretical caleulations presently in use for the investigation
of molecular properties by the molecular orbital method fall into one of

two categories - designated as ab initio and semi-empirical. In ab initio

calculations, all electrons are considered simultaneously and the exact
non relativistic Hamiltonlan is used to obtain a solution to the
Schridinger equation. Those integrals fnvolved in obtaining a solution
are evaluated elther explicitly or by numerical methods, but this approach
entails the evaluation of all integrals, both one- and two-electron. In
semi-empirical calculations, only the electrons considered to be the most
important to the molecular bonding are considered explicitly. Integral
evaluation is simplified by use of vari@gs approximations. Certain
integrals may be neglected altogether, while others are assigned values
on the basis of experimental data. Thus, although the fundamental
ideology is the same in these two approaches, the mathematical treatment
‘differs in both complexity and scope. These differences should become

apparent as the methods are described in the following outiine.

1.1, ROOTHAAN'S EQUATIONS AND SELF CONSISTENT FIELD THEORY

The purpose of any molecular orbital calculation is to obtain a
solution of Schr8dinger's equation, which is normally stated in its time

independent form as:



Y = E VY (1.1}

In this equation, £ is the Hamiltonian operator, which consists
of a sum of one and two electron contributions, ¥ is the wave function,
depending on the electronic co-ordinates and E is the energy.

The method of solution in the case of a polyatomic, multi-electron
molecular system is based on Fock's procedure for solving a multielectron
cloégd shell atomic problem. An outline of the derivation of Fock's
equations is given in Roothaan's classical paper22 which presents a
mathematical formulation 6F the linear combination of atomic orbitals
approach within the Hartree-Fock method.

In the derivation of the Hartree-Fock equations, the moliecular
wave function is represented by an antisymmetrized product of one electron

moiecular spin orbitals. The usual notation for the wave function is:

v o= (7] 40D F1(2) 6203) T o (20-DF (20)] (1.2)

where N = 2n is the total number of electrons and the ¢i are molecular
orbitals, with“$} denoting a B spin.
R, the total Hamiltonian operator occurring in equation (1.1) is

given by the sum of one and two electron contribution@,ftl and# 5

respectively; in atomic units:

;Q's kl +f£2
= - z(4v2) A -1 (1.3)
= |-z 4Vq =T ¥ ?—==] + T3 rqs i.3

q A g Agq q>s



The one electron contributions consist of kinetic energy and
nuclear electronic attraction terms, and the two electron term represents
electronic repulsions. V2 is the differential operator for kinetic
energy, ZA refers to nuclear charge on centre A, MAq and Yas represent
nucleus to electron and inter-electron distances.

To calculate the total energy of the system it is necessary to
evaluate the integral, over both space and spin coordinates of all the

electrons:
S\y* (#, +%5) v dr (1.4)

Considering first the one electron contributions:

o, o= 1 (-392 -2y o 1H(g) (1.5)
q r
q Aq q

j\r* H(q) ¥ dt = Tles')‘T ggl 0P ENPY ore () @)L

‘ (1.6)
. ‘q'b;(Zn)} Hiq) P'{o1(1) 91(2). ...‘J:;(Zn)}dr

where P, P' are operators which permute electrons among the molecular
orbitals.

Since it is simpler to work with an orthonormal set, it may be
assumed without loss of generality that the MO satisfy the following

condition:

S¢? ¢j dr = Gij , the Kronecker delta (1.7)



Because of this condition, the only non zero contributions to the
one electron terms are those for which P and P' are identical, and since
the electrons are indistinguishable, the value of this integral is

identical for all 2n electrons:

(v v - o [P B T

(1.8)
x HQ1) PL61(1) $1(2).... § (2n)} dt
% n
j\y Hvdr = 2T I (1.9)
l=
where  H,. = jqf:(l) H¢. (1) dry (1.10)

Similarly for the two electron terms, because of indistinguish-
ability of electrons, each contribution is identical and the total number

of these terms is %(2n) (2n-1)
* (2n) (2n-1) P P! —_
v R, vde = £z (DD P e (1) 37(2) ..
J U 1) I R S $1{l) 0 G

ceen 3 (20)) r3 P e (1) F1(2).... §, (2n)}dr

This integral evaluation is more complicated than that for the
single electron terms since now the non zero terms include permutations

which differ by the interchange of two electrons.
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For the case where the two electrons are assigned to the same
orbitals in both permutations - that is where the permutations are

identical, there are four contributions in total:

jgﬁ(l)"t’;(z) rT; 9; (1) 9;(2) dry drp (1.12)

and the corresponding o spin integral, and:

jSE’?(I) ¢§(2) r;; 47.,(1) ¢j(z) dry dtp (1.13)
Sgd)?m 5}"(2) rz ¢ (1) F;(2) dry drp (1.14)

Integrals of this kind are coulomb integrals and generally

denoted:

5y, - Hcp"::‘m $52) 13 6, (1) 8,(2) ary dry (1.15)

If the two electrons are assigned to the same molecular orbital,
their spins must be different, and only two of the above contributions
occur.

The other type of non zerc two electron integral occurs when the
spatial orbitals of electrons i and j are interchanged in the two

permutations. Here only two contributions arise:

H 07 (1) 03(@) /T 0,(1) 0,(@) dr; dry (1.16)

and H}S‘?(\) Ei'i‘(z) r;’; T¢‘j(1) 3_5(2) dry dty (1.17)



1"

These are the exchange integrals, symbolized by Kij; these
always occur with a negative sign since the two permutations are of
different parity.

The complete expression for the electronic energy becomes:

n
e = 2% H..+2J.+z(2J - K..)
j=p O i i i#] ij ij
(1.18)
n nn
or e = 231 H,, + £z (2J..-K..)
=1 i i] ij

i

Now that the energy expression has been derived, the variational
method is applied, and the energy is minimized with respect to the
molecular orbitals ¢, by use of the method of undetermined multipliers.

This procedure results in a set of differential equations:

core _ ‘o
[H + 2 (2Jj Kj)] ¢; = Zepyé; i=1,2....n (1.19)
J J
where HEC'® is the H(q) defined by equation (1.5),
¢ (v)cb (v)
and JJ.tbi(u) = [E—L—dr 1 ¢; (u)
uv

i——J—v—dt 1 ¢j(u)

Kj‘bi(U) "

The quantity represented by the square brackets in equation (1.19)
is the Fock operator F and the equations themselves are known as the

Hartree-Fock equations.
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Roothaan, in order to simpiify the solution of these
equations proposed the use of the linear combination of atomic orbitals

(Xu) to represent molecular orbitals (¢i)°

X € . (1.20)

The €. refer to the coefficients of the uth atomic orbital in the ith
molecular orbital. In this approach the energy is expressed in terms of
the set of coefficients'{cui} and the energy is minimized in accordance
with the variational method, with respect to the coefficients. The

energy expression in the LCAO-MO SCF procedure is:

e = I P H -% 1t p P [(uw/rxo) = %(ur/vo)l
uv [TAV R T\ uvAG UV - AC

P a2 "

T Cui Svi

i=1

(1.21)

) core
Huv = g xu(l) H Xv(i) dty

B} o
(wo/ro) ~§j x, (1) x, (1) - Xy (2) x_(2) dry drp
Upon application of the variational method to the above energy expression,
the set of resulting equations in the LCAO-MO SCF procedure is:

5 (Fuv = € suv) c,i = 0 (t.22)

where Fuv , the Fock operator:
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Fo = Bt )\g Pro [{uv/ra) = %(ur/va)l | (1.23)

In order that a solution exist , the secular determinant must

!
equal zero:

| F-se| =0 (1.24)

Therefore, the problem consists of solving a set of equations
non - linear in ¢ for both the c; and €po The usué? procedure involves
assumption of an initial set of €y to be used in evaluation of the
initial Fock matrix, This Fock matrix is then used to solve the secular
equations for a new set of €po This series of operations is repeated
until the new set of coefficients yields an energy which agrees with
that from the previous cycle within the limits of a specified criterion,
The molecular orbitals are then said to have reached self comsistency
and the procedure is therefore known as the self consistent field method,
It is usual to use as an initial guess, the one electron Hamiltonian
matrix elements.

This type of calculation applies to all closed shell ground state
configurations and may be extended to excited states. R@othaanzz
explains the diff@%@n@es between the two types of calculation and presents
formulae for the triplet and singlet state energies.

Pople and N@sb@t23 have developed an open shell theory applicable
to the ground states of radical fons as well as to excited states; the
wave function used for this caleculation is of the unrestricted type -

one in which the alpha and beta spin electrons are assigned to [mndependent
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sets of molecular orbitais,‘{¢?} and {¢?}a For M alpha spin electrons
and N beta spin electrons the wave function is given as:
=1 .
v o= [N 1172 207 Prog (1) (1) 65(2) a(2).... 6%00)
P
‘ (1.25)

a(M) ob  (M+1) B(M+1).... of \ (M#N) B(M+N)}

By applying the standard procedure, as outlined for closed shell ground
states, to this type of wave function, it may be shown that the energy

for the open shell system of (M+N) electrons is given by:

o B o+B a+B oo BB
E=ZH +ZH + ¥ oz Jij) -5z +312I)K,, (1.26)
i i i I

‘Then, by use of the variation theorem, it is found that a solution for

the open shell case is dependent on two sets of matrix equations:

(% - £ s) ¢l =0

1.2
- By cB=o .27
- P = =
where E? =H+J- E?
BPaneg -k N

The results reported in this thesis were for ab initio calculat-

ions using the POLYATOMZh system of programmes; the open shell

calculations were of the unrestricted type.
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I.2 BASIS SETS:- GAUSSIAN VERSUS SLATER FUNCTIONS:

Two types of function are most often used to comprise the basis
set in the LCAO approach; one possible choice is the set consisting of

nodeless Slater type exponential functions, having the general form:

s, =" v, (6, 9) 7 (1.29)

where Y, (6, ¢) are spherical harmonics, r the radial distance, 1, m,
n the quantum numbers and o the exponential parameter which may be
optimized within the molecular calculation or assigned an a priori value

25

on the basis of Slater's rules These functions have been widely used
since thelir analytical form represents adequately the atomic orbital, the
cusp condition being reproduced at the nucleus. Furthermore, calcu-
lations using a Slater basis converge fairly rapidly. The major
disadvantage of these STO is the intractabie nature of the complex multi-
electron, multi-centre integral evaluation.

Boys,zs'in 1950 first suggested and formulated the use of gaussian
type functions as an alternative basis set.. In his work, he derived
equations necessary for evaluation of integrals over gaussian functions.

A gaussian type function, on a centre A is normaily represented:

g, (ry) = xi‘ y" oz exp(-a; r2) (1.30)

where o, is the exponential parameter, either chosen on the basis of

previous atomic calculations or else optimized within the calculation.
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2 2 2
(xA + YA + zA)

>N

(x -Ax)2+ (y -Ay)2+ (z -Az)2 (1.31)

(x, y, z) representing co-ordinates of an arbitrary point in
space, and (Ax’ Ay, Az) the co-ordinates of centre A.
1, m, n are parameters, the value of which is determined by the

orbital type:

s type: l=m=n=20
p type: I =1; m=n=0 etc.
d type: 1 =2; m=n=0 etc.

With recent a&vances in computing facilities, Boys' approach has
since been extended and applied to various problems, including molecular
calculations. In his review article, Shavitt27 discusses the methods
used to implement this approach and presents the formulae required for
integral evaluations in a more comprehensible form. The great advantage
of these gaussian functions over Slater type functions is realized in the
comparative ease with which multi-centre integrals may be evaluated.

The simplification is due to the fundamental property of gaussian functions
which permits reduction of a product of two gaussians gi(rA) and gj(rB)
centred on atoms. A and B, respectively, to a single gaussian with centre

C on the line segment between A and B.
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= - 2 - 2
g; (ry) gj(rB) exp( o, rZ ’ajrg)
e 2
" et gy A o) ) (1.32)
i,
o e2) =
K exp( mkrc) ng(rc)

= - 2 RPRY IS - 21%
where AB [(Bx Ax) + (By Ay) + (Bz AZ) ]

The usefulness of this and other characteristic properties of
the gaussian function is illustrated in appendix i where the necessary
formulae for the computation of dipole moments are derived.

Although gaussians are mathematically superior to Slater functions
for these computations, early calculations by Boy526 using a basis set
consisting of gaussian functions proved that such a representation is
inferior to the analogous Slater representation. This deficiency
results from the inadequacy of single gaussians to reproduce the radial
distribution of the atomic orbital. The representation using gaussians
is especially poor at the nucleus, where the cusp behaviour is not
obtained and also at large distances from the nucleus where the gaussian
function drops off too rapidly. To improve the gaussian to Slater fit,
the use of linear combinations of gaussian type functions (LC GTF) has
been proposed. This approach requires an optimization of the gaussian
function coefficients and exponential parameters which occur in the linear
combination fitting the gaussian functions to either an atomic Slater
type function or a Hartree-Fock atomic orbital. One method used for
these optimizations is the least squares fit, which has been applied by

354,5

several workers who have tabulated their results in the literature
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By use of this LCGTF-AO0 approximation, it is possible to simulate
the radial behaviour of Slater type functions and therefore approximate
the exact orbitals to the same degree of accuracy. This procedure
introduces a large number of additional integrals, increasing both the
length of time required for evaluation of molecular integrals and also
the complexity of the programming. In addition it has been found that
the wave function obtained with a gaussian basis set exhibits much
poorer convergence properties than does a comparable Slater basis set
wave function. However, these difficulties are more than compensated for
by the facility of multi-centre integral evaluation.

The computations to be reported in this work are results of ab
initio molecular orbital calculations for gaussian expansions of Slater
type orbitals. The programmes involved are versions of POLYATOMZA
modified for use at McMaster University.

From the discussion presented above, it may be seen that such a
calculation provides a potentially powerful technique for theoretical
investigation of.smail polyatomic molecules. Whether these calculations
may be successfully ektended to larger systems and the changes required

to make such studies possible are questions which remain to be settled.

1.3 SEMI-EMPIRICAL METHODS

Semi-empirical methods avoid the problem of evaluation of complex
multi-centre integrals but at the same time provide a means of studying
larger polyatomic systems. This approach usually involves a series of
approximations made in the process of setting up the problem, coupied

with the incorporation of experimentally obtained parameters., To date,
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methods depemding on a wide range of approximations have been develoﬁed;
their success has been determined by the reliability of the calculated
molecular properties, The va}ious semi~empirical methods available to
the experimentalist and the nature of approximations encompassed by each
of these have been described in a recent review articlez8

One such semi-empirical method, perhaps the most widely applied,
is the CNDO or complete neglect of dffferential overlap approximation
developed by Pople andfco-workerslo’]l’zs. Although this approach has
been quite successful and therefore widely applied for first row molecules,
extension to second row atoms has been neglected Secause of the lack of
experimental data required for parametrization. The calculations per-
formed in the course of this work were designed with the objective of
contributing towards the parametrization of CNDO/Z for second row atoms.
Consequently, it seems appropriate to present briefly the concepts
involved in this approximation. Further details are available in a
recently publisﬁed monograph by Pople and Beveridge3o

The fundamental approximation made.in CNDO theory involves
neglect of all integrals in which products xu(l) xv{E) occur, u#v, for
a basis set consisting of valence shell orbitals only. This approxim-

ation imposes the following constraint on single cemtre overlap integrals:

Suv = J-xu(']) Xv(]) dt = § (1.33)

HY

The constraint of neglect of differential overlap eliminates
contribution from all two electron integrals (pv/kg), as defined by

equation (1.21), except those in which y = v and A = 0.
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Furthermore, those two electron integrals which do make a
contribution depend not on the type of atomic orbital, but rather on the
atom on which the orbital is centred. These two electron integrals are

evaluated explicitly for s type functions, on the two atomic centres:

(ﬁu/AA) = vpg» the coulomb integral

=§x':(l) xz(Z) ris x:(l) x:(z) dry dtp (1.34)

In the case of one electron integrals, differential overlap is
not neglected since it is essentially a measure of the extent of bonding
due to overlap of electron distribution on adjacent atoms. The

contributions to single electron energy are the following:

L B:A(u/VB/u)
(1.35)

where (u/-%v2 - VA/u)

U
HU

Uuu represents the energy of an electron in the orbital ¢u in
the presence of its own core, the quantity (-%V2) being the kinetic
energy and VA the potential due to the core of atom A,

H v is zero if uw and v are on the same centre. Otherwise, the

one electron contribution to the electronic energy is given by:

po =
]

" (u/-%v2- Vp = Vg/v)
(1.36)

== o
Buv BAB Suv

which is effectively the energy of an electron moving simultaneously in
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the field of two nuclei. This contribution is termed the resonance

integral and given the symbol Buv' The contributing overlap integrals,
31

suV’ are evaluated according to standard formulae
Both Buv and Uuu are assigned numerical values dependent on
experimental data and are not obtained directly through integral

evaluation. These are the parameters in this semi-empirical method. In

30

CNDO/2, the Uuu values are assigned as explained elsewhere” on the basis

32

of atomic spectroscopic data The resonance integrals BRB are approx-

imated by:
Bag = %(8, + 83) (1.37)

where the BR

self consistent field calculations. In CNDO/2, the final expression for

are optimized by fitting CNDO wave functions to more accurate

the Fock operator is:

= - L - - _
Fuu Uuu + (PAA épuu)YAA + BiA[ Qg Yag + (zB o VAB)]
u#FV
A occ
P, =L P and P =23 C.C .
AA Hy uv ‘ ui vi
H j=1
Qy=2, - P Q. being the net charge on atom B (1.38)
B B BB B
ZBg the core charge on B
R -
= o - L
Fav = Bag Suv ™ Py Vs
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In the CNDO/2 approximation, and similar related methods, the
major problem is the lack of more accurate wave functions which are
essential to the parametrization for second row and heavier atoms. It

is hoped that this work will at least partially alleviate this difficulty.



CHAPTER L
'COMPARISON OF MINIMAL AND EXTENDED BASIS SET CALCULATIONS
'FOR THE SERIES OF COMPOUNDS: HYDROGEN SULPHIDE,
"CARBON MONOSULPHIDE AND SULPHUR DIOXIDE

The purpose of this work was to determine whether the minimal
basis set is adequate for second row atoms or whether it requires
extension to include d orbitals. This question was investigated by an
ab initio study of the molecular properties of three sulphur containing
compounds. The effects of inclusion of 3d orbitals on sulphur were
determined by performing two parallel studies:- one without d functions,
that is the minimal basis set, and the other with d functions - here
referred to as the extended basis set computation. The importance of d
functions was evaluated by a comparison of the computed values of bond
lengths, dipole moments and force constants for the two series. Agree-
ment of calculated values with experimentally determined ones was also

an important factor in deciding the extent of d orbital participation.

ii.1 BASIS SET:

The type of basis set used in these calculations was chosen so as
to provide a reasonably accurate description of the molecular situation
and at the same time remain economically viable. This basis set
consisted of linear combinations of gaussiam. type functions to effect a
representation of Sliater type orbitals. The core orbitals Is, in the

case of first row atoms, and ls, 2s and 2p for second row were represented

23
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by two gaussians each, and the valence orbitals ~ 2s and 2p for first row
atoms and 3s and 3p for second row atoms, were each represented by four
gaussians. Hydrogen 1s orbitals were represented by four gaussians, and
the 3d orbitals by 2 gaussians. This basis is similar in constitution to
that used in other calculations for CS, H,S and SO, which consisted of
three gaussian functions for the representation of each Slater type

16,43

function However, both the basis set used in these calculations
and the 3 gaussian set are inferior in magnitudé to the set used in most
ab initio calculations. For instance, results have been reported‘5 for
$0, calculations in which the sulphur atom Is represented by 12s- type
and 9p- type gaussians and the oxygen atom by 10s-type and 5p-type
gaussians.

An abbfeviated notation Is used throughout for the gaussian repre-
sentation; for example, for the sulphur dioxide molecule: (24L/2242L42).
This notation specifies that the basis on the atom of lower atomic number
consists of 2 gaussians for the 1s orbital, four gaussians for the 2s,
and 4 gaussians for each of the three 2p orbitals. Similarly for the
centre of higher atomic number- where the basis is comprised of 1s, 2s,
3s, 2P, 3p and 3d functions in that order.

Use of the linear combination of gaussian type functions for
representation of Slater type orbitals (LCGTF-STO) approximation requires
- the specification of gaussian orbital exponents and combination coefficients.
From among the several possible sources of expansion data available3’5’33’3h,
the set of parameters selected for these calculations was taken from

4 . . s s . .
Stewart . This work reports expansions, consisting of one to six gaussian

functions, for the Slater type orbitals 1s through 5g. This expansion



TABLE 1

ZETA VALUES(a) USED IN DETERMINATION

OF EXPONENTIAL PARAMETERS

ATOM 1S 25 2p 3S SP 3d
c 5.6727 | 1.6083 | 1.5679 |
0 7.6579 2.2458 2.2266
s | 15.5409 | 5.314k | 5.9885 | 2.1223 | 1.8273 | 1.78'¢
1.58
H 1.2
(a) A1l values except 3d taken from Reference 36.
(b} This value was chosen on the basis of previous
calculations.
(c) Taken from Reference 37; 1.78 used in HpS and

1.58 for SO,.
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data was obtained by a least squares fit of gaussian functions to Slater
orbitals. Using Stewart's notation, the mathematical representation of

the Slater type function is:

(2g)2"sM! . n_=1

%

s
q’n im = [ ZnS ! ] r exp(-cr) Y]m(e’¢)

or in terms of a linear combination of gaussians,

¥ g7

ngim = L WI r Yy, (0,0)

% 20 _+1
& 22"

>
]

N (an+1)/4 ,
x I d a exp(-akr )
k=1
where N refers to the mumber of gaussians in the expansion, and dk’ o
are the sets of expansion coefficients and exponential parameters. The
exponential zeta parameters appearing in Slater orbitais may be assigned

35

values according to Slater’s rules for atoms””, or alternatively,
optimised within the calculation. Sets of o appearing in the literature
have been obtained for a gaussian fit to a Slater type function in which
zeta is éssumed to be unity. Prior to their use in calculations, these
values are appropriately rescaled by a factor 2 in the manner required
by the secaling theorem as reported by O-Ohatasqe

For the present series of computations the optimised atomic zeta

values reported by Raimondi and Clemeﬁti36 have been used; these are

listed in Table 1.



TABLE i

OPTIMIZED VALUES OF SINGLE AND SPLIT-d ZETA
FOR ORBITAL EXPONENTS

Sinal Split Zeta Value(a)
Molecule ‘ngle
Zeta Value
5] Co
H,S 1.66 1.66 ]1.65
cs 1.68 1.63 1.75
50, 1.58¢b) 1.40 1.63

(a) In HyS and €S ¢; value refers to de2_
and 7y to dxy dxz dyz.

In SO z; refers to only the dxy exponent,
remaining exponents being determined by value
of ¢s,

y2r 952

(b} Not optimized im these calculations but taken
from Reference 37.

27



Figure |

Variation of Molecular Energy as a function of 3d
orbital exponent for Hydrogen Sulphide for a
single exponent, for r, with constant z;
and for r; with constant z,.

i(b) is simply a repetition of 1(a) on an expanded scale.



28

- < TOM

Io
sineLe {
~7013
“’384'70' "’ _0?0!5
T02
g! = l’?@
- 70l f
delels
o, .
g 701} —_— _—
g ”7Q2r
®
=
Ty
¢ o= 168
L7014
TOI
F— M
TO2F
- TS
180 180 1-60

d orbital exponant



29

1{.2 'd ORBITAL EXPONENTS

Prior to the investigation of molecular properties for the series
of sulphur compounds in the extended basis set, the suiphur atom d
orbital exponents wére optimized for each molecular environment. This
procedure involved a variation of the single d orbital exponent and also
an energy minimization for the split zeta-d exponent. In the latter
case, the d orbitals were divided into two groups - one consisting of

d 2 and dzz, each with exponent zj, and the other of dxy, dxz and dyz

x2 -y
for which the exponent was Zy. This division conforms with qualitative
chemical ideas concerning involvement of d orbitals in bonding. The
calculated sets of optimum zeta values are presented for HyS, CS and SOp
in Table 11,

According to the results of these calculations, for the hydrogen
sulphide molecule, the atomic d orbitais centred on the sulphur atom are
not greatly perturbed by the bonded hydrogen atoms. This is reflected
by the result that the single zeta value is equal to both components of
the split zeta exporient. Furthermore, very little variation in energy
occurs over a wide range of d orbital exponents Tj and L - as is
indicated by the plots in figure la. However, when the energy scale is
expanded, as in figure lb, for the purpose of comparison of the variation
in the two zeta components, it is apparent that response of 7, is more
pronounced than that of ;. This may indicate that in hydrogen sulphide,
the bonding is much more sensitive to expansion or contraction of the
dxy, dxz, dyz set of orbitals. Since in this case, the dyz orbital has

the correct spatial orientation to interact appreciably with the hydrogen



Figure 1|1

Variation of Molecular Energy as a function of 3d
orbital exponent for Carbon Monosulphide
for a single exponent, for £, with constant 7,

and for g; with constant z,.
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atoms, this result is not unexpected. As the split zeta component values
are identica!; it may be presﬁmed that in hydrogen sulphide interaction of
one set of d functions is not prédominant over that of the other.

The situation for carbon monosulphide and sulphur dioxide differs
from that for hydrogen sulphide in that the sulphur atom is bonded to
first row atoms in these molecules. This means that included in the
basis set are functions’with symmetry conducive to more extensive
interaction with the sulphur atom d orbitals. It might be expected
therefore, that the d orbital exponent values would be appreciably differ-
ent for these moiecules.

For carbon monosulphide, as may be seen upon referring to figure
Il, the variation in energy with change in the d orbital exponent is again
quite gradual. However, the plots are more sharply inflected than those
for hydrogen sulphide. The optimum split zeta values are no longer equal;
gy for dxz-yz and dz2 has a value of 1.63 and z, for the remaining
participating d functions, dyz and dxz, is 1.75. There is no contribution
to molecular bonding from the dxy function because the symmetry of this
orbital prohibits interaction with any of the carbon p functions. The
optimum single zeta exponent was found to be 1.68, a value which is equal
to the weighted average of the split zeta components.

The smaller magnitude of the dz2’ d o exponent indicates that

xZ-y
the radial maximum for these functions occurs at a larger distance from
the sulphur atom than for the dxz, dyz orbitals. The contraction of the

dxz and dyz is greater than that of the remaining d orbitals indicating

a greater sensitivity of these orbitals to the electron density at the
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bonded oxygen atoms.
Interactions which might be operative between the p orbitals of
any bonded first row atom and the sulphur atom d orbitals are usually

39

referred to as thé synergic effect The o contribution to bonding
consists of the norméi s and p type combinations, but is enhanced by the
poc - do interactions which are possible. In addition to the donation

of electronic charge from the carbon to the sulphur, a back donation may
occur via the d orbitals, dxz and dyz, on sulphur to vacant p orbitals
of appropriate symmetry on carbon. This mechanism is analogous to the
simul taneous o-acceptor, w donor capabilities attributed to transition
metals when bonded to w-acid ligands.

The greater degree of contraction found for the dxz and dyz
orbitals might be an indication of the removal of electron density from
these orbitals compared to an increase in electron density localized in
the dzz orbital.

For the third molecule studied, suiphur dioxide, the division of
d orbitals did not conform to that used for the other two molecules,

The dxy component was optimised alone as zj and fhe other four d orbitals
were treated as a single group with exponent ;. This choice was based
on the unique role which the dxy orbitai-p]ays in sulphur dioxide = being
the only atomic orbital with a, symmetry. Such a symmetry orbital is
capable of participation in 7 type bonding in the molecule. Furthermore,

a grouping of this kind would provide a more economical route to d

orbital optimisation than one involving three categories of d functions.



Figure 111

Variation of Moleecular Energy as a function of 3d
orbital exponent for Suiphur Dioxide for
£y with a constant z, and for

£y with a constant ;.
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TABLE 111

COMPARISON OF MOLECULAR ENERGIES AND DIPOLE MOMENTS
FOR CALCULATIONS USING OPTIMUM SPLIT ZETA

AND SINGLE ZETA d ORBITAL EXPONENTS

Energy (a.u)

Dipole Moment (D)

Molecule
Single Zeta | Split Zeta Single Zeta | Split Zeta
H,S -384.7015 -384.7015 0.466 0.466
Cs -419.8687 -419.8689 2.53 2.52
50, ~527.7653 =527.7699 1.28 1.26

34
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The single zeta exponent was not optimised in the case of sulphur
dioxide, but was asSﬁmed to have the value found37 using a much more
extensive basis set. Oncé again, thé wéighted average of the optimum
split zeta‘exponénts was found to be equal to the single zeta value,
However; for sulphur dioxide, the difference between the components of
the split zeta exponent was greater than that found for carbon mono-
sulphide. Furthermore, the variation of energy with change in d orbital
exponent is much greater than for carbon monosulphide, as indicated by
the curves in figure ill. This increased sensitivity might be a
reflection of increased participation in molecular bonding by the d
orbitals. Another interesting feature which emerges upon examination of
the results, is the decreased magnitude of the dxy orbital exponent.

This could be interpreted as an indication that this particular d orbital
is more involved in the molecular bonding than the remaining less diffuse
d functions. An explanation of this kind would correlate with the unique
quality possessed by the dxy orbital - namely its symmetry - which
distinguishes it from the remaining d functions. This symmétry property
allows a pm - dw interaction, so creating an additional contribution to
the bonding through 7 type molecular orbitals in sulphur dioxide.

The merits of the use of split zeta d exponents may be established
by a comparison of molecular properties calculated for the double
exponent with those obtained for a single exponent. Such a comparison
is presented in Table Il1l. Split zeta exponents are expected to lower
the energy since additional freedom is introduced into the wave function

by their use. However, upon examination of the computed dipole moments,



TABLE 1V

EXPERIMENTAL GEOMETRIES FOR H,S, SO,, CS WITH MOLECULAR CO-ORDINATES IN ATOMIC UNITS

Molecule Bond kength Bond Angle | Centre X Y yA
(a) Hy 0.0 | -1.808296 | 1.740163
HoS 1.328 92.2 Ho 0.0 | +1.808296 1.740163
S 0.0 0.0 0.0
(b) c 0.0 0.0 2.900596
S0, 1.54321 119.5 0, 0.0 | +2.337823 | 1.363378
S 0.0 0.0 0.0

(a) Reference 40
(b) Reference 42

(c) Reference 41

9¢
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it is seen that (ncorporation of split zeta d exponents does not produce
significant improvements over the values obtained using single zeta d

functions,

!l.3"GéOMEfﬁ9:

The invéstigation of geometry for the three molecules included
an optimisation of bond lengths in both of the basis sets considered, but
not of bond angles. This neglect of bond angle optimisation was just-
ifiable on the basis of previous investigation by other workers in the

37

group. Their results indicate that the inclusion of d orbitals does

not greatly affect ;he bond angle. The pertinent experimental geometries,
together with the cartesian coordinates calculated using these values are
presented in Table {V. Results of bond length optimisation are included

in Table V for HyS, Tables VI, VIl for CS and Tables VIIl, IX for SO;.

In each case the optimum bond length reported for the ‘with d' calculations
have been obtained using the optimum theoretical d orbital exponents.

For hydrogen sulphide, it was found that the computed optimum
bond length was only slightly improved by the addition of d functions to
the molecular basis. Without d orbitals, the theoretical H-S bond length
was 1.36& in fair agreement with the experimental value of 1.328&u0q
When d functions were added, the computed bond length improved to a
value of 1.33R.

Again, as for hydrogen sulphide, the agreement of calculated
optimum geometry with experimental observation for carbon monosulphide

is improved by the inclusion of d functions in the basis set. The

decrease of the C-S bond length from Ea63a to 1.56R which was observed



TABLE V

HYDROGEN SULPHIDE RESULTS OF CALCULATIONS COMPARED WITH PREVIOUS WORK

This Work | This Work | Calculation Il | Calculation |1 | Calculation i1l | Experimental
Without d | with d Without d (a) With d (a) With d (b) Values
Gaussian ' (41,1/62,11,11,
Primitive Set (L/22424) (4/224242) (3/33333) (3/333333) 61,11.1)
-87.7324 -87.7250 ~91.974k
-8.4083 -8.3948 -8.9617
-2.1327 ~2.1223 =2.2520
. -6.1363 -6.1263 -6.6510
grb't?” -6.132h -6.1206 -6.6487
nergtes -0.9208 -0.9133 -0.9859
~0.5396 -0.5523 -0.5940
-0.4375 -0.4533 -0.5008
-0.3412 -0.3342 -0.3834
(Sta) Eneray |_3gh.ek9l | -384.7015 |  -394.463 -394.516 -398.68624
=V/T 2,022 2.022 2.00019
Optimized Bond|
Length A 1.38 1.33
d Orbital i .66 0.6
Exponents ’ ’
Ist lonizat'n (a)
Potent'] (a.u) 0.3412 0.3342 0.356 0.343 0.3833 0.384
Dipole (c)
Moment (D) 1.55 0.469 1.7k 0.66 1.3345 0.937

(a) Reference 43

(b) Reference 17

{c) Reference 38

8¢
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upon addition of d orbitals is to be expected as a result of the sulphur
atom's capacity for participation in pv - dv bonding. Agreement of the
optimum theoretical bond length of 1.563, with the experimental value of

LY A

1.5349A7% is qﬁite good:

Optimisation of the sulphur-oxygen bond length was also influenced
by the addition of d functions. For the minimal basis, an optimum bond
length of 1.60& was obtained and was improved to a value of 1.46A upon
extension of the basis set. This latter result agrees fairly well with
experiment at ].h3213h]e Addition of d orbitals increases the bonding

between sulphur and oxygen through a dn - pr mechanism and a consequent

decrease in the sulphur-oxygen bond distance is observed.

f1.4 DIPOLE MOMENT

The effects of d orbitals included in the basls set on the
calculated dipole moment were also studied. A prerequisite for this
study was the compilation of a new version of the dipole moment programme
which could be appended to the POLYATOM package. Details of the required
integral formulae are given in appendix | and a copy of the programme
itself constitutes appendix il of this work,

On the basis of the results obtained in this set of calculations,
it may be concluded that the dipole moment is a molecular property which
is extremely sensitive both to molecular geometry and the nature of the
basis set. To illustrate this sensitivity, it was found in the extended
basis hydrogen sulphide caliculations that a bond length change of 0.13
produced a difference of 0.12D in the dipoie moment. Dependence of

dipole moment on bond length, and also bond angle, is to be expected since



CARBON MONOSULPHIDE :

TABLE V!

RESULTS OF CALCULATIONS

This Work This Work
With d Without d
Gaussian
Primitive Set (24k/224242) (24h/22424)
-87.7982 -87.7986
~10.7413 -10.7659
-8.4670 -8.4748
-6.2033 -6.2053
Orbita] ”6.]932 "'6.'990
Energies =6.1932 =6.1990
g -=1.0390 ~1.0493
-0.6339 -0.6290
-0.4282 -0.4240
-0.4282 -0.4240
-0.4007 -0.4117
Total
Energy (a.u) -419.8689 ~419.8099
Optimized Bond
Length. (&) 1.56 1.60
=V/T 2.022 2.022

40



TABLE Vi1

COMPARISON OF PRESENT CARBON MONOSULPHIDE CALCULATIONS WiTH PREVIOUS WORK

This Work This Work Calculation i{ | Calculation Il Experimental
Without d With d Without d (a) With d (a) Values
Gaussian
Primitive Set (2bi/22424) (24k4/224242) (333/33333) (333/333333)
Total
Energy (a.u) -419.8099 -419,8689 °4300617 -430.679
d Orbital gy = 1.63 1.60
Exponents gy = 1.75 )
Ist lonization (a)
Potential (a.u) 0.4117 0.4007 0.425 0.417 0.393
Dipole (b)
Moment (D) 1.05 2.52 0.97 2.23 1.97

{a) Reference 43
(b} Reference 38

Y
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geometry determines the charge distribution and hence the polarity in the
moleculé. However, the effect of incorporation of d functions into the
minimal basis set was to produce a large change in the dipole moment.
For the experimental equilibrium geometry of hydrogen sulphide, the
minimal basis dipole moment was 1.55D and the extended basis value 0.553D.
The difference could be an indication of participation by d orbitals in
the molecular bonding. This participation is made possible by the ability
of these orbitals to alter the charge distribution in the molecule by
behaving as polarizing functions.

On comparison of the calculated dipole moment (0.553D) of H2S

38 0f 0.937D it is evident that the addition

with the experimental value
of d functions produces an improvement, in the correct sense, from the
value obtained without d functions (1.55D). Despite the improvement on
addition of d orbitals, a discreparicy in dipole moment of approximately
forty per cent still remains to be accounted for. To obtain better
agreement, further modifications to the basis set seem to be necessary.

in order to explore in more detail the influence of basis set
upon dipole moment, a series of calculations in which the primitive
composition of the set was varied, was performed. The results of this
study for HoS are presented in Table X and seem on the whole to indicate
that the molecular properties are intrinsically dependent on the size of
the gaussian set chosen to represent the functions constitéting the
minimal basis set. According to these calculations, although the

molecular wave function and molecular energy both improve upon increased

gaussian specification of the s type functions, the dipole moment computed
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deteriorates. Furthermore, it is eyident that the most influential
factor in the determination of dipole moment is the nature of the
gaussian répresentat§on of the p fﬁncti@ns in the set; As the number of
p type gaussian primitives uséd for the expansion of Slater p orbitals

is aggmented; the dipole moment improves, especially if the s type
functions remain unaitereda Aiso; the dipole moment does not seem to be
~greatly influenced by inclusion of additional d type gaussians in the set.,
Hence, it would seem that the critical factor in determining the value of
dipole moment is the quality of the gaussian expansion used for the
representation of the polarizable p type Slater orbitals. This evalu-
ation of the effect of the nature of gaussian primitive set on molecular
prdperties was perfgrmed exclusively for HoS and not repeated for the
other two molecules. However, it is reasonable that similar results
could be obtained for sulphur dioxide and carbon monosulphide, and in
fact be extended to all second row molecule calculations which rely on
Stewart's expansions of Slater type orbitals.

Calculations for the equilibrium geometry of carbon monosulphide
also indicate that addition of d orbitals to the minimal basis set
improves the dipole moment in the desired sense but tends to over-
compensate by creating too large a correction. The dipole moment obtained
without d orbitals was EazéD‘and this value increased to 2.52D upon
addition of d orbltals, whereas the experimental dipole moment is quoted
as 10970380 Since the experimental value is almost the mean of the two
caicuiétionsg a8 significant improvement obtained by extension of basis

set cannot in this case be justifiably claimed. However, the fact that



SULPHUR DIOXIDE:

TABLE Vi

COMPARISON OF ENERGIES FOUND {N PRESENT CALCULATION WITH PREVIOUS RESULTS

This Work This Work Calcutlation | Calculation i! Calculation 11}
Wi thout d With d Without d (a) With d (a) With d (b)
Gaussian ' (34,21,41,1/62,
Primitive Set (24h/2242%) (24k4/224242) (333/33333) (333/333333) 11,11,61.11,1)
-87.9532 la; | -88.0647 -90.9994 -91.1017 -92.1961 la;
-19.4331 1by | -19.6136 -20.2615 -20.5120 -20.6134 1by
-19.4327 2a; | -19.6118 -20.2614 -20.5116 -20.6134 2ay
-8.6094 3a; -8.6772 -8.9846 -9.0565 -9.1632 3a;
-6.3417 2b, | -6.4204 -6.6609 -6.7371 -6.8532 2b,
-6.3366 ilal -6.5095 -6.6538 -6.7287 -6.8519 1b;
-6.3363 1b; | -6.4091 -6.6537 -6.7289 -6.8500 haj
orbital -1.3003 5a; -1.4447 -1.4533 -1.5329 -1.5095 5a1
Energles (a.u)| ~1-1999 3b2 -1.3364 -1.3244 -1. 424k -1.4038 3b,
nergies \a.u/t _.5.7850 6a; | -0.7838 ~0.7910 -0.854] -0.8695 6ay
-0.5465 7a; -0.6513 ~0.6046 -0.6878 -0.6986 kb,
-0.5250 4b, | -0.6265 2b; -0.6019 -0.6628 -0.6959 7a;
-0.5250 2b; -0.6208 4b, -0.5572 | -0.6603 -0.6665 2b;
-0.3948 5by | -0.4786 5b, | -0.3963 i -0.5016 -0.5400 5by
-0.3481 8ay -0.4614 1ay, | -0.3319 B8a;  -0.4838 lay -0.5161 lap
=0.3002 1ay -0.4280 8a; -0.3184 lap | -0.4437 8ay =0.4917__8ay
70.2203°3b, | +0.370873p, ! ¥0.0140 736,
Total : f
Energy (a.u) 527.4034 ~527.7699 540,648 | 541.008 547.2089
-V/T 2.019 2.025 2.00026

!

(a) Reference 16, 43
(b) Reference 15

i



MOLECULAR PROPERTIES OF SULPHUR DIOX{DE:

TABLE (X

COMPARISON OF PRESENT WORK WiTH PREVIOUS CALCULATIONS

This Work | This Work | Calc. Il Calc. 11 Calc. LIt | Calc. Il | Experimental
Without d With d Without d With d Without d With d Values
(a) (a) (b) (b)
Optimized Bond (d)
Length () 1.60 1.46 1.4321
d Orbital Ly = 1.63 20 S: 0.6
Exponents cy = 1.40 . 0: 0.8
ist lonization (a)
Potential (a.u) 0.3002 0.4280 0.318 0. 44k 0.4928 0.4917 0.454
Dipole (c)
Moment (D) i.12 1.26 1.24 0.81 2.83 2.28 1.61

{a) Reference
(b) Reference
(c) Reference

(d) Reference

16, 43
5
38
b1

54
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the addition of d orbitals produces an increase in value of dipole
moment; in agréement with required change; while inAHZS this process
results in a decrease: as désired; seems to indicate the necessity of
inclusion of d orbitals in these compounds. |t appears that d orbitals
are definitely required for an accurate description of bonding in
sulphur compounds, and presumably also those involving other second row
elements.

An additional calculation was performed for carbon monosulphide
with the purpose of investigating the contribution made by the core
orbitals to the dipole moment of this molecule. |t was found that the
sum of the electronic and balancing nuclear components of the dipole
moment was only 6.56 x 10”%D, approximately 0.3% of the total. Conse-
quently, it would appear the dipole moment is determined almost completely
by the effectiveness of the valence orbital representation. In these
calculations however, the valence representation is affected by improve-
ment to core atomic orbitals. This is a conseguence of the non ortho-
gonality of the core and valence functions comprising the basis sets
used in these calculations. The relatively small proportion of the
dipole moment attributable to the core orbitals is not surprising since
the dipole moment is a property dependent on the electron distribution
within a molecule. As the core orbitals are quite tightly associated
with the nucleus, and not extensively delocalized, their contribution to
the polarization within the molecule will be negligible. Therefore, in
carbon monosulphide, as most probably in all molecules, the dipole moment

is largely determined by the valence electron distribution.



TABLE X

EFFECTS OF VARIATION OF CONTRACTION IN THE GAUSSIAN REPRESENTATION
OF THE BASIS SET ON COMPUTED DIPOLE MOMENT FOR
HYDROGEN SULPHIDE *

Basis -V/T Energy (a.u) Dipole Moment (D)
(b/224242) 2.02 -384,7015 0.466
(5/335242) 2.00 -392.3561 0.392
(5/335352) 2,00 -39%,5211 0.627
{5/335353) 2.00 -394.5229 0.603
(5/225252) 2.02 -384,7022 0.466
(4/224352) 2.02 -386.8755 0.698
(4/224452) 2,02 -387.3098 0.7k

* at the experimental equilibrium geometry
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Contrary to the trend emerging for the other twoAmoiecuBes
studied, the dipoﬁé momen & @F.sﬁiph@r dioxide deteriorated upon extension
of the minimal basis sét to inci@dé d functions. Theoretical dipole
moments caﬂc@ﬁatéd for the experimental equilibrium geometry were 1,54D
without d and 1.260 with d; compared to an experiﬁentai literature value
of i06E038; in this case then, the best computed value was for the basis
set in which d orbitals were not Included. A possible explanation of
this unexpected result is disclosed if the calculation is compared to
that for the hydrogen sulphide molecule.

For the series of calculations f@r'stg in which the nature of
the gaussian primitive set was varied, it was found that the magnitude
of dipole moment was decreased when additional s components were
included in the gaussian primitive set. A similar effect was produced
by the addition of d orbitals, a m@dﬁficati@n which also served to improve
the quality of the molecular wave function. The improvement was indicated
by the decrease in the deviation of theoretical dipole moment value from
the experimental value, Although the same improvements in wave function
were produced in the case of sulphur dioxide when d orbitals were added,
the theoretical value of dipole moment was not improved. The minimal
basis dipole moment seemed to agree so well with experiment that the
additional d functions produced an effect opposite to the one desired -
the deviation from the experimental value being increased. However, this
effect does not necessarily imply that d functions are not required for
second row atoms. The interpretation attributed to data available from

this type of calculation is extremely subjective, in that it depends upon
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choice of experimental data for comparison. For example, two microwave
values for dipole moment quotéd in the tab13538 are ];470 and 1!59D.

This difference is fairly important in the comparison with calculated
theoretical résﬁits! To illhstrate this point it only requires comparison
of this work with a similar type of calculation recently reportedls, in
which three gaussian functions were used for each Slater orbital. In
that work; an evaluation of the use of minimal basis as opposed to
extended basis (d orbital exponent 1.20) calculations was based on the
theoretical values found for various molecular properties including
dipole moment. The dipole moments reported are 1.244D without d, 0.806D
with d and 1.47D experimentai. Although the general trend obtained is
analogous to that found in this series of computations, the quoted
experimental value is quite difference from that used here (1.61D) but
was taken from the same reference380 So it would seem that part of the
difficulty in evaluating theoretical results is the fairly wide variation
of experimental values availabie for comparison. |f the present theoret-
ical results were compared to an experimental value of 1.47D, then the
two basis sets would appear almost §qually suited for the prediction of
dipole moment. Despite the conclusion of the authors in the above
reference that the results obtained with the minimal basis calculations
might be fortuitous, this pattern has been repeated in the present
computation and cannot so readily be dismissed, [t is believed that the
most likely explanation is the inadequacy of the gaussian representation

used in both of the calculations. As discussed in the case of hydrogen

sulphide, the present basis set would require extensive modification in



50

order to produce the optimum gaussian representation of the minimai basis
which would be appropriate for an evaluation of the participation made

by d orbitals in bonding.

i1.5 FORCE CONSTANTS :

Although this molecular property could be readily determined on
the basis of the data already obtained in the course of these computations,
the significance of such a procedure is questionable. There are at least
two reasons for such a statement. The first is the aura of uncertainty
connected with experimental data available for comparison with theoretical
results in the case of all molecules, except diatomics.

To obtain the appropriate experimentaily determined values would
require an investigation of the mathematical anaiysis used by the various
experimentalists to calculate these constants from spectroscopic data.
Once this had been established, then a transformation of the experimental
force constants would most probably be necessary to ensure that both
experimental and theoretical calculations were referred to the same
coordinate system. The main probiem for polyatomic molecules i{s obtain-
ing the correct experimentally derived value of the force constant for
comparison with the theoretically computed second derivative.

The second reason for doubting the significance of a comparison
between theory and experiment is the fact that there exists a marked
dependence of theoretically computed values on the nature of the
computational technique used. The mathematical concepts pertaining to
three possibie computational methods available for calculation of force

constants within the ab initio approach are discussed in the iiteratureu6o
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The force meth@d; which involves initial analytical differentiation
followed by.nﬁmericaW différentiation; is concluded to be superior to the
aitérﬁative approach réquiring two s@@céssﬁve direct numerical differ-
@ntﬁatﬁons; ‘Economically, this latter procedure is less suitable since
it requirés computation of molecular wave functions for a series of
' ge@metries; Ancther disadvantage is that additional numerical inaccuracy
{s introduced by this technique. It is also pointed out that ab initio
calculations which do not predict accurate bond dissociation energies will
nat@raily not yield accurate results but are found to overesti{mate bond
stretching force constants. ‘%hﬁs problem is often encountered in ab initio
calculations and will partially account for the poor theoretical results
obtained in force constant evaluation.

In this work, the force constants of carbon monosulphide, hydrogen
suiphide, and sulphur dioxide were computed, However, the method used
was comparatively straightforward, since force constant values were
determined directly by double differentiation despite the previously
mentioned disadvantages of such a procedure. To evaluate this secondary
molecular property, it was simply necessary to fit the energy as a function

of bond length data to a quadratic equation representing a parabolic curve:
E(r) = ar? + br + ¢

if E{r) is the energy, r the bond length and a, b, ¢ are constants,
then the force constant {s given by the second derivative of E{r) with

respect to r and in this notation is equal to 2a.



TABLE X1

FORCE CONSTANTS CALCULATED USING BOTH A QUADRATIC
AND CUBIC FIT OF BOND LENGTH DATA FOR

HpS, CS AND SO, MOLECULES

Force Constants (mdyn/A)

Molecule
Quadratie Cubic Experimental(aT

HyS minimal

basis L.,78 5.32 L. 14
HyS with d 6.78 5.53
Cs minimal 12.8 10.8 8.48(b)

asis

€S with d 15.6 11.8
S02 minimal

basis 8.61 37.5 9.97
S0, with d 13.9 15.4

(a) Reference 4k

(b) Calculated according to formula and data given
in Reference 47
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As well as the quadratic fit, a cubic fit of the data was also
attempted in ordér to détérmine whether any improvement in the force
constants could be achieved by including the third order term; in this
case, the forcé constants were evalhated for the computed optimum bond

length, in accordance with the equation:

f ="££E££L = bar_+ 2b
dr? °

However, as a comparison of the results presented in Table XI
will indicate, no advantage is gained by use of the cubic fit for the
available computational data.

It will be observed that in the calculation of force constants,
contrary to the trend obtained for other molecular properties, the
inclusion of d functions was found to cause an increase in the
discrepancy between experimental and theoretical values. The experimental
force o::onstants;“'r which are listed in Table Xl are not strictly the
correct values for comparison with calculations. The reasons for this
have been discussed earlier in this section. An additional factor which
should be taken into consideration in making such a comparison is the
nature of the assumptions made regarding the molecular system in the
process of computation of the force constants. In the present calculations,
the force constants of the triatomic molecules have been computed for the
symmetric stretch of two bond lengths simultaneously. Values tabulated
in the literature refer to the stretch of one bond of the molecule only.

Consequently, on account of the existing arbitrariness, the agreement of
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computed force constants with experimental observation cannot be. used
as an effective criterion in déterminﬁng the importance of d orbitals.

To COmpieté this section concerned with the effects of d orbitals
on the molecular properties of somé s@iphur compounds it remains to
summarize the scope and significance of these ab initio calculations.
This is partially accomplished in an extensive presentation of results in
Tables V through [X, where the calculations are also compared with similar
work by other investigators. Several of the results quoted from other
sources are for calculations in which the basis set was much more elabor-
ate than that used in the present work. For example, one series of
calculations involved a basis set which had been extended to include p
type functions on hydrogen and d functions on oxygen étomsn Al though
such differences in basis set achieve significant improvement in the
molecular énergyg it will be noted that molecular properties computed
using the present minimal basis set are comparable to those obtained
by other workers using thelr elaborate basis sets. In this sense then,
the necessity of a very large basis is dubious and it would appear that

minimal basis sets are relevant for calculations of second row molecules.



CHAPTER LI
' 'SULPHUR DIOXIDE: 'A STUDY OF THE MOLECULE,
"THE 'RADICAL ANION, AND SOME EXCITED, STATES;
"“A°COMPARISON WITH OZONE

Since to date much interest has been expfessed in the electronic
spectrum of sulphur dioxide, it was decided to aftempt an extended basis
ab initio calculation for the purpose of investi;ating some of the
excited states. It was hoped that such a study would provide a theoretical
comparison for experimental results, and at the same time determine
whether some of the spectral features could be interpreted. In this
chapter are presented results of calculations for the ground state and
lowest excited triplet states of sulphur dioxide. Comparable calculations
were run for ozone in order to obtain an estimate of the importance of d
orbitals in sulphur compounds. The sulphur dioxide radical anion was

also considered since this ion might prove to be important in the study

of atmospheric pollutants.

iit.1 ELECTRONIC SPECTRUM OF SULPHUR DI1OXIDE

In order to provide a frame of reference for theoretical results,
a brief description of the electronic spectrum of sulphur dioxide will
be presented here. The details have been taken from one of the several
available sources48 which provide a fairly extensive description of the
electronic spectrum together with numerous references to the original

experimental data.
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The sulphur dioxide spectrum consists of a series of discrete
absorption bands; of which the lowest energy occurs at 39008 - 34004 and
is also the weakest band. This band; and that immediately adjacent
to it, (3400A - 2600R) have been shown to correspond to separate trans-
itions. The extensive band structure associated with these absorptions

k9

is explained by the Franck-Condon principle ” to be a result of a change
in both bond angle and bond length occurring during excitation. The
intensity of some of the bands is greater than that expected on the basis
of the Franck-Condon principle. To account for fhis, Mulliken50 has
suggested that the geometry of the lowest energy excited state is
asymmetric. Furthermore it is thought, on the evidence of a strong Zeeman
Splittingél, that the upper state for the lowest energy band has a triplet
multiplicity and that the transition involved corresponds to 3By-lA;,
Although such a transition is spin forbidden, it occurs as a result of
spin orbit coupling, perhaps borrowing intensity from the neighboring

lg,-1p, transition's.

I11.2 GROUND STATE CALCULATIONS FOR SULPHUR DIOXIDE

In Chapter Il, the results of an investigation using minimal and
extended basis calculations, of several of the grqund state properties of
sulphur dioxide have been reported. During the minimal basis sulphur-
oxygen bond length optimisation procedure a discontinuity in behaviour was
encountered. {t was found that for the '‘free' calculation - one in which
the orbital occupancy is determined by the self consistent field procedure

rather than being specified by input data - the orbital occupancy for 5-0



Figure 1V

Energy of the 8a;, la, and 3b; symmetry orbitals
as a function of $-0 bond length in Sul;phur Dioxide
without d orbitals. The curves at short $-0

i

distances are for free occupancy.
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bond distances shorter than i°52& differed from that for longer distances.

The occupancy determinéd for the short bond length calculation was:
cens (781)2 (kb))% (1a2) 2 (5b2) 2 (3b1) 2

compared to that for the longer S$-0 distances which was:
e (2b1)2(5b2)2(8a1)2(|a2)2

For the short S-0 bond lengths, the calculation without d functions
appeared to converge naturally on an excited state of sulphur dioxide.
The results obtained for the calculations without d functions are
summarized in figure iV where the variation of orbital energies is
presented as a function of bond distance. It will be noted that the
rearrangement of orbitals is drastic enough, for the free calculation, to
result in the apparent discontinuity caused by the calculation being
trapped in a local minimum. Once the orbital occupancy had been specified

51

in accordance with that found by other workers” this discontinuity in
results was removed.

No such complication occurred for calculations with the extended
basis set. The free calculation in this instance yielded an orbital

15,51

occupancy which agreed with other results However, as seen in the
comparison presented in figure V, the ordering of orbitals obtained for
the basis set used in this computation differs from that quaiitatively
suggested by \r«ia‘ishsui for non linear 18-electron AB; systems. More
important, the present ordering Is also different from that found by

15

Rothenberg and Schaefer © in their fairly detailed and extensive ab initio
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Figure V

ORDERING OF MOLECULAR ORBITALS IN SULPHUR DIOXIDE

WALSH:51

coos (31)2 (b1)2 (bz)z (31)2 (82)2 (bz)z (31)2/b1

ROTHENBERG AND SCHAEFER15

(1a1)2 (1by)2 (2a1)? (3a1)2 (2by)2 (1by)2 (kay)? (5a;)2 (3b,)?2
(6a1)2 (bby)2 (7a3)2 (2by)2 (5by)2 (1ayn)? (8a;)2/3b,

HILLIER AND SAUNDERS:16

(1ay)2 (1by)2 (2a;)2 (3a3)2 (2by)2 (ka;)2 (1by)2 (5ay)? (3b,)2

(631)2 ‘731)2 (Zbl)z (hbz)z (5'32)2 (132)2 (831)?/3‘91

PRESENT EXTENDED BASIS CALCULATION:

(1a1)2 (1b3)2 (2a;)2 (3a1)2 (2by)2 (ha))? (1by)2 (5a8;)% (3b,)?

(6a1)2 (7a1)2 (2b,)2 (4by)2 (5b,)2 (1a5)2 (Ba;)2/3b,



Figure VI

Energy of 3b;, 8a; and la; symmetry molecular orbitals

as a function of $S=0 bond ﬁ@hgth for the

ground state of Sulphur Dioxide with d orbitals.
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calculations. The difference is only minor since the three molecular
orbitals which are out of order have very similar energies, in this
calcuiation -0.6514 a.u. (7a;), -0.6265 (2b;), and -0.6029 (4by). The
energy variation of the two highest occupied and of the lowest vacant
moiecular orbitals in sulphur dioxide as a function of bond length is
presented in figure VI. It is seen that for S-0 bond distances greater
than i.SBE, the highest occupied molecular orbital is one of ay symmetry,
a result also obtained in the minimal basis calculations. However, at
both the theoretical and experimental equilibrium S-0 bond distances,
1.&63 and 1.4321& respectively, the orbital of a, symmetry is stabilized
relative to the a;. This relative stabilization is understandable if
the composition of these symmetry orbitals is considered. The a1
symmetry orbital consists mainly of p, components on the three nuclei,
whereas the a, orbital is composed of Py functions on the ox&gen atoms
and dxy function on the sulphur atom. At short internuclear distances,
the dm-pr interaction is much more extensive than the po contribution to
bonding through the a; symmetry molecular orbital. This explanation also

accounts for the more rapld destabilization of the a, symmetry orbital.

i1t.3 EXCITED TRIPLET STATES OF SULPHUR DIOXIDE

Since the results of the sulphur dioxide computation for the
basis set which included d functions seemed reliable, it was decided to
use this basis for the study of the two lowest energy excited triplet
states of sulphur dioxide. The lowest energy triplet studied was the
3B, state, corresponding to the excitation of an electron from the

highest occupied molecular orbital in the ground state calculation - one



Flgure Vil

Energy of the ground state (*4;), and the two lowest
energy excited triplet states (%B,, 38;) of
Sulphur Dioxide as a function of $-0 bond length

for constant 0S50 bond angle of 1390500
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of a) symmetry - to the lowest vacant molecular orbital which was of b;

symmet ry
coos (Bbp)? (1a5)2 (8ay)! (3b;)? 38y

Also, the 3B, state, resulting from promotion of an electron from
the second highest energy occupied molecular orbital, symmetry ap, to

the lowest vacant molecular orbital, was included in this study:
ceoo {8bo)? {lap)! (Bay)? (3by)! 3B,

The results described in this work for the excited triplet states
are based on calculations performed using PA400 - a version of the
unrestricted Hartree-Fock open shell programme included in the POLYATOM
compend { um.

The theoretical ordering of states found, as well as @ comparison
of the energy dependence of the excited states on the S$S=0 bond distance
with that observed for the ground state, is presented in figure VIi.

An Important feature of the dependence of state energies on bond
distance, as presented In figure Viil, is that at bond lengths close to
the theoretical optimum ground state value, the 3B, and 3B, excited states
have the same energy. At the experimental equilibrium Q@Qm@try the
ordering of states, In order of increasing energy, is 'A;, 3B;, 98B,
whereas for bond lengths greater tham ﬁo&égg this becomes l4;, 3B,, 3B;.
in addition, the optimum $S-0 bond distance calculated for the 3B1 state
(?°S§§) is longer than thet obtained for the groumnd state but shorter

than the 3B, state bond length (1.60A). These results are summarized in

Table Xi1.



TABLE Xi|

RESULTS OF CALCULATIONS FOR EXCITED STATES OF SULPHUR DI10XIDE

Nature of Theoretical Minimum Excitation Wave Experimental

State Excitation Bond Energ Energy Leggth | Wave_Length
Length (R) (a.u (e.v) (a) (A) (a)

1AI(CZV) ground 1.46 -527.7717
381(c2v) by «— a; 1.51 -527.6940 2.30 5382 3800
382(c2v) by «— ay 1.60 ~527.7260 2.36 5243 2900
1A1(Cs) ground 1.46/1.56 | -527.7534
Br(c) | bye—ay | 1.6/1.56 | -527.714 1.57 7898 |

Reference 46

19
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Again referring to figure Vil, and assuming vertical excitation in
accordance with the Franck Condon principle, the excitation energies may
be calculated. At the equilibrium internuclear distance of 10@321£3 these
are 2.30 ev for the 38y state and 2.3%4 ev for the 3B, state. These
excitation energies would correspond to spectral bands at 53823 and 52%3@
respectively. Both these values oceur at lower energy than any of the

L8

bands eomprising the sulphur dioxide spectrum The corresponding

50

experimental results indlcate that the two lowest energy transitions

in sulphur dioxide occur at 3.3 ev and 4.4 ev for the By and B, states
respectively, glving rise to spectral bands at 38@@5 and 29@©§° Further-
more, experimentalists have comcluded that an [ncrease in the $-0 bond
distance of close to anéggz”gg oceurs in the excitation producing the

B; state and that this value [ncresses further to i5533@8 in the next
excited singlet state. Although the theoretical ordering of states, as
well as the geometrical changes involved in the excited states, are in
agreement with experimental observation the theoretical values for
excitation energies are much too small. Such results are however typical
of unrestricted open shell calculations.

In the unrestricted Hartree-Fock method, electron correlations
not included im the closed shell ground state calculations are introduced
for the excited states with the result that the excited state energies
are too low relative to the ground state. Hence the theoretical excit-
ation energies calculated In this menner tend to be too low. In order

to characterize with more reliability the excited states of sulphur

dioxide, further investigation including configuration interaction and
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a bond angle optimization would seem to be required.

To complete the present study of the excited states of sulphur
dioxide, a few calculations were performed In order to test Mul'iiken's50
suggestion that the lowest excited state of B; symmetry is asymmetric.
These calculations consisted of a computation for a typical asymmetric
geometry - the ground state equilibrium bond angle of 119.5o and

= 1.#65, r = 1.56A. This particular geometry was selected since

50, fs0,

it was thought to be typically representative of an asymmetric stretch

r

from the optimum configuration calculated for the 3B; state. The ground

staie for this configuration was less stable than the symmetric ground

state configuration at a bond length of 1.513. However, the lowest

energy triplet excited state produced by an electronic transition from

the highest occupied molecular orbital of a' symmetry to the lowest

vacant molecular orbital of a'' symmetry, working in the appropriate CS

symmetry group, has a total energy of -527.714 a.u. Comparing this

value with the 3By (symmetric) energy of -527.684 a.u., it appears that

the lowest energy B; excited state of sulphur dioxide is Indeed asymmetric.
Except for a comparison of these results with a series of

analogous calculations for ozone, which remains to be discussed later in

this chapter, thié concludes the examination of the triplet excited states

of sulphur dioxide,
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i1t.h SULPHUR DIOXIDE RADICAL ANION - GROUND STATE AND LOWEST ENERGY
EXCITED STATES

5k, 55 of the sulphur

Recently, electron spin resonance spectra
dioxide radical anion in both the solid and liquid state have been
studied, in the hope of elucidating the electronic structure of this
radical anion. A similar theoretical Investigation was undertaken in
order to provide a comparison for experimental results and so perhaps
to aid in the interpretation of future experimental observations. The
comparison of ground and excited states for the radical involves two
open shell calculations and therefore the theoretically computed
excitation energies should correspond more closely to the experimental
values than those found for sulphur dioxide.

Since no experimental! data was avalilable, the geometry assumed
for the radical ion was the equilibrium geometry of sulphur dioxide:
0S0 angle of 119.5° and $-0 bond length of 1.4321A. The integrals
required for this series of computations had previously been evaluated
in the sulphur dioxide calculations. Just as for the exclited states of
sulphur dioxide, the extended basis set, in which the split zeta d
exponents had been optimized was used in the sulphur dioxide radical
calculations.

Three states of the sulphur dioxide radical anion were studied
to determine the energy dependence on $-0 bond length. The 2B; ground

state electronic configuration was the following:

a spin: coe. (bby)1 (1a5)! (5by)! (8ay)! (3b;)!
8 spin: ceee (Bby)Y (267)1 (Bby)! (1ay)! (8ay)!



Figure VII|

Energy of the ground state (2B,) and the two lowest
energy excited states (2B,, 2A;) of the Sulphur Dioxide

Radical Anion as a function of 5-0 bond iength.
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and the two excited states:

2A;  (3b; «8ay)

a spin: veee (737)1 (hby)Y (1ay)! (5by)! (3bp)!
B spin: coes (2by)1 (1a3y)! (Bby)! (8a;)! (3bg)!

282 (3b1 <—5b2)

o spin: ceoo (lby)1 (1a3)! (7a1)! (8a;)! (3b;)?
8 spin: veeo (2by)1 (Bby)? (1ap)! (8a;)! (3by)!

Not surprisingly, the ordering of the aipha and beta spin
molecular orbitals is found to vary considerably depending on the occu-
pancy . The variation in energy as a function of change in 5-6 bond
length is presented iIn figure Vili. For the radical fon, It was found
that the ground state lies well below the lowest excited doublet state,
and that the two lowest energy excited doublet states respond quite
similarly to change in $-0 bond length. An intersectionof the energy
curves for the 2B, and 2A; states occurs at an $-0 distance of 1.53/39
the 282 state becoming the lower energy excited state of the two at
internuclear distances larger than this. For the ground state of the
sulphur dioxide radical anion, an optimum S$S-0 distance of 1.50K was
found, with the excited state values being 1.59A for the 2A; and 1.62A
for the 2B, states. These results, In addition to excitation energies
and spectral band locations are summarized in Table Xlll.

The calculations performed in the course of the study of this

radical species are capable of providing useful information for the



TABLE Xit1

RESULTS OF CALCULATIONS FOR THE 2B, GROUND STATE AND
28,42A; EXCITED STATES OF THE SULPHUR DIOXIDE RADICAL ANION:

70

tate | Optimmsgna | i | Sgonon | e
(a.u) (e.v) (a) (A)

28, 1.50 =527.698

ZAy 1.59 ~527.570 3.89 3186

28, 1.62 -527.581 L.08 3637 :

(a) Calculated for vertical excitation at the optimum ground state

bond distance.
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experimental chemist. For Iinstance Green56 has postulated that the
dimerization process leading to the formation of dithionate ion 5204E

in some way involves an excited state of the S0,° specles. According to
the present results, a minimum activation energy of 3.89 ev would be
required for such a process, if the lowest energy excited state were
involved. Since thls exclitation energy Is quite high, and the dimeriz-
ation is known to occur readily, it is unlikely that either of the two

doublet states studied here are invoived in this process.

t11.5 OZONE - GROUND AND EXCITED STATES

The final stage in these calculations consisted of an attempt
to evaluate the extent of participatlon by d orbitals in the bonding of
second row atoms. From the experimental point of view, 3d orbitals are
thought to play a significant role in the bonding of second row atoms but
this does not extend to first row atoms. In theoretical treatments
3d orbitals are included in the basis set of both first and second row
atoms for the purpose of expanding the basis set and so'increasing
the flexibility of the wave function. No special importance is assigned
these functions as regards their contribution to bonding.

in order to elucidate the role of 3d orbitals it was declided to
perform a series of minimal and extended basfs set caleculations fqr ozone,
comparable to those previously reported for sulphur dioxide. The extent
of d orbital involvement in bonding of first and second row atoms was
judged on the basis of three factors: the diffuseness of the 3d functions
as determined by the optimum orbital exponent, the contribution made by

the 3d orbitals to the bonding molecular orbitals, and the effect of the
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3d orbitals on the molecular properties.

in addition to these ground state calculations for ozone, the
lowest energy excited triplet states were also studied. It was thought
that such a comparison might prove interesting since the electronic
spectra of these two molecuies are quite dissimilar despite the fact
that their valence shells are isoelectronic. The spectrum of czone is
quite diffuse whereas that of sulphur dioxide consists of sharp discrete

57

bands. Furthermore, ozone shows absorption”’ at very long wave lengths,
the lowest energy of these occuring at lOODOK compared with 3900& for
sulphur dioxide. Mu‘Hiken50 assigns the band at wavelength 60003 to a
B; state (2b; « 4a;), with an excitation energy of 2.1 ev. The next
excited state is a B, state (2b; « la,), (which is assigned to a band

at wavelength 25503) with an excitation energy of 4.86 ev. On the whole
the assignments of the ozone spectrum are tentative and thought to
require f;rther study.

In the course of investigation, the ground state equilibrium
geometry bond angle of 116.8° was assumed and the 0-0 bond length, for
which the experimental value Is 1.2782, was optimlized using the same
minimal.basis set as reported in Chapter II for the other molecules
studied. lnitiaily, only the minimal basis calculations were performed
for the study of the ground state and two excited states of ozone, since
the d orbitals, because of their high enérgy relative to the valence
orbitals of oxygen are thought not to participate strongly in bonding.
Then the one d orbital which was found to be most important in sulphur

dioxide ~ the dxy orbital - was introduced into the basis: the effect



Fiqure IX

Energy of the ground state (lA;) and the two lowest
energy excited triplet states (3B,, 3B,) of Ozone

as a function of 0-0 bond length.
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of this function was determined by a comparison of the two sets of calcu-
lations. Also, the exponent of this single d function was optimized in
order to establish and compare the orbital contraction with that found
for sulphur dioxide.

The electronic configuration found for the ground state minimal

basis ozone calculation was:

(181)2 (2a1)2 (iby)? (3a;)2 (2b,)2 (hap)? (5a;)2

(1b1)2 (3by)2 (bby)? (6a;)? (1ay)2/(2b;)

This configuration has a different ordering from that suggested

for the ground state by Herzber957:

v (5a1)2 (bby)2 (6a3)2 (1a,)?

However, in either case, the two ibwest energy . triplet excited
states are the 3B, (b; « a,) and the 38; (b, « a;) as was also found
for the sulphur dioxide minimal basis calculation.

A graphic presentation of the results for bond length optimisaﬁion
in YAy, %B; and 3B, states is given in figure IX. ‘Emmediateiy'obvlous
is the unexpected energy ordering of the states; both the 3B; and 3B,
states are found to be energetically more stable than the 1p, ground state.
This ordering is not so surprising if the eiectrbnic spectrum of ozone
Is considered. The transition producing the lowest energy excited state
occurs at IOOOOK - en unusually long wave length.- The corresponding
transition energy is 0.0455 a.u., & value which easily lies within the

range of uncertainty in this type of calculation involving a comparison
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of closed and open shell Hartree-Fock results.

One important result of these excited state calculations, was the
optimization of the 0-0 bond length in the triplet states studied.
Although at the experimental internuclear distance the !A; and 3B, states
have almost identical energy, the 3B, state is 0.12 a.u. lower in energy
than the 1A;. The 0-0 bond length increases in going from lA; (1.30;) to
38, (1.32A) and 38, (1.36R). No excitation energies could be determined
on the basis of these results.

The theoretical behaviour of the excited states of ozone could
be improved by one, or a combination,of the following factors: a
configuration interaction calculation, an improvement in basis set,and
a complete geometry optimlzation. As explained in the discussion of
results for the sulphur dioxide calculations, it is an inherent property
of the unrestricted Hartree-Fock method used in the excited state
computations that the computed energies are too low relative to the
corresponding closed shell ground state calculation. The ground state
energy could be improvedby a configuration interaction calculation; this
would also serve to improve the ordering of the excited states and their
energies relative to the ground state since such a calculation wouid take
into account the Interaction between low and higher energy states of the
same symmetry. However, a configuration interaction calculation alone
would possibly not produce a difference in energies of 0.12 a.u. Further
complications could be due to an incomplete geometry optimization.
Atthough such a possibility was not extensively investigated, a brief

bond angle optimization procedure indicated that for the minimal basis



TABLE XtV

MINIMAL AND, EXTENDED BASIS ENERGIES FOR OZONE - COMPARISON WITH OTHER WORK

Minimal Basis Extended Basis {Calculation (a) ta]culation(bj
Calculation Calculation i il
. {c)
Whitten's Slater
gatgre of (244) (24h/244/2442) | gaussian lobe orbital
asis Set . .
functions basis
-19.8387 LET -19,8848 ~20.8896 fa; -20.9597 b,y
-19.5410 2a -19.6344 -20.7255 1b, -20.6773 Ta;
-19.5410 b, -19.6348 -20.7255 2a; | -20.6773 2a;
-1.6214  3a; -1.6546 -1.7233 3a; | -1.6677 3a;
-1.2893 2b, -1.3297 -1.4263 2b, | -1.3361 2b,
orbi tal -0.9416 hay -0.9758 ~1.1108 4a; | -1.0063 hay
E' 'ta -0.7078 5a; ~0. 7411 -0.8168 5a; | -0.7115 5a;
nergles -0.6847 1b; -0.7099 -0.7808 3b, | -0.6800 1b;
-0,6603 3bsy -0.7002 -0,7602 1b; -0.6725 3bso
-0. 4404 Lb, -0.4872 -0.5807 b, ~0.4410 4by
-0.4157 6&1 -0.4569 -0.5657 6a1 -0.4184 lag
-0,3458 Vs, | -0.bobl | -0.4906 la, | -0.3495 6a,
+0.0767 "2b, +0.0573 -0.0839 "Zb;
Total - -
 Energy (a.u) -216.0161 -216.0834 224.1618 223.4790
/T 2.019 2.023 2.005
{a) Reference 58 (b} Reference 59 (c) Reference 60

9L
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set, and an 0-0 bond distance of 16278£9 the minimum energy configuration

is one in which the bond angle is 117c - a value close to the experimental
angle. A final source of discrepancy could be the nature of the basis

set, the minimal basis set chosen being {nadequate for an accurate molecular
orbital description of ozone. This possibility becomes unlikely when the
results of this calculation are compared in Tables XIV and XV with those

of other workers. The molecular orbital energies and computed molecular
properties are similar to those obtained for different types of basis
set58’59. That the present molecular energy is higher than that for
other calculations is due to the comparatively poor 1s representation.
Although any one of these factors might not cause vast improvement in the
ozone calculations, it seems likely that a combination of these and other
less obvious modifications would yieid theoretical results in better
agreement with experiment.

It was decided to expand these computations designed to assess
the role of d functions in sulphur dioxide and ozone by including a third
phase. Initially, minimal basis calculations were performed for the two
molecules. This was followed by an extended basis calculation in which
a single d function had been Incorporated into the minimal basis set.
Since the results of these two sets of calculations were not conclusive,
a third series of calculations involving a comparison of results for an
ozone basis including the full set of d functions seemed appropriate.

A comparison of the results obtained for the two types of basis set
should provide a clear indication of the advantages associated with the

use of an expanded basis set.



TABLE XV

COMPARISON OF MOLECULAR PROPERTIES COMPUTED FOR OZONE WITH OTHER RESULTS

Minimal Basis

Extended Basis

Calculation

Calculation

Experimental

Calculation Calculation I (a) e (b) Resul ts
;Zteég?;?a§;?ﬂ) 0.3458 0.4041 0.4906 0.3495 0.4704
Exponent. 1.10
Nomns (D) 0.516 0.0kk 0.53 (@
fiﬁ;?ﬁm(ﬁ?"d 1.30 1.278
Optimum Bond 117° 116.8°

Angle

|-—

(a) Reference
(b) Reference
(c) Reference

(d) Reference

58
59
60
38

8L
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The next step in the sequence of investigations concerning the
influence of basis set on results was to determine the effect of d
orbitals on the results of molecular calculations for ozone. As
explained previously, in sulphur dioxide the dxy orbital because of its
symmetry makes a unique contribution, being the d orbital most involved
in the bonding. Therefore, to a good approximation, the contribution
of d functions could be represented by addition of only this basis
function to the minimal basis set of ozone. The results of these
calculations for sulphur dioxide and ozone are presented in Table XVi,
together with a comparison with full d set calcuiations.

As part of this investigation, the exponent of the dxy orbital
was optimized for both sulphur dioxide and ozone. Optimum values found
were 1.10 for 03 and 1.40 for 50,, indicating that the d orbital is more
diffuse in ozone than in sulphur dioxide,

For the single d calculations, the ratio of 3dxy to 2p, coef-
ficients in the molecular orbital may be considered a measure of the
contribution to bonding made by the dxy orbital. This ratio for the
lowest a, symmetry moilecular orbital was found to be 0.35 in ozone,
compared with 0.62 in sulphur dioxide. The dxy orbital charge density
was in S0, 0.2723 and in 03 0.1862. Although these calculations may
prove that the d orbital is more involved, by almost 80%, in the
molecular bonding of sulphur dioxide than in ozone, at the same time they

show that the participation of d orbitals In ozone is not negligible.



TABLE XVI

COMPARISON OF EXTENDED BASLS CALCULATIONS FOR OZONE AND SULPHUR DICXIDE

Sulphur Dioxide Ozone
Single dxy Full d set Single dxy Full d set

d Orbital 1.40 1.10
Exponent 140 1.63 .10 1.20
Orbital
Ogcap:ncy 881 laz 2b1 sz 6&1 ]az ]bl Abz
Ordering of‘ (5b5)2 (lag)? (hby)? (681)2
Molecular 2 2 :
Orbitals .(Bal) /361 (}az) /2b;
Total Molecular - ' _ -
Energy (a.u) 527.5152 527.7709 216.0834 216. 1431
Dfpoie Moment
(debyes) 0.76 1.26 0.06 0.11
132 M.O.
Coefficients

2px 0.5627 0.5832 0.6201 0.6280

3dxy 0.3597 0.3240 0.2293 0.2119
Density in
dxy Orbital 0.2723 0.2436 0.1862 0.17h2

08
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As indicated in Table XVI, the expansion of basis from the single
d set to the full d set did not greatly alter the results. |In both ozone
and sulphur dioxide, the best theoretical value of dipole moment was
obtained for the minimal basis set. However, the full d set substantially
modified the energies of ground and excited states of ozone. At the
experimental equilibrium geometry of ozone, the various state energies
computed for the full d set were: =-216.1431 a.u. for 'A;, -216.1998 a.u.
for 3B,, and -216.1301 a.u. for 3B,. Although the 3B, excited state is
still lower in energy than the ground state, the discrepancy is now only
0.05 a.u. as compared with a minimal basis set difference of 0.12 a.u.
For a difference of the magnitude of 0.05 a.u., it is quite likely that
the improvements suggested previously for these calculations would
produce more reasqnable results. Thus, d functions in the case of ozone
as well as sulphur dioxide seem to improve the theoretical results
obtained for the excited state study considerably.

These findings are another point of evidence concerning the
validity of the use of a minimal basis set. The ordering of states for
ozone seems to be much improved by simple expansion of the basis set to
include d functions on the central oxygen atom. {t would certainly be
of interest to study the effects of other modifications made to the
basis set, since it seems quite probable that expansion achieved by
inclusion of extra functions other than d should have important conse-
quences.

An additional problem which has to be resoived is whether the

d functions are necessary in molecular orbital calculations of ozone
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since on a qualitative basis, 3d functions are thought to be of special
importance only in the bonding of second row atoms. The difference

found between the optimum d orbital exponents in the present calculations
for oxygen and sulphur was not as large as might be anticipated. This
result tends to Indicate a surprisingly large participation of d orbitals
in bonding of ozone. In addition, a good theoretical bond length was
caiculated for ozone without the use of d functions, whereas for sulphur
dioxide the bond length was considerably improved upon additiom of d
functions. Yet on the other hand, good theoretical values of dipole
moment were calculated for the minimal basis set in both 03 and $0,.
Since agreement between experimental and theoretical values of dipole
moment for both CS and H,S is poor, the results found for minimal basis
sulphur dioxide may be spurious.

Given this variety of theoretical results, it is difficult to
assess the involvement of d orbitals in bonding. Furthermore, it seems
on the basis of these calculations that the d functions do not play a
special role in the bonding of sulphur and other second row atoms. Had
this comparative ozone-sulphur dioxide study revealed only a minor
contribution by the d orbitals in ozone, then.conclusions concerning the
use of d orbitals would have been obvious. As they stand, the results
for the minimal basis calculations are unfortunately too nebulous to
provide indisputable evidence that participation by d orbitals in bonding
is a property exclusive L0 second row atoms.

The fact that the addition of d functions in ozone effects s

considerable improvement probably is indicative of the poor quality of
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basis set. Although these calculations for sulphur dioxide were greatly
improved by addition of d functions to the basis set, the analogous
calculations for ozone seem to establish the necessity for improved
gaussian representation of the minimal basis and even perhaps a necessity
for extension of basis set to Include higher energy atomic orbitals prior
to an investigation of the use of d functions in bonding of first and
second row molecules. Thus an optimization of the basis set should have
been the first consideration in a study of this nature. Once this had
been accomplished, the effects of addition of d orbitals could be
established without the ambiguity which has arisen in the present

computations.



CHAPTER IV

CONCLUDING SUMMARY

The investigations performed in the course of this work have
served to indicate the necessity for further study in this area, rather
than establishing conclusively the role of d orbitals in bonding.
Although the present calculations have produced numerous interesting
results, they constitute merely the initial stage of a potentially ilium-
inating, lengthy and complex study.

One purpose of the work described in this thesis was to ascertain
the contribution made by d functions to the bonding in second row atoms.
The problem was investigated by observing the effect of addition of d
functions to a minimal basis set on certain molecular properties - such
as bond lengths, dipole moment and force constants. {t was found that
theoretical bond lengths improve upon addition of d functions. However,
the results of dipole moment and force constant calculations are not so
straightforward. Although in the case of carbon monosulphide and hydrecgen
sulphide the calculated dipoie moment values improved upon inclusion of
d orbitals, no similar improvement was obtained for sulphur dioxide,
perhaps the most interesting molecule in the series studied. It is
believed that these results are unreliable since the gaussian expansions
used in the calculations have been proven inadequate - especially for
p-type functions. A major improvement, and indeed an essential one, in

this type of study is the optimisation of basis set prior to further

84
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calculation. The results of force constant calculations are not especially
meaningful since this property is always difficult to calculate, as it
depends on the second derivative of the energy. On the basis of these
results alone, it is impossible to arrive at definite conclusions
concerning involvement of d orbitals In bonding of second row atoms.

A more interesting and meaningful aspect of this work was the
study of the ground and excited states of sulphur dioxide, which led to a
theoretical description of the electronic spectrum of this molecule. It
was found that d orbitals were required in order to obtain reascnabie
results. However, once these functions were added, the spectral features
observed experimentally were also predicted theoretically. The theoretical
ordering of states as well as the variation in geometry among these states,
was found to agree well with experimental observation. The low excitation
energies calculated did not detract from the importance of these results,
as it was realized that such a discrepancy is inherent in a molecular
orbital investigation based on the unrestricted Hartree-Fock method.

Another interesting feature of this work, perhaps the most rele-
vant to the study of the role of d functions in the bonding of second row
atoms, is the comparative calculation performed for ozone. The results
of these calculations seem to indicate that d functions are not especially
significant in the bonding of second row molecules, but may be incorporated,
with almost equivalent repercussions, in the basis of analogous first
row molecules. indeed, the extent of involvement of d functions in ozone
relative to that in sulphur dioxide is surprisingly large. These

calculations tend to cast some doubt on Cruickshaﬁk's62 recent conclusions
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that d orbitals are essential to an accurate theoretical description of
bonding in fiuoresiianés and fluorogermanes. The fallacy in making such
a general conclusion Is caused by a complete reliance on success of
theoretical reproduction of experimentally determined m@jecular properties.
To obtain a complete assessment of the extent of involvement of d
orbitals, a study of this nature should include a parallel evaluation for
first row analogues.

Although such an approach was ad@pt@d in this work, the scope
of the project was much too narrow to allow formulation of general, all-
inclusive conclusions. It would seem, on the basis of this restricted
study, that the d orbitals do not play a unique role in bonding of second
row atoms. However, such a statement remalns t@Abe confirmed by much
more extensive research which should include a large range of second row
molecules and their first row analogues. Also, as mentiohed earlier,
such a study should be preceded by an optimisation of basis set to be
used in the course of the calcuiations.

Unfortunately, these factors were discovered late in the course
of the reported investigations with the consequence that the study has
disappointingly been terminated without further exploration in the

proposed directions.



APPENDIX 1}

FORMULATION OF THE EQUATIONS REQUIRED FOR THE DIPOLE MOMENT
ROUTINE WHICH MAY BE INCORPORATED INTO POLYATOM PACKAGE

To obtain all the necessary integrals for evaluation of dipoie

moments, only the following integral need be evaiuated:

[Va]
<x§ I ,':i B XE > ‘” x‘: ¢i XZ dxdydz

|

A
In this notation, s is the ith component of the dipole moment

L]

operator and xg, x: are s type functions on centres A and B respectively.
All other integrals for higher order functions may be obtained
by simple differentiation of this integrand with respect to the
appropriate parameter.
In figure X; a pictorial representation of the situation
considered in a typical integration is presented, Referring to this
diagram for definition of the variables occurring in the process of

integral evaluation, the procedure is as follows:

A - . 2
Xg exp ( ap rA)

B _ _ 2
Xg = exp ( ag rB)
. A B .
Expanding the product (xs Xs) about the point C:

87



Figure X

itiustration of reduction of a product of two gaussian
functions, centres at A and B to a single

gaussian function centred at C.
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A B o o
Xg Xg = exp(-

— R2 - 2
X ((!A"‘(].B) RAB) exP( u'AB rC)

where RAB is the distance between points A and B, and

2 = - 2 - 2 - 2
g = (x cx) + (y cy) + (z cz)
¢, A + qa. B
Cx = A_x T B_x etc,
OtA OLB
o = (o * op)

Taking the x component of the dipole moment as a specific

example, the integral becomes:

@
Ay A, B ~ A B
<xs |'X|xs> = ij Xg Xg X dxdydz
0

Transforming from the origin of the coordinate system, to a

local origin at centre C:

(05]
____.2 R2 ) jj‘ exp[ _G'AB(X'Z + y62 + le)](ex + xl) dx'dy'dz"



G, O ©
- - __A__E_ 2 t - 12 12 12 1 1 [
= exp( 3oy R2g) hf[j x' expl g (x'2 + y'2 + 2'2)] dx'dy'dz
-
®
+ € expl-a,, (x'%2 + y'2 + z12)] dx'dy'dz!
X AB
-~
3/
2 O O
= T . B Anp2
T 37, Cx exp( a,ta RAB)
g A B
that is:

G, O

A+ o,B
A~ B T 35 o ®ATx T %B°x A °B
(e 31 xg )= = ) 2 (i) emle o R

o

A B A B A "B

Now x? may be written:

x:“ = exp {-aA[(x A2+ (y - Ay)2 + (z - Az)zl}

Differentiating with respect to Ax’ one obtains the gaussian

p function:

3%;=(xé) = 5%;- [exp(-a, r2)]
= 2 aA(x - Ax) exp(-aA ri)
5%:’(X§) = 2a, x, exp(-qy ri)
or:
Py = Xa exp(-aA ri)

90

2
AB)



=1
px = (2 aA)

3 - 2
T [exp( aA.rA)]
X
Thus a Py function may be obtained from an s type function;
similarly for py and pz; For the series of d functions, a double
differentiation with respect to the appropriate variables is required.

It is now obvious that the dipole moment integrals for p and d

type functions may be obtained with relative ease from the s formula by

differentiation.
For example, the formula for the x component due to the inter-
action of an s orbital on centre A and a Py orbital on centre B is

obtained in the following manner:

]
Pan Y
!:
S
o~
(1]
*
©
I
Q
I
[
@
P
BN
™
'
=)
w
$
o
™
Q
w
——
'
I\
—
@
X
1]
>
X
M
e

3,

o o 0, 4 a, o

T B A B A B

= + (2 ) (B - A ) ] exp (- AN RZ )
2, 3% aytap aptog X X o tag AB

in the remaining formulae which are presented below, the same

gt

procedure has been followed. The only difference is the introduction of

a more efficient notation:
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Subscripts (i, j, k, 1, q) are used to designate the various

components (x, y, or z) and Gij is the Kronecker delta function.



N
LSRR S = s oy explog R2Y)

A ~ BN _ _ 2 %c _
It <pj | re l Py 7— %S exp( o RAB) X K(BJ Aj) 8ive
o a
c c
Q(Bk"‘k) §; * 7, o Ci %5k
Zaé
- c. (B. -A.) (B, -A
ey Ci (J J) (k )
(SRR 1 pB) = s explea, RZ) % 6., - & ¢, (B, - A)
ipj—epaCAB"’ij&—B'ijj
A A B
I CH Ry
S exp(-a. RZ.) o
= C AB_ lfc. -% ¢, -20.(B. -A,) 5.,
Zu.B i og i C'j i) ij
a% R
+ ZEE(BJ-AJ.) ci]
Al A B
v <pJ.| r. ‘dkk>
S exp(-a. RZ)) o, a
= n C_AB [aA 5. - 2L §.. + 20, 8. 8.
e, O ij ag ij ij i
aé , °A ,
- q(Bk-Ak) C, ij + Zuca-B—(Bk-Ak) aij
3
o
< - 2 - - a2 - -
+4°‘B (Bk A (Bj AJ.) c, ho? (Bj Aj)(Bk A) S
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OLZ
- - 2=, (B, - A) |
+ (:t;i (Bj A.) zchi( j
S exp(-a )
TR CA RN &y = c Mao [ o (B, = A) 6.,
aé
- o (B] = AI) aik + 2_&;- ci (Bk - Ak)(B - A]) ]
A, ~ , B
Vil <pj v dH>
S exp(-a )
_ C AB o _ )
Ta, o, [ - 20 (8, - A)(B, - A) 5,
ag
- 2 - - € -
207 (Bj Aj)(BE A|) S * 4“3 ':‘g (Bj /-\j)
x(Bk - Ak) (BI - Al) + oop 8 éjk + oo 8y 51j
» %A ag
+ 2 ‘og.(ak - Ak)(sH - A]) sij - 2 €, (B] AE') ajk
2
- -C;c (B, =A) &,. 1]
ag k k 1]
. B
vitlt (d d..
( kk I jli
S exp(- 2)
_ % Rag ) ) .
= " Loy ag € op o Oy - oag op by
%) of
2 - 2 -
+ thc Ci ij ag €. + 2 ap Og O (Bk Ak) 5i’k
- 2a (B, -A.) 8.. + 2 a, a2 (B, -A.,) &

A% % ‘% i % B % '%j i’ i



- aA,a% (B, -_Ak) 8. - 2 aA‘a% (Bj - Aj) Sik Sij
+ 2 a5 a2 (B - A) Sk 81y T 29 o (B - Aj) Sik Sk
+ 2 qp a% (Bk - A) ajk sij + 2y a% c, (B - Ak)2
+ N a% . (Bj - AJ.)2 - 8 ag C. (Bj - Aj)(Bk - Ak) Sk
- ag c, (Bj - AJ.)2 - 2 ag c. (B, - Ak)2
- ag ag (B, - Ak)2 (Bj - Aj) I
+ ag oy (Bj - AJ.)2 (Bk - A) 8.
+ hatoc, (Bj - AJ.)2 (B, - AJ? ]
X <d?] [ i Idllzk>
S exp(-o,. R2 :
- 8ug agc A g of ag (B, = A) &, 8,
+ Zac ap Op (B.-Aj) 6” - Za% ocA (Bj-AJ) 6”
- Moagay B - A) S8y - haf oy (B - A S 8
+ 4 ag ag (B] A]) 5ij §. * 2 a, oy ap (B] - A]) 53]
- 20, a2 (B - A)) 613 - 8 ag (8, - AJ(B, - A} C, § ik
+ lloaé aBC' (B -Aj)(B]-A]) - liag (Bj-Aj)
(8, - A]) ci' - 8 ag (Bk - Ak)(Bj - Aj) C. 8y
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+ 4 ad a, (Bk ‘Ak) (Bj Aj) 80

3 ) ) )
+ 8 ag (BJ° Aj)(B] Al)(Bk Ak)2 c, 1

Bai “% o “i pl 7]

+ ZaéaB (Bk-Ak) ‘Slj ip * 2

+ 202 oy (B) - A) Sij Skp 7 2

- 2 a2 ap (Bj - Aj) 11 Sk~ 2
- 2 mé oy (8 - Ap) 6il ij = 2
- 4 ag ¢ (Bj - Aj)(BI - A Skp
X(8, - A) 6ol " 4 ag o (ap -

- 3 - -
h o ci (Bk Ak)(Bp Ap) aij

- - - 3
‘X(Bk AI)(B1 Ai) Gip h ac
- 3 -
X(BI AI) Gij + k as o (Bp
3 - - -
+ b ag oy (Bp Ap)(Bj Aj)(Bk

L - -
+ 8 ol ci (Bj Aj)(Bk Ak)(Bi

k C 7i 1] "pk
a% ag (B, = A) Sk Sip
a% ag (Bk - Ak) sij Ip
ag @y (By = A 6, 8,
aé an (Bp Ap) 6ik Gji
- kol c, (Bj - Aj)

Ap)(B] - A) 85k

- had o (Bj - Aj)

ag (Bp - Ap)(Bk - Ak)
Ap)(Bj - Aj)(BE - AE) 81

AJ 8

- Ai)(Bp - Ap) ]
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APPENDIX {1

PROGRAX DIPULECLINPULT »QuIPLT s TAPES)
COMMON Dlavsgul oD a) sNCEMTRITIZU) oY (gusa i) v isT U100 sn ) el 40)
COMMONM/DIFT/ BT IV ETALL? w95 aNTYRELIPU) s FIRLIL120) s 0L v (1200
1 DIi(3sz)ysX s 940 ) e MG
THIS VERSISN OF DIPOLE 1..CLULEL FORMOLAL FOR IHTEORAL. o wali O
INPUT DATA CONSISTS OF NRs THE NO OF R20wWs [0l Thi Coce = ICheqt e
MATRIXs NG THE NG OF COLUNNG TH 2iAYeseseNEAl o THE LOloPal [l
DATA Tev FOR DCUBLY OCLULPIED Vel HOW VACAHNT--
FORIMATII2F Bav)eoa THEN T COUFFICIENT MAalRIA Lot o vl sd)
AS PUNCHEL [N POLYATOMe oo il GALLSITAN FoubCtion LpuCleilalione
ARE READ FPRCM THE PA 3w ILTUGRAL TAPL (TAPH4)
CALL SECONDOTL)
PRINT tiixaos T1
NRME = 44
PI = 314109269359
REWNINUS
READ(4)
READCAY N CONFIRLDTOIN sNL AL T U)o NCaEMIRETYoNTYRE (LYY el=] oliin)
READ(4) NGs((LfH(IoJ)sJ 1+5)s1=1-NG)
READ(4)Y HOCs (IVETIST T o) ed=1s4)s1=19N0C)
REWINDA
DO 10us [=13sNB
DO 1uvd J = 1N
Geevl) = vaw
DITsd) = Jew
Y(OLsd) = Uav
READ 1ULEs NReNC
READ Touw 7« (000D sI=1 MR Y
PRINMNT 1o (0CCHE)Y s T=1 N
DO 1UuA T=18R
READ luum,(r(is)) g=1anC)

\\\\\

AL RN EY i e NV XY

Bl avib JXoe L !

DI AVE R} 1:1»ht

DG luiu Jo Lo

GO 1V w=)eny

DUTsygd = DELad) o+ OCCO) e e by DY (e )
PRIMNT Lo

Al PR T e ovanilaX)

LT

]
FOINT 1 LU NFIROTOD) wM AT OD Y s i Y (i Y e D s,
FRLMT Lol
PRIMT 2w

10 B AVES B R A AT

DRINT 2l os T (ETAUT s o] »h)
PRINT o

TG N U RN S A

DI0 IV B O I
MICTed) = e



NN

N

30

16y

98

[IF(IleNEeJ) GO TO 30

DI(IsI) = 10

CONTINUE

THE DIPOLE MOMENT INTEGRALSs PRIOR TU wJLTIPLICATICN 3y DENSITY
MATRIX ARE STORED IN ARRAY X

DO 55U IV =153

CALL DINTOS

PRINT 1v8

PRINT 11GsIV

CALL PRNT({XasNBsNBVMX)

DMIIV) = Oevu

DO 60 I=1sNE

DO 6V J=1MNB

OMUIV) = DIUTIV) = 2.udDlT ey *X{sJ)

CONTINUE

THE NUCLTAR CONTRIBUTICMNYS TO THE DIPOLL ~CyERT ARE Hexd
CALCULATED

RNl = 0.0

RPN2 = 0.0

RN2 = Ual

DO 160 1=1sNCC

ML o= RMI 4+ VLIST(I o1 )#VLIST(] s4)

PRNZ2 = RNP? O+ VLISTUTIe2)VLIST{T s4)

RM3 = PN + VLISTUI3)#VLIST(Is4)

IR ] - MDA 1 nr'l Ty
[N B T . v A

oMo DM2)
HM3 U032
npv = DM1%3#2 4 DMI2E¥R2 4 DIF3R%2 22,5415
PRINT
oRNT

N
Il
)
S B

!
=
{ -
—Jf)a—* ES IV VS S
»

-—i
-+ +

(1

BMO1)Y e (20D (3)

PRINT RMTsRMZyRN3

PRINT OM1sDM2sDM3

PRINT 7\,3,[,P,v

CALL SECOND(ITZ2)

PRINT 11015 T2

Ir = 12 - 71

PREINT 1102 » TT

(1.Xs%POLYATAY DEMSTITY MATRIX¥*s//)
FORISATL/A)

FORSAT (10X X TRPOLT NN T AT RIS FOR Cden Y LN ve e /)

}
H
i
i
FORPAT I3 [ 2a3Xa 2T e 1267 ][2)
AT
|

\)'\).’\)

[CEY)

- "~ r'.' “a

AN

TOR AT (1 ud s INCTIONZ s 2 A e ANF IR T aqae N A e 2 e dd i VD we/ /)
fropesea l Opadls (",,\«!1;2{ AKX s METAL T Yo 7As L ity = ar T T 0 a7y

PN SR T L S SR T P T BN

EQpRaal (00X 931}7{5,_{“(?i(-~,”‘iff;5"’;'f,\?,’)r luehhs/)

FORUAT I s 0 LT AR e 5 s 3 luets /)

EORUGAT Lo s D TTAL TO0LE MUOMEMPEs2X aF T o a3 eV e
AAT (o LancnupoMi L DF DIPGLE au-iil ¥e/sdhas TAw 1K s
Y it

CsOXaELre /)Y
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99

207 FORMATIEX s #REFSULTANT#*93X9 37 1-6bs/ /)

210 FORMAT(IUXs 293X 94 {3AsF1ceb))

1000 FORMATIA4ELD & 8)

1008 FORMAT(315)

1007 FORMAT(12F560)

1100 FORMAT(/s1uXesxTIME AT START OF DIPCLE RUUTINER s PR 1l e PR ®ut O%o

1 /7))

1101 FORMAT(/sjuXsxTIHE AT FHD OF DIPOLE ROUTTLE%s 2 e 102 0 (e s/ /]

1102 FORMAT(1uXsxTOTAL TIVE JSED FOR DIPOLY ROUTINE#:2XsFlue 3e28 ey o)

CALL EXIT

EMD

SUKBRCUTINE DINTS

COMMON/DIRPLI/PT s IVsETA(120s8 ) s NMTYPE(I2u) o lFIRSTI20 Y anLNLTLT2U)

1 D (3e3)sX[4UussilysNR
THIS SURRQUTINE CQRGANTIZEDS THE CALLING PARAETARN NG Soar
THE [INTEGRAL PACKAGE AND POOSTHULTIPLIFS THE DIPGLE wooitnT
INTEGRALS Y THE APPRCOPRIATE NORMAL TZEL COFFFICITNTS

DO 1UU I=13sNB

MT = NTYPE(L)

LL = MNLASTUL)Y = NFIR>TUDY + 1

DO 100U J=1sNB

ML o= NFIRST(T)

NT = NTYPE(U)

poan - &ty A C T ot A
‘ RN PR L XS S A | 1

X(I’J) = Le
DO 1lv M=1lsLL
NL = NFIRST(U)
DC 111 N=1oMM
DI = DICTAMLaNLsMTsNT)
(DI} ETECRMLsSY*ETA(NLeS)*CT
X(1s) = X{0[sJ) 4+ DD
111 ML NL + 1
110 L Lo+ 1
X{Jel) = K{IsJ)
100 CONTIANUE
200 FORMATIAX 96T HsEXF1IH4891 2800 1563)
20 FORAAT 12X et [ 29X et ot X gt a BN ¥MH s Ak 2L adde 1] Xy s e TP el
Ty 2UXauxDDk s/ /)
PYTURN
FAND

i

it e



LS W

14

(3

1

1

FUMCTTION DIPTIML ML o2

COMNMOM/DIFLI/PTs ]

D (2353)sX{4usbU) sNR

THIS FUNCTION EVALUATES

NTEGER P

(P/R/‘J) 3 a6 & QEQUAT IC‘H

RAR?
AC =
ER =
GO 70
Go To
Go TO
GO To
Go To
G0 TO
Go TO
AA =
AB =

AJd = CTAINLSJ)
RJ = ETA(MLsJ)
Cl = AAETALNLST)Y + A3#ETA(MLST)
GO TG 16
{3/R/P)aaeea EGUATION 2
AA = ETALMLsG)
AB = ETA(NLs4)
J = N-1
AJ = ETAIMLSJ)
RJ = ETAINLsJ)
Cl = AAXETALMLSTY ¢+ ABR*ETAL
DIPT = ER*¥(D(TsJ) /2.0 —~ ACH
RETURN
(5/R70) eeseeECUATTION 1
AA = ETAML4)
AR = ETAINL24)
Al = ETAMMULST)
BT = [TACNLsT)
DiPI FRECAARAT 4 s )
RETURM
(P/10/7 7Y eeeoel (INTTON &
AN = ETALNLs4)
AR = ETANL =4
J o= M-
Kooz Nt
Ad = LTATN 20)
A = ETACL 9 X))
Al = UFTACL 1)
i) = ETAINL 2J)

(ETAGALs1) — ETALINLeY) )Y ®*D +
(ETAURKLs3) - ETA(NLI3))*:%2

s M)

FHE

DIPQLE

ETAGALsa)#ETAINLs4 )/ (ETATAL 54 ) +

(EXP{=ACH¥RABR)I*¥(PIxX1.5)/(ETALL4)

(192929293953 sb15H:5) s M
(1191291251222 %922+27%
{14519515915925920 /70
(21353253293233519351925193529352935L2)»
(41942542542 9352335292529363956 70
(519529529529352935Aa3543363}j659565)’N
{4) 9029629623352 9552935 2636353653936 5) 9 N

ETAINLs4)
CTALML 9 4)
d = [“J‘—.‘[

3

soprEs T

9241726019242 )9 N
26122629267 ) s N

IN

[N

[

FORMUL A

FORMULLA

FORMOLA

I LR

FGhAY e N

Liot

ST

Lial

o

(CTAGHL s 2)

N

F‘.A(NL‘H’;))
+ e TACNL 94 ) )50 ,8

100

SETALYI2 98 s NTYPELT 2o et RO 20 et AT U120 s

INTEFGRALG

Elalalle) ) e

<4
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23

' .0

200

40

101

BK = ETAINLSK)
BI = ETA(NLSI)

Cl = (AAFAT + ABXBID)
DIPI = Cef¥LR¥(—=ACH(BK~AK )l )/ AL + ACH(-J=-ADI®LULs) /AN +
1 2CI%DLJsY/ TAARAD) = DeudfaiCrd I pBd-n )% (=AY LA A )
RETURN
(5/13/DJJ)esese b QUATION 4 [N FORAULA LIST
AA ETAIML»4)
AB ETAUNL %)
J = N-4

ol

AJ = LETALML-UJ)
3J = ETAINLJ)
CI = AA®ETAOMLSTY + AB*ETA(RNLST)

DIPI = UeaS*ER®(CI — CIHAC/AAR — 240%  ACH{RI=-AN2D0Is0) + 2a0uxnl
1 %¥D#(PU~AJ) ¥¥2*¥CI/AB) ZAR '
RETURN

(DJJ/R/5)s06e o FQUATION 4 IN FORMULA LIST

AA = ETA(NLs4)
AB = ETA(ML»%)
J =M -4

AJ = ETA(NLsJ)
BJ = ETA(ML»J)

Cl = AAXFTALMLST) + ABxETA(ML ST
nn TA ol
PO/ /IR ) sseeatb OUATLION & LN FURMULA LIoH

J= M

K = N - 6

GO TC 24

J =M + 1

K =N - 7

AA = ETALML24)
AB = ETA(NL4)Y
AJ = ETAIMLJ)
BJ = ETACNL2J)

AK = LETA(MLSK)
B = ETAINL oK)
Cl = AA#FTACML L) + ABR*ZTAIMLSL)

NIST = ER#{-  ACH{r =AYl {l=J) - AC= Ly Joa iy i (e ) = 2y w0y
1 HCTR(OV AR I X =A ) /A) (0 u AT
RETURN
(UK /RIS seeael CUATION & 1M FORVOLA L1oT
J = N

Vs

K= b= 6
GO 1O 4uu
J o= Mo+ L
K= M - 7

AN = ETAMNLs4)
AR = ETALML-4)
A = FTAINLsJ)
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RJ = ETA(MLs I
AL = ETA(NLSX
B = ETALMLSK)

Cl = AA#ETAINLSsI) + AB®ETA(MLSI)
GO TO 2uC
(PJ/R/DKK) e aee e FQUATION 5 IN FORMULA LIST

25 AA = ETA(MLs4)
AB = ETA(MLsG)
J =M -1
K =N - 4

AJ = ETA(MLJ)
BJ = ETA(NLsJ)
AK = ETA(MLK)
BRK ETAINLsK)
CI = AAXETA(MLSI) + ABXETA(NLST)
260 DIPI = UG25%ER#¥LAA*D(T 9 J) — AARACHDUI s UI/AS + 2 u*aC#D{[sJ)*
1 DUIsK) = fLel¥ AC®2I#(BK-AK)IFCIHD(Ja) /A5 + 2o URATERDERAFLOR-AX)
2 %%2%¥D(1 s J) /AR 4 4,03  ACH%2#{RK-AK )% X (RI-AJ)RCT/ADT — A o ¥ACH*D
3 #(RJ=AJy*(BL-AK)*¥0{TeK) + Pevit  ACHCT#(MJ=AJ) =Pavit  ACEXOFCTH
4 (RJ=AJIY/ZAR)/ (AA®AI) :
RETURN
(PU/R/DKL) eeae e EQUATICN 7 IN FORNMULA LIST
261 K = N = 7
N R
GO TO 260
262 X = N - 8
L =N-6&
GO TO 260
263 K = N - 8
L = N=-7
260 J = M - 1
AA ETA(MLs &)

I

AR = ETA{NL»4)
AJd = ETA(ML+J)
AK = FTA(MLK)

AL = ETAMMLL)
B o= ETACMNLLD)
RN = ETAINL KD
B = ETACNLSL)
CI = ETA(MLsIY®AA + ETAINLY DY*AB

AOO DTPT = a6 =2 JU0%¥AC¥%2x (2 )=A )yt (B =AYyt Tel )~ Dy TR0

PORI=AJY * (L =ALY RDCT 9K )+ Aau® ACERAXC IR (R =A0) sl ca=A v G =)
2 AR+ ACEDCTL) 00 gaK) 4 ACTOCTaR)FD 0] 4 JaLEAC RS A L)
ARARL=AL) =D (T2 AR = 2% ACsE2xCIe(OL=AL) # (dany /b~ Ded ¥ACHs

f 2CTHRANK-AL)I ¥ 0 LY Z AR/ LAN AR
RETURN
(DKK/R/PJ) snwasGATIUN 5 [N FORALLA LTSI
32 J = N - 1

K= M -4
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62

42

52

351

N Ty -

-
[o3]

A

AA = ETAINL &)

= ETA(ML%)
ETACNL» J)
ETA(ML»J)
ETACNLX)
ETAIML oK)
CI = ETA{MLsI)*AB3 + ETAINLs I)*AA
GO TO 250

(DXL/R/PU) eeaee EQUATIUON 7 IN FORMuULA LISI

x>
99]
|

Ion

s
=~
non

J=N-1

K = M -

L = M~-56

GO TO %00

J=N-1 <"

K =M -7

L =M -6

GO TO 5u0

J =N -1

K =M ~ 8

L= M - 7

AN = FTA{ML4)

AR = ETAIMLs4G)

AJ = ETAINLsJ}

al = ETALM - N

AKX = ELTAINLsK)

B = ETA(KLK)

AL = ETA(NLL)

BL = ETA(MLSL)

Cl = ETAINL>IT)®AA + ETA(MLL)®AH

GO TO 6u0

(DCK/R/VDII) s000e EQUATION 8 TN FORMULA LTOH

AA = ETA(NML4)

A = ETA(NL4)

J =N - 4

K = M - 4

AJ = ETAMMLs )

RJ = FTAINLS)

A FT\(”L’K)

I = TTAML <)

Cl = /\..\.'f TACLsT) + AXETACNMLST)

DIPT = CRIIOASSAERCT = AnwACHCD ~ ACRARARRL] b Qe 3D
ACHRDIRCT ¢ D »‘:»f..'\m; AL (A=A 2T en ) — 2,0t RN
BETedY 4 e HARKSAC: (IJ“AI) DT sd) ~ 2e0iAata o
DT sK) = e TANRACES va( =AY UL e 1 AD 0T o 0y v s U AR
YR ek ) D(qu) - ﬂensz- caC IR (R =AY -A I e )
XU CT (R ) ¥ %D 4 DgUHAARACE R RCIHRS- )Y A% J e U N
(RJ-AJ )X %P - {.unAf“15(I (n—ARYREED 4 g DYALRAC My
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TAactds s
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TIBK~AKI®D(T oK) = 4 eUdACH % 2#AB® (K-AK)%#2% (35 )=AJ)I*¥D(1+3) + fausAl
R #%4%CI¥(RI-AJ)FE2X(BL~AK)%¥#2) /{4 UHAAXFDIAQRRD)
RETURN :
352 IF(M,LLT.8) GC TO 370
K = N - 4
IF{M — 9) 371+372+373
370 K = M - &4
IF(N = 9) 3713725373

371 J = 1

L =2

GO TO 375
372 J =1

L =3

GO TO 375
373 4 = 2

L =3

275 IF(H.LT 8) GC TO 376

: AA = ETA(MLs4)
AR ETAI(NL »4)
AJ = FETA(ML»J)
PJ = CTAUNLJ)
AK = ETAIML)
Ry, = ETALNML o)
AL = EITAGML L)
8L « ETA(NLSL)
Cl = ETA(MLsITY*AA + ETA(NLI)*AS
GO TO 91

276 AA = ETA(NL4)
AR = ETA(ML4)
AJ ETACNL»J)
BJ = ETA(MLs )
AK = ETAIMLK)
R = ETA(MLK)
AL = ETAINLSL)
RL = ETAMMLsL)Y
Cl = FETAINMLsTI)#AB + ETA(NMLIT)*AA

71 COMTINUF

DIPT = FR¥{/A quiACK#2RANRD ([ 28 ) 3(uaL)*(UJ"AJ) D W UEACHE N HAAR
1 (hsd=Ag)® )(Ial) — P auHACHERIRANC A )-AY D0 a ) e AR A A ()
2 ARYHO LT s )RR e1) = A oW ACHFZI2RAAR (K =ANT 00T i Y00 e x) + A,
ACHED AN (ML AL ED (T )%l T ek} 2edAANARSALRIEL-A e (T )
a1

It

D ot AAR Nl =AY (e ) -
Hho Be 3EACHEE R LR SANY Y (LAY #CI RO K) 4+ e AR N TN o (-0 ) R
nooUsL--AL) - a.wWAC%%q%(rJJAJ)%(Ri«\L)nCI — A FACER AR { =) w0 A

oY XCTHEDIL 9K ) + e URACH RN AAR RS- )R8 (R0 =20 VD (T ) - QauRAC» R
TEALCOS-AI) F L -ALYF 0 =AK)Y D0 o) 4+ 4o URACER AR (TG A v 20 (e )=
A A ED(TaL) p.b*NCf*&f(JJ—AJ)n(uL—AL)*(“i~A\)**f*\I)/(%-U*Aﬁ

Q HH2EAYHRED)
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RETURN
(DJUK/R/DLP) e eeee EQUATION 1v IN FORMULA LT
263 [F(M=9) 39Us5G1939¢ i
390 K =1
= 2
TO 4u3
1

(@)

1

O
il
—
wN O
w

403

Q) 39393944395

m
W~ h

I

401

O
—

t

QO
—

Lol
395

W
0
w3
VLDV OVCC—~T RO RO

Hi
WO WO N ]

401 AA = ETAIMLsA)
AR ETACML o 4)
CT = AASETA(YML oI + ABXETAINLST)
AS - TTA o0
ETACNL )
ETAINL X))
ETACNLsK)
ETACMLL)
EYAINL L)
FETALIAL s P)
[p = ETAINLSP)
DIPT = FR3¥(2UFACH#2#CTRNIP L) #D0JoK ) 4 2 GdACHFZRCTHD
T 4 DeURACHEDEANK(RK-AKIED UL s ) ¥ (T o)+ 2oUsplR®D %0

‘

> > 3> T ™D
T O ARARC
TR | A A I

2 HEN (T eR) 4 D4 A(<*?“‘A*(°L—Az)*D(IaJ)*DtK,P) IR ¢

A (BK=ARYRD (L) RN ILsP) = 2euHACHRDEAA(SS=A I *D ([ 0)

Lo ¥EROEAAR(RL-AIIRDIT I RD(P L) = Peu®A (ywv‘“ﬁ4("?-ﬂr\ D

§ = D GUMACHEDRAAR (AP APYED (T ar ) #D (ol ) — feudplsr3cl] i

6 ALY R (el - A g UXACERS TR G- A ) L s A ) D (e ) e o

7 (wnwﬁw)*(“L~ﬁl)*ﬁ(J-<) e AUHERARC T = RPN L) -
Q@ UFACHEIRALE (@ J-A J)“( AR R CRE =AY T aD) = Geui Al Clor -0
o *("h-ﬂf}r(%L* (Isil G e AR R AR (L e ) e e Je ) e =0

i) 4-»“w<n*wmﬂhw(vr~xp B T A B T T U IS N S S
RO U A O A R (L= AL YR LR AP ) /(e L AR D)

)nwnUTINF PRUT Y 9NV e MY
I)I»ll STON Yo EOETIHE
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DO 71y KM3=1s1u

Ml=M2+1

MR2=M2+12
IF(M2-NRYT11+712-712
M2=NB

M3=10

PRIMT 60059 ( Je J=M19sM2)
PRIMNT 1.8

DO 5U5 I=1sNB
PRINTSGCsT ol Y (TeJ)sd=MLeM2)
PRINT 107

FORMAT(/ /)

FORMAT (/)
FORMAT{1Xs1291X912F1U0a5)
FORMAT(4Xs17511110)
RETURN

END
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APPENDIX 111

TRANSFORMATION OF AB INITIO MOLECULAR

ORBITALS TO CNDO FORMAT

The self consistent field equations which are solved in ab
initio molecular orbital studies are generally expressed in matrix

notation as:
FC = SCE (1)

where F is the Fock matrix, S the overlap matrix, C the matrix of
molecular orbital coefficients and E the eigenvalue matrix. The differ-
ence between these equations and the semi-empirical analogues is due to
the inclusion of atomic overlap in the former case.

In the CNDO approach, the Hartree-Fock equations reduce to:
F'C' = C'E (1)

Prior to their use in the process of parametrization of CNDO,
the ab initio wave functions must be transformed so that the coefficients
correlate with those obtained in the semi-empirical method. This
transformation is quite straightforward consisting of a single math-
ematical manoceuvre - namely left multiplication of equation (1) by S-%

to give:

-l -l 1 1
SérsTEs% = SECE (111)
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TABLE XVII

ORBITAL CHARGE DENSITIES FOR CARBON MONOSULPHIDE

Charge Density
Function
Wi thout d'® With d\®7
c 1s 0.9983 0.9977
28 0.8554 0.7548
2px 0.2899 0.2701
Y 0.2899 0.2701
z 0.6688 0.6614
s 1S 0.9997 0.9992
2S 0.9990 0.9930
3s 0.8664 0.5006
2px 0.9913 0.9912
3px 0.7186 0.7141
2py 0.9913 0.9912
3py 0.7186 0.711
2pz 0.9884 0.9880
3pz 0.6236 0.6321
3dxx 0.1337
Yy 0.1337
zz 0.2052
Xy 0.
Xz 0.0244
yz 0.0244

(a) Feg = 1.5349 A
A

; Ty =1.63, z, =1.75



TABLE XVI11

ORBITAL CHARGE DENSITIES FOR HYDROGEN SULPHIDE

Function

Charge Densities

No d'¢! With '@ With d'P)
H 1S 0.4934 0.4247 0.4110
s 1s 0.9995 0.9932 0.9992
25 0.9980 0.9925 0.9924
3s 0.8460 0.4803 0.4754
2px 1.0 0.9999 0.9999
3 1.0 0.9988 0.9986
2py 0.9836 0.9829 0.9885
3 0.5103 0.5125 0.5251
2pz 0.9888 0.9886 0.9925
3 0.6857 0.6745 0.6898
3dxx 0.1429 0.1405
YY 0.1570 0.1579
zz 0.1514 0.1514
Xy 0. 0.
Xz 0.0011 0.0013
vz 0.0681 0.0646
(a) rg, = 1.328 A, <HSH = 92.2°; £ = 1.66: (4/224242)
(b) rg_, = 1.328 A, <HSH = 92.2°; ¢ = 1.66; (4/224562)
(c) Fo_y = 1.328 A, <HSH = 92.2°,

109



TABLE XIX

ORBITAL CHARGE DENSITIES FOR SULPHUR DIOXIDE

Charge Density
Functions
No d(a) Single dxy(b) Fall d Set(c)
0 1s 0.9986 0.9985 0.9977
2S 0.9121 0.9067 0.7987
2px 0.6876 0.5645 0.6111
Y 0.7048 0.7326 0.7283
z 0.9040 0.9138 0.8049
S 1S 0.9995 0.9995 0.9991
2S 0.9974 0.9972 0.9918
3S 0.8176 0.8126 0.4722
2px 0.9890 0.9883 0.9857
3 x 0.6356 0.6100 0.5182
2py 0.9842 0.9831 0.9816
3y 0.4487 0.4186 0.4181
2pz 0.9921 0.9913 0.9896
3z 0.7208 0.6934 0.6365
3dxx 0.1537
YY 0.2716
zz 0.2440
Xy 0.2723 0.2436
yz 0.0301
Xz 0.1816
(a) <0S0 = 119.5°, reg = 1.4321 Z\.
(b) <0S0 = 119.5°, re.g = 1.4321 A; ny = 1.40
(c) <050 = 119.5°, r 0= 1.4321 A ; ¢y = 1.40, g5 = 1.53

S
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TABLE XX

ORBITAL CHARGE DENSITIES FOR OZONE

Charge Density
Functions
- Single dxy(g) Fall d,Set(b) Without d (c)
0 1s 0.9987 0.9984 0.9987
25 0.9405 0.8174 0.9417
2px 0.5801 0.5910 0.6708
y 0.6031 0.5904 0.5925
z 0.8547 0.7880 0.8516
0' 1S 0.9970 0.9954 0.9970
25 0.8470 0.7975 0.8480
2px 0.6533 0.6263 0.6582
y 0.5582 0.55k4k 0.5733
z 0.8035 0.7957 0.8122
3dxx 0.0242
Yy 0.1961
zz 0.1049
Xy 0.1862 0.1742
Xz 0.0171
yz 0.1425
(a) fo-0 = 1.278 A, <000 = 116.8°; Ly = 1.10
(b) fo-0 = 1.278 A, <000 = 116.8°; ¢, = 1.10, &z = 1.20
(c) r = 1.278 Z, <000 = 116.8°
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On comparison of equations (11) and (111), it is seen that the

following relationships hold:

n
7))
I
N
]
7

F! (1v)

and c'=9§

so that the ab initio molecular orbital coefficient matrix need only be
premultiplied by the square root of the overlap matrix to effect a
transformation to molecular orbital coefficients of the CNDO type.

Such a procedure was applied to the molecular wave functions
obtained for the series of molecules studied in this work. The trans-
formed molecular orbitals were then used to calculate the CNDO bond
order-charge density matrix. It is a property of these transformed
molecular orbitals that the total charge density is equal to the total
number of electrons in the system.

The results of bond order calculations, and hence of the
molecular orbital transformations, constitute the first stage in the
CNDO parametrization. The transformed molecular orbitals are available
for future reference if required. In this appendix, a brief summary
of the calculations is presented in the form of a tabulation of charge
densities for the various molecules studied. It would be one of the
objectives of the procedure of parametrizing CNDO for second row to
replicate these charge densities, and in fact the bond orders, as closely

as possible.
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