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## CHAPTER I

## Introduction

Two complete user-oriented computer programs in FORTRAN IV are presented which utilize some new ideas on discrete least pth approximation [1] and, more recent ideas on generalized least pth approximation [2]. Least pth approximation with $\mathrm{p}=2$ gives a discrete least squares approximation. With sufficiently large values of $p$ an optimal solution very close to the optimal minimax solution can be obtained. Values of $p$ up to $10^{6}$ have been successfully employed. Gradient minimization algorithms due to Fletcher and Powell and, more recently, to Fletcher are used. The user has to write all the required specifications, the approximating functions and weighting functions in a straightforward way.

The first program is described in Chapter $V$ with a listing attached in the Appendices and is applicable to design problems with a single specification. Quadratic interpolation, if desired, is employed to bring the discrete approximation solution closer to the solution of the continuous approximation problem. Numerical examples for which the minimax solutions are known were chosen to illustrate the work of the program. The solutions obtained are in excellent agreement with the known ones.

The second program is described in Chapter VI with instructions as to its use and the listing being given in the Appendices. The
program is directly applicable to such problems as meeting or exceeding design specifications on several disjoint closed intervals as in filter design and allows for situations more general than the conventional problem of approximating a single continuous function on a closed interval. There is no restriction on the number of variable parameters, discrete point sets and number of intervals. The examples which demonstrate that the program works, since the methods have already been tested, were chosen in system modelling and multi-section lossless transmission-line network design. Although the program is not written for nonlinear programming we found it is also applicable for problems with parameter constraints.

The programs are run on the CDC 6400 at the McMaster University Computer Center.

## CHAPTER I I

## The Optimization Problem

The general optimization problem is to maximize or minimize a function $f(\mathfrak{q})$, where

$$
a \triangleq\left[\begin{array}{c}
a_{1}  \tag{2.1}\\
a_{2} \\
\cdot \\
\cdot \\
\cdot \\
a_{k}
\end{array}\right]
$$

is a vector of $k$ independent parameters or design variables. Since the problem of maximizing $f(\underset{\sim}{c})$ is equivalent to that of minimizing $-f(\underset{\sim}{2})$ only the minimization problem is considered. The function to be minimized is called the objective function and will be denoted by the symbol $U$.

In general, a linear or nonlinear set of constraints may have to be satisfied either during the optimization process or by the optimal solution. Each parameter might be constrained by an upper and lower bound

$$
\begin{equation*}
{\underset{\sim}{u}} \leq \underset{\sim}{a} \leq \frac{a}{u} \tag{2.2}
\end{equation*}
$$

where

$$
\left.\underset{v_{\ell}}{a_{l}} \stackrel{[ }{a_{\ell 1}} \begin{array}{c}
a_{l 2}  \tag{2.3}\\
\cdot \\
\cdot \\
a_{\ell k}
\end{array}\right] \quad \text { and } \quad a_{u} \triangleq\left[\begin{array}{c}
a_{u 1} \\
a_{u 2} \\
\cdot \\
\cdot \\
\cdot \\
a_{u k}
\end{array}\right]
$$

are lower and upper bounds, respectively. A possible set of h implicit constraint functions may be set as

$$
\begin{equation*}
\underset{\sim}{c}(\underset{\sim}{a}) \geq 0 \tag{2.4}
\end{equation*}
$$

where

$$
\varepsilon \Delta \xlongequal{\Delta}=\left[\begin{array}{ll}
c_{1} & \left(\begin{array}{l}
a \\
c_{v} \\
c_{2}
\end{array}\right.  \tag{2.5}\\
(\underset{\sim}{a}) \\
\cdot & \\
\cdot & \\
\cdot & \\
c_{h} & (\underset{v}{ })
\end{array}\right]
$$

and $\underset{\sim}{0}$ is a zero vector. Any vector $\underset{\sim}{a}$ which satisfies the constraints is called feasible. A region of feasible points $\underset{\sim}{a}$ for which (2.2) and (2.4) are satisfied is a feasible region $R$.

The problem of minimizing $U$ subject to the constraints is to locate a point $\underset{\sim}{\underset{\sim}{y}}$ such that

$$
\begin{equation*}
V \triangleq{ }^{v} \triangleq(\underset{\sim}{v})=\operatorname{minf}_{\underset{\sim}{a} \in R}(\underset{\sim}{a}) \leq f(\underset{\sim}{a}) \tag{2.6}
\end{equation*}
$$

for any feasible $\underset{\sim}{a}$ in the neighborhood of $\underset{\sim}{\underset{\sim}{a}}$. A point $\underset{\sim}{v}$ is called a constrained local minimum.

Methods which guarantee convergence to a global minimum for all functions are not available. Since we cannot generally guarantee to find a global minimum we restrict our discussion to local mimima. The distinction between local and global minima is not essential from the optimization point of view; it is,however, important when the results of applying optimization techniques have to be interpreted. Most optimization strategies reduce a constrained problem into an essentially unconstrained one. This can be accomplished by transforming the parameters and leaving the objective function unaltered [ 3], [ 4], or by modifying the objective function by introducing some kind of penalty [5] - [ 8]. Other methods for handling constraints employ changes in strategy when constraint violations occur, but they are not found to be so efficient and accurate. Further details may be found in some of the general references [8] - [11].

## CHAPTER III

## Methods of Minimization

### 3.1 Direct search methods

Many direct search methods for optimization were proposed between 1960 and 1965. Direct search methods are based on a sequential examination of trial solutions which, by simple comparisons, give an indication for a further searching procedure. These methods require only the evaluation of the function at a given point and thus are applicable to general continuous functions. In general, they do not give a rapid rate of ultimate convergence and hence are inefficient for finding a minimum. Methods of this type are useful in the early stages of optimization and can provide information about a region in which a minimum is located. Many direct search methods for unconstrained optimization are described by Kowalik and Osborne [12] and by Box et al [13].

In the last few years, however, relatively few papers have been published on algorithms that do not require the calculation of any derivatives. The main subjects of these recent papers are estimating derivatives by numerical differences in order to use Davidon's [14] algorithm, lattice approximations, and fitting a quadratic function to calculate function values.

### 3.2 Gradient methods of minimization

In this section it is assumed that appropriate partial derivatives exist and methods are described which utilize partial derivative information to determine the direction of search for a minimum. The partial derivatives may be defined analytically at each point or must be estimated from the differences of values of f(a) .

For a continuous objective function $f(\underset{\sim}{a})$ with continuous first and second derivatives, we can write, using Taylor's theorem
where $0 \leq \lambda \leq 1$,

$$
\Delta a \stackrel{\Delta}{=}\left[\begin{array}{c}
\Delta a_{1}  \tag{3.2}\\
\Delta a_{2} \\
\cdot \\
\cdot \\
\cdot \\
\Delta a_{k}
\end{array}\right]
$$

represents an incremental vector,
(3.3) $\quad Z f \Delta\left[\begin{array}{c}\frac{\partial f}{\partial a_{1}} \\ \frac{\partial f}{\partial a_{2}} \\ \cdot \\ \cdot \\ \dot{\partial f} \\ \frac{\partial a_{k}}{}\end{array}\right]$
is the gradient vector containing the first partial derivatives and

$$
\underset{\sim}{G} \triangleq \underset{\sim}{G}(\underset{\sim}{a}) \Delta\left[\begin{array}{lcc}
\frac{\partial^{2} f}{\partial a_{1} 2} & \frac{\partial^{2} f}{\partial a_{1} \partial a_{2}} & \cdots \\
\frac{\partial^{2} f}{\partial a_{2} \partial a_{1}} & \cdots \cdot & \cdot  \tag{3.4}\\
\cdot & \cdot \\
\frac{\partial^{2} f a_{k}}{\partial a_{k} \partial a_{1}} & \cdots & \cdot \\
\frac{\partial^{2} f}{\partial a_{k}^{2}}
\end{array}-\right.
$$

is the matrix of second partial derivatives, the Hessian matrix. For twice continuously differentiable functions $\underset{\sim}{G}$ exists and is symmetric, ie., ${\underset{\sim}{G}}^{\top}=\underset{\sim}{G}$. A symmetric matrix $\underset{\sim}{G}$ is positive definite if for all $\underset{\sim}{a} \neq \underset{\sim}{0}$

$$
\begin{equation*}
{\underset{\sim}{a}}^{\top} \underset{\sim}{G} \underset{d}{a}>0 . \tag{3.5}
\end{equation*}
$$

If $\underset{\sim}{G}$ is positive definite for all $\underset{\sim}{x}$ then according to (3.1)

$$
\begin{equation*}
f(\underset{\sim}{a}+\Delta \underset{\sim}{a})>f(\underset{\sim}{a})+(\underset{\sim}{\nabla} f)^{\top} \Delta \underset{\sim}{a} \tag{3.6}
\end{equation*}
$$

for all $\underset{\sim}{a}$. At a local minimum

$$
\begin{equation*}
\underset{\sim}{\nabla}\binom{v}{\underset{\sim}{v}}=\underset{\sim}{0} \tag{3.7}
\end{equation*}
$$

must hold. Assuming the first and second derivatives exist, a point is a minimum if the gradient vector is zero and the Hession matrix is positive definite at that point.

Since the first partial derivatives of a function vanish at the minimum the second-order terms in the Taylor series expansion dominate in the vicinity of the minimum. It follows that the only methods which will minimize a general function quickly and efficiently are those which work well on a quadratic form and are guaranteed to converge eventually for a general function. All others may be slow, at least in the vicinity of the minimum, and often elsewhere.

The general quadratic function of $k$ variables can be written

$$
\begin{equation*}
Q(a)=c+{\underset{\sim}{d}}^{\top} a d+\frac{1, z a}{a}{ }^{\top} A a \tag{3.8}
\end{equation*}
$$

with gradients

$$
\begin{equation*}
g=\underset{\sim}{b}+\underset{\sim}{d} \tag{3.9}
\end{equation*}
$$

where $\underset{\sim}{A}$ is a $k^{\prime} x k$ symmetric matrix, and $c$ and $\underset{\sim}{b}$ are constants. If $A$ is positive definite

$$
\begin{equation*}
\stackrel{v}{a}=-A^{-1} \underset{\sim}{b} \tag{3.10}
\end{equation*}
$$

and $\underset{\sim}{\underset{\sim}{a}}$ is unique and can be found in a finite number of steps.
We are interested in a quadratic approximation, such as (3.8), to the objective function $f(\not \subset)$, because a quadratic is the simplest differentiable function that has a well-defined minimum. In this case in the ith iteration the obvious quadratic approximation to $f(\underset{d}{ })$ is
where $g_{j}$ is the first derivative vector and ${\underset{\sim}{G}}$ is the second
derivative matrix of $f(\mathfrak{q})$ at point $\mathcal{Z}_{i}$. The iterative process known as Newton iterative procedure is defined by the equation

$$
\begin{equation*}
a_{i+1}=a_{i}-\left(G_{i}\right)^{-1} g_{i} . \tag{3.12}
\end{equation*}
$$

The generalized Newton-Raphson method [15] has fast convergence eventually, but frequently fails to converge from a poor initial estimate of the minimum.

A quasi-Newton iterative algorithm that involves linear searches does not require second-order derivatives of the function to be evaluated [16]. The term quasi-Newton means that an attempt is made to simulate equation (3.12), and a matrix $\underset{\sim}{\underset{\sim}{\underset{~}{~}} \text { is used, which is }}$ an estimate of $\left(G_{i}\right)^{-1}$. Because linear searches are made, $a_{i+1}$ may be defined by the formula

$$
\begin{equation*}
\lambda_{i+1}=a_{i}-\lambda_{i} H_{i} d_{i}, \tag{3.13}
\end{equation*}
$$

where $\lambda_{i}$ is a multiple which is calculated at each iteration.
The recent papers on minimization algorithms propose modifications to the iteration (3.12), so that it is not necessary for $d_{0}$ to be close to the solution. Gradient methods that are used at the present time are summarized in a general theory published in reference [17].

The ideas resulting from equation (3.13) have been successfully employed in an iterative procedure in the gradient optimization methods of Fletcher and Powell [18]. Generally acknowledged to be among the most powerful minimization methods currently available,
when first derivatives are analytically defined, is this method and a more recent one due to Fletcher [19]. As they are both used in a program presented in this thesis, a brief discussion of the methods follows.

### 3.3 The Fletcher-Powe 11 method

The method presented by Fletcher and Powell is an iterative method for finding a local minimum of a general function $f(\underset{\sim}{a})$ where the gradient vector $g(3.9)$ is defined analytically. It is based upon Davidon's variable metric method [4].

In this method the matrix $\underset{\sim}{G}$ from (3.8) is not evaluated directly but instead another matrix $\underset{\sim}{H}$ is introduced and used as an approximation to ${\underset{\sim}{G}}^{-1}$. The increment $\underset{\sim}{\delta}$ is taken along the direction of search S

$$
\begin{equation*}
\Omega=-H g \tag{3.14}
\end{equation*}
$$

so that

$$
\begin{equation*}
\underset{\sim}{\delta}=\alpha \underset{\sim}{s} \tag{3.15}
\end{equation*}
$$

where $\alpha$ is such that $f(\underset{\sim}{a}+\lambda \underset{\sim}{s})$ is a minimum with respect to $\lambda$ along $\underset{\sim}{a}+\lambda \underset{\sim}{s}$. The approximating matrix $\underset{\sim}{H}$ is updated at each iteration using the formula
where

$$
\begin{equation*}
\delta_{i}=a_{i+1}-{\underset{\sim}{i}}=-\alpha_{i} H_{i} g_{i} \tag{3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathfrak{z}_{i}=q_{i+1}-q_{i} \tag{3.18}
\end{equation*}
$$

are the changes in $\underset{\sim}{a}$ and $\underset{\sim}{g}$ during the ith iteration. If $\underset{\sim_{0}}{{\underset{N}{0}}^{~ i s ~ p o s i t i v e ~}}$ definite initially then it can be proved inductively that all subsequent $\underset{\sim}{\underset{i}{H}}$ are also positive definite. Since $\underset{\sim}{\underset{\sim}{H}} \underset{\sim}{ }$ is initially chosen as the identity matrix, then all $\underset{\sim}{\underset{\sim}{\underset{j}{j}} \text { will be positive definite. As }}$ a consequence the method converges. When the method is applied to the quadratic function it leads to a minimum in $k$ iterations and it is further proved that the matrix $\underset{{ }_{\mathrm{k}}}{\underset{\mathrm{k}}{ } \text { converges to the inverse of the }}$ Hessian matrix ${\underset{\sim}{G}}^{-1}$.

The algorithm needs to find the multiple $\alpha$ at each iteration. A sufficiently accurate minimum is obtained by evaluating the function and gradient for different values of $\lambda$ and using cubic interpolation. The linear search usually requires considerable computing effort.

It is practicable to apply this method to find a local minimum of a general function whose first derivatives can be evaluated quickly, even if only a poor initial approximation to a solution is known. Both the proof of convergence and success in practice depend on accurate location of the minimum in the linear searches.

The termination criteria for the Fletcher-Powell iterative procedure are as follows:

1. If the function value has not decreased in the last iteration step, the search for the minimum is terminated provided the gradient vector is already sufficiently small.
2. If the elements of vector a change by very small amounts, and at least $k$ iterations are performed, the minimization is terminated.
3. If the number of iterations exceeds an upper bound preassigned by the user, further computation is bypassed, and the appropriate message indicates poor convergence.
4. If one of the successive linear searches indicates that no minimum exists, further calculation is bypassed and the message indicates that no minimum exists.

### 3.4 The Fletcher method

A method presented by Fletcher came as a result of further development of the Fletcher-Powell method. He retains the positive definiteness of $\underset{\sim}{\underset{\sim}{H}}$ in the new algorithm, as it ensures a reduction in the function value on each iteration, but a multiple $\alpha$ is not calculated at a point where the function is minimized locally along the direction of search.

The idea of replacing the linear search, which is time consuming, by a simpler way of reducing the function at each iteration
has the consequence of abandoning the property of quadratic termination which guarantees fast ultimate convergence. If linear search is abandoned, something else has to force a sufficiently large decrease in $f(\underset{\sim}{a})$ at each iteration to guarantee convergence. The change in function in one iteration would be expected by Taylor's series to be approximately ${\underset{\sim}{~}}^{\top} \underset{\sim}{\delta}$ when $\underset{\sim}{\delta}$ is small, but much less than that in absolute value when the position of the minimum along the line is overestimated.
 cannot become arbitrarily small.

The corrections are determined by

$$
\begin{equation*}
\underset{\sim}{\delta}=-\lambda \underset{\sim}{H} \tag{3.19}
\end{equation*}
$$

and trying the values of $\lambda=1, w, w^{2}, \ldots$ for $0<w<1$ will eventually


Another important feature is to retain a strict positive definiteness of the approximating matrices if these ideas are to be used. Failure may be caused by slow rate of convergence and due to round-off errors in $\underset{\sim}{H}$ which may become singular. So a new formula for updating $\underset{\sim}{H}$ was found
where ${\underset{\sim}{j}}_{j}$ and $\chi_{i}$ are defined $i n(3.17)$ and (3.18), respectively.

The algorithm takes into account the above discussion on $\underset{\sim}{\underset{~}{H}}$ and $\lambda$. It is desirable to have some guarantee that the $\underset{\sim}{H}$ matrices tend to ${\underset{\sim}{G}}^{-1}$ so that the ultimate convergence for quadratic functions can be proved. A suitable property refered as a Property 1 has been defined in [19] which requires that, for quadratic functions, the eigen values of $\underset{\sim}{H}$ must tend monotonically to those of ${\underset{\sim}{G}}^{-1}$ in a certain sense. The formula (3.20) possesses the required Property 1. It is shown that the formula (3.16) also possesses that property [19]. The two formulae can be combined together and they can be used to minimize quadratic functions and thus permit as close an approximation to ${\underset{\sim}{G}}^{-1}$ as possible. The test which predicts which formula will be used is the following

$$
\begin{equation*}
\varepsilon^{\top} x \geq x^{\top} \mathrm{H} x . \tag{3.21}
\end{equation*}
$$

If (3.21) is true the formula (3.20) is used, if not the formula (3.16) is used. In fact when equality holds no preference is important but it was decided to use the formula (3.20) to avoid possible singularity in $\underset{\sim}{H}$.

In most cases for $\lambda=1$ convergence will occur and so the method requires only one evaluation of $f$ and ger iteration which results in the efficiency of the algorithm. If $\lambda=1$ is not successful in reducing $f$ sufficiently, then $a \lambda$ is determined by cubic interpolation and the largest of this value and 0.1 is used. Thus the possibility of obtaining a local minimum along a line is retained when it is necessary, in which case more than one evaluation of $f$ and
$g$ is used in one iteration. The property of quadratic termination has been replaced by a property in which the approximating matrix $\underset{\sim}{H}$ has to tend to the inverse Hessian $\underset{\sim}{G}{ }^{-1}$ in a certain sense. The termination criteria for the Fletcher iterative procedure are based on the same ideas used for the termination of the Fletcher-Powell method.

## CHAPTER IV

## Some Design Objectives

### 4.1 Error criterion

Most electrical network design problems can be formulated as approximation problems. Evaluation of the difference between a specified function and an approximating function leads to an error criterion. Let us define a weighted error function or deviation between a specified function and an approximating function as

$$
\begin{equation*}
e(\underset{\sim}{a}, x) \triangleq w(x)(F(\underset{\sim}{a}, x)-S(x)) \tag{4.7}
\end{equation*}
$$

where

| $S(x)$ | is the real or complex specified |
| :--- | :--- |
|  | function, |
| $F(a, x)$ | is the real or complex approximating |
|  | function, |
| $W(x)$ | is the positive weighting function, |
| $\sim$ | is a $k$ dimensional vector represent- |
| ing the adjustable parameters. |  |

The approximation problem when all the functions from (4.1) are continuous and real is illustrated on Fig. 4-1.


Fig. 4-1 Continuous approximation problem

In general, more can be done for a finite point set of independent variables than for the whole interval. With a discrete set some values of the independent variables can be isolated or approximation can be done on several disjoint closed intervals as is shown in Fig. 4-2. Of course, in a case when a curve has to be fitted to experimental data discrete approximation may be the only
approach possible. It is appropriate then to consider discrete approximation.


Fig. 4-2 Discrete approximation problem

In many problems of interest a relatively modest number of well-chosen sample points result in solutions to the design problem sufficiently good for all practical purposes.

A discrete version of the error function (4.1) is given by

$$
\begin{equation*}
e_{i}(\underset{\sim}{a}) \stackrel{\Delta}{=} e\left(\underset{\sim}{a}, x_{j}\right)=w\left(x_{i}\right)\left(F\left(\underset{\sim}{a}, x_{i}\right)-S\left(x_{i}\right)\right), i \varepsilon I \tag{4.2}
\end{equation*}
$$

where $I$ is a sample set of $n$ points.

A purpose of the weighting function $w(x)$ is to emphasize or deemphasize various parts of the difference between the approximating function and the specification to suit the designer's requirement. Thus the optimum with respect to one weighting function may not be an optimum with respect to another.
$4.2 \mathrm{~L}_{\mathrm{p}}{\underset{\mathrm{and}}{\mathrm{p}}}^{\text {( } n \text { ) norms }}$
We may define a norm on a closed interval [ $x_{a}, x_{b}$ ]

$$
\begin{equation*}
\|e\|_{p} \stackrel{\Delta}{=}\left\{\int_{x_{a}}^{x_{b}}|e(a, x)|^{p} d x\right\}^{\frac{1}{p}} \quad p \geq 1 \tag{4.3}
\end{equation*}
$$

called the $L_{p}$ norm for the continuous case, and a norm

$$
\begin{equation*}
\left||e|_{p}^{n} \triangleq\left\{\sum_{i \in I}\left|e_{i}(\underset{\sim}{a})\right|^{p}\right\} \frac{1}{p} \quad p \geq 1\right. \tag{4.4}
\end{equation*}
$$

where

called the $\ell_{p}(n)$ norm as a discrete approximation to (4.3). The process of minimizing the objective function defined as the $L_{p}$
or $\ell_{p}(n)$ norm is called least pth approximation. The solution is termed a best approximation with respect to $\|e\|_{p}$ for the continuous or $\|\underset{\sim}{e}\|_{p}^{n}$ for the discrete case. A widely known case is for $p=2$, namely least squares approximation. An important limiting case where $p$ approaches infinity is minimax, Chebyshev or $L_{\infty}$ and $\ell_{\infty}(n)$ approximation. In this case we may define

$$
\begin{equation*}
\|e\|_{\infty} \stackrel{\Delta}{\left.=\max _{a}, x_{b}\right]}|e(a, x)| \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\|e\|_{\infty}^{n} \triangleq \max _{i \in I}\left|e_{i}(\underset{d}{ })\right| \tag{4.7}
\end{equation*}
$$

the Chebyshev or uniform norms.

In network and system design, the optimal responses usually turn out to be equal-ripple, although equal-ripple responses do not necessarily yield optimal solutions in the minimax sense.

It remains to point out that the optimization of the objective functions when defined as the uniform norms, by any of the well known methods for differentiable functions is unsatisfactory because such methods attempt to reduce the norm of the gradient function to zero whereas in the minimax problem, the gradient may be discontinuous.

In spite of this some successful algorithms and computer programs with objectives in the form of (4.6) and (4.7) for a certain class of functions have been reported [20]-[2] and a good survey of
practical minimax approximation is presented in [23].
Least pth approximation does not suffer from this difficulty of minimax objectives. Therefore least pth approximation with values of $p, 1<p<\infty$, has been proposed and used to obtain optimal designs which produce the results close to the minimax reponse. For the special error criterion of (4.4) where $p=2$, a simplified method has been developed [3], [24] and [25]. Temes and Zai [26] and [27] have extended a least squares method to a least pth method using for minimization in place of $\|\underset{\sim}{e}\|_{p}^{n}$ the following objective function

$$
\begin{equation*}
U=\sum_{i \in I}\left(e_{i}(a)\right)^{p} \text { for } p \geq 2 \text { and } p \text { even. } \tag{4.8}
\end{equation*}
$$

They developed an algorithm for least pth approximation [27] usable with moderately large values of p , say of the order of 10 . Afterwards, values of $p$ up to $10^{12}$ have been successfully employed minimizing the $\ell_{p}(n)$ norm in conjunction with efficient gradient minimization algorithms such as the Fletcher-Powell method and the recent method due to Fletcher [1]. Bandler and Charalambous generalized the objectives so that least pth approximation could be used to meet or exceed circuit or system performancy specifications [2].

More recent theoretical work has been published on conditions for optimality in least pth approximation with $p \rightarrow \infty$ [28] from which conditions for a minimax approximation [29] fall out.

## CHAPTER V

## Practical Least pth Approximation

### 5.1 Scaling

The obvious reason why large values of $p$ are desirable in the least pth objective is that the corresponding optimal approximations tend to become minimax approximations. It was pointed out that discrete approximation was more practical, therefore from now on we restrict the discussion to discrete least pth approximation only.

We consider the minimization of the $\ell_{p}(n)$ norm (4.4) which is our objective

$$
\begin{equation*}
U(a)=\left(\sum_{i \varepsilon I}\left|e_{i}(a)\right|^{p}\right)^{\frac{1}{p}} \quad \text { for } \quad 1<p<\infty . \tag{5.1}
\end{equation*}
$$

The scaling of functions and variables in an optimization problem is often crucial to the successful functioning of existing methods. Intuitively, we mean by "well-scaled" that similar changes in the function or variables lead to similar changes in the objective function. In a contour diagram of a well-scaled function of two variables the contour lines would not deviate too far from concentric circles and in this case we would hope that a method of steepest descent [72] would work satisfactorily. When the contours are exactly concentric circles, steepest descent gives the optimum in one step.

To alleviate the ill-conditioning in (5.1) for very large values of $p$, a scaling was proposed [1] which modifies all the terms which have to be raised to the power $p$ such that they are less than or equal to unity. Let

$$
\begin{equation*}
M(\underset{\sim}{a}) \triangleq \max _{i \in I} \mid e_{i}(\underset{\sim}{(a)} \mid \tag{5.2}
\end{equation*}
$$

and rewrite (5.1) in the form

$$
\begin{equation*}
U(\underset{\sim}{a})=M(\underset{\sim}{a})\left(\sum_{i \in I}\left|\frac{e_{i}(a)}{M(\underset{\sim}{a})}\right|^{p}\right)^{\frac{1}{p}} . \tag{5.3}
\end{equation*}
$$

It is always true for all $i_{\varepsilon} I$ that

$$
\begin{equation*}
\left|\frac{e_{i}(a)}{M(a)}\right| \leq 1 \tag{5.4}
\end{equation*}
$$

where there is at least one $i$ for which equality holds. Large errors will be emphasized by large values of $p$ and the contribution of the other terms in the summation will become very small.

Assuming that the $e_{i}(\underset{d}{ })$ for all $i_{\varepsilon} I$ are continuous with continuous derivatives, the gradient of (5.3) is given by

$$
\begin{align*}
& \nabla U(\underset{\sim}{a})=\left(\sum_{i \varepsilon I}\left|\frac{e_{j}(\underset{a}{a})}{M(\underline{q})}\right|^{p}\right)^{\frac{1-p}{p}} \sum_{i \varepsilon I}\left|\frac{e_{i}^{(a)}}{M(\underline{d})}\right|^{p-2}  \tag{5.5}\\
& -\operatorname{Re}\left(\frac{e_{i}^{*}(\underset{\sim}{a})}{M(\underset{\sim}{a})} \underset{\sim}{v e} e_{i}(\underset{\sim}{a})\right)
\end{align*}
$$

where
$\nabla \triangleq\left[\begin{array}{c}\frac{\partial}{\partial a_{1}} \\ \frac{\partial}{\partial a_{2}} \\ \cdot \\ \cdot \\ \cdot \\ \frac{\partial}{\partial a_{k}}\end{array}\right]$
and * denotes the complex conjugate.

We note that $M(\underset{\sim}{a})$ and also $U(\underset{\sim}{a})$ is positive and $1<p<\infty$.

### 5.2 Quadratic interpolation for a function of a single variable

It is assumed that a sufficient number of sample points have been chosen along the $x$ axis so that the discrete approximation problem adequately approximates the continuous problem. However, it should be remembered that function evaluations are of ten by far the most time consuming parts of an optimization process. So the number of sample points should be carefully chosen for the particular problem under consideration. These arguments apply, of course, to any formulation which involves sampling. If the requirement is to concentrate more on minimizing the maximum deviation it is suitable to sample points in the neighbourhood of the maxima of the weighted error function. As one usually cannot know the positions of the maxima in advance, it is common to space the sample points uniformly along the axis. Retaining the
maxima among them and reducing the number of the sample points by removing from the objective function those which do not contribute to the summation considerably may save computation time. Even more can be done if the approximations to the actual maxima replace the sample points in their neighborhood.

It is assumed that, in the neighborhood of the extremum, the function is adequately represented by a quadratic form. This assumption is the same as the ones we made in Chapter III, where we assume that in the neighborhood of the minimum the function to be optimized can be approximated by a quadratic form. The function is evaluated at three points, a quadratic interpolation polynomial is fitted to it, and the maximum of this interpolant is formed. This point replaces one of the initial points. This assumption has been thoroughly tested in practice and found satisfactory.

The basic algorithm involving quadratic interpolation applied to the weighted error function which is a multimodal function may be explained as follows:

Assume that the weighted error function is continuous on the closed interval $\left[x_{a}, x_{b}\right]$. Let

$$
\begin{equation*}
\left\{x_{i}^{(j)}\right\}, \quad i_{\varepsilon} I \tag{5.7}
\end{equation*}
$$

be the set of $n$ sample points at the beginning of the $j$ th iteration. Before the searching procedure for the extrema of the weighted error starts, the end points of the interval are added to the given set (5.7),
if they are not already included. A set $\left\{x_{i}{ }^{(j)}\right\}$ is used to construct $n+1$ (or $n+3$, if $x_{1} \neq x_{a}$ and $x_{n} \neq x_{b}$ ) subintervals over $\left[x_{a}, x_{b}\right]$. Each subinterval is divided by a predicted $n_{s}$ equidistant grid of points. Let

$$
\begin{equation*}
\left\{z_{k}^{(i, j)}\right\}, k=1,2, \ldots, n_{s}+1 \tag{5.8}
\end{equation*}
$$

be the set of equidistant grid of points on $\left[x_{i}{ }^{(j)}, x_{i+1}{ }^{(j)}\right]$ interval. The extrema of the error function are found by the sequential examination of the values of the weighted error function and by comparison with the greatest on the subinterval obtained up to that time. If it happened that both neighbouring points have absolute values of the weighted error less than the current one, then the extremum $\hat{z}_{i}(i, j)$ is found by applying the quadratic interpolation

$$
\begin{equation*}
\hat{z}_{k}^{(i, j)}=z_{k}^{(i, j)}+\frac{\left|e_{k+1}\right|-\left|e_{k-1}\right|}{2\left|e_{k}\right|-\left|e_{k+1}\right|-\left|e_{k-1}\right|} \cdot \Delta_{i} \tag{5.9}
\end{equation*}
$$

where

$$
\begin{equation*}
e_{k} \stackrel{\Delta}{=} e_{k}\left(z_{k}(i, j)\right) \tag{5.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta_{i} \triangleq z_{k+1}(i, j)-z_{k}^{(i, j)}=\frac{x_{i+1}^{(j)}-x_{i}^{(j)}}{n_{s}} \tag{5.11}
\end{equation*}
$$

This point replaces $x_{i}{ }^{(j)}$, the left end point of the current subinterval.
Immediately after the extreme point is located on the grid, the point on the grid next to the extremum replaces the left end point of the next subinterval. This is done in case there are more than one
extremum on a single subinterval. Thus the other extrema, if they exist, are "removed" to the next subinterval by removing its left end point. However, if it is found that there are no extreme points on the next subinterval, the end point is again set to its previous value.

All the extrema are selected by applying this searching procedure on every subinterval and these points replace the nearby left hand side point obtained up to that time, and the new set $\left\{x_{i}^{(j+1)}\right\}$, $i_{\varepsilon} I$ for the $(j+1)$ th iteration is thus obtained. This set does not necessarily contain the end points of the interval, but they are included in the searching technique at the next iteration to avoid shrinking the interval.


Fig. 5-1. Iterative searching procedure for finding maxima on two subintervals.

In an effort to keep the number of the discrete points in the summation (5.3) constant, at the end of the searching techniques we select $n$ sample points among $n+2$ according to the absolute value of the corresponding weighted error function. If the error at one end point of the interval has a considerably large value relative to the other, the other is omitted. But if both end points have considerable errors, two neighbouring points are omitted among four successive internal points where the absolute values of the weighted error function are the smallest.

A scheme of this procedure for $n_{s}=5$ is illustrated in Fig. 5-1.

Selection of the extreme points is significant especially within the first iteration. Once they are found, they do not usually move too far away in the next iterations.

The following is a list of some arguments used for the quadratic interpolation technique in the subroutine NEWSET:
indic(1) may have values 1 or 2. indic(1)=1 indicates that quadratic interpolation is not applied on a subinterval;
indic(1)=2 indicates that a quadratic interpolation is done, and the left end point of the next subinterval is temporarily removed.
indic(2) may have values 1 or 2. indic(2)=1 indicates that quadratic interpolation was not
applied on a previous subinterval;
indic(2)=2 indicates that a left end point of the subinterval was temporarily removed and if indic(1)=2, the left end point will be set to the new extreme point on the subinterval, otherwise it will be fixed to the value it had before the searching technique was applied.
indic(3) may have values $2,1,-1$ and -2 . indic(3) $=2$ indicates that a new set of points does not include the left and the right end points of the interval $\left[x_{a}, x_{b}\right]$;
indic(3)=1 indicates that $x_{b}$ is included in the new set of points; indic(3)=-1 indicates that $x_{a}$ is included in the new set of points;
indic(3) $=-2$ indicates that both $x_{a}$ and $x_{b}$ are included in the new set of points.
q.i. indicates the number of quadratic interpolations done on the interval $\left[x_{a}, x_{b}\right]$.



Fig. 5-2 Flowchart of subrcutine NEWSET

### 5.3 Computer program

A computer program in FORTRAN IV is written for minimizing a function defined as a least pth objective where all the functions from (4.1) are real. Although the program is used simply by calling the name FMCLP, it contains 14 different subprograms. A list and a brief description of all the subprograms is given below:

FMCLP Supplies all the data for the function minimization and coordinates the other subprograms in the package;

S
Defines a specified function over an interval;
FAPP Defines an approximating function over an interval and the gradients w.r.t. variable parameters;
w Defines a weighting function over an interval;

WERR
Computes a weighted error function at each sample point;

NEWSET Redefines a sample point set using quadratic interpolation to include all the extreme points;

FUNCT
Finds the absolute maximum weighted error and computes the least pth objective (5.3) and its gradients (5.5);

GRDCHK
Checks the gradients w.r.t. all variable parameters


S, $W$ and WERR are function subprograms and the others are subroutine subprograms.

A user of the package FMCLP is supposed to write the following subprograms from the above list: $S$, FAPP and $W$ where he defines his own design problem in a straightforward way. More detailed instructions about how this should be done to fit the given package are available in Appendix I.

Subroutine NEWSET is written according to the algorithm and the flowchart given in Section 5.2. The other subprograms require more explanation.

The output of the function subprogram WERR has a value of the weighted error at a single point x for a particular vector $\underset{\sim}{a}$, i.e.

$$
\begin{equation*}
\text { WERR } \triangleq(F(\underset{\sim}{a}, x)-S(x)) \cdot W(x) . \tag{5.12}
\end{equation*}
$$

This subprogram is called for each sample point as many times as there are the changes in the vector $a$.

Subroutine FUNCT keeps the values of the weighted error of each sample point in an n-dimensional array, finds the maximum absolute value among them and computes the objective function and $i$ ts gradients according to the equations (5.3) and (5.5), respectively. The flowchart of FUNCT is given in Fig. 5-4.

Subroutine GRDCHK checks the gradients of the approximating function, which a user has to supply, indirectly through the gradients of the objective function (5.5), before the optimization procedure starts. The criterion used for checking the gradient is the relative comparison between the analytical and the numerical gradients against a small given number $n$

$$
\begin{equation*}
\frac{\frac{U\left(a_{i}+\Delta a_{i}\right)-U\left(a_{i}\right)}{\Delta a_{i}}-\frac{\partial U}{\partial a_{i}}}{\frac{U\left(a_{i}+\Delta a_{i}\right)-U\left(a_{i}\right)}{\Delta a_{i}}}<n, \quad i=1, \ldots, k \tag{5.13}
\end{equation*}
$$

where in particular $\Delta=10^{-4}$ and $n=10^{-1}$. If it happens that

$$
\begin{equation*}
\frac{U\left(a_{i}+\Delta a_{i}\right)-U\left(a_{j}\right)}{\Delta a_{i}}<10^{-20}, \quad i=1, \ldots, k, \tag{5.14}
\end{equation*}
$$

then a small quantity $10^{-20}$ replaces the denominator in (5.13) to avoid the possible division by zero in that case. The gradients are checked only once, for the starting values of $x_{2}$ and $\underset{\sim}{a}$. If (5.13) does not hold, the program will terminate and wait for a user's intervention.

FMFPC and FMNFC are subroutines available for function minimization. The user has to specify which method is going to be used, how many times and the stopping criteria for the minimization procedure. There is the possibility of choosing both at one run. For more detailed instructions see Appendix I.

The subroutines INPUT, FINAL, WRITE1 and WRITE2 are called only when certain data or results are desired to be printed out. How this is handled is explained in Appendix I.

All the subprograms are coordinated by FMCLP. Fig. 5-3 illustrates how all these subprograms are tied to FMCLP and is useful in understanding the organization of the whole program. A flowchart of FMCLP, given in Fig. 5-5, shows in more details how this is actually done.

The program terminates when the stopping criteria for the optimization method, Fletcher-Powell or Fletcher method, are satisfied or when the relative change in the objective function in two successive iterations is less than a small prescribed quantity $\varepsilon$, i.e.,

Fig. 5-3 The organization of FMCLP.
(5.15)

$$
\frac{U\left(\underset{\sim}{{\underset{\sim}{c}}_{j-1}^{j}}\right)-U\left(\underset{\sim}{x^{j}}\right)}{U\left({\underset{\sim}{r}}^{j-1}\right)}<\varepsilon .
$$

The listing of the program described in this Chapter is attached in Appendices II and III.


Fig. 5-4 Flowchart of subroutine FUNCT



Fig. 5-5 Flowchart of subroutine FMCLP

### 5.4 Examples

As mentioned before, using larger values of $p$, the more nearly is the maximum error emphasized and with extremely large values of $p$ we approach the minimax solution. Two numerical examples, where the rational minimax approximations to the functions are known, were taken for comparison with results obtained using least pth approximation [22]. The reason why rational approximating functions are chosen in the least pth objective is that adequate comparison between minimax and least pth approximation may be done, and there exists a unique rational function

$$
\begin{equation*}
R_{\ell m}(x)=\frac{P_{\ell}(x)}{Q_{m}(x)}=\frac{\sum_{j=0}^{\ell} a_{j} x^{j}}{i+\sum_{j=1}^{m} b_{j} x^{j}} \tag{5;16}
\end{equation*}
$$

which minimizes the uniform norm. The uniqueness is proved by Chebyshev [30]. In this case the defect has to be included in Chebyshev's theorem. It is known that if the functions form a Chebyshev set, the best approximation to a function over a closed interval is characterized by the maximum error occurring at $k+1$ points, the sign of error alternating.

The initial approximation and the starting point set in the examples were chosen to be the same as in the minimax approximation problem [22]. The initial approximation was obtained by rational
interpolation where the zeros of the Chebyshev polynomial ( $k+1$ ) st order, $T_{k+1}[31]$, transformed on the interval $\left[x_{a}, x_{b}\right]$ are used as supporting points. As a first trial for the point set $\underset{\sim}{x}$, the extrema of the $(n+1)$ st order Chebyshev polynomial were taken. There is no special reason for choosing these initial points with least pth objective, but it is shown that they provide a good initial guess for the minimax algorithm. A computer program which calculates the starting values of $\underset{\sim}{a}$ and $x$ is given in Appendix IV.

## Test 1

Approximate

$$
\begin{equation*}
f(x)=e^{x}-1.1 \tag{5.17}
\end{equation*}
$$

on the interval $[-1,1]$ by a rational function (5.16) with $\ell=1$ and $\mathrm{m}=3$. Use the weighting function $\mathrm{w}(\mathrm{x})=1$.

An initial set of 12 points is chosen over an interval [-1,1] and all the test quantities for the Fletcher-Powell and Fletcher method were set to $10^{-6}$. The value of $p=10^{4}$ was found to be large enough to bring the least pth close to the minimax solution. The results are presented in Tables 5-1 and 5-2.

From Table 5-1 we may draw the conclusion that good results were obtained with both optimization techniques. Also, it may be noticed that the Fletcher method was more efficient than the

|  | Starting values | Minimax <br> solution [2] | Least pth solution for $p=10^{4}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | Fletcher-Powe11 | Fletcher |
| $a_{0}$ | $-1.00000 \times 10^{-1}$ | $-9.99928 \times 10^{-2}$ | $-9.99274 \times 10^{-2}$ | $-9.99274 \times 10^{-2}$ |
| $\mathrm{a}_{1}$ | 1.04878 | 1.04887 | 1.04887 | 1.04887 |
| $\mathrm{b}_{1}$ | $-4.92007 \times 10^{-1}$ | $-4.91425 \times 10^{-1}$ | $-4.91425 \times 10^{-1}$ | -4.91425×10-1 |
| $\mathrm{b}_{2}$ | $7.77810 \times 10^{-2}$ | $7.77872 \times 10^{-2}$ | $7.78725 \times 10^{-2}$ | $7.78725 \times 10^{-2}$ |
| $\mathrm{b}_{3}$ | $6.04748 \times 10^{-4}$ | $-2.60009 \times 10^{-5}$ | $-2.59776 \times 10^{-5}$ | $-2.60049 \times 10^{-5}$ |
| U or M |  | $\mathrm{M}=8.68978 \times 10^{-5}$ | $U=8.69170 \times 10^{-5}$ | $U=8.69326 \times 10^{-5}$ |
| Number of iterations |  | 4 | 5 | 5 |
| Number of function evaluations |  | - | 420 | 115 |
| Execution time in seconds |  | - | 14 | 3.5 |

Table 5-1

Least pth solution for $p=10^{4}$
Minimax solution

Fletcher-Powell

| x where <br> extreme errors <br> occur | working set of <br> extreme errors | at the optimum |
| :---: | :---: | :---: |
| -1.00000 | $8.68978 \times 10^{-5}$ | -1.00000 |
|  |  | $-9.59493 \times 10^{-1}$ |
| $-7.23512 \times 10^{-1}$ | $-8.68938 \times 10^{-5}$ | $-7.25986 \times 10^{-1}$ |
|  |  | $-7.25825 \times 10^{-1}$ |
| $-1.19232 \times 10^{-1}$ | $8.68977 \times 10^{-5}$ | $-1.19127 \times 10^{-1}$ |
|  |  | $-1.18506 \times 10^{-1}$ |
| $4.72848 \times 10^{-1}$ | $-8.68975 \times 10^{-5}$ | $4.73739 \times 10^{-1}$ |
|  |  | $4.82411 \times 10^{-1}$ |
| $8.65372 \times 10^{-1}$ | $8.68972 \times 10^{-5}$ | $8.65710 \times 10^{-1}$ |
|  |  | $8.99065 \times 10^{-1}$ |
|  |  | $9.12197 \times 10^{-1}$ |
| 1.00000 | $-8.68977 \times 10^{-5}$ | 1.00000 |

$$
\begin{aligned}
& \text { error (a) at } \\
& \text { the optimum } \\
& 8.68987 \times 10^{-5} \\
& 3.42715 \times 10^{-5} \\
& -8.68983 \times 10^{-5} \\
& -8.68983 \times 10^{-5} \\
& -8.68976 \times 10^{-5} \\
& 8.68972 \times 10^{-5} \\
& -8.69024 \times 10^{-5} \\
& -8.67694 \times 10^{-5} \\
& 8.69016 \times 10^{-5} \\
& 7.93572 \times 10^{-5} \\
& 7.15451 \times 10^{-5} \\
& -8.68953 \times 10^{-5}
\end{aligned}
$$

Fletcher
$+$
working set of $x$ error (a) at at the optimum the optimum
$-1.00000 \quad 8.69123 \times 10^{-5}$
$-9.59493 \times 10^{-1} \quad 3.42850 \times 10^{-5}$
$-7.25929 \times 10^{-1} \quad-8.68834 \times 10^{-5}$
$-7.25829 \times 10^{-1} \quad-8.68833 \times 10^{-5}$

| $-1.19111 \times 10^{-1}$ | $8.69252 \times 10^{-5}$ |
| :--- | :--- |

$-1.18495 \times 10^{-1} \quad 8.69248 \times 10^{-5}$
$4.73912 \times 10^{-1} \quad-8.68853 \times 10^{-5}$
$4.82510 \times 10^{-1} \quad-8.67500 \times 10^{-5}$
$8.65783 \times 10^{-1}: 8.68912 \times 10^{-5}$
$8.99070 \times 10^{-1} \quad 7.93431 \times 10^{-5}$
$9.12197 \times 10^{-1} \quad 7.15331 \times 10^{-5}$
$1.00000 \quad-8.69069 \times 10^{-5}$

Table 5-2

Fletcher-Powell method because it requires fewer function evaluations and is less time-consuming.

## Test 2

Approximate

$$
\begin{equation*}
f(x)=\frac{\sqrt{(8 x-1)^{2}+1} \cdot \tan ^{-1}(8 x)}{8 x} \tag{5.18}
\end{equation*}
$$

with respect to the weighting function $w(x)=1$ on the interval $[-1,1]$ by a rational function with $\ell=2$ and $\mathrm{m}=2$.

This example is remarkable because it works near degeneracy defined in the Chebyshev theorem [30], and meets the artificial poles for almost every combination of $\ell$ and $m$ in the rational function (5.16) [21]. In true degeneracy of degree one, there is one less extremum of the error curve than is expected with a minimax algorithm, and essentially the numerator and denominator of the rational approximation contain a common linear factor which must be divided out to reduce the rational function to $i$ ts lowest terms. In the numerical examples it is not at all unusual to find that the numerator has one zero that differs from a denominator zero by some small amount, i.e., to have a rational approximation nearly degenerate of degree one.

The comparative results between the minimax and least pth approximation obtained by the Fletcher optimization technique for $\mathrm{p}=10^{4}$ are presented in Tabbles 5-3 and 5-4.

|  | Starting values | Minimax solution | ```Least pth solution for p=104 obtained by the Fletcher method``` |
| :---: | :---: | :---: | :---: |
| $a_{0}$ | $1.00000 \times 10^{-2}$ | 1.41450 | 1.41448 |
| $\mathrm{a}_{1}$ | -3.33600 | $-1.06530 \times 10^{1}$ | $-1.06519 \times 10^{1}$ |
| $a_{2}$ | $4.76782 \times 10^{1}$ | $4.16169 \times 10^{1}$ | $4.16157 \times 10^{1}$ |
| $\mathrm{b}_{1}$ | 1.76567 | -4.0103 | -4.00940 |
| $\mathrm{b}_{2}$ | $3.19620 \times 10^{1}$ | $2.82628 \times 10^{1}$ | $2.82620 \times 10^{7}$ |
| U or |  | $\mathrm{M}=2.38113 \times 10^{-2}$ | $U=2.38154 \times 10^{-2}$ |
| Numb | of iterations | 8 | 13 |
|  | of function luations | - | 586 |
| $\begin{gathered} \text { Exed } \\ \text { ir } \end{gathered}$ | on time conds | - | 9.2 |

Table 5-3

| Minimax solution |  | Least $p$ th solution for $p=10^{4}$ obtained by the Fletcher method |  |
| :---: | :---: | :---: | :---: |
| $x$ where the extreme errors occur | extreme errors | working set of $x$ at the optimum | errors at the optimum |
| -1.00000 | $-2.38108 \times 10^{-2}$ | -1.00000 | $-2.38025 \times 10^{-2}$ |
|  |  | $\begin{aligned} & -9.59493 \times 10^{-1} \\ & -4.34766 \times 10^{-1} \end{aligned}$ | $\begin{array}{r} -2.15823 \times 10^{-2} \\ 1.77356 \times 10^{-2} \end{array}$ |
| $-3.08573 \times 10^{-1}$ | $2.38108 \times 10^{-2}$ | $-3.15535 \times 10^{-1}$ | $2.38026 \times 10^{-2}$ |
| $-6.15510 \times 10^{-2}$ | $-2.38109 \times 10^{-2}$ | $-6.18947 \times 10^{-2}$ | $-2.38007 \times 10^{-2}$ |
| $5.42007 \times 10^{-2}$ | $2.38108 \times 10^{-2}$ | $5.46342 \times 10^{-2}$ | $2.37994 \times 10^{-2}$ |
|  |  | $1.93965 \times 10^{-1}$ | $-2.37976 \times 10^{-2}$ |
| $1.96670 \times 10^{-1}$ | $-2.38113 \times 10^{-2}$ | $1.94011 \times 10^{-1}$ | $-2.37976 \times 10^{-2}$ |
| $5.52892 \times 10^{-1}$ | $2.38108 \times 10^{-2}$ | $5.52292 \times 10^{-1}$ | $2.38004 \times 10^{-2}$ |
|  |  | $6.20236 \times 10^{-1}$ | $2.27473 \times 10^{-2}$ |
|  |  | $8.09651 \times 10^{-1}$ | $1.42303 \times 10^{-2}$ |
|  |  | 1.00000 | $3.68693 \times 10^{-3}$ |

## Test 3

There was an attempt by Rice to extend the Chebyshev theorem to include non-linear dependence of $F(a, x)$ on a that the same characterization of best approximations holds for all continuous $S(x)$ [32], but this applies only to a limited class of approximating functions [20]. Unfortunately, there are many useful choices of $F(\underset{\sim}{a}, x)$ which do not fulfil Rice's conditions of best approximations [33].

The third example is another that might be expected to give trouble. Due to Curtis and Powe11 [33], it is the approximation of $x^{2}$ by $a_{1} x+a_{2} e^{x}$ over $0 \leq x \leq 2$. It may be verified that the error function of the approximation

$$
\begin{equation*}
x^{2} \approx 8.465 x-2.0239 e^{x} \tag{5.19}
\end{equation*}
$$

takes its maximum absolute value at the three points $x=0, x=1.1227$ and $x=2$, the error at these points being $+2.0239,-2.0239$ and +2.0239 , respectively. In fact, the best approximation is

$$
\begin{equation*}
x^{2} \approx 0.1842 x+0.4186 \mathrm{e}^{x} \tag{5.20}
\end{equation*}
$$

the maximum absolute error is 0.5382 and this error occurs at just the two points: $x=0.4064$ and $x=2$. Not only do the approximating functions fail to form a Chebyshev set, but also the error curve has only two extrema instead of the three that would normally be anticipated according to the Rice's theorem. The least pth results for this problem are given in Table 5-5 and again show the success of

FMCLP. The estimates of the best approximation agree to four figures with those given by Curtis and Powell.

$$
\text { Initial approximation }\left[\begin{array}{l}
1 \\
1
\end{array}\right]
$$

Fletcher method:


| $n$ | 10 |
| :--- | :--- |
| $p$ | $10^{5}$ |
| $a$ | 0.1848 |
| M(a) | 0.4184 |
| 只M | 0.5382 |
|  | 0.4066 |
| U( a d $)$ | 2.000 |
| function evaluation | 0.5382 |
| execution time in seconds | 67 |
|  | 1.3 |

Table 5-5

Test 4

The computer program is used to solve an electrical engineering design problem. The problem is stated: find a second order model of a fourth-order system with a given transfer function

$$
\begin{equation*}
G(s)=\frac{s+4}{(s+1)\left(s^{2}+4 s+8\right)(s+5)} \tag{5.21}
\end{equation*}
$$

The transfer function of the second-order model considered is

$$
\begin{equation*}
H(s)=\frac{a_{3}}{\left(s+a_{1}\right)^{2}+a_{2}{ }^{2}} . \tag{5.22}
\end{equation*}
$$

Using the inverse Laplace transform the responses for (5.21) and (5.22) are

$$
\begin{equation*}
S(t)=\frac{3}{20} e^{-t}+\frac{1}{52} e^{-5 t}-\frac{1}{65} e^{-2 t}(3 \sin 2 t+11 \cos 2 t) \tag{5.23}
\end{equation*}
$$

and

$$
\begin{equation*}
F\left(a_{\sim}, t\right)=\frac{a_{3}}{a_{2}} e^{-a_{1} t} \cdot \sin a_{2} t, \tag{5.24}
\end{equation*}
$$

respectively, where

$$
\underset{\sim}{a}=\left[\begin{array}{l}
a_{1} \\
a_{2} \\
a_{3}
\end{array}\right] \text {. }
$$

The results for different values of $p$ and different numbers of sampling points $n$, but the same product $n \times n_{s}$, over the range $0 \leq t \leq 10$ are given in Table 5-6, agreeing with those given in [28].

Using the quadratic interpolation the locations of the extreme points were found precisely, and the solutions are closer to the minimax solution. Both solutions, for $n=10$ and $n=25$, are better than for $n=50$ where the quadratic interpolation was not employed. Moreover, the case $n=10$ is less time consuming, because this sampling takes the least number of points for the objective function (4.3) in comparison with the other two cases under consideration.

|  | $n=10, n_{s}=5$ | $\mathrm{n}=25, \mathrm{n}_{\mathrm{s}}=2$ | $n=50, n_{s}=1$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{p}=2$ | $\begin{gathered} a_{1}=1.27339 \\ a_{2}=6.54190 \times 10^{-1} \\ a_{3}=2.17787 \times 10^{-1} \\ M\left(\sim_{\sim}^{a}\right)=2.05859 \times 10^{-2} \\ t_{M}=2.51460 \times 10^{-1} \\ U(\underset{\sim}{a})=4.71528 \times 10^{-3} \\ \text { f.e. }=41 \\ \text { q.i. }=2 \\ 1.6 \mathrm{sec} \end{gathered}$ | $\begin{gathered} a_{1}=1.05489 \\ a_{2}=-7.67814 \times 10^{-1} \\ a_{3}=1.618192 \times 10^{-1} \\ M\left(a_{\sim}\right)=1.32708 \times 10^{-2} \\ t_{M}=2.46234 \times 10^{-1} \\ U(\underset{\sim}{a})=1.21662 \times 10^{-2} \\ \text { f.e. }=30 \\ \text { q.i. }=3 \\ 2.3 \mathrm{sec} \end{gathered}$ | $\begin{gathered} a_{1}=1.01687 \\ a_{2}=7.8915 \times 10^{-1} \\ a_{3}=1.61435 \times 10^{-1} \\ M(\underset{\sim}{a})=1.28696 \times 10^{-2} \\ t_{M}=2.04081 \times 10^{-1} \\ Q(\underset{\sim}{a})=2.06679 \times 10^{-2} \\ \text { f.e. }=36 \\ \text { q.i. }=0 \\ 5.1 \mathrm{sec} \end{gathered}$ |
| $p=10$ | $\begin{aligned} & a_{1}=7.37873 \times 10^{-1} \\ & a_{2}=9.2622 \times 10^{-1} \\ & a_{3}=1.2862 \times 10^{-1} \\ & M(a)=8.9565 \times 10^{-3} \\ & t_{M}=1.67727 \times 10^{-1} \\ & U(a)=8.4364 \times 10^{-3} \\ & \text { f.e. }=38 \\ & \text { q.i. }=3 \\ & 1.5 \mathrm{sec} \end{aligned}$ | $\begin{gathered} a_{1}=7.46289 \times 10^{-1} \\ a_{2}=-9.23825 \times 10^{-1} \\ a_{3}=1.27596 \times 10^{-1} \\ M\left(a_{2}\right)=8.76150 \times 10^{-3} \\ t_{M}=1.73062 \times 10^{-1} \\ U(a)=8.2421 \times 10^{-3} \\ \text { f.e. }=32 \\ \text { q.i. }=3 \\ 2.5 \mathrm{sec} \end{gathered}$ | $\begin{aligned} & a_{1}=7.43325 \times 10^{-1} \\ & a_{2}=9.29377 \times 10^{-1} \\ & a_{3}=1.2812 \times 10^{-1} \\ & M(a)=8.5446 \times 10^{-3} \\ & t_{M}=2.04081 \times 10^{-1} \\ & U(\underset{\sim}{a})=9.1834 \times 10^{-3} \\ & \text { f.e. }=31 \\ & \text { q.i. }=0 \\ & 4.5 \mathrm{sec} \end{aligned}$ |


|  | $n=10, n_{s}=5$ | $n=25, n_{s}=2$ | $n=50, n_{s}=1$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{p}=10^{2}$ | $\begin{gathered} a_{1}=6.79369 \times 10^{-1} \\ a_{2}=9.55429 \times 10^{-1} \\ a_{3}=1.21997 \times 10^{-1} \\ M(a)=8.9563 \times 10^{-3} \\ t_{M}=1.67727 \times 10^{-1} \\ U\binom{a}{\sim}=8.2055 \times 10^{-3} \\ \text { f.e. }=35 \\ \text { q.i. }=1 \\ 1.3 \mathrm{sec} \end{gathered}$ | $\begin{gathered} a_{1}=6.8047 \times 10^{-1} \\ a_{2}=-9.5471 \times 10^{-1} \\ a_{3}=1.2206 \times 10^{-1} \\ M\left(a_{d}\right)=8.1300 \times 10^{-3} \\ t_{M}(a)=1.73062 \times 10^{-1} \\ U(a)=8.1866 \times 10^{-3} \\ \text { f.e. }=35 \\ \text { q.i. }=1 \\ 2.5 \mathrm{sec} \end{gathered}$ | $\begin{aligned} & a_{1}=6.88905 \times 10^{-1} \\ & a_{2}=9.52106 \times 10^{-1} \\ & a_{3}=7.2334 \times 10^{-1} \\ & M(a)=7.9450 \times 10^{-3} \\ & t_{M}=2.04081 \times 10^{-1} \\ & U(a)=8.0045 \times 10^{-3} \\ & \text { f.e. }=35 \\ & \text { q.i. }=0 \end{aligned}$ <br> 5. sec |
| $p=10^{3}$ | $\begin{gathered} a_{1}=6.737 \times 10^{-1} \\ a_{2}=9.5590 \times 10^{-1} \\ a_{3}=1.2168 \times 10^{-1} \\ M\left(a_{2}\right)=8.1125 \times 10^{-3} \\ t_{M}=1.67727 \times 10^{-1} \\ U\left(a_{\sim}^{a}\right)=8.1182 \times 10^{-3} \\ \text { f.e. }=28 \\ q . i .=0 \\ 1 . \mathrm{sec} \end{gathered}$ | $\begin{aligned} & a_{1}=6.77142 \times 10^{-1} \\ & a_{2}=-9.5556 \times 10^{-1} \\ & a_{3}=1.21735 \times 10^{-1} \\ & M\left(a_{2}\right)=8.0905 \times 10^{-3} \\ & t_{M}=1.73062 \times 10^{-1} \\ & U(\underset{\sim}{a})=8.0957 \times 10^{-3} \\ & \text { f.e }=29 \\ & \text { q.i. }=0 \\ & 2.3 \mathrm{sec} \end{aligned}$ | $\begin{gathered} a_{1}=6.8510 \times 10^{-1} \\ a_{2}=9.5289 \times 10^{-1} \\ a_{3}=1.2294 \times 10^{-1} \\ M\left(a_{2}\right)=7.9009 \times 10^{-3} \\ t_{M}=2.04082 \times 10^{-1} \\ U(\underset{R}{ })=7.9068 \times 10^{-3} \\ \text { f.e. }=26 \\ \text { q.i. }=0 \\ 4 . \mathrm{sec} \end{gathered}$ |
| Total | $\text { f.e. }=142$ <br> for 5.4 sec | $\text { f.e. }=126$ <br> for 9.6 sec | $\text { f.e. }=128$ <br> for 18.6 sec |

Table 5-6

## Remark: The optimum result for $a_{2}$ is true for both positive

 and negative values from Table 5-6 because this does not effect the approximating function (5.24) where$$
\frac{\sin a_{2} t}{a_{2}}=\frac{\sin \left(-a_{2} t\right)}{-a_{2}}
$$

## CHAPTER VI

## Generalized Least pth Approximation

### 6.1 The objective functions

The applicability of least pth approximation may be extended to a wider variety of design problems and a wider range of specifications than considered in Chapter $V$ if the least pth objective function is written in a more general form [2].

We will evaluate all the functions at a finite discrete set of values of $x$ taken from one or more closed intervals.

Define real weighted error functions related to the upper and lower specifications, as shown in Fig. 6-1, respectively as

$$
e_{u}\left(\underline{q}, x_{i}\right) \hat{v}_{u}\left(x_{i}\right)\left(F\left(z, x_{j}\right)+s_{u}\left(x_{j}\right)\right), \quad i \varepsilon I_{u}
$$

(6.1)

$$
e_{\ell}\left(a_{2}, x_{i}\right)=w_{\ell}\left(x_{i}\right)\left(F\left(a, x_{i}\right)-s_{l}\left(x_{i}\right)\right), i \varepsilon I_{l}
$$

where
$F\left(a, x_{i}\right) \quad$ is the approximating function;
Su( $x_{i}$ ) is an upper specified function;
$S_{\ell}\left(x_{i}\right) \quad$ is an lower specified function;
$w_{u}\left(x_{i}\right) \quad$ is an upper positive weighting function;
$w_{\ell}\left(x_{i}\right) \quad$ is an lower positive weighting function;
a is an vector containing the $k$ independent parameters;
$x_{i} \quad$ is the discretized independent variable;
$I_{u}$ and $I_{\ell}$ are appropriate index sets.


Fig. 6-1 Example of a design problem with upper and lower specifications.

A special case of (6.1) when $S_{u}=S_{\ell}$ and $w_{u}=w_{\ell}$ leads to the common form of a real weighted error function defined in (5.1).

We will slightly modify the error functions by introducing a constant $\xi$ which is used for shifting the level of the originally defined errors functions (6.1) [34] such that

$$
e_{u}^{\prime}\left(\underset{\sim}{a}, x_{i}, \xi\right){ }^{\Delta} e_{u}\left(\underset{\sim}{a}, x_{i}\right)-\xi
$$

(6.2)

$$
e_{\ell}^{\prime}\left(\underset{\imath}{a}, x_{i}, \xi\right)^{\stackrel{\Delta}{n}} e_{\ell}\left(\lambda, x_{i}\right)+\xi .
$$

The above expressions may be obtained by redefining the
specifications which are going to be used in the error function (6.2) as follows

$$
S_{u}^{\prime}\left(x_{i}, \xi\right)=S_{u}\left(x_{i}\right)+\frac{\xi}{W_{u}\left(x_{j}\right)}
$$

(6.3)

$$
S_{\ell}^{\prime}\left(x_{i}, \xi\right)=S_{\ell}\left(x_{i}\right)-\frac{\xi}{w_{l}\left(x_{i}\right)}
$$

where $S_{u}{ }^{\prime}\left(x_{j}, \xi\right)$ and $S_{\ell}{ }^{\prime}\left(x_{j}, \xi\right)$ are the artificial upper and lower specified functions, respectively.

Therefore, the modified error functions are in the following forms

$$
e_{u}^{\prime}\left(\underset{\sim}{\prime}, x_{i}, \xi\right)=w_{u}\left(x_{i}\right)\left(F\left(\underset{\sim}{a}, x_{i}\right)-S_{u}^{\prime}\left(x_{i}, \xi\right)\right)
$$

$$
\begin{equation*}
e_{\ell}^{\prime}\left(a, x_{i}, \xi\right)=w_{\ell}\left(x_{i}\right)\left(F\left(a, x_{i}\right)-S_{\ell}^{\prime}\left(x_{i}, \xi\right)\right) \tag{6.4}
\end{equation*}
$$

A certain flexibility in the formulation of the optimization problem is possible when the artificial margin $\xi$ is introduced. A more detailed discussion will come later.

Let

$$
\begin{equation*}
e_{u_{i}}(\downarrow, \xi)=e_{u}\left(q, x_{i}, \xi\right), \quad i \varepsilon I_{u} \tag{6.5}
\end{equation*}
$$

$$
\mathbf{e}_{\ell_{i}}(\lambda, \xi)=e_{\ell}\left(a, x_{i}, \xi\right), \quad \mathbf{i}_{\varepsilon} I_{l}
$$

It is quite possible that some of the upper and lower error functions tend to $-\infty$ and $+\infty$, respectively, in which case they may be
simply ignored by a proper formulation of the problem.

We will consider two possible cases which may happen in function approximation with upper and lower specifications: the specification may be violated and the specification may be satisfied.

### 6.2 Case I-Specification Violated

When the specification is violated, some of the $e_{u_{i}}(\underset{\sim}{a})$ or $-e_{\ell_{\mathbf{i}}}{ }^{\prime}(\underset{\sim}{a})$ are positive, as is illustrated in Fig. 6-2. (The illustration is made for $\xi=0$, for convenience).


Fig. 6-2 Example of a design problem when the specification is violated. Case I is applicable.

We wish to make as small as possible all those $e_{u_{i}}(\underset{\sim}{c})$ and $-e_{l_{i}}(\underset{\sim}{a})$ which are positive, in an effort to meet the specification, and the following objective function was proposed [34] to be minimized:

$$
\begin{equation*}
U(\underset{\sim}{a}, \xi)=\left(\sum_{i \varepsilon J_{u}(a, \xi)}\left[e_{u_{i}}(\underset{\sim}{a}, \xi)\right]^{p_{+}} \sum_{i \varepsilon J_{\ell}(\underset{\sim}{x}, \xi)}\left[-e_{\ell_{i}}{ }^{\prime}(\underset{\sim}{a}, \xi)\right]^{p}\right)^{\frac{1}{p}} \tag{6.6}
\end{equation*}
$$

where

$$
J_{u}(a, \xi)=\left\{i \mid e_{u_{i}}^{\prime}(\alpha, \xi) \geq 0, \quad i \varepsilon I_{u}\right\}
$$

(6.7)

$$
J_{\ell}(a, \xi)=\left\{i \mid-e_{\ell} \quad \prime(\not, ~, \xi) \geq 0, \quad i \varepsilon I_{\ell}\right\}
$$

and

$$
\mathrm{p}>1
$$

If $J_{U}$ and $J_{\ell}$ are empty then $U(a)=0$ and we have just met or exceeded the artificial specifications. The larger the value of $p$, the more nearly would we expect the maximum error to be emphasized, since
 hence minimization of (6.6) is an effort to meet the specification.

### 6.3 Case II-Specification is satisfied

When the specification is satisfied all the $-e_{u_{i}}(\underset{\sim}{a}, \xi)$ and $e_{\ell_{i}}(\underset{\sim}{a}, \xi)$ will be positive as it is shown in Fig. 6-3. Again for
convenience, $\xi=0$ is chosen,


Fig. 6-3 Example of a design problem when the specification is satisfied. Case II is applicable.

Now, in an effort to exceed the specification by the greatest amount, the following objective function was proposed [34] to be minimized
(6.9)

$$
U(a, \xi)=-\left\{_{i} \sum_{\varepsilon} I_{u}\left[-e_{u_{i}}(\underset{\sim}{a}, \xi)\right]^{-p_{+}}{ }_{i \varepsilon} \sum_{\ell}\left[e_{l}{ }_{i}^{\prime}(\underset{\sim}{a}, \xi)\right]^{-p_{f}-\frac{1}{p}}\right.
$$

for

$$
-e_{u_{i}}^{\prime}(\underset{\sim}{a}, \xi)>0, \quad i_{\varepsilon} I_{u}
$$

(6.10)

$$
e_{\ell}{ }_{i}^{\prime}\left(a_{\imath}, \xi\right)>0, \quad i_{\varepsilon} I_{\ell}
$$

and

$$
p \geq 1 \text {. }
$$

Again, the larger the value of $p$ the more nearly would we expect the minimum error to be emphasized, since


$$
\begin{aligned}
& i_{\varepsilon} I_{u} \\
& j_{\varepsilon} I_{\ell}
\end{aligned}
$$

### 6.4 Scaling

If $p$ is very large we have ill-conditioning in both cases resulting from the numerical evaluation of $\left[ \pm e_{u_{i}}\right]^{ \pm p}$ and $\left[\overline{\boldsymbol{q}}_{\ell_{i}}{ }_{\mathbf{i}}\right]^{ \pm p}$. By proper scaling we can alleviate the ill-conditioning and also define only one objective function which is valid for both cases [34].

Let
and define an objective function

$$
\begin{equation*}
U(\underset{\sim}{a}, \xi)=M(\underset{\sim}{a}, \xi)\left(\sum_{i \in K_{u}}\left[\frac{e_{u_{i}}^{\prime}(\underset{\sim}{a}, \xi)}{M(\underset{\sim}{a}, \xi)}\right]^{q}+\sum_{i \in K_{l}}\left[\frac{-e_{l_{i}}^{\prime}(\underset{\sim}{a}, \xi)}{M(\underset{\sim}{a}, \xi)}\right]^{q}\right)^{\frac{1}{q}} \tag{6.13}
\end{equation*}
$$

and its gradients

$$
\begin{align*}
& \cdot \int_{i \varepsilon K_{u}}\left[\frac{e_{u_{i}}{ }^{\prime}(\underset{\sim}{a}, \xi)}{M(a, \xi)}\right]_{\sim}^{q-1}{ }_{\sim e_{u}}{ }^{\prime}(\underset{\sim}{a}, \xi) \tag{6.14}
\end{align*}
$$

where

$$
\begin{array}{ll}
K_{u} \Delta_{i}^{\Delta} J_{u}(a, \xi) & \text { if } M(a, \xi)>0, \\
I_{u} & \text { if } M(a, \xi)<0
\end{array}
$$

(6.15)
with $J_{u}(a, \xi)$ and $J_{l}(\underset{\sim}{2}, \xi)$ defined in (6.7) and $I_{u}$ and $I_{l}$ defined in (6.10), and

$$
q=p \operatorname{sgn} M(a, \xi)\left\{\begin{array}{l}
p>1 \text { for } M(a, z)>0,  \tag{6.16}\\
p \geq 1 \text { for } M(\underset{\sim}{2}, \xi)<0 .
\end{array}\right.
$$

If $e_{u_{i}}{ }^{\prime}(\underset{\sim}{a}, \xi)$ and $e_{\ell_{i}}{ }^{\prime}(\underset{\sim}{a}, \xi)$ for $i_{\varepsilon} I_{u}$ and $i_{\varepsilon} I_{2}$, respectively, are continuous with continuous partial derivatives, the proposed objective function is continuous everywhere with continuous partial derivatives. The objective function (6.13) and partial derivatives (6.14) still remain continuous even when, for some $i ' s, e_{u_{i}}{ }^{\prime}$ and/or $e_{\ell j}{ }^{\prime}$ are discontinuous or continuous with discontinuous derivatives, simply because those points are ignored if $\mathrm{e}_{\mathrm{u}_{j}}{ }^{\prime} / \mathrm{M}$ and/or $-\mathrm{e}_{\ell}{ }_{j}{ }^{\prime} / \mathrm{M}$ are negative and $M>0$. This is very suitable for the wide variety of network and system design problems, especially in filter design.

### 6.5 Discussion

The artificial margin $\xi$ which is constant during optimization does not affect the location of the minimax optimum ( $p \rightarrow \infty$ ). Its important role, however, is evident for a finite value of $p$. The value of the parameter $\xi$ can be chosen so that the $M$ of (6.12) is always positive or negative during optimization. When $M$ is positive, only sample points which satisfy the conditions in (6.7) are considered and, therefore, there is a saving in gradient computation. But in this case it may happen that $M=0$, when the function is continuous but the derivatives are discontinuous. On the rare occasions when this situation causes a failure of the gradient minimization algorithm, one can change the value of $\xi$ and restart the optimization process. If the value of $M$ is chosen to be negative this possible failure is avoided.

### 6.6 Computer program

A computer program in FORTRAN IV has been written, which utilizes the least pth approach described in previous sections. The program consists of 15 separate subprograms.

FMLPO Supplies all the data for the optimization process and coordinates the other subprograms in the package;

FUNCS Defines upper and lower specified functions;

FCTAPP Defines an approximating function and its gradients

## with respect to variable parameters;

W Defines upper and lower weighting functions;

FCT Calculates artificial upper and lower specified functions according to the equation (6.3);

EPSNP Calculates upper and lower weighted error functions;

ERRO Selects the weighted error functions of interest for the objective function (6.13) according to the equations given in (6.15);

FUNCG Computes the generalized least pth objective function (6.13) and its gradients (6.14) w.r.t. variable parameters;

GRDGHK, FMFPG and FMNFG are subroutine subprograms which have the same role as the subroutines GRDCHK, FMFPC and FMNFC, respectively, in the FMCLP package.

INPUT, FINAL, WRITE1 and WRITE2 are subroutine subprograms which have already been introduced in section 5.3.

FUNCS, W, FCT and EPSNP are function subprograms, and the others are subroutine subprograms.

A user of the package is supposed to write the following subprograms by himself: FUNCS, FCTAPP and $W$ in a straightforward way. More detailed instructions may be found in Appendix V. A user has to arrange the intervals, not necessarily disjoint, such
that each of them has only one specification. For example, if the original design problem has upper and lower specifications for the same values of the independent parameter $x$, two intervals with a single specification have to be formed, one with the upper and the other with the lower specification. A two-dimensional array is constructed of the input data, where the first of the two subscripts relates to the type of the specification and the second denotes the appropriate intervals. The elements of the array may have values +1 if there is an upper or -1 if there is a lower specification in a given interval.

Let

$$
\begin{array}{ll}
e_{i}^{\prime \prime}(\underset{\sim}{a}, \xi) \triangleq(+1) \cdot e_{u_{j}}^{\prime}(\underset{\sim}{a}, \xi), & i_{\varepsilon} I_{u} \\
e_{i}^{\prime \prime}(\underset{\sim}{a}, \xi) \stackrel{\Delta}{=}(-1) \cdot e_{\ell}^{\prime}(\underset{\sim}{a}, \xi), & i_{\varepsilon} I_{\ell} \tag{6.17}
\end{array}
$$

where $I_{u} \cap I_{\ell}=\theta$.
Then the expressions for the generalized least pth approximation (6.13)-(6.16) may be redefined in a form suitable for programming:

$$
\begin{align*}
& M(\underset{\sim}{a}, \xi)=\max _{i}\left[e_{i} "(\underset{\sim}{a}, \xi)\right], \quad i_{\varepsilon} I \stackrel{\Delta}{=} I_{u} U I_{l}  \tag{6.18}\\
& U(\underset{\sim}{a}, \xi)=M(\underset{\sim}{a}, \xi)\left(\sum _ { \varepsilon K } \left[\frac{\left.e_{j}^{\prime \prime}\left(\frac{a, \xi)}{M(\underset{\sim}{m}, \xi)}\right]^{q}\right)^{\frac{1}{q}}}{}\right.\right. \tag{6.19}
\end{align*}
$$

where

$$
K= \begin{cases}\Delta J(a, \xi) & \text { if } M(\underset{\sim}{a}, \xi)>0  \tag{6.21}\\ I & \text { if } M(\underset{\sim}{a}, \xi)<0\end{cases}
$$

with $J=J_{u}(a, \xi) \cup J_{l}(a, \xi)$, and $q$ the same as in (6.16).

Function subprogram EPSNP computes the upper or lower weighted error at a single point $x$ for a current variable vector a. A flowchart of function EPSNP is shown in Fig. 6-5.

The flowcharts of the subroutines ERRO and FUNCG are available in Fig. 6-6 and Fig. 6-7, respectively. The list of the symbols used in the flowcharts are given on the page 67. A scheme presented in Fig. 6-4 illustrates how the subprograms are connected to each other. The flowchart of FMLPO is given in Fig. 6-8.

If the gradients of the approximating function are not supplied correctly, the program will terminate and print out the appropriate message. Also, suitable diagnostic messages are printed out whenever there is any unusual exit.

When the criteria for the optimum have been satisfied, the optimum solution, the discrete point set with the articifial weighted errors in each interval and the execution time in seconds are printed out.

The computer program of the whole package FMLPO is given in Appendices III and VI.

Most of the symbols used in the flowchart are in agreement with the corresponding ones used in the theory. Those which differ or have not been mentioned yet are
error $_{i}$ corresponds to $\mathrm{e}_{\mathrm{i}}(\underset{\sim}{a}, \xi)$;
$e_{\text {max }}$ corresponds to $M(\underset{\sim}{a}, \xi)$;
$n_{I}$ is a total number of intervals;
$\mathrm{j}_{\mathrm{I}} \quad$ is a current interval;
$k_{j} \quad$ is a number of discrete point set at $\left(j_{I}\right)$ th interval;
$x_{T, j} \quad$ is a left end point of $\left(j_{I}\right)$ th interval
$x_{2, j}$ is a right end point of $\left(j_{I}\right)$ th interval;
$x_{3, j} \quad$ is a characteristic number of $\left(j_{I}\right)$ th interval with the information about upper or lower specification;
$m_{j} \quad$ is an integer which determinates the interval where the selected point belongs;
$\operatorname{grad}_{i}$ is the gradient of the approximating function $\underset{\sim}{\nabla} F\left(\underset{\sim}{a}, x_{i}\right)$;
$\varepsilon \quad$ is a small quantity used as a stopping criterion of the iterative procedure in FMLPO.


Fig. 6-4 The organization of FMLPO


Fig. 6-5 Flowchart of function subprogram EPSNP



Fig. 6-6 Flowchart of subroutine ERRO



Fig. 6-7 Flowchart of subroutine FUNCG



Fig. 6-8 Flowchart of subroutine FMLPO

### 6.7 Examples

Four examples were chosen to illustrate the work of the package. The first example is with the objective function as in case I, the second when it is as in case II, the third the low pass filter design problem without and, fourth, with parameter constraints.

## Test 1

A problem for system modelling, the same as used in Test 4 in Chapter $V$, is solved again. In this case upper and lower specified functions are chosen to be the same:

$$
\begin{equation*}
S_{u}^{\prime}(t)=S_{\ell}^{\prime}(t)=S(t)=\frac{3}{20} e^{-t}+\frac{1}{52} e^{-5 t}-\frac{1}{65} e^{-2 t}(3 \sin 2 t+11 \cos 2 t) \tag{6.22}
\end{equation*}
$$

with the artificial margin $\xi=0$, over the range $t \varepsilon[0,10]$.

When one function approximates the other, it always corresponds to the situation in the case I.

We consider the same interval I twice, once as $I_{u}$ and secondly as $I_{\ell}$. 51 uniformly spaced points were chosen over the range $[0,10$ ] including 0 and 10 , and a starting vector


The Fletcher-Powell and Fletcher optimization techniques were used with the stopping criterion $\varepsilon=10^{-6}$. The results are
shown in Table 6-2. Also, the list of errors in both intervals and selected errors for further optimization, for $\mathrm{p}=2$ is given in Table $6-1$. With $p=2$, the following parameter vector is found
$\left[\begin{array}{l}1.01647 \\ 0.78927 \\ 0.161400\end{array}\right]$.

The results from Table 6-2 are in excellent agreement with those in Table 5-6 when $n=50$ and $n_{s}=1$, i.e. the case without quadratic interpolation. Also it is evident that the Fletcher method is more efficient.

## Test 2

The same optimization problem was chosen as in the Test 1 , but this time the artificial margin is set to be different than zero, in particular

$$
\xi=2 \times 10^{-2}
$$

therefore the artificial upper and lower specifications are distinct. Two possible cases may occur now: the specification may be violated and the specification may be satisfied.

The same initial set of sampling points and the starting value $\underset{d}{ }$ as in Test 1 was used. From the Table 6-3, we may conclude that the starting objective function belongs to case I. The Fletcher optimization method is used with the same stopping criterion as in the Test 1 and already for $\mathrm{p}=2$ the problem is in case II, also is illustrated

| sample points | independent variable in I | error: upper=lower | selected errors: nonnegative upper \& nonpositive lower |
| :---: | :---: | :---: | :---: |
| 1 | 0.0 | $-8.88210^{-16}$ | $1.28810^{-2}$ |
| 2 | 0.2 | $1.28810^{-2}$ | $6.98510^{-3}$ |
| 3 | 0.4 | $6.98510^{-3}$ | $1.03310^{-3}$ |
| 4 | 0.6 | $-1.17310^{-3}$ | $2.94410^{-3}$ |
| 5 | 0.8 | $-5.90610^{-3}$ | $3.81010^{-3}$ |
| 6 | 1.0 | $-6.63510^{-3}$ | $3.75510^{-3}$ |
| 7 | 1.2 | -4.701 $10^{-3}$ | $3.04310^{-3}$ |
| 8 | 1.4 | $-1.73610^{-3}$ | $1.97010^{-4}$ |
| 9 | 1.6 | $1.03310^{-3}$ | $7.86710^{-3}$ |
| 10 | 1.8 | $2.94410^{-3}$ | $7.34110^{-7}$ |
| 11 | 2.0 | $3.81010^{-3}$ | $1.21510^{-6}$ |
| 12 | 2.2 | $3.75510^{-3}$ | $1.26310^{-6}$ |
| 13 | 2.4 | $3.04310^{-3}$ | $1.05810^{-6}$ |
| 14 | 2.6 | $1.97010^{-3}$ | -8.882 $10^{-16}$ |
| 15 | 2.8 | $7.86810^{-4}$ | $-7.17310^{-3}$ |
| 16 | 3.0 | $-3.25310^{-4}$ | -5.906 $10^{-3}$ |
| 17 | 3.2 | $-1.25810^{-3}$ | -6.635 $10^{-3}$ |
| 18 | 3.4 | $-1.96310^{-3}$ | $-4.70110^{-3}$ |
| 19 | 3.6 | $-2.43710^{-3}$ | -1.736 $10^{-3}$ |
| 20 | 3.8 | $-2.70210^{-3}$ | $-3.25310^{-4}$ |
| 21 | 4.0 | $-2.79510^{-3}$ | $-1.25810^{-3}$ |
| 22 | 4.2 | $-2.75410^{-3}$ | $-1.96310^{-3}$ |
| 23 | 4.4 | $-2.61710^{-3}$ | $-2.43710^{-3}$ |
| 24 | 4.6 | $-2.41910^{-3}$ | $-2.70210^{-3}$ |
| 25 | 4.8 | $-2.18310^{-3}$ | $-2.79510^{-3}$ |



Table 6-1

|  | $p=2$ |  | $\mathrm{p}=10^{2}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Fletcher Powell | Fletcher | Fletcher-Powell | Fletcher |
| ${ }^{\text {a }} 1$ | 1.01647063 | 1.01647060 | $6.8785026 \times 10^{-1}$ | $6.8785037 \times 10^{-1}$ |
| $\mathrm{a}_{2}$ | $7.8927025 \times 10^{-1}$ | $7.8927036 \times 10^{-7}$ | $9.5318185 \times 10^{-1}$ | $9.5318177 \times 10^{-1}$ |
| $\mathrm{a}_{3}$ | $1.61400086 \times 10^{-1}$ | $1.61400093 \times 10^{-1}$ | $1.2318597 \times 10^{-1}$ | $1.2318599 \times 10^{-1}$ |
| M (a) | $1.2880047 \times 10^{-2}$ | $1.2880048 \times 10^{-2}$ | $7.988425 \times 10^{-3}$ |  |
| $t_{M}$ | $2.0 \times 10^{-1}$ | $2.0 \times 10^{-1}$ | $2.0 \times 10^{-1}$ | $\begin{aligned} & 7.988422 \times 10 \\ & 2.0 \times 10^{-1} \end{aligned}$ |
| $U(\underset{\sim}{\text { a }}$ ) | $2.09004705 \times 10^{-2}$ | $2.09004705 \times 10^{-2}$ | $8.04667205 \times 10^{-3}$ | $8.04667205 \times 10^{-3}$ |
| execution time in seconds | 7.5 | 7.2 | 10 | 7.4 |
|  | $p=10$ |  | $\mathrm{p}=10^{4}$ |  |
|  | Fletcher-Powell | Fletcher | Fletcher-Powell | Fletcher |
| ${ }^{1} 1$ | $7.4276852 \times 10^{-1}$ | $7.4276856 \times 10^{-1}$ | $6.844480 \times 10^{-1}$ | $6.844475 \times 10^{-1}$ |
| $\mathrm{a}_{2}$ | $9.295083 \times 10^{-1}$ | $9.295085 \times 10^{-1}$ | $9.540875 \times 10^{-1}$ | $9.540873 \times 10^{-1}$ |
| $\mathrm{a}_{3}$ | $1.2803127 \times 10^{-1}$ | $1.2803137 \times 10^{-1}$ | $1.2286721 \times 10^{-1}$ | $1.2286716 \times 10^{-1}$ |
| M (a) | $8.592078 \times 10^{-3}$ | $8.59209 \times 10^{-3}$ | $7.947445 \times 10^{-3}$ | $7.947439 \times 10^{-3}$ |
| $t_{M}$ | $2.0 \times 10^{-1}$ | $2.0 \times 10^{-1}$ | $2.0 \times 10^{-1}$ | $2.0 \times 10^{-1}$ |
| U(a) | $9.22275978 \times 10^{-3}$ | $9.22275978 \times 10^{-3}$ | $7.94802468 \times 10^{-3}$ | $7.94802476 \times 10^{-3}$ |
| execution time <br> in seconds | 13.7 | 6.7 | 8.6 | 6.8 |

Table 6-2
in Table 6-3. The optimal solutions for different values of $p$ are presented in Table 6-4. The artificial margin $\xi$ does not affect the optimal solution of the variable vector $a$. It has the same value as the corresponding vector from the Table 6-2.

The starting vector a was

$$
\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right]
$$

and the following vector was found

$$
\left[\begin{array}{l}
0.92369 \\
0.83516 \\
0.14720
\end{array}\right]
$$

for $p=2$.

Test 3
The computer program was used in the optimization of a five section cascaded transmission-line low pass filter which has been considered by Carlin [35]. The terminations of the filter are unity, the length of the ith section $\ell_{i}$ and the normalized characteristic impedance of the ith section $Z_{o i}$, such that a maximum insertion loss $\gamma$ in the passband, from 0 to 1 GHz , is not more than 0.4 dB , while maximizing $\gamma$ at a point in the stopband. All section lengths were kept fixed at 2.5 cm so that


| sample points | upper errors; <br> lower $=$ upper $+2 \xi$ | selected errors nonnegative upper nonpositive lower | upper errors; lower=upper $+2 \xi$ |
| :---: | :---: | :---: | :---: |
| 26 | $-2.748 \times 10^{-2}$ |  | $-2.251 \times 10^{-2}$ |
| 27 | $-2.570 \times 10^{-2}$ |  | $-2.251 \times 10^{-2}$ $-2.218 \times 10^{-2}$ |
| 28 | $-2.417 \times 10^{-2}$ |  | $-2.218 \times 10^{-2}$ |
| 28 | -2.417×10 |  | $-2.186 \times 10^{-2}$ |
| 29 | $-2.289 \times 10^{-2}$ |  | $-2.155 \times 10^{-2}$ |
| 30 | $-2.186 \times 10^{-2}$ |  | $-2.128 \times 10^{-2}$ |
| 31 | $-2.106 \times 10^{-2}$ |  | $-2.103 \times 10^{-2}$ |
| 32 | $-2.047 \times 10^{-2}$ |  | $-2.082 \times 10^{-2}$ |
| 33 | $-2.005 \times 10^{-2}$ |  | $-2.063 \times 10^{-2}$ |
| 34 | $-7.978 \times 10^{-2}$ |  | $-2.048 \times 10^{-2}$ |
| 35 | $-1.962 \times 10^{-2}$ |  | $-2.035 \times 10^{-2}$ |
| 36 | $-1.954 \times 10^{-2}$ |  | $-2.025 \times 10^{-2}$ |
| 37 | $-1.952 \times 10^{-2}$ |  | $-2.017 \times 10^{-2}$ |
| 38 | -7.954×10-2 |  | $-2.011 \times 10^{-2}$ |
| 39 | $-1.960 \times 10^{-2}$ |  | $-2.006 \times 10^{-2}$ |
| 40 | -1.965×10 ${ }^{-2}$ |  | $-2.003 \times 10^{-2}$ |
| 41 | $-1.972 \times 10^{-2}$ |  | $-2.000 \times 10^{-2}$ |
| 42 | $-1.978 \times 10^{-2}$ |  | $-1.999 \times 10^{-2}$ |
| 43 | $-1.984 \times 10^{-2}$ |  | $-1.998 \times 10^{-2}$ |
| 44 | $-1.989 \times 10^{-2}$ |  | $-1.9978 \times 10^{-2}$ |
| 45 | $-1.993 \times 10^{-2}$ |  | $-1.9977 \times 10^{-2}$ |
| 46 | -7.997×10 ${ }^{-2}$ |  | $-1.9977 \times 10^{-2}$ |
| 47 | $-7.999 \times 10^{-2}$ |  | $-7.9979 \times 10^{-2}$ |
| 48 | $-2.001 \times 10^{-2}$ |  | $-1.9982 \times 10^{-2}$ |
| 49 | $-2.002 \times 10^{-2}$ |  | $-1.9986 \times 10^{-2}$ |
| 50 | $-2.003 \times 10^{-2}$ |  | $-1.9989 \times 10^{-2}$ |
| 51 | $-2.003 \times 10^{-2}$ |  | $-1.999 \times 10^{-2}$ |

Table 6-3

Fletcher

|  | $q=-p=-2$ | $q=-p=-10$ | $q=-p=-10^{2}$ | $q=-p=-10^{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| ${ }^{\mathrm{a}} 1$ | $9.2369 \times 10^{-1}$ | $7.7204 \times 10^{-1}$ | $6.9015 \times 10^{-1}$ | $6.8446 \times 10^{-1}$ |
| $\mathrm{a}_{2}$ | $8.3515 \times 10^{-1}$ | $9.1379 \times 10^{-1}$ | $9.5224 \times 10^{-1}$ | $9.5408 \times 10^{-1}$ |
| $a_{3}$ | $1.4720 \times 10^{-1}$ | $1.3053 \times 10^{-1}$ | $1.2338 \times 10^{-1}$ | $1.2287 \times 10^{-1}$ |
| M ( $\downarrow$ ) | $-8.9912 \times 10^{-3}$ | $-1.1105 \times 10^{-2}$ | $-1.1987 \times 10^{-2}$ | $-1.205 \times 10^{-2}$ |
| $t_{M}$ | 0.2 | 0.2 | 0.2 | 0.2 |
| U(a) | $-1.8963 \times 10^{-3}$ | $-9.9831 \times 10^{-3}$ | $-7.1899 \times 10^{-2}$ | $-1.2051 \times 10^{-2}$ |
| function evaluations | 33 | 21 | 23 | 33 |
| execution time in seconds | 8.4 | 5.9 | 6.5 | 9.8 |

Table 6-4
the maximum stopband insertion loss would occur at 3 GHz and the normalized characteristic impedances are used as variables.

The insertion loss is given by

$$
\begin{equation*}
\gamma=\log _{10} \frac{1}{1-|p|^{2}} \tag{6.23}
\end{equation*}
$$

where $\rho$ is the reflection coefficient, therefore the corresponding $\rho$ to the insertion loss may be considered in the optimization problem because there is an finite upper bound on $|\rho|$ which is 1.21 uniformly spaced sample points were used in the passband and a single point at $3 G H z$. The artificial margin $\xi$ for one case is set to be zero and for the other 0.02337 . The weighting function is set to be 1 everywhere. The starting value of the variable vector $a$ was
$\left[\begin{array}{l}3.180 \\ 0.443 \\ 4.38 \\ 0.443 \\ 3.180\end{array}\right]$

Results obtained using the Fletcher method for the value of $\mathrm{p}=10^{3}$ are presented in Table 6-5 and the response is shown in Fig. 6-9. More details about the computation of the reflection coefficient are given in the Appendix VII.

Although, for physical reasons the symmetrical results for the variables are expected, symmetry was not assumed. $\xi$ does not affect the optimal solution. The reason that it was considered was

Fletcher method

| p=10 | $\xi=0$ | $\xi=2.337 \times 10^{-2}$ |
| :---: | :---: | :---: |
| $a_{1}$ | 3.1525 | 3.1508 |
| $a_{2}$ | $4.4203 \times 10^{-1}$ | $4.4165 \times 10^{-1}$ |
| $a_{3}$ | 4.4212 | 4.4194 |
| $a_{4}$ | $4.4159 \times 10^{-1}$ | $4.4169 \times 10^{-1}$ |
| $a_{5}$ | 3.1526 | 3.1508 |
| $M$ | $3.9466 \times 10^{-5}$ | $-2.3330 \times 10^{-2}$ |
| $x_{M}$ | $3.0700 \times 10^{-1}$ | 3.0 |
| $U$ | $3.9466 \times 10^{-5}$ | $-2.3330 \times 10^{-2}$ |
| Function evaluations | 177 | 79 |
| Execution time | 17 | 13 |
| in seconds |  |  |

Table 6-5


Fig. 6-9 Response of the five section transmission-line filter for the unconstrained design nroblem.
to bring the objective function into the case when the artificial specification is satisfied.

## Test 4

Constraints are put on the parameter vector a such that they are not satisfied at the optimal solution of the unconstrained problem given in Test 3.

Although the package FMLPO is not written for nonlinear programming, the constrained problem also may be considered. The constraints on a parameter may be considered as upper and lower specifications on an approximating function defined as a single variable parameter over the dummy point outside of the working set of points. This dummy point has to be defined as a new interval for each specification, which is not so practical, but it works. The variable parameter vector $\underset{\sim}{\text { a }}$ is constrained by

$$
\begin{equation*}
0.2 \leq a_{i} \leq 4.0, \quad i=1,2, \ldots, 5, \tag{6.24}
\end{equation*}
$$

i.e., the solutions from Table $6-5$ for $a_{3}$ are infeasible. For the problem given in Test 3 and considering (6.24), results are presented in Table 6-6. The response is shown in Fig. 6-10.

Fletcher method

| p=10 |  |  |
| :--- | :--- | :--- |
|  | $\xi=0$ | $\xi=2.337 \times 10^{-2}$ |
| $a_{1}$ | 2.9429 | 2.9422 |
| $a_{2}$ | $4.1069 \times 10^{-1}$ | $4.1070 \times 10^{-1}$ |
| $a_{3}$ | 4.0 | 3.9998 |
| $a_{4}$ | $4.1069 \times 10^{-1}$ | $4.1070 \times 10^{-1}$ |
| $a_{5}$ | 2.9429 | 2.9422 |
| $M$ | $4.7403 \times 10^{-5}$ | $-2.3322 \times 10^{-2}$ |
| $x_{M}$ | $8.02 \times 10^{-1}$ | 3.0 |
| $U$ | $4.7403 \times 10^{-5}$ | $-2.3322 \times 10^{-2}$ |
| Function evaluations | 55 | 157 |
| Execution time | 31 | 55 |
| in seconds |  |  |

Table 6-6


Fig. 6-10 Response of the five section transmission-line filter for the constrained desian nroblem.

# CHAPTER VII 

Conclusions

Two user-oriented computer programs in FORTRAN IV for the discrete nonlinear least pth approximation [1] and generalized least pth approximation [2], respectively, have been presented in this thesis. The instructions on how to use the packages are given, illustrated with simple examples.

The first program treats the case when we have only one specified function. The package can be used for fitting one function or data to another continuous function when the error function happens to be real. If ouadratic internolation is applied, the specified function and the approximating function have to be continuous on a given interval. Employing quadratic interpolation the sampling for the objective function may take fewer points for equally successful solutions in comparison with the case which does not consider quadratic interpolation, and may save some computation time. Using quadratic interpolation the location of the extreme points were found more precisely and the solutions are closer to the minimax solutions for a given value of $p$. The computer program can be rearranged such that the specified function and the approximating function are both complex, which is useful in electrical engineering design problems.

The second program is an extension of the first program and is applicable to design problems with upper and lower specifications. The program is directly applicable to such problems as meeting or exceeding design specifications on several disjoint closed intervals as in filter design. Although the program is not written for nonlinear programming we found that it is also applicable for problems with parameter constraints.

The methods presented abandon the linear programming subproblem which many of the minimax methods do. The advantage over the direct minimax methods is that they use very efficient gradient methods such as Fletcher-Powe11 [18] and a recent method by Fletcher [19]. From the experimental results, the Fletcher-Powell algorithm was found to be reliable. The method, however, was found to be slow in comparison with the method proposed by Fletcher. The latter method requires fewer function evaluations to reach the optimum and is less time consuming.

The larger the value of $p$ that is used, the more nearly the minimax solution is obtained, but more function evaluations are required to bring the objective function close to the optimum. For practical purposes smaller values of $p$ may be used to attain a satisfactory solution, hence the objective function will be minimized faster. We can start with a smaller value of $p$, increase it after each complete optimization and terminate when the relative change in the objective function in the successive iterations is less than a prescribed small quantity. This can be a disadvantage if the starting point is close to the minimax optimum, which rarely happens in practice.

Typically less than 3 minutes of CDC 6400 computer time and a core requirement of about $14 \mathrm{~K}_{10}$ is sufficient to optimize the type of examples given in this thesis to a high degree of accuracy from a good starting point.

## APPENDIX I

Usage of FMCLP ( Function Minimization for Continuous Least pth Approximation)

Purpose To minimize the objective function of $k$ variables a defined as a discrete least pth objective with a single specification (5.3) using gradient methods.

How to use Set the input deck as follows:


## 1. Main program

Write the main program as indicated below:
(i) Dimension the following arrays
$A(K), \operatorname{ASTRT}(K), G(K), \operatorname{GRAD}(K), Y(K), \operatorname{PY}(K), \operatorname{DUM1}(K), \operatorname{DUM2}(K), \operatorname{EPS}(K)$, H(M), X(N2), ERROR (N2),IPA(ITER)
where
$K$ is the number of variable parameters, $M=K(K+7) / 2, \quad N 2=N+2$, $N$ is the discrete point set,

ITER is the maximum number of times the optimization method is used.
(ii) Call the subroutine FMCLP as follows:

CALL FMCLP (A, ASTRT, G, GRAD, Y, PY, DUM1, DUM2, EPS, H, X, ERROR, IPA)
(iii) Add STOP and END cards.
2. Subroutine FAPP

This subroutine calculates the approximating function and its gradients with respect to variable vector $\underset{\sim}{a}$.

Write subroutine FAPP as follows:
SUBROUTINE FAPP ( $X, K, A, A P P$, GRAD, INDIC)
DIMENSION $A(1), \operatorname{GRAD}(1)$
where $X, K, A$ and INDIC are input and APP and GRAD are output variables. GO TO $(1,2)$, INDIC

C Compute the value of the approximating function
$1 \quad$ APP $=F(\underset{\sim}{A}, X)$
RETURN
C Calculate the values of the gradients of the approximating function

2

$$
\operatorname{GRAD}(1)=\frac{\partial F(\underset{\sim}{A}, X)}{\partial A_{1}}
$$

$$
\begin{aligned}
& \operatorname{GRAD}(2)= \frac{\partial F(A, X)}{\partial A_{2}} \\
& \cdot \\
& \cdot \\
& \operatorname{GRAD}(K)= \frac{\partial F(A, X)}{\partial A_{k}} \\
& \operatorname{RETURN} \\
& \operatorname{END}
\end{aligned}
$$

where INDIC may have the values 1 or 2 which indicate whether the approximating function or all the gradients should be calculated, respectively.

## 3. FUNCTION S

Function $S$ is a subprogram of a single input variable $X$ and defines a specified function

$$
S=S(X)
$$

Add RETURN and END cards.

## 4. FUNCTION W

Function $W$ is also a subprogram of a single input variable $X$ and defines a weighting function

$$
W=w(x)
$$

Add RETURN and END cards.

An example which shows how to set these subprograms is the same as Test 3 in the Chapter $V$. The listings which define this problem follow.

SUBROUTINE FAPP(X,NI,A,ADP,GRAD, INDIC)

```
SURROUTINF WHICH CALCULATES APPROXIMATING FUNCTION AND ITS GRADIENTS WITH RESPFCT TO VARIARLF PARAMETERS
```

DIMFNSION A(1),GRAD(1)
GO TO(100,200), INDIC
$100 \mathrm{ADP}=\mathrm{A}(1) * X+\Delta(2) * F X P(X)$
RETURN
300 GRAD(1) $=x$
GRAC(2) $=\operatorname{FXP}(X)$
RETIJRN
FND

FUNCTION $S(x)$
FUNCTION SURPROGRAM WHICH DFFINFS SDECIFIFD FUNCTION

S=X**2
RFTURN
END

FUNCTION W(X)
$W=1$ -
RETURN
FND

FUNCTION SUBPROGRAM WHICH DEFINES WEIGHTING FUNCTION
6. Data Deck

Parameters to be supplied as data are defined below:
$N$
$X A, X B$

NSUB
IREAD The number of sample points forming the discrete point set.

The left and the right end points of the interval of the independent parameter.

The number of subintervals over $[X A, X B]$. Integer which denotes whether or not the discrete set of points in [XA, XB] will be read. If IREAD $=0$, the discrete point set will be arranged equidistantly over the interval;

If IREAD $=1$, the discrete point set will be read from data.
$X(I), I=1, N \quad$ The discrete point set over the interval. K

The number of the independent variable parameters $a$.
ASTRT(I), I=7, K Starting values for the $K$ variable parameters.
IGRDCH

MET

MAX

Gradients to be checked if IGRDCH=1, it should be set to 0 if gradients are not to be checked. Optimization method to be called:
if $M E T=1$, Fletcher method will be called;
if MET=2, Fletcher-Powell method will be called.

Maximum number of permissible iterations.

ITER

IPA(I), $I=1$, ITER Vector containing the values of $p$ for different least pth objectives.

IOPT

IPRINT
Intermediate output is printed out every IPRINT iteration; it should be set to 0 if no intermediate output is desired.

Input data is printed out if IDATA=1; it should be set to 0 if input data is not to be printed out.

Minimum estimated value of the objective function.
$\operatorname{EPS}(\mathrm{I}), \mathrm{I}=1, \mathrm{~K}$
EPS 1

DIF
Has already been defined in the main program as a length of the working array.

Denotes how many times the optimization is repeated with different starting points and/or different optimization techniques.

IDATA

EST
Small test quantities used by the Fletcher method.
Small test quantity used by the Fletcher-Powell method.

Small test quantity used by the subroutine FMCLP.

Setting up the data deck

|  | Conditions | Number of cards | Parameters | Type | Format |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | - | 1 | K, N, NSUB, IREAD, <br> IOPT, ITER, IGRDCH | INTEGER | 7110 |
|  | - | 1 | $X A, X B$ | REAL | 2E16.8 |
|  | IREAD $=1$ | As many as required by $N$ | $X(I), I=1, N$ | REAL | 5E16.8 |
|  | - | 1 | EST, DIF | REAL | 2E16.8 |
| $\uparrow$ | - | As many as required by K | $\operatorname{ASTRT}(\mathrm{I}), \mathrm{I}=1, \mathrm{~K}$ | REAL | 5E16.8 |
| $\stackrel{\text { ® }}{\stackrel{\text { ¢ }}{\text { ¢ }}}$ | - | 1 | MET, MAX, IPRINT, IDATA | INTEGER | 4170 |
|  | MET $=1$ | As many as required by K | $\operatorname{EPS}(\mathrm{I}), \mathrm{I}=1, \mathrm{~K}$ | REAL | 5E16.8 |
| $\begin{aligned} & \text { Ł } \\ & \stackrel{-}{+} \\ & + \end{aligned}$ | MET $=2$ | 1 | EPS 1 | REAL | 5E16.8 |
|  | - | As many as required by | $\operatorname{IPA}(\mathrm{I}), \mathrm{I}=1, \mathrm{ITER}$ | INTEGER | 8170 |
|  | ITER |  |  |  |  |

## Recommended values for some of the parameters

NSUB $=5$
MAX $=100$
$\operatorname{EPS}(1), I=1, K$, each $10^{-6}$
DIF $=10^{-4}$
EST A lower bound of the minimum of the objective function may be obtained from physical reasons. If the true minimum is not known, choose EST to be small enough (negative values are allowed). For approximation problems 0 is convenient.

The following list illustrates how to set the data for the example for which listings have been shown. Both optimization methods, Fletcher-Powell and Fletcher, are called.


## Listing of the Package FMCLP

SUBROUTINE FMCLP (A,XSTRT,G,GRAD, Y,FY, DUMI, OUMZ, EPS, H, X, ERROR, IPA)
SURRJUTINE WHICH COOPDINATES THE OTHER


EXTERNAL FUNC


ERR (Z) =W ERR (Z, S, $h, A$, GRADI
UNITH ${ }^{2}$ TPUE $(5,4 R)$ N1, N NPOD, IREAD, IOPT, ITER, IGROCH

$X A B=X B-X$

$x(2)=x A$
$\mathrm{K}=\mathrm{N}-1$
$K=N-1$
$D E L A=X A B / K$

$x(I+2)=x \Delta+I$ *OELTA
CONTINUE
$x(N+1)=\bar{X} B$
REAO $(5,42)(X(I), I=2, N P)$
WFITE $(5,5 C)$
READ $(5,42)(X(I), I=$
WEITE $(5), 5 \mathrm{E})$
READ $(5,42)$ EST CIF
REAT

CONTINUE
DO $6 I=2$, NP
I $I=1-1$
HRITE (6,51) II, X(I), ERROR(I)
CONTINUE
CALL HEWSET (XA, XB,NPOD,S,W,A,GRAD, $N, X, E R R O R, I O I)$

7
WRITE $(6,45)$
008
0,
$T T=I \quad I=2, N \mathrm{~N}$
EPROR (I) $=$ ERO (X (I) )
WPITE (5,51) II, X(I), ERROR(I)


CTVIT
WPITE $(5,48)$
WRITE $(6,49)$
WOTTE
OATA FO? THE OPTIMALITY FDR THE OPTIMIZATION METHOD USED
OT $39 \mathrm{k}=1, \mathrm{IOPT}$
KO $=1 \quad k=1,10 P T$
IF $=1 k-1) \quad 12,12,11$



OPTIMIZATION
$I P=I P A(K K)$
$I F$
IF $(K K P G Y: 1)$
(KPGOF
IF KR:G:D) GO TO 13

CONTINUE
IF (IGRJCH.NE, 1) GO TO 15


CNLL IN'OUT (YET, M, MAX,N1, IPRINT, IDATA,EPSI, EST, EPS, XSTRT)

GO (IP (IT, $\mathrm{IF}_{2}^{22,31,27), ~ M E T}$
CALL WEITEI (i)
CAL SECOMO (Ti)
CALL SECOMO (T1) 1020

A(I) = OUA
COVTINU
19
23
IAR, ID,


## FUNCTION WERR $(Z, S, W, B, G R A O)$

FUNCTION SURPROGRAN WHICH CALCULATES

SUBROUTINE NENSET (XA, X $3, N J O D, S, W, B, G R A D, N, X, E R R O R, I Q I)$ SUEROUTINE WFICH CALCULATES THE NEW SET OF THE INDEPENDENT
VARIABLES HHICH INCLUDE ALL THE EXTREMA OF THE WEIGHTED VAPIABLES HHICH
ERROR FUNCTICN


FPSN
IRR $=0$
NM $=\mathrm{N}+1$
$N H I N=N+2$
$X(N N N)=X B$
$x$ NNN
$I=2$
$I I=2$
$I O=1$
$1 N O=1$
$1 n I=0$
00
29
$\underset{1}{00}$
ZMIN $=\times\left(1 I_{1}+1\right)^{-x(1) 1)} 1,29,29$
ZMIN $=X(I+1)$
$Z M A X=X(I)$
I $O=I N D$
$I N D=1$
$Z=2 M A X$
EMAX $=$ EPSN(Z)
EHIN=EFSN(ZMIN)
DELTA = (ZMIN-ZMAX)/NPOO
NPOO1 = NOOO +1
MTM $=1$
$007 \mathrm{~K}=1, \mathrm{NPOD}$
EYREN KEPSN(Z)
IF (ETREN-EMAX) $6,6,2$

```
\(M M=K\)
```

$M M=K$
ZTEST1 = ZMAX+ ПFLTA
ZTEST $1=Z M A X+O E L T A$
ETEST $=E P S H(Z T E S T 1)$
F (EMAX - FTESTI) $6,6,3$
$Z T E S T=Z M X-G G L a$
IF (xA-(ZAAX-
IF (EMAX - ETEST 2 ) $6,6,5$
$1 F 0$
100
60
$2=2+D E L T A$
CONTINUE
IF (XA-(ZMAX-DFLTA)) $9,9,13$

$21=5 P S N(2 M A X-Q E T A)$
$R A=(E M A X * 2--01=Q \bar{C})^{*} 2$ 。
5


$X(1)$
$X M P$
$X$
$X$
$X K P=X(2)$
$X(2)=2 M I N$
$60^{2} \mathrm{TO} 29^{2}$


$X K P=X(I+1)$
$X(I+1)=Z M I N$
GO TO 25
27
24
2
25
$\left.\left.\begin{array}{l}\text { GOTO } \\ X(25)=X K P\end{array}\right), 24\right), I C$

IF (II-2) 32,51,32
$\mathrm{J}_{\mathrm{J}=\mathrm{NN}}^{\mathrm{N}}(\mathrm{I}+2+1 \mathrm{I}) 42,33,42$
IF $(N-2)^{1} 39,39,34$
IF $(E \operatorname{ESN}(X(J J-1))-E \operatorname{SSN}(x(J J+1))) 35,36,36$

| $J J=J$ |  |
| :--- | :--- |
| $G 0$ | $J-\frac{1}{3}$ |

    IF \(\mathrm{J}=\mathrm{J} \mathrm{J}=\mathrm{E}+\frac{1}{\mathrm{~S} N}\)
    
DN $40-1$
I $=J J+2-K$
CONT
X(I) $=x(I-$
$C O N T I N(J)$
JJJ $=J J+1$
O $41 \quad K=$
DO 41 K= JJJ, NN
$D O 41 \quad K=J J$
$I=K+1$
$X(I-1)=X(I)$
41
$C$
47
43
6
44
45
46
47
$C$
48
49
50
$C$
$C$
$C$
$C$
$C$
$C$
$D O{ }^{4} 9 K=2, N N$
$I=N N+2-K$


EPSN $(X(2))) 50,44,44$
$0045 I=2, N N$
$X(I)=X(I+1)$
$C O N T I N U E$
CONTINUF
IF $(I I+1) 5], 47,50$
IF (EPSN $(x(1),-5 F S N$
50
CONTINUE
CONTINUE
RETURN
END

```
SUZROUTINE FUNCT (N1, B, OTJ,G,GRAO, N, X, ERROR, IF)
    SUBROUTINE WFICH SELECTS THE MAXINUIG ERROP
ANO COMPUTES THE OEJECTIVE FUNCTION ANJ ITS
    ANO COMPUTES THE OEJECTIVE FUNCTION ANJRITS
    GRAJIENTS WOF:T THE VA
    \(E X T E R N A L S G W\)
\(O I Y E N S I D N G(1), G(1), G R A O(1), \quad X(1), \quad E R P O R(1)\)
\(E F R(Z)=N E R R(Z, S, h, 8, G R A D)\)
    GRJP=
    GFADP \(=\Gamma: N 1\)
\(0 \cap 1 \quad K=1, N 1\)
    \(G(K)=0\)
\(C N A T I N E\)
    \(N N=N+1\)
    \(E P R O R(1)=0\)
    EORORIII)=NNR(X(I))
    CORTRIIU \(=E R\) R
CONT
    DO 4 I=? NN
\(I F\) (AGS(ERPOR(T))-EOROP(1)) 4, 4,
EOROR(1) =AES(ETROR(I))
    \(006 I=\overline{2}\), \(N N\)
    \(Z=X(I)\)
\(0 E C=E R Q R(I)\)
\(O E L=A S(D E C)\)
```



```
    \(G 24 D I=01+F(I P-2) * O E C\)
\(09 J P=0 B J+09 J I\)
    \(C A L L F A D P(Z, N 1, E, A P P, G R A D, 2)\)
\(G O \quad K=1, N 1\)
\(G P A D(K)=G R A D I * W(Z) \neq G R A D(K)\)
    \(C A L L K A D P(Z, N 1, E, A P P, G R A D, 2)\)
\(G O F K=1, N 1\)
\(G R A(K)=G R A D I * W(Z) \neq G R A D(K)\)
    \(G R A D(K)=G R A D I \neq W(z)\)
\(G(K)=G(K)+G R A D(K)\)
    CONTINUE
CONTINU
    PON=1. IN
    OBJ=ERROR(1)*(0B~P**PR)
    \(Q B J=E R Q O R(1) *(0 B) P\)
\(G R P=0 B J P *(P R-1\).
    097
\(0(K)=G 20 \%\)
\(G(K)\)
    G(K) GRO
CNNTINUE
    CRNTINU
ENO
    EPR (Z) =N E RR \((Z, S, h, B, G R A D)\)
    \(E P Q O R(1)=0\)
    CORTR(I) = ERQ(X(I))
```

3

SUBROUTINE GROCHK (N, X,G,PY,Y,GRAO,NP, XP, ERROR,IP, DUM 1 )
SUBROUTTNE WHICH CHECKS THE GRAUIENTS
OIMENSION $X(1),(1), P Y(1), Y(1), G R A D(1), X P(1), E R R O R(1), ~ D L M 1($
SUBROUTINE GRDCHK (N, X,G,PY, Y, GRAO, NP, XP, ERROR, IP, DUM I)
SUBROUT MNE WHICH CHECKS THEGRADIENTS
DIMENSION $X(1),(1), P Y(1), Y(1), G R A D(1), X P(1), E R R O R(1), ~ D L M 1($

Orl $x=1=04 x(1)$

OUM1 $(I)=\hat{Y}(I)$
$x(I)=x(I)-D E L X$
CONTINUE
ON? IARSİN
Pr(I) $=$ (I)).LT.1.E-20) nUM1(I) $=1 . E-20$
CONTINUE

$(I, X(I), I=1, N)$
OR ? $I=1, N(15) G(I), Y(I), P Y(I)$
CONTEMUE,



FORMAT (1H1)


1 FX,*PEPENTAGO, SX *ANALYTICAL GRADIENTS*,5X,*NUMERICAL GPADIENTS*


1NTS

PUPPJSE
TO FTHT A LOCAL MINIMUN OF A FINCTICY OF SGVERAL VAFIABLES
ASSUMNG THAT ITS GOADIENTS CAN BE CALCULATED EXPLICITLY
OY THE : THOD DF FLETCHER
THE METHOD IS DESC?IBEO IN THE FOLLOWING AFTTCLE

OIMEMSION X(1), E(1), H(1), EPS(1), GRAJ(1), XP(1), EKPOR(1)
OGICAL CONV, UNITH
CHMMのNVGLK/KO
CALL SECONU (T? )
CALL FUNCT (N,X,F,G,GPAD,NP, XP, ERROP, IP)
IF (F.LT. FESTS GC TO 23
AFNS=1
ITN= 9
STED
STED=1
$I \cap X=N$
$I \cap G=N$
$H=I T G+N$
IF IF ITG+N NOT. UNITH) GO TO 2
$I J=I \dot{H}+1$
$091 \quad I=1$,
ロO $1, J=I$;
IF $(I, \dot{E} \cap, J)$
$I J=I J+1$
CONV=.TRUE.
$60 x=0$
006
00
$2=9$
$006 \quad I=1, N$
$Z=9=I H+I$

$I I=\frac{I}{3}-1$


Coitivil

IJ=IJ+1
CONTINU
IF (AGS(Z).GT. EPS(I)) CONV=.FALSE.
GIDX+I) $=Z$
$G X=G X+G(I) * Z$
$G O X=G O X+G$
CONTINUE

C


```
            CALL SECONO (T4)
            T4-T3
            WRI TEZ ( \(x, N, G, F, N F N S, I T N\), TIME)
            IT \(=1\)
\(1 C O N V\)
```



```
    \(j=1\) (GDX.GE.O.) GC TO 24
```



```
                    =2 W(FFST-F) \(160 \dot{x}\)
```



```
                    \(60 \mathrm{x}=\mathrm{GOX} \mathrm{X}\) Z
                    \(H(I D X+T)=\mathrm{H}(I D X+I) * 2\)
```



```
                    CALL FUNGCTM, M,FP, HGRAO,NP,XP,EPPCR,IP)
```



```
            IEXITシ3
            GPOXIN.EO.MAXFN) GO TO 24
            路 1
            ก10 \(I=1, N\)
            \(\left.\begin{array}{c}H(I D G+I)=H(I)-G(I) \\ G D \\ =G D O \\ X\end{array}\right)\)
            GDJX \(=\) GPD
            ONTINUS
            TF \((F=G P) x-G 0 x\)
            IF (F:GT.FP-. TJ01*GDX) GO ro 12
            \(=\bar{F}, G P D X, L T, G, A N D, T T N, G T, N) G O T O\)
\(Z=3\)
                    \(=3\).
```




```
                            ก \(11 \quad I=1\), \(\dot{N}\)
                            \(=-\mathrm{H}(10 x+I)\)
                            \(\times 111=\times 1 I\)
\(60 N T 1\)
60
        \(\mathrm{CO}_{=\mathrm{F}}^{\mathrm{T}} \mathrm{P}^{\mathrm{O}}\)
            0013 \(1=1, N\)
            COTT \(=\) HU
            IE (JGDX.GT.3.) єO то 15
            Ox=6DDX
```




```
            r.4DG \(=9 \cdot\) (T.0. \(3 *\) GOX) STEP \(=2 . * S T E P\)
            \(019=1\)
            \(\begin{aligned} & i=1 \\ & I \\ & i\end{aligned}+I\)
```





```
                    IJ=IJ+N=J
                    סOig INGE
                            \(2=2+4(J=I ; N(I O G+J)\)
                    \(1 \mathrm{~J}=\mathrm{I}=1\)
                    CGHOG=DĞ \(\mathrm{HOG}+Z * H(10 G+I)\)
                    (I) \(=2\)
                    CONTINU
```




```
                            on \(20 \quad I=1\) N
                            \(H(I D x+I)=W^{*} H(I D X+I)-H(I)\)
                    CONTINUE
                            TOX \(=0 \mathrm{OD} x+0 \mathrm{GHOG}\)
                    DGHOG=0GOX
                    \(1 J=1 \mathrm{H}\)
```




```
            \(Z=H(I) \xlongequal{2}=T, N G\)
            \(\mathrm{I} J=1 \mathrm{I}_{\mathrm{T}}+1\)
            H(TJ) = \(\mathrm{H}(I J)+W * H(I D X+J)-2 * H(J)\)
            TNOITN+1
            GO
            \(1 \mathrm{~T}=\) ?
            IFXIT=5 \(=X T, E 0.1\) ) \(k 0=1\)
```



```
            \({ }_{6}{ }^{W} 0_{1} T\)
            WPITE E9,31) IEXIT
            \(\begin{array}{lll}\text { WRIT } & 29,32) & I E X I T \\ \text { GOT0 } & 29,32) & I E X I T\end{array}\)
```

| $\begin{aligned} & 28 \\ & 29 \end{aligned}$ | HOITE (6,33) IEXIT continue RETURN |
| :---: | :---: |
| ${ }_{30}$ |  |
| 30 |  |
| 31 | FORMAT (/, 1HO, *IEXIT=*, IZ, *EITHER OF THE FJLLOWING THINGS HAS MAFF <br>  |
| 32 |  1AS BEEN EXCEEOED*) |
| 33 |  ENO |

SUBRQUTINE FMFDC (FUNCT,N,X,F,G,EST,EPS,LIMIT,IER,H,IPRINT,GRAO,NF
PURPGSE TO FINח A LOCAL MINIMUM OF A FUNCTION OF SEVFRAL VARIABLES ASSUHING TFAT ITS GODIENTS CAN BE CAL
BY THE METHOD OF FLETCHER AND POWELL

THE METHOD IS OESCRIBED IN THE FOLLOWING ARTICLE
R. FLETCHER AND I'. J. O. POWELL A ZAFIDLY CONVERGENT

DESCENT HAETHOOFOR MINIMIZATION, COMP. JOURNAL,
VOL. $6, ~ 19 E Z, ~ P P . ~$
OK
COM:4ON/BLK/KO
DIMENSIONIONED, CLMMY VARIABLES $\quad$ (1), 11 , G(1), GRAD(1), XP(1), ERPOP(1)
COMPUTE FUNCTION VALUE AND GRADIENT VECTOR FOR INITIAL ARGUMENT $\mathrm{KO}=$
CAL

FUNCT (N, X,F,G,GRAD,NP, XP,ERROR,IP)
KOUNT=0
NUMF $=1$
CALL SECOND (T4)
IF (IPRRINT, FO. 2$)$ GO TO 1
CALL WRITEZ (X,N,G,F, NUMF, KOUNT, TIME)
CONTINUE
$\begin{gathered}T \\ K \\ K \\ K\end{gathered}=0$
$\mathbf{K} \vec{K}=0$
$N 2=N+N$
$N=N 2+N$
$N ?=N 2+N$
$N-1=N 3+1$
$N T 1=N 3$
$K=N 31$
00 5 $J=1, N$
$H(K)=1$.
$N J=N=J$.
IF (NJ)
OO
$K L=K+L$
H (KL) = 0.
CONTINUE
CONT INUE
$K=K L+1$
CONTINUE
START ITERATICN LDOP
IF (KOUNT-EO. TG, GO TOT
IF
$K K=O$
$K K=0$
CALL SECOND (T4)
TIME = TL-T3
CALL WRITE2
CONTINUE $N, G, F, N U M F, K O U N T, ~ T I M E) ~$
CONTINUE
C
C
SAVE FUNGTION VALUE, ARGUMENT VECTOR ANO GRADIENT VECTOR
OLOF
O $11 \mathrm{~J}=1, \mathrm{~N}$
$0 \times N+j$
$K=1, N$
$H(K)=G(J)$
$K=K+N$
$H(K)=X(J)$
DETEQMINE DIRECTION VECTOR H
$k=j+$
$T=j$.
$0010 \mathrm{~L}=1, \mathrm{~N}$
$\begin{array}{cc}T=T-G(L) & H^{N}(K) \\ \text { IF } & (L-J) \\ K=K, 9,9\end{array}$
$K=K+N-L$
$G O T O 10$




## APPENDIX III

Listings of the common subroutines for FMCLP and FMLPO packages

Add the subroutines INPUT, FINAL, WRITE1 and WRITE2 to both packages, FMCLP and FMLPO. They are similar to ones presented in the package for function minimization [36] programmed by V. K. Jha.

Listings of the subroutines INPUT, FINAL, WRITE] and WRITE2 follow.
COMMJN/BLK/KO

WOITE (5,4)
GOTD 2,
WPITE 16,5
CONTEUE
WPITE $(5,6) F$

FORMAT (1H1)
FORMAT (1H1)



Prints the intermediate re sults

$\begin{array}{ll}C \\ 4 & \text { FORVMT (1H1) }\end{array}$
FOR'IAT (1H1) FORMAT (1HO, ODTIMIZATION GY VEW FLETCHER METHOO*, 1,1 HO, *



$\left.\begin{array}{ll} & \text { HPITE }(5,4), \\ 1 & \text { WRITO }(1, ~ \\ 1\end{array}\right), H$ -

$C$
1
FORMAT (1HO,I5, $7 X, I 5,5 X, E 16.8,3 X, E 16.8,12 X, 95(E 16,8,13 X, E 16,8,1,70$ ix)
EHI

## APPENDIX IV

## The Chebyshev polynomials

The Chebyshev polynomial of $n$th order, $T_{n}$, is defined

$$
T_{n}(t)=\cos (n \arccos t),-1 \leq t \leq 1
$$

$T_{n}$ has $n$ zeros

$$
\begin{aligned}
t_{k} & =\cos (2 k-1) \frac{\pi}{2 n}, \\
& =1-2 \sin ^{2}(k-0.5) \frac{\pi}{2 n}, \quad k=1,2, \ldots, n,
\end{aligned}
$$

and $n+1$ extrema

$$
\begin{aligned}
t_{k} & =\cos \frac{k \pi}{n} \\
& =1-2 \sin ^{2} \frac{k \pi}{2 n}, \quad k=0,1, \ldots, n
\end{aligned}
$$

over the interval $[-1,1]$.
$T_{n}$ may be transformed on any closed interval [a,b] by introducing the change in variable

$$
x=\frac{b-a}{2} t+\frac{b+a}{2}
$$

where $x \in[a, b]$.
The zeros of $T_{n}$ in the transformed interval are in

$$
x_{k}=a+(b-a) \sin ^{2}(k-0.5) \frac{\pi}{2 n}, \quad k=1,2, \ldots, n
$$

and extrema in

$$
x_{k}=a+(b-a) \sin ^{2} \frac{k \pi}{2 n}, \quad k=0,1, \ldots, n
$$

The initial approximation for the Test 1 and Test 2 given in the Chapter $V$ is obtained by rational interpolation where the zeros of the $(k+1)$ st Chebyshev polynomial are used as supporting points. As a first trial for the points of the independent parameter the extrema of $T_{n+1}$ were taken. The listing of a FORTRAN program which calculates the initial approximation and the starting point set is presented below.

```
C
    10g FRR'IAT(AI10)
    2NO FORMAT(/N/15X,*MATRIX IS SINGULAR IN SUBROUTINE SIMQ*//)
    300 FORMAT(OF1US5)
        REAO(5,100)NQL,M
        PI=3-14159
        xAB=X }-\mp@subsup{|}{}{-x
        l
C C=N+I
            VARIAGLE IN THE EXTREME POINTS OF THE CHEBYSHEVPPOLYNOMIAL
        CONST=OI/(2.*J)
        O=SIN (I*CONSST
    10
C C
        15
        CONST=PI/(2.*K)
        O=SIN((I-1,5)*CONST)
        Y(I)=0*T* *A5+X
    20
        05130 \overline{I}=1,k
        OCT(T)=1
        II=
135
11n
1 1 7
1 1 8
    l
    {0%IEII+K
    I I= II
        CALL SIMO(OFT,F,K,KS)
    134
    135 A(I)=G,IT) =1,L1
    39 IF(M) 137,137,138
    138 00 136 J=1,4,
        I=L I + J J (I)
    136 CONTIMUE
    ASTRT(I)=G(I)
    30 CONTINUE
    159 WFITJ 15,250)
    151 CONTIMUE
    CALL EXIT
```


## APPENDIX V

Usage of FMLPO (Function Minimization for Least pth Objectives )

Purpose To minimize the objective function of $k$ variables a defined as the generalized discrete least pth objective (6.13), using gradient methods.

How to use Set the input deck as follows:

> DATA DECK

PACKAGE FMLPO 5 FUNCTION W FUNCTION FUNCS SUBROUTINE FCTAPP MAIN PROGRAM

## 1. Main program

Write the main program as indicated below:
(i) Dimension the following arrays
$A(K), \operatorname{ASTRT}(K), G(K), Y(K), \operatorname{PY}(K), \operatorname{DUMI}(K), \operatorname{DUM2}(K), \operatorname{GRAD}(K)$, $\operatorname{EPS}(K), H(M), X X(3, N I N T), N U M B(N), \operatorname{INUMB}(N), X(N), X 1(N)$, $\operatorname{ERROR}(N), \operatorname{EHELP}(N), A P(N), \operatorname{IPA}(I T E R)$
where
$K$ is the number of variable parameters,
$M=K \cdot(K+7) / 2$,
NINT is the number of intervals,
$N$ is the total discrete point set of independent parameter, from all intervals, and

ITER is the maximum number of allowable usage of the optimization method.
(ii) Call the subroutine FMLPO as follows:

CALL FMLPO (A, ASTRT, G, Y, PY, DUM1, DUM2, EPS, H, GRAD, NUMB, $X X, X, X 1$, ERROR, EHELP, AP, INUMB, IPA)
(iii) Add STOP and END cards.
2. Subroutine FCTAPP

Subroutine which defines the approximating function in each interval and calculates its gradients with respect to variable vector $\underset{\sim}{a}$.

Write subroutine FCTAPP as follows:
(i) SUBROUTINE FCTAPP (X, K, A, APP, GRAD, IINT, INDIC)

DIMENSION $A(1), \operatorname{GRAD}(1)$.
where $X, K, A$, IINT and INDIC are input, and APP and GRAD are output variables.

INDIC may have a value 1 or 2 and indicates whether the approximating function in the IINT interval APP $=F(\underset{\sim}{A}, X)$, or all its gradients $\operatorname{GRAD}(I)=\frac{\partial F(\overbrace{\sim}^{A}, X)}{\partial A(I)}, I=1, K$ should be calculated, respectively.
(ii) Write the approximating function APP and all its gradients GRAD(I), I = 1, K for each interval IINT = 1, NINT.
(iii) Add RETURN and END cards.
3. Function FUNCS

Function subprogram FUNCS defines upper and lower specified function $S_{u}(x)$ and $S_{\ell}(x)$, respectively, in various intervals.

FUNCTION FUNCS ( $\neq$, IINT)
GO TO (1,2,...,NINT), IINT
$1 \quad$ FUNCS $=S_{u / \ell}(x)$
RETURN
2
-
-

NINT $\quad$ FUNCS $=S_{u / \ell}(x)$
RETURN
END
where IINT $=1$, NINT is a current interval.
Note If the upper and lower specified functions are defined for the same set of the independent variable $x$, consider the common interval (or subinterval) twice.

## 4. Function $W$

Function subprogram $W$ defines an upper and lower positive weighting function $W_{u}(x)$ and $W_{l}(x)$, respectively, in various intervals.

Write subprogram $W$ as follows:

FUNCTION $W(X$, IINT $)$
GO TO ( $1,2, \ldots$, NINT), IINT
1
$W=w_{u / \ell}(x)$
RETURN
2
.
-

NINT $\quad W=W_{u / \ell}(x)$
RETURN
END
where IINT $=1,2, \ldots$, NINT is an interval under consideration.
An example which shows how to write these subroutines is the same as in Test 2 in Chapter VI, but with constraints on parameter $a_{2}$ such that

$$
0 \leq a_{2} \leq 1
$$

The listings which the user has to write follow.

SURROUTINF FCTAPP(X,K,A,APP,GRAD,IINT, INNIC)

```
        DIMENSION A(1),GRAD(1)
        GO TO(100,200),INDIC
\(1 \cap \cap\) GOTO \((1,1, ?, 7), I I N T\)
        \(1 A D P=A(3) / A(7) * F X P(-A(1) * X) * \operatorname{SIN}(A(7) * X)\)
        RFTURN
    \(2 A P P=A(2)\)
        RETURN
200 GO TO \((3,3,4,4)\), IINT
    \(3 H P 1=1 \cdot / A(2) * F X P(-A(1) * X)\)
        \(H P 2=H P 1 * S I N(A(2) * X)\)
        \(H D 3=H P 1 * C \cap S(A(7) * X)\)
        GRAD (1)=-ADP*X
        GRAD (2) \(=-1 . / A(2) * A P P+A(3) * X * H P 3\)
        GRAD (3) \(=\) HP 2
        RFTURN
    4 GRAD (1) \(=0\).
        \(G R A D(2)=1\).
        GRAD (3) \(=0\).
        DFTURN
        FND
```

        FUNCTION FUNCS(X, IINT)
        FUNCTION SUBPROGRAM WHICH DFFINFS
        UPPFR AND LOWFR
        SPFCIFIED FUNCTION
        GO TO \(1,1,2,3), I I N T\)
    
$*(? * *)+11 * \cos (? * * x))$
2FTUPN
? FUNCS $=1.0$
RFTIIRN
3 FUNCS $=0.0$
RETURN
FND

FUNCTION W(X, IINT)

FUNCTION SURPROGRAM WHICH DEFINES UPPER AND LOWER
WEIGHTING FUNCTION
GO TO (1, $1,1,1)$, IINT
$1 \quad W=1$.
RFTURN
END

## 6. Data deck

Parameters to be supplied as data are defined below:
K The number of independent variable parameters $\underset{\sim}{\text { a }}$.

The total number of upper and lower intervals.

NUMB(I), I=1, NINT

XX(1,I), $I=1$, NINT
XX(2,I), I=1, NINT
XX(3,I), I=1, NINT

IREAD

Number of subintervals in each interval of independent parameters.

The left end point of $i$ th interval. The right end point of ith interval. Numbers in floating point which supply informations on the specified function in the ith interval:
set $X X(3, I)=1$. for the upper specification and set $X X(3, I)=-1$. for the lower specification.

Integer which denotes whether or not the discrete set of points in each interval will be read.

If IREAD=0 the discrete set of points will be set equidistantly in each interval with NUMB(I) subintervals in the ith interval. If IREAD=1 the discrete point set will be read.

| $\mathrm{x}(\mathrm{I}), \mathrm{I}=1, \sum_{\mathrm{I}=1}^{\operatorname{NiNT}}(\operatorname{NUMB}(\mathrm{I})+1)$ | Discrete point set of the independent parameter. |
| :---: | :---: |
| KSI | The artificial margin $\xi$. |
| $\operatorname{ASTRT}(\mathrm{I}), \mathrm{I}=1, \mathrm{~K}$ | Starting values for a vector containing the K variable parameters. |
| IGRDCH | Gradients to be checked if IGRDCH $=1$; it should be set to 0 if gradients are not to be checked. |
| MET | Optimization method to be called: <br> if MET=1 Fletcher method will be <br> called; <br> if MET=2 Fletcher-Powell method will be called. |
| MAX | Maximum number of permissible iterations. |
| ITER | Has already been defined in the main program as a length of the working array. |
| IPA(I), I=1, ITER | Vector containing the values of $p$ for different least pth objective. |
| IOPT | Denotes how many times the optimization is repeated with different starting points and/or different optimization techniques. |
| IPRINT | Intermediate output is printed out every IPRINT iterations; it should be set to 0 if no intermediate output is desired. |


| IDATA | Input data is printed out if IDATA=1; it should be set to 0 if input data is not to be printed out. |
| :---: | :---: |
| EST | Minimum estimated value of the objective function. |
| $\operatorname{EPS}(\mathrm{I}), \mathrm{I}=1, \mathrm{~K}$ | Small test quantities used by the Fletcher method. |
| EPS 1 | Small test quantity used by the Fletcher-Powell method. |
| DIF | Small test quantity used by the subroutine FMLPO. |

Setting up the data deck

|  | Conditions | Number of cards |
| :---: | :---: | :---: |
|  | - | 1 |
|  | - | $\mathrm{I}=1$, NINT |
|  | IREAD $=1$ | As many as required |
|  |  | by $\operatorname{NUMB}(\mathrm{I}), \mathrm{I}=1, \mathrm{NINT}$ |
|  | - | 1 |
| $\uparrow$ | - | As many as required |
|  |  | by $K$ |
|  | - | 1 |
| $\begin{aligned} & \text { U } \\ & \stackrel{\text { En }}{+} \\ & \stackrel{\rightharpoonup}{\square} \end{aligned}$ | MET $=1$ | As many as required |
|  |  | by K |
|  | $M E T=2$ | 1 |
|  | - | As many as required |
| $\downarrow$ |  | by ITER |



| Type | Format |
| :---: | :---: |
| INTEGER | 6110 |
| 1 INTEGER, 3 REALS | I10, 3E16.8 |
| REAL | 5E16.8 |
| REAL | 3E16.8 |
| REAL | 5E16.8 |
| INTEGER | 4I10 |
| REAL | 5E16.8 |
| REAL | 5E16.8 |
| INTEGER | 8110 |

Recommended values for some of the parameters

MAX = 100;
$\operatorname{EPS}(I), I=1, K$, each $10^{-6}$,
DIF $=10^{-4}$
EST A lower bound of the minimum value of the objective function may be obtained from physical reasons. If the true minimum is not known, for the case when the specification is violated EST $=0$ is convenient, and when the specification is satisfied choose EST sufficiently negative.

For the example for which listings were shown the data deck is presented below. The Fletcher-Powell optimization method is called.


## Listing of the Package FMLPO



SUQPJUTIAN WHICH COOROIVATES THE OTHER
SUQPJUTIAN WHICH COOROIVATES THE OTHER
EXTERNAL FUNCS,H,FCT,FUIJGT

COMMON AP(1), IUUME(1), IDA(1)
EPR $Z 2)=E P S N P(Z, I I N T, F C T, W, A, N 1, G R A O, A P P, P S I, X X, 1)$

REAN (S, $\operatorname{CB}$ ) NUMB (I), $(\times \times(J, I), J=1,3)$
CON
$\mathrm{K}=0$

0
$k=K+1$
$K L=K+N U M 9$ (

RTAD $(5,47)$ EST, [I
WPITE $(5 ; 37)$ PSI
WPI

$A(I)$
$K=0$

WPIT ${ }^{\text {ITN }}=$
$W \times I T$
$K=K+$
$K L^{K}=K+N U M B(J)$
OO 7 I I R K KL
EPROR(I) $=E R R(X(I))$

COVTINUE
$k=K$
0
continua

WPITE (5, 49) IINT

Qก 1) $I=1,1=(, 0) \quad Z=x \times(1, j)$

$E F=E R R(7)$
$\underset{K}{W}=K+T(K, 49) I, Z, E R$
Eラ20? (K) = =RR(Z)

$\bar{X}(\bar{K})=?$
$A D(K)$

EMAXEAHAXi(EMAX, EHELP(M))
CONTINUE
WOITE $(5,46)$
WPITE $(5,47)$
CALLE
$(5,47)$
$(5,45)$
CO EMA

WPITA, N, INUMB, NINT, $\mathrm{N}, \mathrm{I}$ )

DATA FOR THE OPTIMALITY
FOR THE OPTIFIZATION METHOO USED
$\mathrm{KP}=35$
$K=1, I O D T$
$\mathrm{KP}=1$
$1 \mathrm{~F}=1$
2 F
IF $(K-1), 14,14213$
RFAD $(5,43)(X S T(I), I=1, N 1)$
$R E A D(5,36)$


OPTIMIZATION


$\bar{E}(0 ; 48)(J, x 1(J), E \operatorname{RROR}(J), J=1, N)$

FUNCTION FCT ( 2, FUNCS, W, IINT,PSI, $X X$ )FUNCTION SU日RPOGRAM WHICH DEFINES
MOOFFIED UORER ANO LOWER
MOOIFIED URDER ANG LOWER
EXTERNAL FUNCS, $\begin{aligned} & \text { F } \\ & \text { DIMENSION } \\ & \text { OX }\end{aligned}$
FCTEFUNCS $(Z, I I N T)+P S I * X X(3, I I N T) / W(Z, I I N T)$
RETURN
FUNCTION EPSNP ( $Z, I I N T ; F C T, W, A, N 1, G F A D, A P P, P S I, X X, I P O I N T)$
FUNCTION SU日PPOGRAM WHICH CALCULATES
 1R, EHELP, AF, EMAX,N,INUNG, NINT,IP)
SUER OUTINE WHICH SELECTS THE WEIGHTED
EPQJR FUNCTICN OF FHi TREST FOR
THE OBJECTIVE FUNCTION
EXTEPIAL FUNCS, W FCT

ERR (Z) = ESHP(Z,IINT,FCT, W, A, N1,GRAD,APP,PSI, $X X, I P O I N T)$

## CON $\mathrm{I}=0$ $\mathrm{~K}=0$ <br> $\mathrm{K}=0$ $K L=3$

Oñ
IINT
$7=J=1, N I H T$
$I F=(J, E 2.1)$
$K L=N L M E(J)+1$
Oก $6 \quad I=1$, L
$\mathrm{K}=\mathrm{K}$ +
IF (J.ER:1) GO TC
IF $(X(K)=-X(K K)) 4,3,4$
$A P(K)=A D(K K)$
$A P D=A D(k)$
IPOINT=0
continue
EPROR (K) = ER? (X (K))
EHELP (K) =ERROP (K) $\times x(3, J)$
COOINT=I
$\frac{6}{7}$
CONTINUE

EMAX =AMAX1 (EMAX,EHELP(M))
CONT INUE
CRIN INU


${ }_{12}^{11}$
$I P=I A B S(I P)$
$K=j$
$K=j$
$N=0$
INUMB (1) $=0$
On $16, j=1$, NINT
IINT=J
$L=N U M Q(J)+1$
$0015 I=1, L$
$K=K+1$

| 13 |  |
| :---: | :---: |
| 14 | $\cdots=N+1$ |
|  |  |
|  | 㖪E |
| 15 | C0virnue |
| 16 | CONTINU：${ }^{\text {con }}$ |
|  | RENTURN |


 EXTERNAL FUNCS，W，FGT
 0 －Jon？
$G R A D=0$
0
$\overbrace{f}^{0} \mathrm{O}_{1}^{1}=\mathrm{K}=1$

CALL

$\left.\begin{array}{c}2=X 1(I) \\ 0 F L\end{array}\right) R(T) / E M \Delta x$


2
3
$\stackrel{4}{5}$

GINTEJ
CONTINUE
CONTINUE
$A D D=E H E L P(I)$
CALL FCTADP (Z,N1, A, APP, GPAD, IINT,2)
GOAD $(K)=6 \mathcal{K}^{6} \mathrm{~A} D I * W(Z, I I N T) * G P A D(K)$
$G O A D(K)=G R A D I * W(Z, I I N T) * G R A D(K)$
$G(K)=G(K)+G R A D(K)$
(K) $=G(K)$
$O V T N U=$
6
$P ?=1 . / I$
$Q \cap J=E \cdot A x *(C Q J P * * F Q)$
GPP = $03 J P * *(P P-1)$
$G P P=03 J P * *(P P=$
$\cap \cap(k)=F=1, N 1$
$G(K)=G(x)$
$G(K)=「 R D$
$C \cap Y I N U=$
$R E T U R N$
RCTUR
EHJ

, N1
CNNTINUE
SUGROUTIME GPOGHK（N，X，G，PY，Y，GRAD，APP，PSI，NUMB，XX，XP，XI，ERROF，EHE
1LP，AQ，EMAX， 1LP，AP，EMAX，NP，INLMB，NINT，IP，DUM1）
SUPROUTINE WFICH CHECKS THE GRAOIENTS

```
DIYENSION X(1), E(1), FY(1), Y(1), GRAD(1), NUMG(1), YX(3, 1 ), XP(1),
```




```
    0
\(X E L X=1=1, ~\)
\(X(I)=X(I)+D F(I)\)
    CALL FUAGT (N, X FNEH, PY, GPAO, APP, PSI, NUMB, \(X X, X P, X I, E\) RFOR, EHELF, AP,
    Y(I) = (F:EW-F) / DE \((X\),
    QUMI (I) \(=Y(I)\)
\(X(I)=X(I)-D E L\)
    \(X(I)=X(I\)
\(C O N T I U E\)
```




```
    CONT
WPIT
WPIT
    WPIT
WPIT
WPIT
WPIT
    \(\begin{array}{lll}\text { WPITE } & (6,7) \\ \text { WPITE } & (5,8) & (I, X(I), I=1, N)\end{array}\)
```


CONTAUE
กO 4 I=1
IF (PY(I).GT.11.) go to 5
WPITENG:
,11)
WRITE
CALTE EXIG W $^{12)}$
CALL EXIf
6
FORMAT
( 1 H 1 )
FORMAT (1H1)
1HAVE ACSNCHECKEDAT INE FOLLSWING BOINT\& ${ }^{18}$


1) 「NX ADERCENTAGE ERPOR*, N



PURPOSE
TO FIND A LOCAL MINIMUM OF A FUNCTION OF SEVERAL VARIABLES
TO FIND A LOCAL MINIMUM OF A FUNCTION OF SEVERAL VAPIABLE
ASSUMNGTYAT ITS GRADIE NTS GAN BE CALCULATEO EXPLICITLY
BY THE MEOO OF FLETCHER





CAL
$\times 0=$
CALL FUNGT (M, X, F, CO,GPAD, AOP,PSI, NUISB, XX, XP, XI, EFPOP, EHELP, AP, EHAX

NFNS =
ITN=0

I $0 x=$ iv
$I n=N$
$I G=N+N$
$I H=T I G+N$
$I H=I T G+N$, UNTTH) EOTO 2
$I F=\begin{aligned} & I M O T \\ & I \\ & I\end{aligned}$
$\begin{array}{lll}00 & 1 \\ 00 & I & J=1, N\end{array}$


































































12
${ }_{3}$
32

```
    SUBPOUTINE FMF EG (FUNGT,N,X,F,G,EST,FPS,LINITT,IEP, 位,IPPINT,GRAD,AF
    PUPPOSE
            TO FIND A LOCAL MINIMUM OF A FUNCTICN OF SEVERAL VARIAELES 
            THE HETHOD IS OESCRIBED IN THE FOLLOWING AFTICLE
            R. FLETCHER ANO M,J.D. DOWELL, A RAFIOLY CONVEREENT
            OESCENT ME IHOO FOR MINIMIZATION, COMP. JOURNAE,
        COMMON/BLK/KO
        DIMENSIONH(1), X(1),G(1),GRAD(1), NUAB(1), XX(3,1),XP(1), X1(1
        1), ERPOP(1), EHELP(1),GAP(1), INUMB'(1)
            COMPUTE FUNCTION VALUE AND GRAOIENT VECTOR FOR INITIAL APGUMLNT
        KO=
        KO=G SENONO (TZ)
        1,NP, INU:AB,NIN{,IP{
        KOUNT=0
        NUMF=
        =1
    IN
            RESET ITERATICN COUHTER AND GENERATE IDENTITY MATRIX
        IER=0
    KK=0
    N2=N+N
    N3=N+2+N
    K=N31
    OO 5 J=1,N
    H(K)=1.
    N
    KL=K+L
    H(KL)=0.
    CONTINUUE
    K=KL+1
    START ITERATICN LOOP 
    KK=G
    CALL WRITEE (X,N,G,F,NUMF,KOUNT,TIME)
    CONTINUN
    KK=KK+1
C
            SAVE FUNCTION VALUE, ARGUMENT VECTOR ANO GFAOISNT VECTOR
        OLDF=F
    K=N+J
    H(K)=G(J)
    H(K)=x(J)
        DETEQMINE DIRECTION VECTOP. H
        K=J+N3
    T=0.
    DOiot=1,N
    I=T-(L-J) 8,H(k),9
    K=K+N-L
    k=k+1
    CONTINN:
11 COHTINUE
    CHECK WHETHER FUNCTION HILL DECRLASE STEPPING ALONG H.
    OY=(10.
    MY!PM=:
                            CALCULATE OIPECTIONAL OEPIVATIVE AND TESTVALUES FOP OIPECTION
    12 J-1 M
    HNRM=HPMM+ARS(H(J))
    G:!2:1=GMDM+ALS(G,(J))
    DY=DY+H(J)*G(J)
```






```
    1, NUMF \({ }^{2}=\operatorname{INUMB,NINT,IFI}\)
        REOEAT SEARCH IN DIRECTION OF STEEPEST DESCENT IF DERIVATIVE
        F FAILS TO BE SUFFICIENTLY SMALL
    IF (ESTEROR RFPEATED FAILURE OF ITERATION
    \(I F(I E R)\)
\(I F R=-12,50,60\)
\(G O T 2\)
    GOTO
    IER=3
    GO IO \((53,64,65, E S\) ), II
    WPIT \((53,64,65, E\)
GOTO 67,68\()\) ITR
    GOTO
WPITE
GOITE
WOTO
        67
\((10,69)\)
67
        (67,70) IER
    WPITE \((6,71)\) IER
RETURN
    FORMAT (1HO,*IER=*,I2,* EPROR IN GRAOIEIJTS CALCULATIONS*)
    FODMAT (1HO;*IER=*, I2,* COITERION FOR OPTIMUM HAS BESNSATISFIEU*)
```




```
    1 SEARCH INDICATES THAT NOMMNIMUM EXISTS*)
HSBZCCZ //// ENO OF LIST ////
```


## Five section transmission line low pass filter

The A matrix of a lossless transmission line is given by

$$
\underset{\sim}{A}=\left[\begin{array}{cc}
\cos \beta l & j Z_{0}  \tag{7.1}\\
\sin \beta l \\
\frac{j \sin \beta l}{Z_{0}} & \cos \beta l
\end{array}\right]
$$

where $Z_{0}$ is the characteristic impedance of the transmission line, $\ell$ is its length and

$$
B=\frac{2 \pi f}{c}
$$

where $c$ is the velocity of propagation in the medium and $f$ is frequency [37].

The reflection coefficient is given [37], from Fig. 7-1, as

$$
\begin{equation*}
\rho(j \omega)=1+2 R_{g} \frac{I_{g}(j \omega)}{V_{g}(j \omega)} . \tag{7.2}
\end{equation*}
$$

The problem defined in Test 3, Chapter VI is to optimize the absolute value of the reflection coefficient (7.2) for the low pass filter design. The impedances $R_{g}=R_{L}=1 \Omega$.

To compute the reflection coefficient and its gradients it is easier to assume that the load current is 1 instead of fixing the value of the input generator $V_{g}[37]$. In this case

$$
\left[\begin{array}{c}
V_{L} \\
I_{L}
\end{array}\right] \triangleq\left[\begin{array}{l}
V_{6} \\
I_{6}
\end{array}\right]=\left[\begin{array}{l}
1 \\
1
\end{array}\right] .
$$

Using the relation (7.1) we can write

$$
\left[\begin{array}{l}
v_{i} \\
I_{i}
\end{array}\right]=\left[\begin{array}{cc}
\cos \beta \ell_{i} & j Z_{o i} \sin \beta \ell_{i} \\
\frac{j \sin \beta \ell_{i}}{Z_{i}} & \cos \beta \ell_{i}
\end{array}\right]\left[\begin{array}{l}
V_{i+1} \\
I_{i+1}
\end{array}\right], i=5,4,3,2,1
$$

Also from Fig. 7-1

$$
\begin{aligned}
& I_{g}=-I_{1} \\
& v_{g}=V_{1}-I_{g} R_{g} .
\end{aligned}
$$

The adjoint network approach was used to calculate the gradients

$$
\nabla\left(\frac{I}{g} V_{g}\right)=\frac{1}{V_{g}}\left[\begin{array}{l}
g_{1} \\
g_{2} \\
g_{3} \\
g_{4} \\
g_{5}
\end{array}\right]
$$

where $V_{g}$ is not a function of design variables and

$$
g_{i}=\frac{1}{Z_{0 i}}\left(V_{i} I_{i}-V_{i+1} I_{i+1}\right), \quad i=1,2,3,4,5
$$

are the sensitivities which may be found in tables in [37].
The gradients of the $|\rho|$ with respect to the variable characteristic impedances are given by

$$
\underset{\sim}{\nabla}|\rho|=2 R_{g} \cdot \operatorname{Re}\left\{\frac{|\rho|}{\rho} \cdot \nabla\left(\frac{I g}{V_{g}}\right)\right\} .
$$



Fig. 7-1 Cascaded five section transmission-line network.
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