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ABSTRACT

A Sonar System is usually designed to give a 50%
Probability of Detection with a False Alarm rate of
1X 10';3 at some specified Maximum Detection Range,
The actual performance will be dependant upon the nature
of the targét and upon tﬁe Oceanographic conditions
existing at the time of the trial,

éeveral constraints are automatically p;acéd
upon the System Designer., Cavitation usually places a ~
peak power limitation on any shipborne system. Transdﬁcer
size and weizht are also constrained by éhips' size,
and hence an automatic upper bound is placed upon the
beamwidth obtainable and Power output.

A model has been deve%opéd,'in this Thesis,
for the propagatioﬁ of Sound Energy in the Ocean., This
model consists of two portions in series with each other,
The first portion is a Rigid Mathematical Model which
is used to predict the mean_values for Background
Interference and Echo energy. The second portion 1is
a Statistical model which attempts to predict the

fluctuvations,of interference and echo energy, about

their meén values.
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The Rigid Model-is based upon Ray acoustics.

The Statistical Model is based upon the Linear Time.
Varying Filter model developed by T. Kailath in [2].
'._A literature search has yié¢lded parameters

which can be associated with oceanographic bonditions
in the case of the Rigid Model. A thorough literature
search of the unclassified literature failed to yield
any values for parameters which could be used in the
Statistical model.

The Rigld Model has also been related to System .
pafameters such as Power output, Beamwidth, Pulse length
and Frequency. This enables a Sonar System to be
designed if its mean performance is first specified,

It also enables a System with known parameters to be
evaluated on paper for a given set of Oceanogfaphic
conditions, ’ . .

The Rigid Mathematical model has been used to
design a Shipborne Sonar System and the System so |
designed has had its performance assessed for three
sets of oceanographic conditions which were measured

in the North.Atlantic.
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NOMENCLATURE

vBackward scatterlng coefficient, subscripts

b,s,v refer to bottom, surface and volume
respectlvely ‘ ,

Average Sound Velocity along a Ray Path

Velocity of Sound under stated conditions
Standard Ping Duration

The dB egquivalent of reverberation
intensity

Ping duration

slant range in yards

Transmission anomaly

Reverberation index for the angle
Subscripts b,s,v refer to bottom, surface
and volume respectlvely

Absorbtion factor

Scattering strength, Subscripts b,s,v
refer to bottom surface and volume
respectively

Signal to interference ratio at the
transducer face

Recognition differential

Gain~due to beamforming

- Gain due to 31gnal processing in the
Receiver

Sound pressure level in dynes/cm®
measured relative to one microbar at a
distance of one yard from the source



- NOMENCLATURE (contd.)

T.S. Target strength

';te Duration of echo pulse
ﬁo -Noise spectrai level in a 1 Hz bandwidth
DI Directivity Index
%f Plane angle of the transducer beamwidth
@ - sSolid angle beamwidth at the transducer
A. Wavelength of transmitted energy.

NF Noise figure of array

gk(t) Time varying gain of the k th tap

P Complex conjugéte of F

*F Convolution with F
Time delay spread of the mediuﬁ'
Frequency‘shift*§pread of the medium
W output bandwidth of Receiver |

amount of variation of transmission function
ncl‘ Target Doppler shift
A a(T';W)‘Spreading function of medium filter model

H(f,t) instantaneous transfer function of
. medium filter model

g(‘T,7?)interaction funqtion of medium filter model

— cross ambiguity function of transmitted
X (')72) signal and receiving filter
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1., INTRODUCTION

-# Sound Navigation and Ranging (SONAR) System can
be defined and evaluated by the following parameters:-

1. Frequency of operation

2., The transmitted signal

3. ©Signal Processing in the Receiver

4, The transducer

5. Accoustical Power.radiated.
The purpose of this Thesis is to develop a mathematical-
model for Acoustic propagation in the Ocean. The modél
shows the relationships-which exist between the design/
performance parameters listed above and physical |
properties of the Ocean. This mathematical'QOdel is
used to aid in the.design of ‘a Shipbourne Sonar System
and the performance of the system has been dérivéd
under conditions which have been measured in the Ocean.

In order to analyze a system by modelling, we must
consider both the system itself and a mathematical model.
which brings together in a formal and orderly manner
-all of the iﬁformation which deseribes the behaviour
of the system. The mathematical model may be composed
of many parts, in many forms, including discrete states
which the system may acquire under certain boundary

conditions,



The model for each part of t he system can often be
formulated independantly of other parts of the system.
. It is customary to divide mathematical models
into fﬁp classes. In class I we have the Analytical
Rigid Model and in class II we have the Numerical
Probability. Model. 1In most casés, when physical
processes are involved, it is possible to formulate
the system model in both of these forms and the one
chosen will depend on the éase of solution. The
Anélytical Rigid Model is generally used when the variou;’
operations can be described without referring to
statistical distributions. This type of model can be
applied to probabilistic phenomena if we are prepared
to deal with the mean values rather than with the
distributions themgelves. Whgn the system is only
describable in statistical terms, or if we are |
unwilling to tolerate the deviations»from the mean'which
must be expected when using a rigid model, a probability
model is necessary. In complex situations probability"'
models can be easily handled by numerical methods
,such as the Monte Carlo method.

It must be noted here that two very definite



ciasses of probability models exist viz. time invariant
models and time variant models. For time invarian£
models the Ergodic hypothesis is satisfied and hence
the moments of the statistical distributions being
modelled can be measured in:the physical world as time
averages., For time variant processes it has been
shown [l}, {27, {3}, that the process may be modelled
as closely és we wish by a.tapped delay line filter
with time varying tap gains. Such a model is shown
in Fig.l.

Let us consider the mechanics of Echo Ranging
in the Ocean. Every Echo Raﬁging system has two
operational'modes - a TRANSMIT mode and a RECEIVE modecv
In the TRANSMIT mode a carrier is modulatediﬁith some
intelligence and a -power amplifier is used to transmit
energy into the ocean via a suitable transducer. This
transducer is usually made up of a number of elements
arranged in a suitable mechanical configuration.
Immediately after transmission the Echo Ranging system
goes.into the RECEIVE mode to enable it to pick up-
the energy séattered back to the transducer from any
reflecting objects in the Medium. In the RECEIVE mode
the transducer output is processed in a temporal signal

processor the output of which is presented to a human
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oﬁerator as an optical display together with an audible
signal, The function of the signal processor is tb
conserve the modulation and destroy the background
interference. It should be noted that, in general, the
carrier itself plays no part in the target detection -
process. A.target is generally said to be detected @ﬂ
when the operator has a 50% probability of correctly
recognising it in the interference background with a
specified false alarm rate; In both the RECEIVE and
the TRANSMIT modes it is customary to make use of the
elements of the transducer to synthesize an array. This
arfay allows the transmissioﬁ and reception to be
concentrated in beams [5], {6} which can usually be
rotated by the operator., This spatial beam'fdrming
enables the direction of the 'echo to be roughly located.

~In deriving a model for the evaluation of s&stems' |
performance in the Ocean the following points have
been considered:-

1. The velocity of sound in the sea is varlable
and is a function of depth. One result of this is
.that strong éucts are usually present.

| 2. For a point source radiating sound energy
equally in all directions, larger volumes of water

are insonified as we move farther away from the source.



The intensity of the propagated wave decreases as a
function of range. . |

3. The echo from a target will be delayed by an
amount which is a function qf the velocity of sound in
the water and the distance of the target.

Y, The target is generally in motion and hence
the returned echo will exhiﬁit the Doppler effect,

5. The ocean is bounded, stratified, turbulent
and contaminated. Reflections from these boundaries
and contaminations will give rise to an intérfering
signal at the receiver. This intefiering signal will
be dependant on the nature of the transmitted signal.

6. There is always a broadband ambient noise
background due to wind, wave motion, ocean fauna and
shipping traffic. , |

A desirable model |7] is one which can be used
to predict the results of echo ranging in the Ocean.
Such a model will be used to predict the echo to
interference ratio at the receiver output., Of
necessity the model must involve all~the‘pérameters
that determine how a signal, which returns as an echo
from some'reflecting object, is related to the signal
which was originally transmitted. The model must

show the relationship between all the parameters



affecting propagation and must involve expressions for
all the effeéts and processes which the research scientist
can measure under practical situations. |

In this Thesis the echo is modelled by an
analytically rigid model in series wifh.a stochastic
model. The rigid model describes the average echo
energy at the transducer face as the outcome of several
factors viz, |

' 1. Source energy per ﬁnit solid angle

2, Transmission losses in the. medium |

3 Time delay

4, Doppler effect.

The stochasfic echo model describes the variatiohs in
target reflectivity in the form of a time invariant model,
The interference ehergy is‘derivgd as the sum of
two models = one signal dependant and the other a function

of ambient sea noise and sonar platform noise. The -
signal dependant interference is again made up of a
rigid model in series with a stochastic model. The
rigid model describes average losses due to reflections
from boundaries and inhomogenities in the'medium, while
the stochastic model will be of the time variaht form
in order to describe multipath and dispersive scattering

in the medium. The model for ambient sea noise and



sonar platform noise is a time invariant stochastic
model.

The gain>due to beam forming of the transducer
eleménts is modelled [5] by an additive array which is
described on the basis that the noise background is
uncorrelated ffoﬁ element to element of the'array whiie
the signal has perfect correlation along some direction.

In Section 4 the mathematical model is used to
désign a Shipbourne Sonar System to an intuitivel#
developed specification. '_ | ~

As part of the author's work at Canadian Westinghdﬁse
he was permitted to make certain oceanographic
measurements. These océanographic measurements are used
in Section 5 to evaluate the performance of the System

designed in Section k.



l.l.niiterature Search on Reverberation

General Backgrdund

An attempt will be made to summarize the present
experimental knowledge of under sea reverberation as
recorded in the unclassified literature.

Reverberation is energy which is scattered back
to the source by irregularitiés in the medium. If these
irregularities extend over a large volume of the mediuvm
then the sound beam may only chahge direction and iose .
little energy. However, small inhomogenities in the.->
medium may cause an energy loss from the beam, Some
of this "lost" energy will return to the source in the
form of an echo.

Reverberation is therefore caused by such
discontinuities as air bubbles, suspended solid matter,
marine life, thermal patches,and density fluctuations
in the ocean, The amplitude of the resultant
reverberation follows a Rayleigh distribution [9] and . -
the phenomena is characterised by being narrow band
and similar to those displayed by a target echo and

therefore effectively masks a 'wanted' target return,

3



l.1,1, Defiﬁitions of terms

Undersea reverberation

According to Naval tradition reverberation is
classified into three categories according to the part
-;of.themocean.from which the sound is thought to return.

A) Surface reverberation is caused by scattering
from the irregular sea surface and from bubbles and
other inclusions near the sea surface,

B) Bottom reverberation is due to reflection
from rough bottom topography, from the specular nature

" “of the bottom material, "and to scattering from
inhomogenities in soft silts which are penetrated by
the sound.

C) Volume reverberation occurs when the sound
pulse reflects'from marine organisms, from turbulence,
and fromAtemperature or salinity gradients distributed
through the body of the ocean,

Reverberation limited condition

A reverberation limited condition is one in
which detection is limited by the re#erberation part
-—of the -sonar- background noise,
Echo
An echo is a returning sound wave which has

sufficient magnitude and delay to be identified as a
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wave distinet from the original transmission which
gave rise to the echo,

1.1.2, The Classic of Underwater Reverberation

'1_L:i.‘t‘:erarw:c'e:-= "Physics of Sound in the Sea"

A

"Physics of Sound in the Sea", was written at the
- end of WOr1§ wér II as a result of a'program designed
to accumulate information which would be directly
useful in submarine operations. This document is
remarkable for the care with which the assumption
used are stated and justified. _ |

_ Chapter 12 of "Physics of Sound in the Sea", is
devoted to the mathematical formulation 6f the theory
of reverberation, The assumptions utilised in the
formulation of‘this theory are enumerated below:=

9 Reverbe;ation is scattered sound.

II) Scattering from an individual scatterer
begins -the instant sound energy begins to arrive at:
the scatterer and ceases at the instant sound eneréy
ceases to arrive at the scatterer.

III)}Multiple scattering has a negligible effect
on the intensity of the received reverberation i.e.
the major poftion of reverberafion is made up of

sound which has been scattered only once.
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A IV) The intensity of the sound scaftered backwards
from a small element of volume dv is directly proportional
to each'of the following three quantities:-

‘a) the volume occupied by dv

b) the intensity of the incident sound

¢) a backward scattefing Qoéfficientrh which
depends only upon the properties of the ocean near dv

d) The average reverberation intensity, which
is a function of the time elapsed since the emission
of the ping, is the sum of the average intensities .
received éimultaneously from the individual scatterers '
in the ocean. |

Besides the basic assumptions listed above there
are also other assumptions which are implied_by the
mathematical development. These assumptions ére:-

i) Fermats principle aﬁplies'ioe. the sound
which returns to the origin from the insonified
volume-traverses the same ray path traced out by thé
sound incident on the volume.

ii) The transmission lbss on the path from the
source to the scattering volume is.equal to that in
the return direction.

iii) - The extension of a‘sﬁund ray between the

leading and following bounding surfaces of the
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insonified volﬁme is equal toc;égwhere<% is the
average sound velocity along the ray and T is the
ping duration. |
iv)' The transmission loss in the oceén depends
only oﬁ‘the distance traversed by the ray entering or
leaving the transducer and not at all on thé directioﬁ
of the ray. |
v) Scattering in the ocean 1is independant of the
initial ray direction. . "
vi) Sound travels from the source to the insonified -

volume along only one path.

1.1.3. Definition of Terms used in "Physics of Sound in
the Sea', '

a) Reverberation

Reverbération is a component of the background
noise heard in echo ranging éearo .It is distinguished
from the general noise background by-the fact that it
“is directly due to the pulsevput in the water by the
gear. The travelling ping meets not only the desired
target but also many small scattering centers, each of’
which returns a tiny echo. These finy unwanted echoes
combine’to make up reverberat_iono -

b) Reverberation intensity

The strength of the reverberation sound depends

not only upon the intensity of the backward scattered
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sound in the water near the receiver but also on the

nature of the receiver, The intensity of the revérberatidn
actually heard or récorded after the sound in the water,
has been converted to electrical energy,by the receiver,
amplified, anGApéssed on to the observer, is called

the reverberation intensity. '

¢) Reverberation level

The reverberation level R is the decibel equivalent
of the reverberation intenéity; expressed relative to
some arbitrary standard. |

‘Reverberation intensities are proportional to
the ping duration. We defiﬁe the standard ping duration
as T = 100 m.seconds and the standard reverberation

level R as

——

1

l R o
R = R +710 log =

d) Backward scattering coefficients

Backﬁard scattering is sound scattered back along
the incident ray path; If there is only'one ray path
from the projector to the scatterers, only sound which
is séattered'directly backward gives rise to reverberation.
The efficiency of a small volume of the ocean in
scattering sound backward is specified in terms of
the backward scattering coefficient. This value is

defined by:~
. —
iH
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~where E = the average energy scaﬁtered by the volume
per sééond per unit of'incident intensity per unit
solid angle in the backward direction. The factor
4 Tlensures that the average energy scattered in all
directions per second per unit'incident intensity
will bernv for the case of isotropi& scattering.

e) Deep water reverberation levels

In deep water the reverberation heard at.ranges
past 1,500 yards is almost always volume reverberation.
At shorter ranges surface reverberation may exceéd
volume reverberation if the sea state is sufficiently
high and the transducer beam is horizontal. Pointing
é directional transducer downwards will usually cause
surface reverbe:ation to be less than volume reverberation
at all ranges past 100 yards.

£) Volume reverberation levels

The exﬁected volume reverberation level R(t) at a
%

time T seconds after midsignal is
4y Ty . - 20 | .2
F?;,(_t) =10 log( CO_Q'I:) 10 loq m,* J, og r-2A
= sound veloeity in yds./sec.

= ping duration in seconds

volume scattering cbefficient

G
T
LLLY
J
Y

volume reverberation index
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r = range in yards of the reverberation

A
A .

1}

total one way transmission anomaly to range

i]

‘one way trangmission anomaly to range due

‘i to the effect of refraction,
Surface. reflections will increase the reverberation
levels predicted by the aboﬁe equation by about 30 dB.

If the-transmission anomaly terms can be neglected
"and is constant throughout the relevant portion of the
ocean, then the intensity of volume reverberation -
should drop 20 dB for eachrtenfold range increase
(Inverse - square law)., It should be noted that in
general the transmission anomaly terms cannot be
neglected béyond 1000 yardse.

The only frequency dependant terms in the above
equation are Jv andmvc Jv cah be'determined ffom the
directivity function of the tgansduber,hnv can vgry
roughly be estimated from the results of transmission
' sfudies; Chapter 14 in "Physics of Sound in the Sea“,
concludes that 10 logm varies from about =50 4B to
=81 dB without =71 dB b:ing typical,

g) Surface reverberation

The expected surface reverberation level at a

time T seconds after midsignal is given by the formula:-

R(ty =10 IOg(co%‘) + 10 log M.+ 46 -30log r - 2A
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3
0

backward scattering coefficient of the surface

scattering layer

O
W

angle between the sound returning at time
« and the horizontal plane

surface reverberation index for the angle 6

U’L’

—_——

D
]

transmission anomaly along actual ray path

P>
I

to surface. 4

Measured values of surface reverberation levels
with a horizontal beam are usually 6 dB higher’ than those,
predicted by the equation.
- ‘At short rangesﬁ%(t)shpuld be proportional to
the inverse cube of range provided thatrTgand JS(Q)
also change negligibly with increasing range. This
simple inverse cube relationship is obserVed 6nly
rarely because of the following factors:- A

I) Refraction bends the sound path away from the
surfacé '

II) The scattering coefficient itself is a function‘
of grazing angle | B

AIII)The?e is appreciable attenuvation in the near

surface 1ayer

IV) The surface sea aneé tend to produce a sound
shadowing effect

V) Interference takes place between direct and
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surface reflected waves.

At.ranges~beyond 1,500 yards the received
reverberation does not depend upon wind speed and is
uSuallﬁ»ascribed to being due to volume reverberation.
At a range of 100 yards, however, as the wind speed
increases from 8 mph the reverbération level rises
sharply in.a‘manner roughly described as the seventh
power of wind velocity. There is little increase in
level due to wind speeds of O mph to 8 mph when the

ship% speed exceeds twenty knots.

h) Bottom reverberation levelsg
Bottom reverberation oniy plays a prominent part
in the case of horizontal transmissions in shallow water.
The expected bottom reverberation levei'at a time t
seconds after midsignal is:=-
R (1) =10log (co-g) +10loq {?m_b] +4,(0)
— 30logr. 2A

scattering coefficient

My
Jb (6)) = bottom reverberation index
@ = angle of depression to the horizontal.
With beams aﬁd transducers near the surface the observed
bottom reverberation levels will average about 6 dB
higher than the levels predicted by the above equation

(due to surface reflections).
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Because of the distance between the transducer
and the bottom, bottom reverberation does not set in
until a2 significant time has elapsed after the ping.
Usually'the reverberation then quickly builds up to
a peak ;orresponding approximately to the time when
the edge of the beam strikes the bottom. After the
peak the reverberation falls off rapidly (usually as
the fourth power of the range) . | ,

The range to the bottom reverberation peak depends
on refraction conditions and the water depth. In
isothermal water the peak is expected at about twelve
tizﬁes the water depth.m.b and’ \L(@) are oniy slightly
dependant upon range for ranges past the reverberation
peak. |

b(@) and mbare dependent upon frequency. (0) can
be determined from the pattern function of the transducer
and nwbcan be estimated from tabulated measurements.-

Bottom reverberation levels are not the some
over all types of bottoms. The highest reverberations
are observed over rock, lower values over mud or sand

and mud and the smallest values over sand bottoms.

i) Fluctuation

There is always some variation between reverberation

from successive pings. This short time fluctuation is
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, méasured by the variance of the reverberation
intensity at a time 7 seconds after midsignal,

‘If we regard reverberation as the resultant of a
large.ﬁumber of small amplitudes of random phase, then
the probabiliﬁy P that thejreverberation intensity
will exceed- the value ]:‘is |

p exp(I/ T
T = the average intensity -
(f)2= the variance.

j) Coherence

Over here the term coherence refers.to a tendencj
of the revérberation in the form of pulses or blobs
about the length of the ping., The degree of cohérence
dén be described mathematically in terms of>fi, the
correlation coeffieient betwéen the reverberatioﬁ
intensities at two different times on the same record.

For square top pings and the intensity distribution '

defined by

P = exp (-T/g]
we have =[1-&X 2for L & T
o | = 0 for 2T
where | X = l71' - 7|

T = ping length.
k) Freguencz spread

It is assumed that reverberation has the samé
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spectrum as the ping.
1.1.4 .Recent research

'in the mid 1950's there began what can only be
describsd as a "research explosion“ in undersea
reverbefation;‘ Most of thelexperimental papers
published within the last decade are concerned with
obtaining quantitative evaluation of scattering strengths.
These paperé form the basis of the summary which is
to follow. Two comments afe relevant at this stage.

(1) In attempting to adhere to the theoretical
foundation laid down in "Physics of Sound in the Sea",
many researchers have been fbrced by the inadequacy
of their sonar equipment to introduce new (and largely
undefined) parameters to describe the scattéfing
process., ;

(2) ther researchers ‘have abandoned cbmplétely
the concepts of "Physiecs of Sound in the Sea", and "
redefined terms which are far easler to measure with
existing Sonar equipment.r

As a conseguence of the above -two facts some of
.the‘fundamenfai definitions will now be closely
exémined_and some of the newly'adoptedfparametérs will

be defined.
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1.1.5. Definition of terms used by modern Researchers

The scattering properties of the body of the ocean
were traditionally described in terms of a scattering
coefficient 10 logm. The quantity m: was defined
to be the total power that ﬁould be scattered by unit
area or volume, per unit intensity of an incident plane
wave, if the scattering in all directions were equal
to that in the direcfion of observation. For volume
peﬁerberation the definition may be illustrated with
reference to Fig.2. A plane wave of intensity Iﬁ is '
incident upon a small volume dv centered at Q. If
Isis the intensity of the scattered sound at P which
is distant one yard from Q then the total power

scattered by the volume Av is 4’“'15 and m\)is defined

by:= .
10 logm,, = 10 log 47 Ig
-1 AVI‘

whereer,has the dlmenSLOn yards .

Similarly for surface and bottom we have

10 10g £1-Is

5,5 “AeuTi
Modern researchers have found it easy to get

10 log m

an estlmate of the ratio of echo strength to the
reverberation interference, It would therefore be

handy to define reverberation in terms of a parameter
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which can be compared directly with the target strength
- of a known target. Thus, reverberation can be '
expressed in terms of 3cattering.strength which is the
ratio, expressed in dBs, of the scattered intensity at
unit distance from unit volume (or unit area), to the

incident intensity i.e.

s
S = 10 log i

i
Iy = scattered intensity at 1 yd
I; = incident intensity.

We therefore have the relationship between S and m defined

by the equations:=

mv
SV = 10 log )I’;:(f

ms b
S = 10 lo —_———
b,s g )_l_"—(‘

Yolume reverberation exeited by explosions

The use of a non directional explosion to study

the vertical distribution of volume scattering coefficients

is described in [9], The merit- in this method lies

in the fact that such an explosion is very intense ovef.

a widelrange of frequencies, |
The experiment is analysed in terms of the time

curve of received reverﬁeration inténsity I(t). The

source strength is defined in terms of E, and an

integral over the solid angle of the energy flux per
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unit solid angle of the omnidirectional shock wave.
- The analysis problem resolves itself into finding the
m(2 which best fits the echo trace in time. It was
found that the depth distribution of scatterers is

given by the curve t2@:[ multiplied by the slope of

t
n
the curve é +3)~ It plotted against t on a logarithmic

scale.
For research done on the deep scattering layer

Chapman and Harris [TO] fltted the expression

D+

(t) ?'%%%‘ nﬂz}dz

D

to a reverberation trace which falls off as %3 and

have reported the results in terms of the integral

jm(z) dz

The average scattering strength in this case is

10 log(zj%J.\

mA - fm(z)-dz
: A

A = thickness scattering layer.

1]

10 logm

wherem 1is given as

Thus the average deep scattering layer strength is:-

10|ogfm(z) dz - 10logA
. where A has to be estimated. Chapman and Harris [10]
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. report that for a scattering layer thickness of 100
yards‘to'300 yards |

‘ 10 log A = 20 dB to 25 -dBo
similar' results are also reported in [lq and [12].

1.1.6. Surface backscattering strength using

explosive‘charges

Models similar to the mathematical model described
in 1,1.5. have been adopted in [13], [14], [15], [16],
[17] to derive equations for surface scattering strength .-
These papers and subsequent work described in [18]
successfully éxtended the study of surface scattering
to very low frequenciles.

l°1.7> Non specular scattering

. A very exhaustive theoretical treatmenﬁ 6f non
specular scattering'of undervater sound based upon
(assumed) spectrum statistics of surface roﬁghness
has been developed in [19] and [20], [21]0' Elegant
though this treatment may be it is very difficult to
relate the assumed spectral statistics to observable »1
phenomena such as wind velocity, wéve height or sea
state,

1.1.8. A summary of preseﬁt knowledge of reverberation

The available experimental data have been

collected on supplementary curves from which certain
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broad conclusions can be drawn. All the data has been
reduced to common parameter, namely scattering stfength.
In spite of this however there is still a wide range
Aof_obéeyved valves for t he scattering coefficients.
This scatter is most possibly due to the fact that the
scattering strength is really a function of several
parameters such as sea staté, grazing angle, bottom
roughness efcs, When we attempt to plot scattering
strength as a function of é single factof alone B
(éay bottom roughness in the case of bottom reverberation)
_ then the affect of the other contributing factors
is to produce a scatter in fhe graph, This is better
expressed>by saying that scattering strength depends on
a number of quantities and plotting the data.against
any one of them leaves the variability due to the
others to appear as scattered data. | _
It should also be noted here that the scattering
coefficient is calculated from the equation.
Reverb level = Source level + 10 log (reverberating
volume) 4 volume scattering strength
-~ two way tranémiséion loss .
Local properties of the ocean govern not only the

attenuation suffered over a given distance but also the
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_ 1éngth of the distance itself (curvature of the ray path
due to temperature gradients), The uncertainties>in
being_able to guess accurately the two way transmissioﬁ
loss contribute directly to the spread in observed

| scattering sti'engthsc In pfactice most experimenterS'

use:t=

i

Transmission loss 20 log +OCr

r

0.

This formule only applies to straight line transmissién'

L

range

absorbtion factor 3

[

<

along a single path in a homogeneous medium due to
spherical divergence, The aﬁtual transmission loss
is known to vary from this by as much as 15 dB fdr
simple short paths and by considerably morlebr paths
involving multiple-reflections.

1.1.9, Volume reverberation

The assumption has been made [22] that the
distribution of scatterers is uniform in the ocean.
Measurements indicate that scattering strength decreaseé
slowly with depth as a direct result of the decrease
in the densiéy of marine life with depth., In the
absence of (or above and below) the deep scattering
layer, the scattering strength diminshes as the rate
of approximately 0.5 dB per 100 feet having a value
of ~77 4B at 300 feet and -91 dB at 3,000 feet.
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A summary of the data on volume scattering strength
is given'in Fig.3 as a function of depth. Despite |
considerable scatter there is a trend to decreasing
sdattering strength at greater depth. There is
approximately 26 dB scatter over the data. Figoh
- gives a summary of the data on scattering stiength
as a function of frequency. There is some indication
of increased'scattering with increasing frequency but the
information is too sparseto enable this to be confirmed. B

1,1.10. Volume scattering from a near surface layer

The near surface layer has been postulated to
account for scattering which-is relatively constant with
increasing range for grazing angles of £10. The
scattering strength of this layer is dependéﬂt upon
wind speed and sea -state. ExXcept in very calm seas,
the scattefing in theAnear surface layer tends to mask
[23] and [24] the true surface roughness scattering
which according to‘theory'[l3] and some observations
[1'7].3 [25], [13] and [19], drops sharply for low
values of grazing angle. This surface layer is less
than 200 feeé thick and reverberation in it is mostly
due to air bubbles caused by wind and waves and by

floating debris stirred into the water by wave motion,
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1.1.11. Volume scattering from the Deep scattering
~ layer

The term deep scattering layer is used to deseribe
[26] the concentration of marine animals which make an
appreciable vertical diurnal migration, moving closer’
to the surface at sunset and away from it at dawn.
The concentration of these marine animals is not
uniform over the entire volgme‘of the ocean and
experiments [26}, [27] have established the existence of .
sudden increases in reverberation level limited to
specific depths. This increased scattering is
universally accepted to be due to the swimbladders
of several different types of bathypelagic fish. The
layers of concentration of these fish vary frdm 150
feet to 600 feet thickness. . | _

The deep scattering layer is the most sfriking :
featuré of reverberation from the ocean volume, Thefe
has been careful documentation of the reverberation
properties of these layers in-[22], [26], [27],

[ 28], [9] and [ 12]. o -

a) Diurnal depth migration

The deep scattering layers migrate in depth

in a diurnal cycle moving between depths.of less than
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400 feet to depths of 2000 feet. The rate of ascent
is of the order of 600 feet per hour., There is
considerable evidence to suggest that the fish

which cause the scattering are photophobic so that the
speed of the migrations depénds to some extent on

the number of hours of twilight.

b) Freguency migration

According to 11 the scattering from layers in
the western North Atlantic.is strongly fréquency
dépendant. In the North Atlantic three claéses of
layers have been foﬁndzn a high freqguency layer
(20 - 24KHz), an intermediate frequency layer at
(8 KHz ~ 16 KHz), and a low frequency layer in the
neighbourhood (2 KHz - 4% KHz).. Some high fréduency
layers show a 5/6 power dependance of resonant frequency
on pressure but other high frequency.layers neither
migrate'nor exhibit this power dependance on resonant
frequency.

Some intermédiate frequency layers migrate in
depth with correspohding frequency migratioﬁ changing
as the séuare root of pressure. On the other hand
a layer has been observed which migrates through a

considrable depth range without changing its peak
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frequency at all., Some intermediate frequency layers
~do not migrate at all.

The study of low frequency scattering layers in the
region 2,5 Kz to 5 KHz has been constrained by the
inadequate resolving power of the equipment used to
study themn,

¢) Variation with depth

The scattering strength within the deep scattering
layer is relatively constant irrespective of the
position of the layer i.e., close to the surface at
night or deep down during the day. Fig.5 shows a
plot of scattering strength vs. frequency of the deep
scattering layer at the depth it was encountered.

d) Variation with frequency

There is incohclusiVe proof to indicate that
scattering strength increases according to Rayleigh
scattering as the fourth power of frequency up to about
5 KHz, abdvé which there is no further dependance on

frequency.

e) Variation with season
There is considepable evidence of seasonal -
variations in the observed volume reverberation levels.

It is plausible to postulate that this seasonal
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variation is caused by to some extent by seasonal
- variations in the production of phytoPlankton. No
conclusive proof however exists.

l1.1.,12, Bottom reverberation

The nature of the bott@m profoundly effects the
scattering coefficient. In [29] it has been shown
that it is possible to divide ocean bottoms into the
following groups:-
(1) silt and mud
(2) sand
(3) rock and gravel.
Within any one_of the groups ennumerated above there
is no evidence of correlation between scattering
coefficient and particle size. . }

a) Variation.with grazing angle

For gfazing angles up to the critical angle
scattering increases with grazing angle according to
sin @ or sinzg-depending upon the type of sediment.
For @ greater than fhe critical angle,attenuation
within the bottom decreases the available energy
and the apparent scattering stfength is stabilized.

The formula below was postulated in [30] and {31]

Sy, =10 log[/ sin 6
where '

Mp
= bottom scattering strength = ————
U ! g g 577
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at the normal incidence for a given type of bottom,
‘Mackenzie [ 30], [31], [32] reports thaty = -28
fits all the mud data reasonably well,

b) Variation with irequencY

[31] and [3#] report that no observable dependancy
on frequency exists for scattering from a mud bottom.
. In [29], and [33] it is reported that backscattering
increases with frequency according to the 1.6 power
for sand bottoms. No one has reported any frequency
dependancy in scattering from rock bdttoms;

1.1.13., Surface reverberation

As in the case of bottom reverberation surface
scattering is a function of the angle of incidence,
Near normal incidenqe specular reflections ffbm ﬁaVe
facets and sea swell are the cause of the revefberation.
At angles between 10° and 40° roughness_scattering
is the major cause of reverberation. At angles less
than 10° the scattering depends upon sea state and is
usually small compared with volume scattering from
the surface layer if the sea is relatively calm,
Total reverberation is largely independant of surface
conditions beyond 1,500 yards.,

a) Dependancy on grazing angle

In [34] the surface scattering strength is
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determined as a function of grazing angle, and wind speed.
" Similar results have also been produced in[_l3]e
The equation:-
. S, ¥ 36 + 40 log (tan )
is derived in [19]. |
This formula yields results which appear to be wvalid
only for data taken in very low sea states.

In [10] R. P. Chapman and J. Harris have fitted
an empirical equation to.sﬁrface scattering in octave
bands from 400 Hz to 6,400 Hz. They noted that at
low grazing angles volume reverberation from biblogiéél
scatterers in the subsurface layer frequently masked the
surface reverbération° At grazing angles of the order
of %00 the surface scattering appears to be independant
of frequency. The Chapman and Harris.formula is:-
3.3¢9-1og (3—%—)- 42 .l 1og/9.
+ 2.6 '

i
10 log 55

where

-
158\/ °f"’ 0058

»

\%

wind speed in knots
@ is in degrees
f is in Hz,
In a later work {17] Chapman and Scott prove that

at low wind speeds, surface scattering strengths are
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independant of acoustic frequency. This is presumably due
to the fact that the scale of roughness of the oceans
‘surface is appreciably greater than the wavelength
of the radiation. At iow wind speeds therefore, the
predominant source of surface scéttering is ocean swell,
In this paper it is also pointed out that for grazing
angles greater than 60° specular reflections from wave
facets form the major portion of the surface scattering.

b) Variation with fregquency

In [10} the formula used to fit the ezperimental

data was:-

"

3.38010g, 8., - k.24 1o
383 log ) 83
+ 2.6

158 £/ - 0.58

1]

where _ f%

i.e. there is>some'dependancy on frequency. The range
of frequencies used during the experiment is so small
that it is not possible to verify this dependancy on
frequency. |

e¢) Variability-of surface scattering

The scattering can directly be deduced from the
statistics of the roughnessvof the surface velocity to

the second or third power for both low and high frequencies,

see [10], 2], [35], [36] aéd[37]ﬂand [16]
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1.1.,1%, Frequency spreading

The widening of the reverberation spectrum canvbe
caused by several factors i38]. .These factors are:-
a) own ship Doppler [52]
b) Finite.transducer beamwidth
- ¢) Random motion of the scatterers.
The observed spectral spreading is so small that it
can be assumed to be negligible except in the cases of
very long pulses, Theoretical analyses of freqguency
spreading have been given in [39], [%0]9 [41]9 [42]
and [h3]. '
1.1.15. Fluctuation

Reverberation returns do not decay smoothly with
time. Very rapid changes are noted within intervals
of the same‘duratioh as the ping. Thése rapid swings of
amplitude are thought to be due to the following causes:m-

(1) interference from different scatterers

(2) rangé dependancy in the mechanism producing
the scattering ' _

(3) changes in transmission loss

W) movements in the transducer platform.

[ 44] snows that a Rayleigh distribution best fits

the short term fluectuations in reverberation—amplitude,
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An expression has been developed in [45], [46] and
.[%7] for a coefficient of amplitude variation as a
function.of fluctuations in refractive index. The
continous movement of these patches of inhomogenity will
cause amplitude fluétuations by focussing and de-focussing
the incident sound. Mathemétical expreésions for the
average fluctuation magnitude and it's distribution
as a function of system and medium parameters are
‘necessary to affect any quantitative description of the
process., | :

 An experiment designed to study long term fluctuatibn
in the reverberation amplitude is described in [HS] and
[51]o The experiment established that long paths in
the ocean remain remarkably stable over rather long periods.
1.,1.16. Coherence . o |

The envelope of the reverberation trace changes
very gradﬁallye These slow changes are usually described
by saying that the reverberation coheres.in blobs. -This
reverberation coherence is less pronoﬁnced than that
experiegced in the case of target echoes,

The spatial coherence of the reverberation signal
was investigated in [h9]9 It was found that the volume
re?erberation returns received on pairs of vertically

' separated hydrophones are substantially uncorrelated.
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The highest correlation is obtained [50] for bottom

- returns at normal incidence. This correlation is

degraded by increasing:the spaciﬁg between the hydrophones.
1.1.17. IThe effects of ice |

Measurements have been made in the Arctic circle
to study the effect of ice on reverberation. These
measurements are described in [52], [53] énd‘:5h].

1.1.18, Theoretical treatments of Reverberation

based upon Wave Theory

Several papers [5’5]; [ 56] , [57] and [ 58] , have
attempted to explain the reverberation theqry in terms
of wave theory and Lame' parameters. In géneral these
papers do not identify the phenomena in terms of

parameters which yeild readily to experimental verification.

1.2. A literature séarch on Ambient Sea Noise

General Comments 7 . .

Ambient noise is the interference fhat is due to
natural conditions or sources in the medium, It ié
a property of the medium itself at the time and place . .
of observation, irrespeétive of the hydrophone and the
platform that is used to observe it. The_ambientl
noise level is expressed in terms of the level of an
equivalent isotropic noise field at the observing transducer.

Such an equivalent field is'one that would produce, at
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the transducer output, a response equal to the actual
noise présento In [59] it is shown that in any given
regién of the frequencj spectrum,one or more noise
sources are dominant and the comhination of the other
sources can usually be ignofed° ,

The following list has beeﬁ compiled to show the
commonly recognised sources of ambient noise.

1. Thermal noise due.to molecular agitation of
the medium [60] ~Thi$ is most important in deep water
at frequencies above 50 KHz@ |

2. Surface noise which is a result of wave helght
and wind speed, This source of noise dominates the
frequency band 100 HZ to 50 KHZo

3. Biological noise caused by marine iife[ 61] and
[62].

4, Man made noise from other ships [63] and from
industfial noise from other ships and from industrial
noise in and near busy harbours., This source of noise
is restricted to frequencies below 1 KHz,

5. Rain noise [64].

6. Flow noise as a result of current flow. This
source is generally restficted to very low frequencies,

7e Terrestrial noise from earthquakes, wind storms.
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l.2oia Thermal noise

Thermal agitation due to molecular motion in the
water is dominant in the frequency range of 50 Hz to
200 KHz. depending upon the Sea State. By assuming
that the average energy per'degree of freédom is KT
and that the number of degrees of freedom in a large
volume of water is equal to the number of compressional
modes in that volume, R. H..Mellen has shown in [65]
that the equivalent noise spectrum level is

N = 115 + 20 log f
in dB s relative to one microbar in ‘a 1 Hz bandwidth
at a temperature of about l5°C when f.is in KHz,

This noise is the same as the Nyquist noise
developed in the radiation resistance of the hydrophone
in water and has been measured expefimentally by Ezrow
[6@. The specfrum level obviously decays at a rate of
6 dB/octave with frequency due to the 20 log (f)term,

1,2.2, gurface noige

Surface noise predominates in the frequency ranger“
-1 KHz to 50 KHz the major source of ambient noise appears
to be the wind and the wave height. Extensive measurements'
of ambient noise in the frequency range of 1 KHz to 50KHz
were made during World War II and have been summarized in

[65] by V.0. Knudsen., In this report and in [66]



40

the spectrum of deep sea water nolse is plotted as a
" function of frequency and sea state,v The scale commonly
used to define sea state along with distinguishing
characteristics has been reproduced in Table 1, The
Knudsen curves are reproducéd in Figglé and théy show
clearly that at all sea states the .spectrum level
decreases about 5 dB/octave and that the intensity varies
approximately as the 1.8 power of wind speed - which
seems to imply that the goise originates at the surface.
Wenz in [66] and [67] has developed a theory that
the wind dependant ambient noise is largely caused by
bubbles in the ocean i.e. the wind causes the bubbles to
oscillate or cdllapse. Wenz also considers the possibility
of the noise being due to the pressure save at a'depth 7
which is caused by 6scillations of thé fluid surface.
He concluded however that noise due to the latter source
would be restricted to frequencies below 10 Hz.

1.23 . BiolOgical noise

Biological noise ig important only in shallow
coastal waters. The noise produced by marine organlsms
has been studied and summarized by M. D. Fish in [61] &
{62]. Two types of marine organisms in particular are
known to be a source of noise., These are the snapping

shrimp and croakers,
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1.2.4, Man made noise

Man made noise predominates in busy harbours ard
shipping lanes. Fig.20 shows typical measurements 4
taken from [66]. For comparison Fig.20 also shows
the deep water ambient sea noise for Sea State No,.2.

1.2.5. Rain noise

In [64] and [68] an increase of 12 dB in a
1 Hz bandwidth as a result of steady rain is reported.
Rain noise is shown in Fig.18.

1.2.6. Correlation

Measurements [69] on the correlation of ambient

sea noise indicate that the noise is truly Gaussian
and "white" over the spectrum 10 Hz to 100 KHz,

1.2.7. Directionality of ambient noise

Studies [70}, [71] on the directional
properties of ambient sea noise show some relationship

with depth {70].
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2.1, The Analytical Rigid Models

- General Comments

In the following sections a series of analytical
rigid.mpdels will be deriveq following the proceedure
outlined in [ 71], [72] and [73]0 The overall rigid model
will be in the form:- '

(%I),c}: G,= RD'e 4 vvenenenees(d)

where .
(%:) = echo - to - interference ratio-at the
transducer face )
G: = gain in (%:) due to beam forming
3] = gain in. ( ) due to 51gnal processing in
~ the Receilver
R.D'. = the (%:) ratio which is required at the

receiver output for a 507 probability
of detectlon at a spe01f1ed False Alarm
rate,
Because of the large ﬁumbers that are'involved
'it is easier to work with the logarithms of the quantitié§
defined in EQnolo The rigid model is therefore developed
in the form:- |
§-I14G, +0 = RDe eereerenena(2)

where |

s = I'lO'log (s']
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I = 10 log (I
‘ G"= 10 log {Gﬂ
G, = 10 log (qj
P R.D. = 10 log (R.D]

~ In order to derive a model for the mean echo
energy S we will first derive a model for the average
source energy transmitted by the transducer. By
subtracting the two way propagétion losses in the medium
and adding the gain producéd by reflection from a target _
we can obtain the mean returned energy (echo energy) at )
the transducer face, The model for echo energy is
shown conceptually in Fig.?g

When the transducer radiates energy into the

water some fraction of this energy is scattéfed from the
medium boundaries and from the many inhomogenities
that are always present in the volume of the'medium .
itself. The portion of the scattered energy which returns
to the transducer can be regarded as interference which
is dependant upon the transmitted signal energy. This
for& of interference is known as reverberation. In
addition to the reverberation there will also be
interference due to the following causes:-

l. Ambient sea nolse caused by wave motion,

breakers, distant shipping and marine life.



2. Sonar platférm noise caused by propeller
noise, machinery noise, turbulence and water movement
within the transducer dome. The rigid model for
interfe:ence energy is shown conceptually in Fig.8.

3

2.2, Average Source energy'at the Transduger

' The source energy of the transmitted signal is a
function of several parameters. For easy manipulation
we follow Urick [71] and express the source energy:in
terms of the energy density which is produced by the
source in the direction being considered at a distance
of one yard. The energy density is usually represented
in'dB relative to the energy'density of é plane wave of
r.m,s. pressure one dyne/cm for an interval of one second.
For sinusoidal-square topped pulse we have:= .
E =1 + log t dB's..(3)
where o '
-E' = energy density relative to the energy dénsity

of a plane wave of rms pressure one dyne/cm

-
]

o intensity level of the source at a distance
of one yard
t, = "duration of the pulse in seconds.

For anAisotropic radiating point'source the
radiated power will flow through successively larger

areas as the distance between the point of observation
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and the source increases. The intensity I, of the sound
wave at any range r is defined as the sound power -
flowing'through unit area situated at range r from the
éourceg§‘By considering the intensity of sound I at the

surface of a sphere of radius r drawn about the sourceg

we obﬁain' _
ITG;;_ET
| 4%1-r
where
P = power in ergs/sec
r = radius of the sphere in cms,

It should be obvious that if P is measured in watts then
I will be in watts/cu® . |

When a‘sourcé radiates sound énergy into the water
it generates aﬁ alternating pressure., This alternating
pressure isveasily'measurablg and hence it is usual to

~ specify [7%]'thé pressure, VS&und power is given by

2
P.PA
G
where '
| A = area through which sound flow is measured in |
_ . e
cm’.
p. = Sound pressure in dynes/cn’
= density of the medium in
¢ = velocity of sound in the medium,.

~If I is measured in watts/cm‘, p in dynes/cm* and the
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product [J-C is inagms/cma- sec then \
b'|(57) /pc Watts/cl  eeeecesess(6)

where 10 converts the ergs/sec into watts. The above

I =

equatioh»exemplifies the inconvenient mixture of units
commoniy encountered in underwater acoustics. I is
measured in wafts/bnf, p in'dynes/cmﬁ,[) in grams/c.c.
and ¢ in feét/sec. In addition it 1is customary to measure
the temperature profile of the ocean in feet and the
range to the target in yards. It is therefore'essential
to use the necessary conversion factors in order to -
maintain consistency amongst the units being employed..

| A logarithmic scale is commonly used for underwater
acoustic calcglatidns. Such a decibel scale is only
meaningful when the reference standard is clearly defined.
In the case of sound pressure the reference sound
pressure usually a&opted is one dyne per cm . or one
microbar, Tﬁus when a particular'sound pressure is .
referred to as being n dB we mean that

n = 10 logop ‘
where p is the sound pressure in dynes/cm?// 1 microbar
For a specified pressure wave of n dB the

eqdatibn‘giving the required acoustic intensity in

: P :
1= LS{;LQ] watts/cn®
pC

watts/cnt is



: wr

- Where

acoustic intensity in watts/cm

L]
]

n = specified pressure wave in dB's relative to
1 U bar

N a
15 X 10 gms/cm -secC

V = anﬁloq@ﬁ%}

2.3 Average Transmission losseg in the Medium

Transmission loss is defined as the reduction in
magnitude of the signal énergy level between two reference
points. A general model for transmission lbss must include
the following physical effects

a) Divergence loss

b) Transmission anomaly

¢) Loss due to reflection from the boundaries

of the medium
d) Absorbtion loss.,

2.4, Divergence loss

This model takes into account the fact that as
the energy travels away from the source the energy
per solid angle will remain a constant. Thus the divergence
loss model accounts for the geometrical spreading of

the energy and not for any conversion of the transmitted
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energy to some other form. In the absence of any

- information regarding the temperature structure of the
medium we are forced to make the unwarranted assumption
that the energy is undergoing spherical spreading through
isovelocity water. For iso#elocity water the spherical

spreading loss is given by

[}

D - 20 log (slant range) ceoecsool(9)
| D = divergence loss in dB's,

In general the medium is always stratified in
temperature. The velocify of sound in each of these
layers is a function of temperature, If a bathythermograph
record can be obtained of the medium temperature profile
then we make the (valid) assumption that the change
in velocity with depth is far greater than in the
other two dimensions. Due to this radical difference
in the velocity gradients it is reasonable to assume that
the sound ray is curved in the vertical.plane in much
the same manner that a ray of light would be bent
when passing through a medium with a varying refractive -
index, The simple model for divergence loss must
therefore be modified to take into account the additional
losses due to curved paths., These added losses are |
allowed for by including an expression for transmission
anomaly in the simple spheriéal spreading divergence

loss model,
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2.5. Transmission anomaly

'$he transmission anomaly A is defined as the
ratio of the intensity’predicted‘by the inverse square
law and the actual sound intensity I; both quantities
being measured in dBs. When the acoustic pressure can
be determined at a particular spot in the medium, the
sound intensity at that spot cén bé calculated., It
is possible to calcﬁlate the acoustic pressure produced\
by a radiating source by solving the wave equations
fof propagation in the medium. There is however
considerable difficﬁlty in solving the wave equations,
when the boundary conditions involve reflections
 from the ocean boundaries. Under these conditions ray
acoustics proyide a more manageable solution.

We now make use;of the ray theory to derive a

model for transmission anomaly.

2.5.1. Ray Theory

This sectién follows very closely the outliné
and derivations given in [75], [76], and [7710

An acoustic 'ray' is defined as a line drawn
in the direction of propagation so that it is everywhere
Ir to the wavefront. The concept of a sound ray |
therefore refers to the direction of propagation of

actual wave fronts and not to the propagation of a
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narrow beam with sharp edges. Ray theory is based upon
the assumption that the sound energy is propagated along
curved paths, or rays. These rays paths are straight
lines‘in all parts of the medium where the velocity

of souﬁd is constant and curved where the velocity

of sound is cﬁanging. For reasons of symmetry the

energy flow from the source takes. place along the radial
sound rays and there will be a definite number of rays _
inside a unit solid angle.

In the ocean the velocity of sound depends only ~
on the vertical depth coordinate z. Thus we are justified
1n'making the assumptiop that we can ignbre horizontal
variations in sound velocity and concentrate on the
vertical velocity profile. For this assumption it can
be shown that the entire path of an individual ray lies
in a plane determiﬁed by the vertical line through
the transducer and the initial difection of the rayQ

Since the water depth inecreases in the downward
direction, we shall take the z axis positive downwards,. -
We will consider only those rays which move in the
direction of" increasing x viz, from the LHS to the RHS
in Fig.9. If the ray is gainihg depth with increasing
range then the angle between the ray path and the

horizontal is taken as positive. If the ray is losing
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depth with increasing range then the angle between the
" horizontal and the ray path is negative, This convention .
is shown clearly in Fig.1l0, ,

'¢The curvature of a ray path is determined‘by
examinihg the angle through’which the ray path tangent
turns as one mbves through unit distance along the ray
path, If tﬁe ray is curving downwards then the tangent
will rotate through a positive angle and the}curvature
‘is considered to be positive., We can now ennugciéte
a general rule [75] for the direction taken by rays wheq“
they pass from one layer to another:= |

| "A ray entering a'layer of higher sound vélocity
is bent away from the layer, and a ray entering a layer

of lower sound‘velocity is bent into the layer."

2.5.2. Derivation of eguations for ray paths
Let P in Fiéolo be any point on the wave front
at time t. The equation of this wave front is
W(x,y,2) = c (t =t,)
¢ = velocity of sound at certain designated
standard conditions

a term which has different values for the

L
[+]
i

different wave frpht but is a constant in
space‘and time for any specific wave front,

Let the coordinates of P be (x,y,z); let PP' be the ray
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element from P at the end of a time interval dt and let
CXVEi]ﬁ be the direction cosines of PP', It can be shown

that: 5
c .
@° . (%g) NC S S )
c (x,5,2)

¥

if we define [{ , the index of refraction by:-
, - c

u (x?ysZ) = C(X9;9Z5

then equation(9) becomes

: 2
.4 a
<gg> + (Y ) P @ = Wy, . (10)
vKuétion (10) is the fundamental equation of ray -

acoustics and once the solution of W has been found the
ray pattern can be drawn. _

Let us consider the special case when the sound
velocity is constant in the xy plane and Var;es only in
the z plane i.e.the velocity is a function 6f.depth only.

For this case equation (10) reduces to:
. a
@, @ = M@
where
g (n(X)
ds
d ‘ Jo!
Hep) = -
d : d
dwy) = &

QE,%
i
o

B

Qs

N
"
o

il

and

cos &

= sin'g

L DR
i1
o
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It follows that if ds is a small elemental area which

is perpendicular to the ray path, then

SWeosd) = 0 (11)
a
%‘g‘(using) = _&2&{_ (12) :

From eqn.(1l) it f£ollows that n cos ) has a
- constant value along a single ray i.e. if B and B are

two points as shown in Fig.10.b.

c c |
°-':====53-cr.>s9o = ‘E‘“‘Q’COS@'

or if G = c(z)and O = A at point P
cos . c& 1 (13) -
coséL T e,
which is Sneil's lew.

From equations 12 and 13 we can derive

dg - .COSA,(.(LQ.)
ds = ¢, ‘dz

- where ¢ = at the point of ray emmission

Co
6L= the initial angle of ray
When the velocity has a constent gradient i.e.

C = C, + B.2

. o}
we have at all points on the ray

ng _ mgcos@
ds - co'



i.e. the ray is an arc of a circle of radius

TA =

__‘ig_._,....[

A g cos@

ir 'gf‘is positive then the curvature is negative and the
ray bends upward; but for négative 'g! the circular arc
bends.downwards; In practice the path of the ray

cannot be plotted as a sum of semicircular arcs because
the depths of water are usually in thousands of ygrds.
For this reason it is customary [75], [76] to perform

the calculation as shown in Fig.lOb. The ray leaves

the projector at angle 90 ,enters the layer at angle 91

and leaves the layer at angle 9 . From eqn.l3 we have:-

C %1) MVCOS @c
¢ [22) CZOS 0,

o

94 = arc cos

9,_= arc cos

where c[zq and c(zﬁ are caléulated from

c Fn] = ¢, tg 2

From Fig.l0b it follows that’

A L h
Pl-P2 - sin_( O+ GZ;
2

or the horizontal range in the layer is:-

T =h cot (—Q%—Qio

h (15)
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205030 Calculation of Transmission anomaly from Ray

pattern |

We make the assumption that energy always travels
outward along the rays even when the sound velocity is
not constant and the rays afe curves. We also restrict
ourselves to the case where the'sbund velocity is a
function 6nly of the depth coordinate z;, The ray pattern
can be computed by dividing,the medium into a large
number of infinitely thin horizontal layers, each of
which can be considered homogenous with a constant
(though different) velocity of propagation within it.
Snell's law can then be applied to fhe boundaries between
each of these layers. We can get the entire ray pattern
in space by rotating the ray pattern of the xy plane
about the y axis@.} | |

Consider the case of a point source of energy
located on the z axis at depth z, . Let this sourcé
radiate energy at a rate of E enérgy.units per unif
solid angle per second. Then, energy will be projected
into the solid angle dQ at the rate of E~c[Q energy
units per second. The rays bounding this solid angle
will curve in some fashion depending upon the refraétive
index and the angle of emmission. At some point P

somewhere out along the ray bundle, the cfoss sectional
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area of the bundle is ds and the intensity at P will

. equal the energy crossing
" Intensity at P
For convenience we define

in Fig © 10c °

a$?

ds in one second.

i.e.
- ed Y

S (16)

our small solid angle as shown

From this figure we see that

From equatlons (9) and (10)

I

where ds = the area swept

=gu%1d% (17)
= E-21( cos W 7¥£= (18)
out by rotating PP' about the

Fig. 10d we can -show that

z axis in Fig. 10d, From '
_ o—dr ..
.ds EF=22ur 3o, s:.n@h dQO (19)
from which we get
1 = cos B,
' E gr sineh‘ (20)
We can calulate the range T, fro}:\n ° o
T, = h‘f cotf dz
- =e dz de_
_ =) cot dic V-3 ae
's la cos® :
From Snell's law c = c; c0S O
R c, '
dé o5 sin 6,
9 »
__ cos .8z
T == 550 X fecose T 96
dr c sin 6 cos Qh 4z cos20, 4z,
dg = o’ cosg, s.’m@h de’h ~ sin g, de‘o
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. Making the small angle assumption that

sin 9 ==€

cosé?, = 1
ar . dz 0. ,dz
where g T % (T - “Qh-(dc)h
(%%)6 = velocity gradient at layer
entrance,
dz _ . .
(dc)h = velocity gradient at layer

exit. ,
The transmission anomaly A ié defined as the ratio
df the intensity predicted by the inverse square law

and the sound ihtensity I also in dB's.

2
L = 10 log &~ =10 10g £
substituting we have
A = 10 log § sing (21)
T-cosf,

making the small angle approximation

.lO ;og((%é:/r))

A
where ' .
az — (42
%%— = %o (dc)o - fdc?h

2.5.4, Transmission anomaly for a reflected beam in a

linear gradient

Consider Fig.ll which shows a ray which has
suffered several bottom reflections. If the ray hits
the bottom at angle é& it will be reflected at - 95

We have shown that the horizontal range is given by:-
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e e .| 43
r—wco,éd ad
If the sound gradient is given by

g = dz
de

we can bbtain for the horizonfal range through a layer

of thickness h

e ¢
»Ifh = "g‘fg( eh"!:' 90 )
-so that
Car - ( 6
ag - 6, .
_ When the ray path is made up of several arcs as ~
in Fig.ll we havg | 6, ' | j#%
‘ A = - . dz - - az
co eo b
whence
'00 eo 9)1

=m==2-s=
g ¢ B Y 95)
Substltutlng into the expre331on for transmission

anomaly A

A =101 h(2 - 8/6. + O |  22
og 55 5 (22)

For the case of the fay which suffers (n+ 1)
reflections the calculated transmission anomaly fdr a ray
. which leaves the source ét angle'Qo and suffers (n + 1)
bottom reflections before striking targeth at inclination
Qh is . | _

o =10 10g | G| 2D '“gf? +% |
| l2m) 0y + 0 - 0,4 l(23)
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2.5.5. Ray paths in a combination of linear gradients

- Consider a ray which passes through (n + 1)
layers in which the velocity gradiehts are gy, 8y 8o
°bo,gdt\;:-espectivelyc The velocity at the transducer
depth is ¢y, ¢; at the top 6f'layer‘1 and c, at the
top of layer 2 and so on. The direction taken by the
ray is 90 at the source, 62 at the bottom of layer 1
and at the top of layer 2 and so on ending with 90
at thé bottom of the (n + 1) layer. The horizontal
range covered in the first layer is Tos T3 is the
horizontal range in the second layer and so on until the
horizontal range in the (n + 1)th layer is rpe

Consider Fig,.l2 whicﬂ shows the fay path in
the i th layer; The small ray element ds is inclined
at the angléua o ;n traversing the distance ds the
horizontal distance dr travelled by the ray is ds cos &

But we have shown in Section 2. 5 3. that:

1 d
ds = gi osf 4
givin . ar = Si af
g | g A g E-T coSs 9
whence | r ;_.cb _sin 6% - sin 041
. cos 90 9 i

The total horizontal range from the source to the point



in Fig.l2 is given by : n

“ {2

i.e.

n .
Z sin 9; - 51n9|+1

I=O
differentiatlng with respect to
dr . _ ®o_sin 9 o ( sin@i - singiﬂ._
ag  cos?0 i=0 &1

COSGJ. cos@o (in)

f sin §

_ gos 91+l cos@o ( d91+1))

sin 91 )
° sin G N\ 0: - cosfl
d i © Y L= o
%—; = :g-s—%%:-mZ( sin 6} - sin }Qi-l-l + cogin 6:05 .
A=0O . :
(deﬂ _ gcos 9 ::.+l cos 90 | (d91+1 )
' d@o sin ¢, d@o

From Snell's law we have:

c':l = cosQi
| ¢, cos ()

or

4 Uj i sin 90
. d@ -7 e¢_. sin

and hence ° ° 1
2 29 .

sinQ, - sin 0, . + £05_ . Los Ui+l =( =1

i i+l sin 9;»,1 sin i+l sin @i+l
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whence n
dr R 'cO Sing Z -;L__’( 1 - l )
W cos?h , g &1 sln g ~ sinfin
~_ sinb i
cosf) . sinf; sinf, 4

I=

Substituting this expression into eqn.21 r
A = 10 log sin Be - sin O n+1 Z i
- . r cos29° io Sin@i 31n91+1
' (24)

To make use of the above equation we calculate the angles

from Snell's law

L

1 ,E,( cos 0
M CO cos eo
and the ry from -

= ho COt 9‘ + 93. -
r » L__ir_h)
h = thickness of layer
6% = angle at which ray enters layer -

angle at which ray leaves

- D
f1

layer,

2.6 Cylindrical spreading

A special model is required to cover the case
when the transducer is situated in a ﬁhermal layer
having a negative velocity gradient. This case is}
shown in Fig.13. When the transducer is situated in
region II a sound channel is fofmed0 Rays leaving the

source at angles less than that of the limiting ray
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pass'into‘fegion I and never reﬁurn to region II. Rays
leaving the transducer with angles greater than that
of tﬁe limiting ray areasréfracted déwnward into region
II1 where the positive velocity gradient bends them
upwards and back into regioh II. Thus these rays (with
angles greater than, that of the limiting ray)are
constrained to travel in a channel and suffer cylindrical
spreading instead.oflspherical spreading. The model
for cylindrical spreading is: |

D, .= - 10 log(r] (25)
2.7. Absorbtion Losses | | g

General

At the fréquencies commonly used for echo ranging,
absorbtion becomes the chief effect modifying the inverse
square law of simple geometrical spreading. Absorbtion
is a form of loss which involves the conversion of
acoustic energy to the medium. It is thought that the
attenuation due to absorbtion is a function of the‘
following factors:-

a) Sea State

b) Depfh

¢) Temperature

e) Frequency
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No one has yet performed measurements to try and isolate
the effects of (a) and (b) above. A fair amount of
both theofetical and practical work has been done on
(¢) and (d) and (e). |
Energy is absorbed and scatteréd,by sea water,
This absorbtion represents a process of conversion of
acoustic energy into heat and is hence a true 'loss!
of energy into the médium."LOsses also occur due to
séattering in the medium itself., It is customary to |
lump the losses due to both absorbtion and scattering
into a single model; We derive an expression for the
logarithmic absorbtion coefficient X to the base lO.Ci '
is expressed in dB's per"kiloyard.. For each_kiloayard
travelled the intensity is diminshed by absdrbtion by the
amount C(dB i.e. L ,
Absorbtion losses = CX-(slan% range) (26)
.If the acousfic intensity at slaht range v from
the source is I and the mnten51ty absorbed per yard is
CY? then we have: . ' X |
eGH - - [ET
where(x I;is the intensity absorbed per yard _
2 Ir is the loss in intensity per yard due to spherical

r
dlvergence.



Solving the above équation

| ‘i’(@;)lf) exp(- (T
wheréy(@ ¢q15 the power per unit solid angle,
Converting into dB's
‘ P -« 20 log r‘-Cﬁ}
where _ | 1 = 10 log E; _

P = 10 1g¥[0>V)
y

= (10 log,e) - (X

-
]

From emperical studies (X is given by

O =  L4orf?
100 + ©<

where f is in KHz.

+ 0.000275¢2 dB/kyd

Horton,[79] has shown that when the propagation
involves multiple reflections, the attenuation due to
boundary reflections are greater than those due to
‘volume absorbtion. For this.case the total attenuation
below 10 KHz may be approximated by: . .

X = 0.2f dB/Kyds (27)
where £ is in KHz. |

Fig.1% is taken from [7] and shows the absorbtion
coefficient in sea water of salinity 35 parts per.
thoﬁsand as é function of.frequency at three temperatures,

2.7.1. Effect of Depth

R. H. Fisher in [ 80] has investigated the effect
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of pressure on absorbtion by studying the decay of sound
in a glass sphere of sea water excited into vibration
- in oné of its natural modes. 'In the range of hydrostatic
pressufg found in the sea the relationship between the
absorbtion coefficient and hydrostatic pressure ié:

o =0all-654-10.p)

Qp-: ‘value ofO(aF:: pressure P, N
By taking 1 Atmosphere as the equivalent of 33.9 feet
of watér at 39 degrees Fahrenheit the absorbtion

coefficient at depth d feet is:
Q=041 - 1.93 - 107%d)

%

(X = absorbtion coefficient at depth da = 0,

[+]

absorbtion coefficient at depth d

2..7.2. Effects of Frequency and Temperature

The definitive work in this -area was done by
Schulkin and Marsh [81] and [82]. These two researchers
have derived an empirical formula based on several

thousand measurements. Their empirical formula is:

. ) 2 -
X'= 1.86 X107, 880 568 x10 £ aB/kyd
% £
. t
where
s = salinity in parts per thousand
f = frequency in KHz

i
1]

‘relaxation frequency
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ice.f, ==‘ 21,9 x 10 - %%9% in KHz,

 where T is the Absolute Centigradeo

It can be seen from the above formula that at both extremes
of temperature the absorbtion coefficient is strongly '
temperature dependant while at lntermedlate frequenCLes

the coeff101ent varies in a complicated way with both
frequency and temperature. |

2.8, Target stkength

In order to predict'the usefulness of a Soear
Set it is necessary to haﬁe an estimate ef the range
at which a submarine can be detected., It is therefore
neeessary to derive a mpdel*whieh connecte the energy
returned by the target to the energy incident.upon‘
the target from a glven dlrectlon.

In keeping with the termlnology already used in
the analytlcal rigid model we deflne target strength
by the equatlon.

ias. = 10 ioglof%%) (28)
where ' o T |
Ir = inten51ty of the reflected energy at one
:yard from the target centre
I = ‘inten51ty of energy incident from a

particular direction,

We now express equation (28) in terms of energy density i.e.
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T = 10 log (f& )
10 E,
- where : E, = scattered energy density
| ' E; = incident energy density
It follows that: | o 4
| T.5. = 10 log Ir/Ii = 10 lngr/Ei

. }_lo'log Q%LA _ (29)

‘where to and te are the‘duratiqn of the incldent pulse
and the echo respectively. - ) |

In general submarine target strength will depend
upon the target's orientation with respect tthhe echo’ N
ranging beam. The‘orientation of an irregular target
is.most conveniently deScribéd in a systém of rectangular
coordinates with the origin 0O as the centre of the
“submarine, Thé aspect angle is defined as}the'angle
between theAX axis and the projection of the incident
beam on the XY plane. The anéle between the- echo
ranging beam and its projection in the XY ﬁlane is
called the altitude angle. Fig,15'shows how the aépect
and altitude angles are measured. | |

2.8.1. Realistic tarpget model

We have seen that target strength is.proportional
to the logarifhm of the pulse length for point targets
and a function of target length for targetﬂwhich are

" more than twice the pulse lehgthe For a given pulse
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length the relative echo length is a function of aspect.

The target strength can therefore be expressed as:-

T.S.

(T.S.)

(TeSo)TL

-
—

aspect=

(T.s. )aspect + (T.s. )TL » (30)

Relative target strength as a function

of aspect

= Relative echo length as a function of

térget,lengtho

Thus, for point targets.

T.SD

30 + 10.log(So/Sp) +'(T3)aspect (31)

and for targets longer than % pulSe length

B

where

it

-
B

P

4 (T_s )

30 + 10 log(L /2L ) + 10 10g(S /sp)
' (32)

aspect

constant average power'of transmitted signal
length of pulse in seconds'

target length in seconds

‘source level for the duration of the pulse.

2.8.2.Aspect angle

The strongest eche from a submarine [75] is

between 70°‘ahd 110° as shown in Fig.23. For these

aspects the target streﬁgth has been measured as 19.7

dB+ a standard deviation of 2.5 dB.
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At other aspects the target strength is much
smaller and averages between 5 dB and 15 dB. A typical
flgure for stern target strength is 13 dB- a standard
deV1ation of 6 dB.

2.8.3. Variation due to frequency

No variation due to frequency is expected nor

has it been observed.

2.8.4, Effect of Altitude angle

There does not appear to be much practical importance

to the variation of target strength with altitude angle.

In general the transducer is always above the target

so that negative altitude angle can be ignored. For
aititude angles greater than.20 degrees and a target

which is at a depth of less than 400 feet a narrow beam
transducer will not fully illuminate the submarine a£

near beam aspects. For such a condition it can be'

expected that the target will show less aspect dependance.,

2.9; General comments on Rigid Model for Average

Interference Energy
This model will be developed in two distinct

portions, The first model Qill predict interference
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energy which is independant of the Sonar transmission

- itself i.e. it will predict the interference energy which

can be observed at the transducer output at all times
before the transmitter has been switched on. The
second model will predict tﬁe interference that arises
as a result of the actual transmission i.e; this model
will be concerned with background interference caused
by reflections from the medium boundaries. This source
of interference is commonly known as reverberation.

-

2,10, Ambient Sea noise

Ambient noise is defined as the interference
noise that is due to hatural conditioné or séurces in
the medium. It is considered to be a property of the
medium itself at the time and place of observation
irrespective of the transducer and the soﬁar platform
used to observe it, It is the composité noise from
all sources present in a given environment, desired
signals and noise inherent in the measuring equipment -~
and platform being excluded. |

The ambient noise level, aé a sonar parameter
is the intensity, in decibels, of the ambient noise
measured with an omnidirectional transducer and referred
to the intensity;of a planeAwave having an rms pressure of

1 microbar. Although measured in different frequency
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bands, ambient levels are always reduced to a 1 Hz
frequency band and are then called ambient noise spectral
levels, |

.1By means of the component spectra of Fig.l6
the level of the deep sea ambient n01se can. be estimated
with a degree of assurance. The noise for shallow water
conditions in the neighbourhood of bays and harbours is
less easy to estimate accﬁrately but Fig.l7 can be
used to gain a rough estimate. Noise due to rain and
biblogical sounds can be estimated from Fig.l18.

Every receiver has its input n01se bandwidth
limlted by a tuned fllter, As far as the receiver
is concerned the only relevant noise level is the
noise spectrum level at the centre frequency of this
filter, |
The fhermél noise levei in dB relative to 1 dyne/émﬁ

in a 1 Hz band at a frequency of fKHz . is given by -
N, = - 115 + 20 log f |

When measured w1th a directional hydrophone the -
above expression becomese '
N =’-=115+201ogf_+m

o)

DI directivity index of hydrophone,

|

If the Input bandw1dth of the Receiver hydrophone
¢ombination is W then the noise output of the receiver is:

| N = Neo W
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" therefore 10 log N 10 log N, + 10 log W
’ ioeo ,‘ )
' 115 + 20 log f + 10 logW

-+ DL (3%

10 log N

2.10.1,.8urface Noise

Surface Noise predominates in the frequency
range 1 KHz to 50 KHz , The major sources of ambient
noise appears to be wind‘sﬁeed and wave height. Extensive
measurements have been summarised in [13]; At all sea .
vstates the spectrum level decreases about 5 dB/octave
and the intensity varies approximately as the 1.8 power

of wind speed.

2.10,2.Biological noise

' Biological noise is appreciable qnly in shallow
coastal waters. The sdurceé of this noise is thought to
be snapping shrimpvand croékers. Fig.19 shows typical

ambient noise levels produced by these sources.

' 2.10.3.S0onar platform noise

Platform noise is the name given-to noilse caused
- by the platform on which the Sonar system is mounted.

Sources of platform noise are:-
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1) Propeller noise
2) Machinery noise
3) Turbulence
‘;ﬁ) Water movement within ﬁhe transducer dome,
\FOr speeds less than 10 knots the predominant
noise'compopeﬁt is due to machinery. From 10 to 20
knots the noiée is primarily flow nolse. Above 20

knots screw noise and local cavitation at surface

irregularities predominate. 3See Fig2Q.

2,11, General comments on Rigid Model for Signal

Dependant Interference‘

When the transmifter radiates energy into the water,b
some fraction of this energy is scattered from the medium
boundaries énd from the many inhomogenities that are
always present in %he volume of the medium itself.

The portion of the scattered energy which returns to.

the transducer can be regarded as interference which is
dependant upon the transmitted signal energy. This
signal dependant interference is known as nreverberation™,

Accordihg to Naval tradition reverberation is
identifiable in three forms'acéording to the portion

of the medium from which the scattering takes place.



Thus,

a) Surface reverberation is identified as arising
from scattering by thevirregular:medium surface and
from bubbles near the surface.

b) Bottom reverbérafion is due to energy returned
from bottom topography.

¢) Volume reverberation occurs when the tfansmitted
energy is reflected from marine orgaﬁisms, turbulence
and temperature gradients distributed throughout the
medium's volume, | |

The fundamental‘unit upon which reverberation
depends is called scattering strength, Scatteriqg
strength is the ratio, expressed in GB's of the scattered
intensity at unit distance from unit volume (or unit ’

area) to the incident intensity i.e.

I

- : p— -

8, = 10 log| )

I, = scattered intensity
I, = incident intensity.

A vast amount of the earlier méasgrements on
reverberation was done iﬁ terms of a uniﬁ.known as
scattering coefficient. The scattering properties of
the body of the ocean were traditionally [75; chapter 12]"

. @escribed in terms of a scattering coefficient M = 10 log m.
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_ The quantity m was defined to be the ﬁotal power that’
would be scattered by unit area or volume, per unit .
intensity of an incident plane wave. The assumption
is made that scattering is'equai in all directions.

For volume reverberation this definition may
be illustrated with reference toAFig. 2. A plane
wave of intensity Ii is incident upon a small volume
Av centred at Q.. If I 1is the intensity of the
scattered sound at P, at distance 1 yard from Q then
the total power scattered by the volumeAvy is ¢4TT-ISA“
| andm,, is defined by:- ' |
10-log m,=10-logq (477-13)

VAV'I‘*, (35)

Similarly for surface and bottom reverberation we

have

10loq m, =10 log (_g_gz_li) .
' 5P L - (36)
The relationship between S and M is obviously
giveﬁ by:-~-

SV = 10 loglo

mV/4-77 ) _ - (37)

- m ' ‘
Ss,b-— 10 logy, S’b/QTT) (38)
and the apparent scattering strength is stabilized.
In [83] it was found that:
. : . 2 ‘
Ss,b" 10 log'/un-SJ.ne - - (39)
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provides a reasonable fit to most experimental data.
In the above equation lgjis_the bottom scattering strength
at normal incidence. Table 2 shows a range of values '

of S, for mud, sand and rock bottoms.

2.12. Modggffor Surface reverberation
In tﬁis derivation of a model for surface
reverberation we folIOW‘[3h] and [7].
| The surface reverberation level is def;ned as
the level of the axially incident plane wave which
produces the same voltage at the transducer output
terminals as the received surface reverberation, [7] derives

the formula:-

'RL - = (Source levgl) - 4% log r + 8 + 10 log A
RLS. % Surface'reve?beraﬁion level

Sq o= Su}face reverberation scattering strength
A = the area of'éurface of scattering strength

Sg lying within the ideal beamwidth
which prbduces the same reverberation .-
as that actually observed. |

It can be shown that :

A = Ler- ¢ . (40)

- gb = the plane angle of the equlvalent
beamwidth of the transducer

{ = duration of transmitted signal,
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Table 3 gives expressions for Qb for the usual sonar case
when{the‘axis of the transducer beam is only slightly
inclined towards the scattering surface. Table 3 is
baséd'on [‘7] .

The scattering strength S has been measured
by many reseafchers. It has been shown that the scattering
strength ié a function of the angle of'incidence,é;
In low sea states and for small grazing angles '

Sg = =36 + 40 log (tan §) (1)

At grazing angles of the order to 40O degrees.

S 3.3 10%%%%3) - L 2k log/% + 2.6 (+2)-

s

n

where

. _ ' o , |
158 (wind velocity in knots) V f - 0.58

grazing angle in degrees

- D W
H

frequency in Hz,

2.13.Volume Reverberation Model

Following [3] once moré the Volume Reverberation
level Rvais given by: '

' RL, = (Source level) - 40 log r + S, + 10 logV
where V _# the reverberation volume

= e yV r | |
yy = solid angle beamwidth of the transducer,
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Expressions forgb for simple transducers are given in |
" Table 3, In the absence of a deep scattering layer the
value of Sv diminishes at the raﬁe of 0.5 dB per 100
feet and has a value of -77 dB at 300 feet and a value
of - 91 dB at 3,000 feet. See also Figs.3, 4 and 5.

2.1%, Bottom Reverberation Model
| Bottom reverberation is given by:-

RL = (Source leﬁel) - 40 log r + Sb + 10 logh--(43)

A = the bottom area os scéttering strength"
lying within the ideal beamwidth
:. which produces the same reverberation
as that actually observed, |
= c_.'—2!:,¢.r |
The nature of the bottom has an effect on the
scattering ¢oefficieht S ¢ [83] ocean bottoms'havg
been div1ded 1nto the following groups:
1) silt and mud
2) Sand ,
3). Rock and gravel,
Table 2 shows typical values for the scattering
coefficient for the typeé of bottom listed above.

Within any one of the groups no evidence has been found
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between scatterihg coefficient and particle size.

| For grazing angles up to the critical angle,
scattering increases with grazing angle. For grazing
angles.greater than the critical angle attenuation

within the bottom decreases the available energy.

2.15. General comments on Rigid Model for Array Gain

In all practical Somar systems use is made of
an additive array the elements of which are so. combined
thét the noise background is uncorrelated from element i
td‘element of the array while the signal has perfect
correlation along some direction, |

The simplest way to form a beam is by a plane array
with all its elements correctly in phase. About 25 4dB
is a usual value for directiyity index for shipbourne
sonar and a designer rérely a£tempts'to achieve a
directivity index greater than 30 dB because this woﬁld
involve great difficulty in the construction of the
transducer to the precise measurements required. 30 dB-ﬁ
is also round about the boint at which an increase in
detection range may.be more easily gained by reducing fhe
opérating frequency than by increasing the directivity

index.
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Planar arrays are commonly used in 'searchlight!’
sonar in which electrical beam steering is performed
by switching of delay networks. Beams for transmitting
or receiving can be steered vertically and horizontally
but unless operation in the convergence zone is specifically
required the advantages offered by vertical steering
do nbt outweigh the attendant coﬁplexity of equipment,

In general a shipborne transducer is built as
a c¢ylindrical assembly of vertical lime arrays. Each
line of 'stave'! is sharpiy diréctioﬁal in - the vertical _
plane and broad in the horizontal. The combination |
of a group of lines with suitable time delays allows
the formation of a number of beams in the horizontal
- plane. 1In general all the staves are driven-in parallel
to radiate omhidifectionally, For receiving [75]:
the staves are connected individually to the beam
forming networks and the electrically steered receiving
beamfis rotated rapidly to scan in azimuth. Most such
arrays are split into right and left halves and used with
phase comparison circuits that determine the left or
right sense of the target echo; '

It is desirable to concentrate the transmitted
power into as small a fegion as possible. For two

harmonic point sources of equal amplitude and phase,



lying on a.straight line, the pressure P at great

_ distances from the point array is:

where

| sin({ ).d sinQ)
PP 2A d sinf

0= the angle between the field point and the

array axis

the source strength

fl

the separation of the sources

> D
"

the wavelength of the transmitted energy.
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If the two points'are replacéd by a line source

of length each point Cf which hasvequél amplitude and

phase the far field pressure iss

where

b
2

P = ST N exp(—j _gf XSH‘I@}C}X

ki nf

-~ <inf (KL
ST snn(( /2] sing
Kk = 2+ _
o= TIT = wave number
ST = source strength of a point on the
line.

Consider an array of small elements in the shape

of an arc of a circle, Common element sizes range from

A

;QLto.?r. The spacing between elements is such that

the edges of the elements are much less than a wavelength

apart}

If the elements oscillate in phase with equal
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amplitude the arrdy will have a pattern approximated by:

. o i D
8) = =—— | ycos 2n* cos(9+K°\) s /a sin(@+k« )

B i- .Sin[

2TT‘F‘I,COS(Q+K°C)]"SH’I 2 P/a - sin (B+Kk«) ]
A -\ P/ -sin (B +ket)/ |

where R o

| p(@)= the ratio of the pressure amplitude at angle

to the pressure of amplituce at O

T = radius of curvature of the array
‘& = angular spacing of the elements.

2m + 1 = total number of elements.
It is assumed that one elemeﬁt is positioned at 6 =0
and that the remaining elements (2m in number) are
positioned symmetrically about 6 = d'i.e.m.éiéments
on either side. . ‘
The arc source can be reduced to aﬁ equivalent _
line source if the i th element‘is advanced by
so that it is in phase with the zero th element. If
all the elements are adjusted in this fashion the
cylindrical array will produce a far field pattern
equivalent té_a straight line array.
The elements of a cylindrical array are in the

form of a cylindrical matrix the rows of which are called

v
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layers and the columns are called staves. Beam forming
. 1s done by summing the signals of the elements in each
stave,Abroperly phased; then the stave signals are
summed_with appropriate phasing. It is customary to |
define the directivity of an array in terms of the point
at which'the response is 3 dB beloy the peak and of
the maximum relative height of the sidelobes. In[:7 ] a
more general term which applies edually well to both
line or two dimensional arrays shown to be directivity
factor. For an array in the ' PRANSMIT' mode directivity
factor is defined [<7’} as the ratio: |

Max. transmitted intensity in the direction

DF = of max. response
Intensity from the same transmitted power
distributed uniformly in all directions (4h)

For an array in the 'RECEIVE' mode:

Output power developed by a signal in the
DF _ direction of max. response
~ Output power developed by the same signal if
it were uniformly distributed over all directions

(4+5)

Directivity Index is defined as 10 log (D F)

For simple arrayé [7] has given the data shown
in Table 3 in terms of the dimensions of the array. 
For more complex array forms the direcfivity index can

be found by integration of the beam'patterns.
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2.16, Noise due to beam forming

| The signal to noise ratio at the output of the
tranéducer is affected by thé size and the taper function
of the array. For continous transducer arrays BS]

o

. defined the noise figure as
- ' C

NE = wT(r)J dr
T(rydr ) (46)

-0
c -

Table 4 is taken.from [76]
This measurement was more or less confirmed in [64].
At a frequency of 10 KHz rain can raise the
underwater noise level 15 dB to 24~dB above the level
indicated by Knudsen's curves [8%] for a given sea

state. The Knudsen curves are reproduced in Fig.6.
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3.0, General comments on the Statistical Model

~ The objective of this section is fo develop a
Time variant statistical model, for underwater echo
ranging,which can be easily'set up in a digital computer.
A physically oriented channel model which incorporates
a delay line with taps spaced according to the observed
multipath will be developed.

The model is based on the work done by T. Kailath
[2] in which it is shown that a multipath channel can
be represented by the sum of n transfer funétions, each .
with different time varying amplitdde and phase. For
the sake of simplicity we will assume that a simulation
can be done at an intermediate frequency which is

selected to reduce the complexity of the model,

3.1. The Linear Time varying stochastic model

‘A simple but adequate model of an underwateg ‘
acoustic channel is a linear time varying stochastic
filter [2][3], [85]. The assumption of linearity
permits the use of the superposition theorém and fhe time
varying.stochastic features allow a multipath structure
to change with time in an unpredictable way.

It is convenient to use a single tapped delay

line to represent a single path, and for separate paths
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the faps on the delay line aré made coincident with the
individuai paths. Thus, given a bathythermograph of
the.bhean, one can use the ray path tracing method
outlined in [86] to determine the number of paths
between source and target-aﬁd.set up a delay line model
with taps which represent each of the paths. Such‘é
model can also be used to simulate a possible continium
of paths, a'discrete'multipath with random modulation

delays, and arbitrary variations of path.characteristics,

3.1.1, Transfer function

| The time varying transfer function used in this

ZAK(U exp i-qbk(f',t]

H(f,1) = o f-w, 16 € £+ Ws

analysis is

~ elsewhere  (47)
In the above equation ' is theAcentré frequency of the
chosen IF bandwidth and 2W, is the IF bandwidth. H(f,t)
can be physically'interpreted in terms of H(Q;,t) which ’
gives the ratio of output to input at time t when the
input ié: .

| s(t) = exp( 1.2mf,,t)

S(t) is a low frequency function.

Thus H(f,t) at fixed t gives‘the instantaneous amplitude

gain and phase shift for each component of the input
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spectrum,
The time varying phase is given by
| gty-2mf-T >0
D (1) _ O, K a I
Bvy-2wfT.  £<¢0 (48)
K .k : :
The K th transfer function therefore contains a random,
time varying phase component which we will call Qk(t)
and which is proportional to the time‘dealy'Tko The
amplitude functions A (t) are non negative and real,

The Doppler spread of the channel due to it's time

varying aspect is assumed to be W Hz .

301}2, Impulse response

To obtain the time varying response we take the
Fourier transform of equation(#?) with respect to f
while holding t- constant

h(r,t) -fH(ft) exp 1(2 i-fT) df

= EE A(t)jcos{¢k(+’€)+2’ﬁ f’r}df
AW ) Act){s'” 2. Pt ole) :
“cos (27 A (7-T,) —Ok(t)]) (49)

For a given location and geometry, and given values

of v and t,h(ﬁ;,t) is a member of an ensemble, For
fixed t, the extent of h(~ ,t) on the « scale measures

the amount of time delay spreading caused by the channel.
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For a fixed value of T the behaviour'of h(?’,t) with

t indicated how rapidly the filter characteristics are
changing with time and hence is a measure of the frequency
shift spreading caused by the medium. Typically,
fluctuating multipath might well be characterized by:

R(T,t) = g O(T-1)

where
gk(t) = the time varying gain
Ty = the stable delay of the Kth path.

Separating the effects of pure delay in eqn.(h49)
h(T,8) = by (8402 70s] )ZA () cos| 27 £,T -0, (t))
6(t - T ) (50)

Equation(50) can be expressed in terms of its guadrature

components viz, .
s w T .
— 27 S -~
h( 7.,t) =4y =22 cos 2T f T
3 s 2 ws (o}

wf“

*Z Ak(t) cos Qk(t) (5 ( T_Tk) ¥ l"’wsSiZZﬂy;(ssl

sin 27 foT * ZAk(t)sin Qk(t)(s ( T-‘Tkzsl)

Hancock and Winz [86] have shotn that for fo) W
it is possible to separate out the bandlimiting effect

expressed in equation(47) by writing:

W.T h W, T
sin 21 5. cos(awe, 7) = SL2T S gin omr T
s S

_- sin 2a1w57'
2 ws 0 (52)
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—— .
where  denotes the Hilbert transform and g(v) is given by

T

q(7) = = 60 ¢ T <0 (53)
i.e. g(7) is the impulse response of a non reliazable

Hilbert transforming filter. Expressing equation(51)

in terms of equation(52)

~W
n(T,t) = sig 2&' s/ cos 2w L T %
- s
la-wsz A () cosB, (£) + sin 0, (£)-g(T)
*6(7‘“ Tk) . EEEEEERE (5”.‘.)

In order to simplify equation(54%) we make the
assumption that the input signal is bandlimited to
2W, so that the terms denoting the effect of the ideal

bandpass filter in eguation(54%) can be dropped
hg(Ty0)= Wiy ) (8) cos B, (6) + sinO(8)-g(T)

o xh(T- 1) | (55)
In Eqn.(55) let us choose
Migh (8) cos 0 (8)  =n(T, ,, ) (56
b _a, () sin 0, (t) = (T, 15 ©) (57)
and : . ' _
k-1

whe;e h(7T,_1,t) and h(7T _q,%) are sampled on 7 at a
rate of 2wst./5tmau>Eqn.(51) thus is identical to the
causal channel model of BQl and proper choice of Ak(t)
" and T, (£,t) will permit any bandlimited time varying

channel to be successfully modelled,
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The frequency domain model of Eqn.(4%7) can be
easily adapted to cover the sitvation of a few distinect
multipaths by letting N be equal to the number of
multipaths and characterizing the amplitude and phase
functions by CW signals. Such a model is suitable
for describing bottom and surface reverberation. When,
however, it comes to modelling volume reverberation
the uniformlylspaced‘tapped'delay time model depicted in
Eqns.(51), (56), (57) and (58) is more useful and a
large number of multipaths (over lQO) can be simulated -

successfully by as few as 10 taps.

3.1.3. The spreading function

A more convenlent descfiption [85] of the filter
is given by the Fourier transform of h(v,t) on t.
This transformed impulse is cailed the spreading function
a(v,)p) where a(v,p),for specific values of 7 and N
measures how much simultaneous time delay + and frequency
shift?? is sufferéd by the signal s(t). 'By substitution
of  h(TY) =[] exp2TNY) alT |
into eqdation, z(t) gecomes '

z(t) =ffd1f an ( s(t =7 )exp(i 2T N-t) a(T,Tz)
The last equation can be intgrpreted as saying that the

output waveform is obtained by:summing time delayed
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and frequency shifted vefsions of the signal weighted
by the spreading function at each value of delay and
shift, Obviously a(?;n) is also a random variable.

The total exteﬁt of a(T;n) on the (7:7?) plane measures
the amount of spreading any signal will incur on passage
.through the filter. The time delay spread on the 7 axis
will be called L and the extent on n (frequency spread)
will be denoted by B, Since a(T}72) is random we must
determine L and B as ensemble average parameters.

The product B.L measures the area of spread>in the
delay shift plane, L and B represént the distance

between extremities of a multimodal function.

3.1.4, Channel output

The channel output z(t) of a time vérying channel
and inpuﬁws(t) has neen expressed
28 = [ B(T,0) st -T)ar | (59)
T;e impulse response givén by equation(51) is
in a convenient form for,digital simulation. Substituting
Eqn.(51) into Eqn.(59)
z(t) = i A (1) S

2
s W
k=T

~W.oTl | |
LS (-(cos Qk(t)-cos2'rrfo‘i‘

S

T

o k)

,+(sin Qk(t) sin 27 f ) S(t =T =1

(60)
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3e26 Average descriptors of the Linear Model

The autocorrelation of the impulse response of
the filter is sufficient knowledge to evaluate the output
cbrreiqtion function., Since the spreading function,
transfer function, and bi-ffequency'function are all
Fouriér transforms of each other, knowledge of the
correlation function of any one of them enable the others.
to also be known. The autocorrelation function of
the filter can be expressed as: )
z(ffl) z(tz)i/—del AT, 80T, t7) h*(T ,, t,)

| x(t) = T ) x* (4, = T5)

where the h implies an ensemble average and *the complex

conjugate,

3.2.1, The spreading function
Let us make the following assumption regarding

the value of the spreading function [85]:- '

| The spreading function at each time delay aﬁd
frequency shift is uncorrelated with the value at any .
other delay and/or frequéncy shift, This assumption
can be expressed as
a (T, aliyNy)) =0T, N 0T =106 - 1)
(f(?,]?) is called the scattering function and is a

measure of the average amount of signal power undergoing
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delay T and shift)). This assumption leads to the
following conclusions:=- ' ‘-W

luce,0)[2 = fdfr\ an GeT, M
i.e. the ensemble average power transmission through
the medium is independant of frequency and time. Also

since

B (£),6)) B (F,t5) = [M(f) = £, & = t5)
where ‘ .
f_“(fl = £,y by = t,) =fffd?‘d7z-exp[ i.2w(f 7 =N t)}-d(r”,n)
it follows that the ensemble average of the product of
the transfer function at different‘frequencies and times
depends only upon the difference of the two frequencies
and times. This implies that this ensemble average of
the product of the transfer function at different
fréquencies is decorrelated for frequency separations
as small as % and timé separaﬁion as small as % .
Both of the above limitations are not physically
applicable to the real life situation, '
We know that
z(t) =]ded7Z-exp(i 2vint) a2 (T,N)
, X*(t STt )
and , _
a7y, Ty 8, T = O(T,0)6(T, TR0 - M)

combining these two equatlons




ol

e [? < [aTan.gr - X =T g, -1
In order to make the model more realistic we now examine
the consequences of the assumption that the spreading
functibp is ‘locally stationary [85].

| This assumption implies that the values of the.
spreading function at different delays and shifts are
partially correlated but can become uncorrelated for
delay and/or shift separations small compared to the
total delay spread L and ffequency shift spread B.
Mathematically:

T

alT, D) a* (T, Ny =C(—2

+ 72 n1+.ﬁz)
5y T

g(7}7?) is called the interaction function., The peaks

of g(T,7]) are a measure of the interdependaﬁce of
4different delays and shifts oq-one-another.

In the low frequéncy equivalent of the trénsfer
function domain the assumption of a locally stationary

spreading function gives::

- | £, £, to4t
& _ - - 1 +72 1772
meeg,6) Bé (e = ey - £, ) - £ ¢ (252 12

Here rkf,t) is as previously defined and C(f,t,) is
the double Fourler transform of g(7,7). The last
equétion.indicates that filter transmissions af frequencies
and times separated by % and % can be uncorrelated.

For closer spacings the amount of filter transmission
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depends upon the exact freguency ensemble average
power transmission and is given by:-

IH(f,t)[2 =ffd?’ i O T,7z )C(£f,t)
Therefore the extent of C(f,t) on f measures the filter
bandwidth and the extent of'C(f,t) on t measures the -
time duration D of the filter.

The correlated spreading assumption gives a
filter model whose average transmission depends upon
frequency and time, For limited observation times of B
wideband signals C(f,t) can be assumed to be independant
of t but dependant upon f. This gives uncorrelated '

spreading at different shifts but correlated spreading

in delay with peaks of g(T}??) as narrow as % inT.

3.3. General comments on a-gﬁatistical target model

It is necessary to adapt the linear filter model
in order to describe the echo from a moving target "
having several strong highlights,

From what has been said before it follows that
a moving target with highlights cam adequately be described
by a‘linear filter model having a transformed spreading

functionAg(T}7?) where

aT, ) =6 -0 L 8 OCT -1

n
k=1
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In the above equation

Wa = doppler shift
A, = relative strength of the k th highlight
Ty = relative delay of the k th highlight

- In order for this model to be realistic the {41}

must be chosen from realistic distributions.

3e¢3e1l, Distributions: for target fluctuation

For a target which can be represented as several
independantly fluctuating reflectors of approximately
equal echoing area, the density function should be
close to exponential [87] when the number of reflectors
is greater than four or five, For this situation it
would seem reasonable to assume that the returned signal
power per pulse is constant for the time on target
during a single scan but that this returned signal
power will fluctuate independantly from scan to scan.

A reasonable probability density function for this
situation [h] is -~
p(x, x ) = %exp(Af.ﬁ‘) for x
X = input snr | .
X = average X over all target fluctuations.

Another representation of the target is obtained

by regarding it as one largeﬁreflector_together with



other small reflectors. Such a target will exhibit
' fluctuations that are independant from pulse to pulse,

A suitable probability'density funetion for this case

is P@. -

p(x, ) = = exp( ~2x/2) for x 30

+

e

The pulse to pulse fluctuation model should
apply to stern aspect submarines and also to cases
when reasonably small changes in orientation give rise

to large changes in echoing area.
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L, General comments on the Design of a Sonar Detection
. System |

The equations developed in Sections 2 and 3 show
the ré%ationship that exists between the factors that
determine how a sonar signai returned from a target is
related to phe‘signal originally radiated by the source.
These equations will now bekused to design a shipborne
Sonar Detecﬁion System. “

The parameters which define a Sonar Detection
SyStem ares=-

1. Freguency of operation

2. Acoustic Power radiated

3. Signal transmitted

L, Sigﬁal processing in the Receiver .

5. The Sonar Transducer,

4,1, General comments on optimum carrier freguency

It has been suggested [79 y pp.3l7—32#] that
there should be é distinct maximum in the relationship
between maximum detection range and carrier frequency
for the case when the echo is maske§ only by ambient
sea noise. One approach that. has been taken [88] is to
compute fhe echo to ambient ﬁoise ratio and equate the

first derivative of this ratio with respect to ffequency
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equal to zero.,

It has been shown [90], [91] that there is very
little (if anyj dependancy of frequency for reverberation
intensipy. vThe backscattering cross section of the target
appears to be‘independant of-frequency. It is evident
therefore that ho optimum carrier frequency exists in
the case where the echo is mésked by reverberation
alone, It is therefore only feasible to attempt to solve
the problem for a background of reverberation plus noise,
and an attempt will be made to obtain a solution for the 7
optimum frequency for backgrounds of different Réverberation
to‘Noise ratios. _ | |

It sﬁould also pointed out at this stage that
some interesting targets are fast moving., If this
movement 1s‘suffic;ent to allow the Doppler effect to
separate the target echo from"the reverberation then
the background against which targets are to be detecfed
'is essentially stationary Gaussian noise and not .

- reverberation. A solution for the‘optimﬁm ffequency
under Gaussian noise limited conditions is therefore
also very relevant to the design of an active Sonar
Syétem. On the other hand the ambiguity function of |
the signal determines directly the target speed at
which the echo is sufficientiygDoppler shifted to be
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separable by Doppler filtering. Peak power limitations
placed upon the Trensmitteremay dictate the use of
long duration pulses which imply wide Doppler Tolerance,
Underighese conditions most interesting targets will
not be separable from the reverberation spectrum by
DOppler filﬁerihg and an optimum cérrier frequency
muet be sought for different reverberation to noise
backgrounds,' If a family of curves of optimum frequehcy
against maximum range can be drawn for various reverberation
to noise ratios then the other parameters of the System_‘
can be desighed to achleve a selected reverberatlon
to noise ratio at maxmmum range.

In order to simplify ‘the computations it is
poseible to reerrange‘the equations of Section 2 so
that terms iike Directivity IndeX‘and Receiver Signal
Processing Gain are included in the indiv1dual terms
for Ambient Noise and Reverberation Interference.

For the echo we have:-

10 log E = 10 log P -4¥O~1og(r)é 10 log e

+ lO log(2£}3r) + target strength
For the Ambient Sea Noise at the Receiver

Output we have:-

10 log N = Noise Spectrum level + 10 log W

+ Directivity Index
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For Boundary Reverberation at the Receiver output:-

10 log R = 10 log P - 10 log e + 10 log(2.&.r)

Y

- 30 log(r) + Boundary Scattering
strength + 10 lo%g;+Directivity Index.

For Volume Reverberation at the output:-

20 log R = 10 log P - 10 log e + 20log(2. o .r)

- 20 log(r) + volume scattering strength

+ 10 log 2w + Directivity Index.
0

The terms Target Streng gth, Noise spectral 1evel

. Boundary and Volume Scattering Strength and Directivity.

Index have been defined in Section 2,

c =
W, =
P =

r -

the velocity of sound in sea water
the output bandwidth of the Receiver
Power output of the Transmitter

Range of target.

4.,1.1, Effect of Practical System Parameters

In order to study the effect of frequency

from the rigid model it is necessary to take into account

some of the limitations impdsed upon system parameters

by practlcal con51derations.

In practice active Sonars are used to search an

area for interesting targets. In general [86] each

element in the search area must be inspected at a constant
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rate which is fixed by the minimum allowable time
between inspections. Usually only a single sburcé with
a finite horizontal beamwidth 1is available to search a
given area of water. The source can be steered to
direct a pulse down each sector of width in sequence. We
assume that the receiving array will bé able to recgive
independantly and simultaneously from each of the
sectors of width.so that the search in range will be
conducted continiously. If the total sector to be'
searched 1s360° and the minimum allpwable périod between
searched is T then the search rate is obviously g = %%;
The maximum pulse length t can now be determined from
the beamwidth (b for it is obvious that
B=2[(- QD
' . Tt A

i.e. the pulse length is directly proportional to beamwidth.

| The minimuﬁ reéeiver oufput filter bandwidth is

now automatically defined by t to be:

W = %

~so that the minmum receiver bandwidth is inversely

proportional to the pulse duration which is in turn

diredtly proportional tothe beémwidth. |
We have seen in Section 2 that beamwidth is

inversely proportional to frequency. We can therefore write
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Directivity Index is « to f"22

e, p.I. = QUL

Receiver bandwidth is & to beamwidth,
i.e. . . W =-‘wo-f.

We have seen [84] that the Ambient Sea Noise
power decreases at a rate of 6 dB per octave. This means
that the noise power N can be written from iequation

' . -3
N = NoWF-QY =cf

f - f

In a similar fashion Volume and Boundary Reverbe_re;tion
Power can be written as:-
B-.l%exp( 20T} S, r .qb c -l
_ C exp(—2°< r) f 2W, {-
The echo power is given by:~
E.= P TSfeXp( 2o F)
_C f. exp( 2, 1)
MR = _C_;J} exp‘(‘Zd.,-r) th%.{-::l

At the optimum freguency %'f (N + R) = 0. This gives

- E
:2% = (—5+2f-r~dd°/df)
fr = 5+ 2R/N

_From Section 2 we have o\_= 0.2f when f is in KHz



in dB/K yd.
d();/df

and

i.e.

1ok

= 0,2

- Fig.22 is a family Qf curves for optimum frequency

vs maximum range for different ratios of %.

4,1,2.0ptimum_frequency for Ambient Noise background

Using the equations

already developed for the case

where the béckground interference is only Ambient -

Sea Noise

E/N

¢ L (/M)
2df
d (E
ar @
At £ = fopt we have

which gives.

fOpt

(€37¢C,) £ exp( -0.,2f.r)
C3' f5 exp( =0,2 f.r) :

(% - 0.,2r)
= (% - 0,2 r) % |
d E. _ o
T (F ).— 0

= 5/6.2 r

Stuart and Westerfield have shown [86] that

E

the width of the 5

maxima is several octaves.

The Transmitted Signal

4,2,

There is no exact criterion to apply to the design

- 0f the transmitted signal
may desire to

a) Maximize snr at

waveform, The system designer

the receiver output

b) 'Minimize Receiver complixity

c)

Maximize system range resolution,
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Each one of the above objectives will place a Bound on

" the duration and bandwidth of the optimum signal. We

will consider all three objectivés in turn. The one
feature which will be common to all three designs will be

" the: general form of the receiver. It has been shown [88]
that the optimum receiver for a Gaussian noise background
is a matched filter or cross édrrelator. ‘We will therefore
- assume that the receiver will always consist of a filter
matched to the transmittgd‘signal. _Because the only
interesting targets are moving target we must assume

that the receiver has stored all possible doppler shifted _
versions of the transmitted signal so that its performance

is independant of target speed.

h.,2.1. Méximization of Receiver output snr

The received echo which has been distorted by
reflection .and passage through the medium has to bg
filtered to maximize the snr. It has been shown [88]
that the optimum recéiver is a matched filter, We can
represent the matched filter operation by its impulse
response according to:
h(~) = Re S*-T)exp 41(2(f0+fsﬂ
where '

S = a low frequency time function
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fs = lqcal frequency shift to compensate for
any unknown doppler shift caused by moving .
platforms and/or the passage of the signal
through the.medidm;
The comilex envelope of thevhatched filter output is
z(t) é_ffdfr-dq-rexp(i-2~.~.77-t_),g(v,n)'-x*(t-nfs-rl)
where‘X(t,Tp is the cross ambiguity function of the
transmitted. signal and the matched filter i.e,
| X(‘tﬂ? fclu exp(i- 2 nT?U) S(u) S(u+ )
‘ To study the effect of a correlated spreading -
channel on the output-of a matchéd filter receiver we. )
take as in Section 3 .
2(r )¢ acn,m =0 (2 D)
: | (M TR, -T,)
and the receiver output Z(%) 1s given by
Z(t) ~[dew- dn exp(l 2T - Qt) 3(7,77)
| X (-7 b))

Where'X(t,q) is the cross ambiguity function of the
transmltted signal and the rece1v1ng filter i.e,

tT?) ffd d'rz c><p(|2u7fc)a(",q)
X Lt—‘f R fs"nl

.combining this. equation with
z(t) =ffd'r-d77 exp (i 2m-nt)- a(7,n)
- )< ( ').{3“"7)
we obtain '
{
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Thus the average envelope squared value of the matched
filter receiver output is the double convolution of the
spreading function with a local average of the cross
ambiguity function., |

| The average power output of the filter model is‘€
therefore the double convolution of the scattering
 function with the square of the magnitude of the cross
ambiguity function. Thus for a fixed average power
gain in theAreceiver and small values of Time and Frequenéy.
spreading in the medium the value of 12(t)}2 will not .
be‘degraded'because the scattéring‘function Will'only
sample the peak of the cross ambiguity function.and
hence a smaller value of ]z(t)l2 will result, '

For a signal of durationT and bandwidth W, the

widths of the cross ambiguity function in the T;andTI

direction are % and = 1

if matched filtering is employed.
Thefefore if T is the time spreading in the medium and

B is the frequency spreading in the medium we must have:-
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¢
B¢ T

in order to ensure ver§ little lpss due to spreading.
For any signal with TW >1 therefore, for negligible
spreading losses,i.e. to maximize the output of the
matched filter,we must choose é sighal whose ambiguity
function is contained within the scattering function so
that total overlap oceurs. .

Let us now considef some of the implications of
choosing
(t)_ffdzdnd n)-A(t—T,fs—n;’t]
when the average transmission in the medium véries across
the bandwidth but is constant with time. _

In Section 2 we have defined the 1nteract10n
function g(T,7]) and its double Fourier transform C(f,t).
Because no experimental data is available, and in order
to reduce the mathematical manipulations required, let
us take C(f,t) to be given by [85]

C(f,t) = 1+ Gcos(mi-f Te+6)
where %i is the distance between a peak and a valley of
c(f,t). | -
g is the amount of variation of the transmission

function
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'@ places the peak of the frequency variations at an
arbitary frequency with respect to the input signal bandwidth,
This.gives B _
g(ln) 6(U)(dh)-+€ exp(-i8)- 6(r—ﬁ%)

'+£_emﬂ|9)6(“' )
Substituting this equation for ,gé( 1,72) into A (7} o) 5t)

where
_[]AUCN exp (i 2nvt) glu,v)-
X ('“-_.,T( -Y)- («+u n+v)
we get | 2 ’
AT = [X(T,ml *”g‘ expl-i9) - .
¥ My X (T T
: XC(I—Z{~,7’() ‘X(H‘—i-,TZ-)
+ ff xp)(ie )

'ﬁ‘-—‘-‘T() X(l—: 7})
where X(T ,72) is WOodward's cross ambiguity function
" and A(g??at) is the spreading function,
Thus there are two components in addition to the
contribution usually present for uncorrelated scattéring.
In order to prevent the output of the matched

filter being degraded by these extra terms we select the
width of the ambiguity function so that the peaks of
"the new components do not overlap the peak of the first
term, This is accomplished when

A le
w <z
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i.e. W > ':L.‘-—
fe

‘Although the interaction function performs a
local averaging of the’ambiguity-function, it does not
destroy the volume beneath it. The uncertainty relation
for A is [85]

W= [[at-dn- a0

. which can be shown to be:- Ifdf.du.l Sx(f) Ia']S(uHa “Clf tru)
Now C(f,t) is unity for uncorrelated scattering. For
correlated scattering sigcé C(f,t) is a weak function of
f and t its average value is still small and there is
but little change in the volume of the uncertainty
relation for A, | |

| When, ﬁowever the signal bandwidth is smaller
than and lies in a deep valley of the transmission functién.
If the filter variation with time iS'élso constant over

the signal duration the uncertainty relation becomes:-

Wz clonfarsmnf

a
- Jduwl S(u)l

which gives very little output from the matched filter."
Therefore we must have % > W >:1;,|—c

Measurements on the medium [85] indicate that
Te 210 X 1073 sec
e 400 Hz >W > 10 Hz
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4.3, Minimization of receiver complexity

‘Relative motion between the target and thé
Recelver will cause a Doppler shift in the echo frequency.
For simplification we can make the assumption that all
frequencies ére shifted by'épproximately the same amount,
There is a maximum relative velocity that can exist
between a surface vessel and a submarine. This rélative '
velocity ié‘approximately 4+ 10 knots. Using the usual

Doppler relationship

Yy=2r
- . C
vhere ) = doppler shift
FF = relative velocity
C = speed of sound in water

we can calculate thé maximum doppler shift fé'be

approximately + 100 Hz. .
In order to prevent deterioration in'the snr

at the output we must have é sufficient number of mafchedA

filters to cover the entire doppler band of + 100 Hz.

4,3,1, Pulse duration

' For a simple CW pulse of duration t seconds
the bandwidth of the transmitted pulse is % Hz. The
number of 'matched' filters required to cover the

Doppler band is:-
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_ 200 _
N = T/t = 200 t

Since it is necessary to search in azimutﬁ
as well as in doppler the Rx must have a complete sét
of doppier filters for each receiver beam., In general
the directivity index obtainable is about 25 @B which
means that there are 20 separaté beams. The total
number of doppler filters required is therefore

| N = 200 X 20 X ¢,

If we wish to reséfict the equipment to the

order of 200 doppler filters ’
1

thax = Zx 0 T 20m sec

Thus we see that the required range and doppler
resolution gives rise to equipment costs which prove to
be the determining factor for the lower bound of pulse

length. ’ "

4.3,2, Maximization of Range discrimination

It is necessary to consider the optimum
spatial discrimination required from a pulsed Sonar.
According to the statistical targeé model of Section 3,
when the discrimination of the pulse is increased a
stage will be reached when thé target is resolved into

a number of individual reflecting highlights. These
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. sources will give a more reliable indication of the-targets,
size, shépe and echoing area. The statistical target

model also indicates that the apparent centroid of the

| AtérgetOWill wander erratically over the bod& of the
target with changes in propégatioﬁ path length and

target motion, .

The'individual scatterers giving rise to
‘reverberation are much smaller and closer together than
the individual target highlights. As the sonar pulse -
lehgth is reduced the number of reverbefating élements g
contributing to the interfergnce at .any one instaﬁt ﬁill
also be reducedo At the point where a small number of
individual target highlights are just resolvable the
individual scatterers will not be resolved éﬁd the
pulse volume will c¢ontain a Iarge ﬁumber of reverberating
elements. For this reason the interference Qill still
exhibit~a random phase distribution., The reverberation
power will therefore be only a function of pulse
energy and not pulse duration up to thevpoint where
individual scatterers are resolved. An increase in
signal to reverberation ratio can be obtained by increasing
the range resolution of the é&stem,to the point where
the pulse length just fails to resolve the individuai

reverberators.
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Experimentation with high resolution Sonars [92]
indicate that highlight structures become visible at
about 25 m.secs. According to [85] 1 m,second pulses
definiﬁely resolve individual scatterers whereas
10 m.second pulses positiveiy do not, An upper bound’
for pulse resolution of 10 m.seéonds would therefore

appear to be reasonable,

4.4,  General comments on the Sonar Transducer

There is a great variety of electroacoustic
transducers currently used in Sonar. The current tréﬁd
however is towards the use of the piezoelectric or
magnetostrictive principle even though this means
transducers of large size at the lower freqﬁéhcies are
employed. Originally quartz“qrystéls were widely used
for piezoelectric transducers but the advent‘of
artifiéiallyAgrown crystals such as Rochelle salt ana
Ammonium di-hydrogen phosphate (ADP) led to these being .
more generally used after about 1940, In about 1950 '
piezoelectric ceramics such as barium titanate, lead
zirconaté titanate and many others became popular
because of their low cost. A drawback of these ceramics
is that they must be artificially polarized and tend

to loose this polarization if driven too hard.



115

Magnetostrictive transducers usually consist of a. stack
of lamiﬁations or of a scroll formed by winding one long
ribbon tightly on itself, The alloys of iron, nickel
and cobalt all have good magneto-strictive properties
but pure nickel is most commonly used. Magnetostrictive
ferrites are also used to some extent,

In the design of a projector for underwater
sound the most important cohsideration is high efficiency.
This‘is so because the power available in the case of
shipborne sonagr can be expensive and limited and alsq
because an excessive loss of power c¢an result in |
destructive heating., To attain a high efficiency the
transducer must be matched to the radiation impedance
presented By the water. The transducer has a vibrating
mass and there is also a mass reactive component of
the radiating impedance. The compliance of the conjugate
impedance will match the mass only at resonance. This
feature limits the efficient use of the projector
ttansducer to approximately one octave centered about '
~the resonant frequency. | |

Shipborne transducer eiements are usually ﬁsed
in large arrajs of elements which are packed in a common
watertight housing. The acoustic window of the housing

is usually rubber. Rubber has a specific impedance
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» véry close to that of water and mékes a very efficient
acoustic window even when it is several céntimeters thick.
The rﬁbber usually specified for use is known as '[c'
rubber, This rubber has a specific impedance which
matches water almost perfectly. The acoustic coupling
liquid within the housing is traditionally castor oil.

Because a transducer projects outside the hull
of a moving ship it is surrounded by a streamlined. sonar
- dome which acts like a wind screen to reduce flow noise. '
The space within the dome is usually filled with sea )
water. The dome must have an acoustibally transparent
window all around it which ié usually thin metal whose
mass reactance per unit area is small compared with the
specific acoustic impedance of water, This window
usually requires structural sqpport and consequently
sonar domes introduce transmission loss and also
distort the beam width, | ‘

The onset of cavitation [93] determiﬁes the
maximum power that can be transmitted by a transducer of'
a given surface area, Cavitation occurs [93] when the
insfantaneou% acoustic pressure becomes greater than the
sum of the static pressure and the cohesive pressure of
the liguid., If we assume that sea water does not

exhibit a cohesive force the relationship [93] between
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acoustic intensity to produce cavitation and the depth

" of the projector in feet is:-

. _ : H 2
I = acoustic intensity in W/cnt
H = ~depth of the projector in
-feet.

Although cavitation isvthe ultimate factor
limiting the power output, a limiting factor which may
prove to be of a higher qréer‘is the voltage at which
breakdown occurs across the surface of thé erystals.,

For barium titanate this breakdown occurs at about 6W/cn-

)‘"oh'elo Beam formigg

If we consider an array in which sméil eiements
are arranged in the shape of an arc of a circle it is
possible to reduce the arc source to an equivalent line
source by phase delaying the individual elements to
improve the radiatioﬁ pattern. If the ith element is
phase advanced by-gl%gé1 where d  is the diameter of thél
circle, then it will be in phase with the zero i th
element. If all elements are adjusted in this fashion
the array will produce a far field pattern;in a manner
equivalent to a straight line array. A cylindrical

array of elements in which the elements are arranged
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in horizontal rdws and columns is a usual transducer
configuration., Generally element sizes range from ;g&
to-%iand the spacing between elements is quite small,
the edges of the elements being much less than a
wavelength_apért. A 60° arc source having a radius
16 feet will have a projected length of 8 feet. From
Table 3 the‘directivity of such a transducer is 10 log
L%i%)' When a D.I. of 25 dB is required we have

314%.0 ' .
Now ‘ L = 27wds '

A
which gives f = 14 KHz for the operating frequency

if dS is to be 2 feet.

4,5, Acoustic Energy radiated

We wish to'specify the. acoustic power required
to produce a 50% probébility of detection at.a False:
Alarm rate of 1 X 1073, It is obvious from what has-
gone before that the Sonar System will be limited by
Ambient Sea Noise and Self Noise at far ranges (since
reverberation decays as a function of range), that
Boundary reverberation will limit the detection probability
at short ranges while Volume'feverberation is the limiting

factor at intermediate ranges.
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" The parameters of the rigid models for Echo
strength and Background Interference have so far been
defined in Section 2 in terms of intensity or time rate
of change of energy density. ws have seen, however in
Section 3 that the medium and target both distort the
shape of the transmitted pulse and that, in general,
the echo from an interesting target is shaped very
differently from the'pulse originally transmitted.

Under these cénditions it is more meaningful to compute the
signal to noise ratio at the receiver outpuf in terms
of its average over the duration of the echo. Under
these circumstances the riéid model would bé more
meaningfﬁl if expressed as an equality between the energy
density of echo and background interference.
Basing the equality on energy density we have:-
(Echo energy level) = (Average enefgy of source taken
 over the echo duration) -2
(Transmission Loss) + (Target
strength) - : (615
For the noise limited case:- |
(Backgrdund Noise level) = (Spectfal density of Background)
+(Recognition differential)+
(Directivity Index) (62)
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For the reverberation limited case:- '

- (Background Reverberation Energy) = (Source intensity level)
| -2(Transmission Loss)
+(Scattering strength)
+10 ‘log(Factor) (63)

where ) :
(Factor) = ,:¥7' r’> ¢ %
for volume reverberation and 2 .
(Factor) = Cb-.r. et
2 .

for Boundary reverberation.

¢
Y

Up to now the term target strength has been defined as

plané angle beamwidth

solid angle beamwidth,

the ratio of intensity of the scattered wave to the
intensity of the incident wave i.e.
‘ = ;oSS
(TS)i? = ;0 loglO ")
Following [5] we now define a similar quantity in terms

of energy density

E
(T8) g 10 log EE

i
where ER and E, are the scattered and incident energy
densities. It can be easily shown [5]'that

(T8); = (I8); - 10 log 2

te

where to and te are the durations of the incident pulse
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and echo respectively. For long pulses, te = to and hence

(18); = (18)

4.5.1. Recognition differéntial
| Some 1nvestlgatlon is necessary to determine

the 31gna1 to noise ratio requlred ‘at the receiver

- output to achieve a 50% probability of detection at

a specified False Alarm rate, Woodward [94, pp.llh]
has shown that the occurence of noise peaks large
enough to be confused with the peak echo depends on K,
the number of independant samples at the Receiver
output,and the output signal to noise ratip/]. For the
case where the receiver is a matched filter in the
Doppler sense the ambiguity due to n01se is given by
/D §2 a8 XD,
k[1
For a 507 probablllty of detectlon we have
i.e. . jQL
k

"

p s (012
K can be calculated from

K = No. of Range bins X No. of DOppler bins

X Non of bearlng intervals

. 3
i, K = 1—5—?5(5-1—0— X 100 X 36 = 4.6 x 10°

which gives | P = 15 dB.
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L,5.,2. Acoustic energy required under Gaussian Noise

1imited conditions

‘ Let ﬁs»make the assumption that the'temperature
structure of the water permits long range acoustic
propagation and that the echo is masked at Maximum Range
by Noise which is independant of Signal energy i.e,

Ships Noise plus Amﬁient Sea Noise., Under these

conditions, -if matched filtering employed in the Receiver,
the Principle of Conservation of Energy states that .
the signal to noise raiio at the Receiver output is the-’

ratio of the total energy in the echo to the spectral

density of the noise atfthe.Receiver input i.e,

= E
&) B
‘ N’out No
where '
E =" echo energy
No = nolse power spectrum density

in a 1 Hz bandwidth at
the receiver input.
If we can assume that the Backgroupd Noise has a unifdfm
spectral density over the Receiver bandwidth then-we
can conclude that at maximum fange the choice of signal
waveform and bandwidth is uﬁimportant and that a pulse

of long duration and low peak power provides the same
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signal to noise ratio at the receiver output as a short
| duration pulse of high peak power but identical energy.
Thé"Sﬁiy"fadfOE'wHiéhmﬁBdifiéS'the above condition
is that as the pulse length decfeases below half the
effective length of the target, the entire target
is not insonified and the targef strength diminishes
‘according to the equations in Section 4.1,
Consider now the case when a 50% probability
of detection is required.at a maximum range of
7.5 K yds. We take a value of NO from Fig,20 i.e.

e N, = =30dB

I

(Required Echo energy) 2(Transmission Loss)
~(Target Strength) +(Spectral
Energy of Backgréund Noise)
+ (Transmission Anomaly)
e - = (Directivity Index)
Taking.the'value of Directivity Index as 25 dB and a
carrier frequency of 14 KHz we have, at a maximum range

of 7.5 K yds, with a target strength of 18 dB,:-

2(Transmission loss) =~ = 40 log(7,500) = 155 dB
Spectral Energy of Noise= =17 dB for a 200 Hz bandwidth
Transmission anomaly = 28 dB

Directivity Index = 25 dB

Therefore Echo energy density required to give a 15 dB

signal-to-noise ratio at 7.9 XK yds is 155 dB,
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. Energy density is the product of the average intensity

and pulse length so that

155 B = I + 10 log C;tO'
where E . 1 = source intensity level at
| one yard
to - ="bulse length in seconds.

From the foregoing discussion on pulse length a reasonable
pulse length is 50 m.seconds. This gives

I = 138 aB

4,6, Summary of Désign Parameters
. The désign objectives which must be achieved
for a shipborne Sonar System are defined to be:-
1) Maximum operating range of 7,506.yards
2) Transducer diameter 2 feet
3) Minimum receiver complexity.
' The System designed in Section % has the leiowing
parameters:-
Source level 138 dB
Pulsg length 50 m.sec,
Frequency 14 KHz
Transducer size - 2 féét diameter
Beamwidth 20° _
No. of Doppler filters 200



Range predictions for the designed System
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5 Range predictions for the designed System

Since fhe System has not been constructed the
rangeé predictions will be done on paper by making use
of 'real life! oceanOgraphig measurements ahd the
mathematical ﬁodel developea in Sections 2 and 3.

Thrée temperature profiies of randomly selected
deep water 1ocations in the Atlantic Ocean are shown
in Figs.2%, 25 and 26, These measurements were made
using a conventional bathyfhermograph. The computer
prbgram of Appendix I was used to produce data for ray -~
path plots under these ocean conditions.  The traﬁsduéer
was assumed to be at a depth of thirty feet. The ray
path plots are-shown in Figs. 27, 28 and 29.

5ol Range predictions for .location A

According to Fig.p7 the top 100 foot-layer of
the océan receives nearly all of the energy radiated'by
the transducer. This surface layer acts like a
eylindrical channel for all the radiated energy. The
target echo in this region will decay according to the
model of Section 2 and hence we can write an equation fof
echo power in this region ac'c.ording to Section 4

and equation®] i.e.
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Echo power at range r = Source level + Target strength

| - 20 log(r ) - 2C{r = R.D.
From the ray path plot it can be seen that surface
revérbg;ation will be the limiting factor for target
detectability at close ranges, Using the model developed
in Section H.S.the surface reverberation energy can
be calculated from equation .

S, can be calculated from equation 40 i.e.

s
Sq = =36 + 40 log (tan 9_)
From the ray path plot we can see that Q liés betﬁeen - ’
be and 14t° which give m = 2 T.5g =  -50 dB
The first bottom reverberation return will
appear at about 3.7 K yds. and its power can be calculated
from the model of Section 4.5, equationg3. "SB is _
obtained from Table 1 for a qudy bottom,
Assuming a ships' speed of 20 knots and a'Sea
State 2 we can use Figs,l6 and 20 to obtain values for
the background noise energy. It is now possible to plot
a graph of the mean echo energy as a function of range."
The noise energy and the reverberation energy

can also be blotted on the same graph, The graph
with all three quantities is shown in Fig.30.
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"Assuming that a sne of 15 dB is required for
adequate performance, the detection range for location A .
is in excess of 10 K yds.

520 Range prediction fof location B

The -ray path plot for location B is shown in
Fig.28. From Fig.28 we see that rays emerging at an
angle greatér than ¥ are refracted to the bottom. - The
effective power radiated iﬂto the main volume of the
océan is reduced to 84% of the total power radiated
by the transducer. The target echo now decays as twice
20 log(r) + 2C¢t-r. Fig.3l is drawn under the same
conditions as Fig.3d and we obtain 5 K yds. as the
maximum operating range at location B, -

5e3e Range prediction for location C

"The ray path plot for location C is shown ip'
Fig.29. The situation is very similar to that at location
A, Fig.32 enables the maximum detection range at '

location C to be estimated as 8 K yds.
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6. Conclusions

A Mathematical Model has been developed fbr-
acoustic propagation in the Ocean. This Model consists
essentially of a rigid model{in series with a stochastic
model, The combination can be used to predict both
the mean value and the variations to be expected in
echo and interference energy for any given oceanographic
situation. | |

A detailed literatﬁre search has shown that the
parameters for the rigid portion of.the modél have been -
extensively measured and that the connection between '
these parameters and physical properties of the Ocean
is well documented. An extensive search of the -
unclassified literature has failed to yeild measurements
of parameters which are required for the stochastic
model, An educatéd guess, based on ﬁersonal experience,
has been made for two important parameters required_in
the stochastic model,

The combiﬁed mathematical model has been used
to design a shipborne Sonar System, ' It is ﬁuite obvious
that no unique design for a Sonar system exists. The
model, however, enables an orderly step by step approach
to be adopted for any given set of constraints. Let

us assume that one makes certain assumptions, follows

/
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the step by step approach outlined later in this Section,

and obtains trial values for transducer size, pulee:

length and operating frequency. It is always assumed

that a maximum operating range will be specified..

" Using the trial values of the parameters one determines,

by the model of Section  whether the system is reverberation
limited at maximum range. Since reverberation is not

"a stationary random ﬁrocess‘any matched filtering in

tﬁe Receiver is not optimuﬁ for the reverberation

limited while still ensuring that a sufficiently hlgh
detection performance is maintained .at the meximum

range, The model next enablee a choice of optimum

frequency in terms of a given reverberation limited at

range r -

mdad
shows that a doubling of the transducer dimensions will

xK yds. the model developed in Section

give an increase of 12 dB in two way.directivity

index. This increase in transducer size will alse.permit
a further increase of 6 dB in transmitted power. The
signal to noise ratio at range r max. therefore

increases by 18 dB each time the transducer size is
doubled, The model of Section 2 indicates that a é dB
increase in transmitter power only ipcreases the

reverberation power by 6 4B if the system was Volume
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reverberation limited and by 3 4B if the system was
Boundary Reverberation limited. o

If the input and output bandwidths can be
increased by 21 dB by shortening the pulse lengthithe
“model of Section  shows an‘improvemeht‘of echo to
reverberation ratio of 27 dB for the Volume reverberation
limited case and 24 dB for the Boundary reverberation
limited case. Of this improvement the stochastic target
model indicates that 3 dB will be lost in target strength
which reduces the gains in echo to reverberation ratio
to 24 dB and 21 4B respectively. The echo to noise
ratio at r max. has now returned to the original value
it had before the transducer dimensions were doubled.

The stochastic medium ﬁodel of Sectién 3
indicates that a ;imit exists to the bandwidths that
can be used. Beyond this limiting point, time and
frequency spreading in the medium nulify any expected
gains in echo to reverberation ratio,

In general practical considerations such as
available electrical power, transducer sizé and receiver
complexify will halt the bandwidth widening proceedure
before medium spreading considerations,

-In cases where only a very sméll peak transmitter

power is available and detection is required for ranges



131

the stochastic model indicates that signals with time
bandwidth product > 1 can be used to increase sigﬁai
_to reyerberation ratios. Such signals can be produced
by modﬁlating the carrier with linear FM(slide) signals
or pseudo random codes.

| The- combined mathematical model has been used
to design Sonar system parameters for a hypothetical
Sonar Systeh.

Oceanographic measﬁrements have been made at
thiree separate locations in the Atlantic Ocean. The
performance of the Sonar system has.been_evaluated and
compared against the desired»performance at these three
locations. The System performs according to the

specifications,
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A step by step Design Proceedure

Step_l

Parameters reguired

(a) Maximum peak power of Transmitter., This
will wither be determined by considerations of cavitation
(see Section ) or maximum availabié electrical power
in the ship.

(b) Maximum size of Sonar dome for mounting
transducers.

Estimate

If the peak power is limited by the maximum
available electrical power on the ship make a guess
at transducer dimensions,

Compute

a) The méximum aéoustic power radiated from
equation 8.

Step 2 |

Parameters reguired

(a) The maximum Doppler over which a search is
to be maintained

(b) The maximum number of parallel Doppler
filters which are economically possible,

Estimate

Transducer beamwidth
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Compute

Minimum pulse length which can be used

_S._’E_@.P_;i'
{Parameters required
(a) Maximum range of operation in é specified
Sea State. .

Estimate

Target strength

(a) The signal to noise ratio required at .
maximum range from equation .

(b) The signal'energy required to obtain the
required echo to interference ratio
Step 4 _

Compute thé value ofq" at meximum range-

Go through the optimization proceedure outlined
above to obtain the minimum value of

Use Fig.22 to check for the optimum value of

Use Fig.22 to obtain carrier freguency.
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APPENDIX T

A Computer Program for Ray Path Tracing

1. ITNTRODUCTION

A coordinate system is set up in which the xy plane
is parallel to the Ocean surface and the z axis is taken
positive downwards. The temperature profile along the
Zz axis can be obtained from a bathythermograph réchd
which gives temperature in °F against depth. In order
to facilitate the entering of the béthythermograph
record into the computer, the temperature - depth
profile is approximated by a series of straight lines
whose end points are termed 'break points', ‘See
figures 25, 26 and 27 .

2 Mathematieél basis

The assumption is made that there is little change
in the temperature structure of the ocean along the
Xy plane as compafed to the temperatures change in the
Xz plane.
The process of ray path plotting is made iterative by
starting at the transducer and computing the ray position

at successive increments of time A t. By using the
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| equations developed in Section 2.5.2 of this Thesis
the increments A x and A z for a ray currently at'angle
9 to the horizontal is

»< Ax = c, cos B.At

| Az = c, sin- At

The velocity ¢, at depth Z is obtained from the

temperature depth profile and cos 9 is obtained from

c
cos@zﬁécoséo
: 0

when c¢_ is the ray velocity at the source and the ray

o]
energes at angle é;o to the horizontal. With some
manipulation it can be shown [95] that

A (sin @) = w( cos @)2 g(z) At

0
where [X(sin.@) is the increment in sin @ for the ‘
interval At and g(z) is the-qelocity gradient along
the z éxism | .
The total distance travelled by the raj can be '
computed from

(As)%= (am®+ an?

3. Program Execution |
The data 1s read into the computer as a series

of punched cards which carry the coordinates of the
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end points of the straight lines which approximate
" the temperature-depth profile, The temperature depth
profile is converted into a velocity profile by using

the Kuwahara formula [96]c

C = 1.M445.5 + 4,664T-(0.0554)T° + 1.307(S=35)
where | -

C = sound velocity in metres/sec

T = temperature in degreces C

The program interpolates in this profile for
successive time incremenfs and computes
a) the velocity gradient g(z) at the depth being
considered
b) the,vélocity C at the depth being considered
It uses the values of g(z) and C to produce
1) an updated range x '
ii) a value at sin @ at the new location
ii) ~ the depth 2z of the new location.
The total distance travelled is accumulated and thé
program stops avtomatically if
1) the maximum hofizontal range of interest (preset)
is exceeded
2) more than a certain (pre set) number of

reflections has taken place@_
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3) The range covered by the temperature depth
profile is exceeded.
The ébove proceedure is then repeated for rays at

pre set angular increments at the transducer,
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THIS PROGRAM ACCEPTS A BATHYTHzRMOGRAPH
RECORDING OF DEPTH VS TEMPERATURE

DIMENSION DEPTH (50),TEMP(50),VEL(50) ,RAYZ(200)
7DEP IS DEPTH AT WHICH COMPDTATION 13 MADE
ZLAST IS DEPTH AT WHICH COMPUTATION STOPS
XLAST IS HORIZONTAL RANGE AT WHICH COMPUTATION STOPS
DELFI IS THE ANGULAR INCREMENT AT WHICH RAYS ARE
PLOTTED ,
FIMAX I8 THE MAXIMUM RAY ANGLE OUT OF THE SOURCE
ZDEL IS THE INCREMENT IN THE Z DIRECTION
IPLOT = 0 GIVES A NUMERICAL OUTPUT
FIZ IS RAY ANGLE AT DEPTH ZDEP
SAL IS SALINITY IN PPT -
READ(105,5) ZSRC,ZLAST,FIZ,DELFI, FIMAX, XLAST,
1ZDEL, INC | MXTRY
WRITE(108,6)
6 FORMAT (InI 20H,0UTPUT OF RAY TRACER //)
5 FORMAT (2F6.0/316.2/F7.0/13/F7.2/14)
WRITE (108,5)ZDEP,ZLAST,FIZ,DELFI,FIMAX, XLAST,
1ZDEL,INC
READ (105 10) X, (DEPTH(I),TEMP(I),I=1,K)
WRITE(1O8, ’10) K (DEPTH(I), ThuP(I) TTe] K)
10 FORMAT (I3/(F6.0 ,F6.1))
SAL = 33 o
DO 150
TEMP(TI) —lTFLP(I) =32.0)%(5/9)
150 VEL(I) =(1h4h5.5+44, 664*(TLBP(I)) =Q.0554 % (TEMP (T) ) *#*2
141.307%(SAL=-35)) *1.09% +0,01815 * DEPTH(I)*3,0
LSTEP =XLAST/120.0 +0.5
8 IF(IPLOT .EQ.0 ) GO TO 55
WRITE (108,20)

20 FORMAT (lﬂé ‘' TIME RANGE DEPTH DISTANCE *)
55 7 =ZDEP
=0,0
DIST =0.0
ICNT1 =0
ICNT2 =0
ICNT3 =0

LCOMP = LSTEP
KUP = 2
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o

XPREV =0.0
ZDEP =ZSRC

ZPREV=ZDEP

PHI = FIZO *3,1416/180.0
COSPHI = COS(PHI)

SINPHI = SIN(PHI)
RAYZ(1l) = -ZDEP

IUPCNT =1
iF¥(z .GE. 0,0 )GO TO k4
Z==7

SINPHI = -SINPHI
ICNT3 = ICNT3 +1
ICNT = 1

1F(Z.GE.ZMAX) GO TO 77 .
Zl = DEPTH(K)

IF (Z.LE.Zl) GO TO 88
7 :DEPTH(K) *2,0 =%
SINPHI = ~SINPHI

- ICNT3 = ICNT3 +1

88

99

ICNT2 = 1
DO 99 I=2.K
INC =1

Z1 = DEPTH(I)
Ir (Z.LE.Z1) GO TO 15
CONTINUE

15 GRADZ = (VEL(INC)-VEL(INC- l))/(DbPTH(INC) DEPTH

1(INC=1))

CRAY = VEL(INC-1)+(Z-DEPTH(INC=1)) * GRADZ
IF (ICNT1l.NE.O0) GO TO 9

CO =CRAY

NEWX =COSPHI * C * * 2 * ZDEL /(1000.0 * CO)
NEWZ =CRAY * SINPHI * ZDEL /1000.0

X =X+NEWX

7 =Z+NEWZ :

DIST =DIST+ SQRT ((NEWX**2) +(NEWZ**2))
SINPHI = SINPHI -((COSPHI* CRAY/CO)**Q) (GRADZ*

1(0 OOl*ZDEL))

ICNT1 =ICNT1+l
IF(IVPDAT.EQ.0) GO TO 35
IF(ICNT.EQ.1)GO TO 93

IF( IUPCNT.NE.IPLOT) GO TO 19
TIME = FLOAT(ICNT1)*0,001*ZDEL
WRITE (108 ,44) TIME ,X,Z,DIST

150
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19
93
57

77

151

FORMAT (lHO F7.3,3F10.2)

TIUPCNT =0

IUPCNT =IUPCNT +1

GO TO 35

TIME =FLOAT(ICNT1) * 0.001 * ZDEL
WRITE(108,57) TIME ,X,%,DIST

FORMAT (11D F7.3, 371021 REFLECTION ')

ICNT =0

TUPCNT =IUPCNT+1

IF(X.LT  ,FLOAT(LCOMP)) GO TO 86

RAYZ(KUP) =((Z=ZPREV) *(X~FLOAT(LCOMP) ) /(X=XPREV) ) =7
JUPCNT = JUPCNT +1

LCOMP = LCOMP +LSTEP

ZPREV =Z

TF(X.GT.XMAX) GO TO 77

IF(ICNT3 ,EQ.MXTRY)

GO TO 330

KUP = KUP-1

D =-=MAXZ

RAYCNT =KUP

CALL PLOT 1(RAYZ,0.0,D,RAYCNT,0.0,51,KUP,10)
WRITE (108,42) Fl1z0

FORMAT (' 30URCE ANGLE = ', F6.2,' DEGREES ',//)
FIZ0 =FIZ0 +DELFI

TF(FIZ0.LE.FIMAX)GO TO 8

STOP

END
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RESULTS FOR LOCATION A

TIME RANGE
0,100 158,
0,200 316,
0,300 473,
0400 632,
0 .500 791,
0,600 950,
0,700 1108,
0,800 1266 .
0.900 142k,
0,982 1554,
1.000 1582,
1.100 1740
1.200 1898,
1.300 2055,
1.400 o221k,
1,500 2373,
1.600 2533,
1,700 2691,
1,800 2848

1.900 3006 .
1.973 3121

2,000 3164,
2,100 3322,
2,200 3480,
2.300 3633,
2,400 - 21796,
2.500 3956,
2.600 4115,
2,700 L4273,
2,800 L4430,
2,900 4588

2,951 4669,
3,000 Laug,
3,100 Look ,
3.200 5062,
3.300 5220,
3 400 5379,
3.500 5539
3.600 5697

3,700 5855,
3,800 6013,
3,900 6171,
3.917 6198,
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DISTANCE

1590

3180

L77.

636,

796 .

959.
11150
1273,

1432, ‘
1563 . (REFLECTION)
1592,

1751,

1910,

2069,

2228,

2388,

25/)‘!'70

2707 .

2866,

3025,

3141, (REFLECTION)
3184,
3343,
3502,
3661,
3320,
3980 e
Liko,
4299,
W58,
L4617,
4698, (REFLECTION)
4776,
%93§a
095,
5254,
5413,
5573 .
5733
5892,
6051,
6210,
6237, (REFLECTION)

Tabular output. Initial angle= 6.0° Initial depth= Lyds.
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APPENDIX IT

Simulation of a Stochastic channel model

1. General

The Stochastic Model of Section 3 can be
simulated in a digital cohputer. The simulation is
based on equation(h0) in Section 3.,

Equation(60) can be computed by straightforﬁard
digital techniques of sampled values of the input signal
are available., Channel parameters Ak(t) and C)k(t) can
be derived from probability density functions
characterizing the channel,

We have shown in Section 3 that the channel output

z(t) for an input s{(t) can be expressed as

2(t) = i ‘Ak(t) Si“§ 4 ,Tfj (cos 9 (t)cos2w £,T
k=1

| + sin 6&(ﬁ) sin2ﬁ1fo7q s(t - T - Tk)d7“ (IT.1)
This can be rearranced in a more useful form by writing

w —
(7)) = Wil A, (t)smz“( sl cos @, (t)cos2 £ T
..w | k o)

+ sin Qk(t)smz-ﬁf 7‘) (1I1.2)
0
This gives the expfession
2(t) j{:th (T,t) st = T- 14T (11.3)
2, Imglementaclon

Since the channel output is centered about the
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iﬁﬁermediate frequency fo with the bandwidth 2WS
thén the highest frequency component 1s located af
| £, = £+ (Wg + W) | (IT.4)
‘Equation(II.2) can be numerically integrated as
a means of simplifying the problem of sampling the
channel at bandpass frequencies in order to obtain in
phase and quadrature components, fo can be chosen so
that h is integer valued. .ﬁnder these circumstances
Hancock 26 has shown that equation(II.2) can be
represented by uniform time samples taken at a rate
| foo= W o+ W) (I1.5)
We can now replace hk(7’9t) and st - 73= T,.)
in equation(II.2) with generalised Fourier series

where the coefficients are uniform time samplés taken

on 7 . Hence we can express the discrete channel output

b

N
. 1 Ko7 s - T, -

k=1 3-1 i = 1.2.....n (I1.6)

N

at ti as: “
J:

where %W is the norm squaréd of the basis functions,
For practical situations, the impulse response will

have a finite duration and it follows that m will also
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be finite. For any finite duration of channel output
N will also be finite.

Equation(II.6) can be expressed in vector form as:
N

' I k- ok
2(t;) = QWZ By - 8 (1I.7)
by letting k=1 _ |
B ‘nk( Ty t) (I1.8)
i - /js i .
and
-I-{ - lea ' .
S5 = {s(ti - Ty.- Tk)} (I1.9)
The transmitted signal is first lowered to an v

optional IF and then A = D converted, The stored

samples of the signhal are then convolved digitally

with each of the N multipaths which represent the channel.
The path delays are mechanized by shifting to a different
set of stored values of the incoming signal. The
computed output of;each of tgése paths is then summed

and weighted by the normalizing factor %W to form

the channel output. The H?T are formed by equation(II.2)
and (U.8) from deterministic or statistical data
representing the channel, Fig.21 shows a block

diagram of the digital computation.

From equations(IIl) and (II7) we see that for

each time instant ti and each path k we need to
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compute the column vector H? where its entries are values

of the m sample instants of 'Tj in

, W o-T
Wk, . ; sin 2‘4 S ﬂ,
BECTgabg) = Migh () ST

cos ek(ti)COSZ"ﬁ fo- Ij)J +.

sin Qk(tl)Sln?.'ﬁfo { J)) (IIQB)

Then each of these entries is multiplied by the sample

of delayed signal in:
k —
- 1,
5; sty 3 T,)

and summed according to the matrix operation in Eqn(II?7).

-

This proceedure is repeated for each path k, the results
being summed and multiplied by the sampling constant
to obtaln one sample instant of the channel output,

The quantities indexed on j can be tabulated

before simulation,. Then each time sin 2'ﬁfo-ﬁ'jF0527rde'j

. W, 7 s :
sin %qﬂds 4! are called for,the computer refers
2'TT‘/\IS Jj '

to the tabulated values corresponding to the relevant

or

index. The parameters Ak(t) and le(t) are generated
separately. It was not found to be practical to
compute and store the sin.@k(ti) and cosf?k(ti)
before simul'atione Use however was made of the
periodic nature of the sine and cosine functions to

compute tables of their values correspbnding to values
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of é;k(ti) lying in the interval (0,24t). During
simulation the closest value in the table to @kfﬁi)
(mod -241) was found.

The components of the signal vector were obtained
by first subtracting indiceé to form (i - J + k).
The sample walue of the signal corresponding to this
index was then extracted from memory.
3. Comments

The Stochastic Modei described here was set

up in a Packard Bell 250 Digital computer using CINCH.
A FORTRAN version of the CINCH program is included
here but since no measuremeﬁts could be found in the
unclassified leterature to provide distribution values
for A (t) and 1 (t) the simulation results are of no

more than passing interest,
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COUNTER FOR SIGNAL TIME INCREMENTS ‘

I =
JJ = COUNTER FOR NO OF TAPS ON DELAY LINE
KK = COUNTER FOR NO OF PATHS IN THE OCEAN

M IS TOTAL NO OF TAPS ON DELAY LINE
N IS MAXIMUM NO OF MULTIPATHS

S IS THE ARRAY CONTAINING STORED SAMPLES OF THE SIGNAL
SIG Is THE OUTPUT SIGNAL

A( ) IS THE ARRAY CONTAINING SAMPLES OF THE
DISTRIBUTION

WHICH CHARACTERIZES THE TAP GAINS

THETA( ) IS THE SAMPLES OF TIME VARYING PHASE
VALUES FOR S,A,AND THETA ARE READ IN ON CARDS

DIMENSION SIG(100), H(1,100),A(10,10) /THETA

1(10.10) .S(130) )
_READ (105,21) SIG(100),H(1,100),4(10,10),THETA

1(10, 10) 5{100) ,FO M, N, THAX

FORMAT (10F10,0)

1T =1

KK =1

JJ =1

DO 20 KK=1,N

20

30

51

WRITE (108

DO 20 JJ_l M

PHT =2.0 *3.14 % W *JJ

PHIZ = SIN (PHI)

FACT1 = PHIZ/PHI

FACT2 = (6,28%F0 *JJ
FED=COS(THETA(KK,II)) COS(FACT2)
TED= SIN(THETA(KA II)) SIN(FACT2)
H(KK,JJ) =4,0% W *A(KL II) *FACT1 *(FED + TED)
CONTINUE

DO 30 KK=1,N

DO 30 JJ=1 M

KOUNT =II- (JJ+KK)

SIG(II) = H(XK,JJ) * S(KOUNT)
CONTINUE

I1I=TI+1 .

IF(II.LE,IMAX)GO TO 77
51)(bIG(II) I=l ,100)
FORMAT (1HO | F10.k4)
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SBEA STATE VS WAVE HEIGHT

K

SEA STATE _ DESCRIPTION WAVE HEIGHT IN
0 . Calm 0 =1
1 Smooth 12
2 Slight waves 2 = 3
3 Moderate sea 3«5 >
L Rough sea 5 « 8
5 Very rough sea 8 - 12
6 High sea 12 - 20
7 Very high sea 20 = 40
8 Precipitous sea 40+
o Confused seé" -mmw
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TABLE 2
BOTTOM REVERBERATIOK COEFFICIENTS

TYPE OF BOTTOM GRAZING ANGLE BOTTOM REVERBERATION
IN DEGREES COEFFICIENT dB
' (TYPICAL VALUES)

5 wlhD
SOFT MUD 0 -18
15 -27
20 ~22
5 ' ~30
10 -21
SAND
15 - ~15
20 - .10
5 =21
ROCK 10 =35
15 -8
20 | -5

TAKEN FROM REFERENCES [7] [5]2@_ [Lm]



. TABLE No.3

DIRECTIVITY OF SIMPLE TRANSDUCERS

s

TRANSDUCER TYPE PATTERN FUNCTION D.,I. = 10 1oglo( )

CONTINIOUS LINE OF

—
Lk 2
LENGTH L {sin X .sin @ (2
> L A
- A A 8in Q
PISTON OF DIAMETER D g
IN AN INFINITE BAFFLE (2J, X sin B (?TD)
> 7D . py
D>AX 2 qin g
LINE OF n ELEMENTS
N ATRY: |
OF EQUAL SPACING d sin LnﬁTd-sin A n -
h 7 s 1
SN (T sin )n -g. 21 (nmp)s_ln(zﬁ d)
’ n pa u 7.4
- TWO ELEMENT ARRAY ‘ o 2P =3
AS ABOVE BUT WITH sin (27d-sinX) | 2
n =2 . 2sin (—q—-",{@- sin @) 1+ ain(274d/3)

TABLE TAKEN FROM REF. (7}

29l



NAME OF ARRANGEMENT
COSINE TAPER
LINEAR TAPER
CIRCULAR TAPER

FLAT TOPPED
BEAM

TABLE No .4

NOISE FIGURES OF ARRAYS

TAPER FUNCTION T(r)

c

SgES

1-2rl/1

1

hi
e

4p
12

+ 2 cos(ziﬁr)

TABLE TAKEN FROM REF. | 76

0,92 4B

1.26 dB

0.34% g8

%.28 dB

N.B. T(r)

extends over

distance r
from

L !
E‘t°'2

£91



TAFPED DELAY LINE

at range
r

- TAP GAINS
VARY WITH
TINE

TIME VaRIANT

GAUSSTIAN
NOISE

3TCCHASTIC.
PROCLSE

FIGURE 1 GENERALISED

TIME  VARIANT
STATISTICAL
MODEL

164
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