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A new technique has been developed for the measurement
of fast neutron total cross-sections in the range 0.8 — 3.0
MeV using the fast neutrons from a reactor. The method was
used to obtain the cross-section of six elements in the 2s-1d
shell., Various analytical technigues have been applied to
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of the parameters of these states. The average properties
are related to nuclear models of the origin and characterisf

~tics of states of high excitation in the target nuclides.
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! CHAPTER I

INTRODUCTION

1.1 Neutron Cross Sections and Nuclear Structure

The experimental study of neutron cross-sections
has occupied an important position in the expansion of the
field of knowledge of nuclear physics and has been crucial
to applications of nuclear physics to solutions of problems
in many fields of human endeavour. In particular, knowledge
of the absorption and scattering of neutrons by nuclei is
essential to the design of nuclear reactors and nuclear wea-_
pons, and the neutron cross-section is a basic parameter’in
- the production of radioisotopes.

The neutron total cross-section of a nucleus is a
measure of the étrength of the interaction between the incident
neutron and the nucleons. A study of this cross-—section with
coarse resolution reveals a smooth curve, as a function of
énergy, characterized by a broad resonance-~-like strﬁcture
with periods of the order of millions of electron volts.
Furthermore this resonance structure varies smoothly with atomic
number throughout the periodic table. Theoretical interpre-
tation of ﬁhese trends has led to the development of the
optical model description of nuclear reactions, Which is dis-

cussed in more detail in section 1.2.



If by contrast, the cross-section is studied with
very high resolution, one observes a multiplicity of extremely
narrow resonances with characteristic shape, distributed through-
out the range of neutron energies. As the neutron energy is
increased, however, the average width of these resonancés be-

- comes comparable to the average spacing between resonances, and
the cross-section exhibits random fluctuations. As the neutron
energy is increased further,ultimately the fluctuations are
smoothed out and the cross-section exhibits only slow variations
with periods of the order of MeV.

This resonance structure in the neutron total cross-
section was theoretically explained by the compound-nucleus model
proposed initially by Bohr(l) and.Eeﬁhe(2), in which the neutron,
upon entering the nucleus, undergées successive interactions
with nucleons, and gives up its energy to collective motions
of all the nucleons. Because the time duration of this
process is long in comparison with the transit time of the
nucleus,from the Heisenberg uncertainty principle, this col-
lective motion results in states of relatively well defined
energy, with unique quantum numbers. These states are observed &%
the narrow resonances in the neutron cross-sectiocn. The
 compound nucleus model is discussed more fully in Section 1.3.
For neutron energies greater than a few hundred kilo-

- Volts, a third type of structure has been observed. This

(T3S < . - . .
'intermediate" structure is characterized by rescnance-like

variations of cross-section with characteristic widths ranging



from a few tens of kilovolts to several hundred kilovolts.
Particularly in the heavier elements, widths of this order lie
well outside the limits predicted from the compound-nucleus
model, but remain considerabli less than the very broad reso-
nance behavior of the optical model.

These resonances have been theoretically interpreted
by Feshbach(3), as evidence of the first interaction of the
incident particle with a nucleon within the nuclear vclume.
This "doorway state" model provides a dynamic bridge between
the interaction of the neutron with the nucléar potential,
described by the optical model, and the multiple interactions
of the compound-nucleus. Although of comparatively recent
origin, this theory has been substantiated, at least qualita-
tively, by the observation of doorway-state type structure
in many reactions. The model will be described in Section 1.4.

The present work constitutes a systematic investigation
of the neutron cross-section from 800 keV to 4 MeV for
all elements with 9 < Z < 20. To facilitate this study, a new
experimental method has been developed, using the continuous-
energy beam from a reactor. Neutron flight times are measured
by scattering from organic phosphors at the extrema of the
flight path. From this investigation the existence of this
intermediate structure will be confirmed and certain characteris-
tics of the distributions of the parameters of the doorway
states delineated. Finally we will attempt to correlate the
observed intermediate structure with predictions derived from

the theory.



1.2 The Optical Model

The optical model attempts to describe the interac-
tion of incident particles with the nucleus by means of an
average potential, representing the sum of potentials contri-
buted by all the nucleons.

The name is derived from the formal analogy with the
interaction between a plane wave of light and a semi-transparent
spherical object. Thus absorption of incident particles corres-
ponds with attenuation of the light wave in passing through
the medium, and scattering corresponds to refraction and dif-
fraction of the incident plane wave. To account for attenuation
of the incident wave, the optical potential contains an imagi-
nary component, thus for a spinless particle in a square well

the radial wave function is of the form

plr) = a &M (1.1)

where 5 5 -
k® = 2M(E-V-iW) /A (1.2)

hence jﬁMWr ik'r
v(r) = A e £ e , k' real (1.3)

and the imaginary potential results in exponential attenuatiocn
of the incident beam.

Development of the model has resulted primarily ih.a
refinement of potential shapes. For the real potential, it is
obvious that the infinite discontinuity of the square well at

the nuclear surface is unrealistic, and present day optical



potentials are primarily of the Wood-Saxon type:

Vir) = (1.4)
o

This potential shape is constant inside the nuclear
  volume, falling to half the constant value at r = Ty with
a diffusiveness characterized by the parameter a,:

The mechanism of absorption of particles from the
incident beam implies an interaction within the nuclear volume
resulting in the elevation of nuclear particles to excited
states. From the Pauli exclusion principle no unoccupied states
may exist in the interior of the nucleus iﬁ the grouna state,’
hence, it is reasonable to assume an imaginary potential concen-
trated at the nuclear surface. Commonly this potential is of
Gaussian form, or alternatively, derivative Woods-Saxon form

Llr-r)

wlr) = iy 4 (1.8)

.(r—ro) 2
[l+e a3 ]

. This potential is maximized near r=r

o’ @and decreases
approximately exponentially with r, with diffuseness again
characterized by agqe
To account for the intrinsic spin of the incident
particle, realistic optical potentials usually include a real
spin-dependent component. This potential is characterized by

the same radial dependence as the spin-independent imaginary



potential, but contains an f*s coupling coefficient.
"An additional refinement was introduced by Perey and

Buck(4)

, who used a two-body non—iocal potential of Woods-
Saxon form. This model has been used to fit a large body of
experimental cross-section and angular distribution data using
a single parameter set.

The solution of the optical potential involves a
matching of the wave function in the interior to the éxternal free
particle wave function by a consideration of resulting phase
shifts at the nuclear surface.

The solution is obtained for each value of the orbital
angular momentum Qd?y equating the wave function wl and its
radial derivative a;— at the boundary. The phase shifts, ¢Z'
which are solutions of the boundary matching equations are

related to the absorption plus scattering, and total cross-

sections by the equations.

214,
nz = 4 (1.9)
0. = ma2(22+1) |1-n, |2 (1.10)
elastic(®) Mg ’
o (0 = m%(20+1) (1-|ny |?) - (1.11)

The total cross-section is then a sum over all &;

z(cel(z) + 0, () - (1.12)

01"{‘_:
© 2

A complete calculation of the cross-section must in-

clude consideration of non-elastic scattering channels open to



the incident particle. A procedure for calculating the con-
tribution to the cross-section of inelastic scattering to
: .
excited states of the target nucleus has been outlined by

h(s). This model assumes a statistical

Hauser and Feshbac
distribution of compound nucleus levels, and calculates
branching to all channels open to the incident neutron.

In the range of neutron energy under consideration in
the present experiment, inelastic processes may occur, however

these contribute less than 15% to the total cross-section

and will not be included in the present calculations.

1.3 Compound Nucleus and Statistical Model

(2)

The compound nucleus model was developed by Bethe
and Bohr(l) in the 1930s. Ample evidence for the existence of
a compound state has occurred since that time. One type of
experimental evidence derives from the numercus measurements
of low-energy neutron total cross-sections, which display
prominent narrow resonances corresponding to the excitation of
compound-nucleus states just above the neutron separation
energy.

In this model the neutron energy is shared by many
nucleons, ressulting in the formatien of a quasibound state of
the compound system. Subsequent particle emission occurs
when sufficient energy is concentrated on a nucleon, or group
of nucleons, to overcome the attractive nuclear potential

and escape from the nucleus. Because of the randomness



of sﬁch a mechanism, an assumption of the classical compound
nucleus model is that the probability of decay to each exit
channel is independent of the mode of formation. Certain
calculations based on the compound nucleus, for example,

the population of excited states of the target nucleus by in-
elastie scattering, employ an additional assumption, that the
density of states in the compound nucleus is sufficiently high
that an average over the energy interval of the incident beam
will include a large number of states. ‘

Using these properties of the compound nucleus, one may
then determine certain general properties of the compound nu-
cleus resonances observed in total cross-sections. In particular,
the distribution of widths of these resonances has been calcu-

lated by Porter and Thomas(6)

using the method outlined in
Section 7.4.

One may also inveétigate the distribution of spacings
between resonances; by examining the density of states in
the compound nucleus. The density of levels is sufficiently
high thgt the calcuiation may be perfcrmed using the concepts
of statistical mechanics. From such consideratioﬁs it may be
shown that the ﬁumber of states, per unit energy of interval,
representing the nucleus as a Fermi gas of ~ N particles, is
given by

w(E) n CcE > 4exp 2(amyl/? (1.13)

Additional refinements include a correction for

finite angular momentum and shell effects. However this



forﬁula has been used extensively to fit experimental data
with empirically assigned values of the parameters C and A.
Thus, the assumptions of the compound nucleus model
provide a mechanism to explain the narrow resonances observed
in neutron total cross-sections. Furthermore, distributions
of resonance parameters may be obtained from this model, and
theories have been developed to relate the observed widths
and spacings to ﬁuclear parameters, permitting an extrapola-
tion of low energy results to the neutron energies encountered

in the present experiment.

1.4 Unified Theory of Nuclear Reactions - Docrway States

The basis for the optical model is the concept of a
virtuél state of the incident particle in the field of the
target nucleus. Thése states are experimentally observed
as the single-particle resonances with widths of the order of
" millions of electron volts. An extension of this interpreta-
tion describes the intermediate width resonances in the cross—
section as evidence of the population of simple modes of
excitation with complexity between single particle and compound
nucleus states. These states aré postuléfed as being the only
excitations which couple directly to the entrance channel,
and the complex excitations corresponding to the compound
nucleus must be generated as a coupling through these states.
Thus these states, acting as "doorway" to the formation

of the compound nucleus, are labelled as doorway states.
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As a simplified model, we consider thelcase of a
single incident nucleon impinging on a closed shell target
nucleus. Thelinitial wave functipn consists of the incident
nucleon moving in the field of the nucleus. This interaction
is described by a model Hamiltonian such as the optical model.
Now if the residual interaction, corresponding to the difference
between the model Hamiltonian and the true Hamiltonian, is
a sum of two-body interactions, then the residual interaction
acting on the incident one-particle wave function will excite
a particle-hole pair. This 2p-lh staté then is a doorway
state, since by assuming a th—body residual interaction, the
only states which couple to the entrance channel are 2p-lh
states.

The multiple application of the residual interaction
to these intermediate states will result in the formation
of (np-{n-1)h) states, which, for sufficiently high n, are
observed as compbund nucleus resonances. However these com-
pound nucleus states are a selected subset of the totality of
such states; the distinction arising from the mode of forma-
tion, which will selectively populate compound nucleus states
which are strongly coupled to the doorway state.

*Thus if a cross-section measurement were performed
with good resOlution, one should observe a "clumping" of
compound nucleus resonances over an energy region corresponding

to the range in energy over which the compound nucleus reso-



11

nances couple strongly to the doorway state. This eneigy’range
corresponds té the width of the doorway state observed in
experiments with poorer resolution.

The doorway state, sincé it results from a single
interaction, is not an eigenstate of the nuclear Hamiltonian.
Consequently the state has a finite half-life, and therefore
an observable width Pd. This width is comprised of two
components P+, for escape into the entrance channel, and Pd+’

for decay into the multi-particle excitations:

+ 1Y - (1.14)

Detailed Theory

Certain detailed properties of the doorway state
may be obtained from a theoretical analysis of the mechanism
described above. This analysis, which will be given only for
the case of an isolated & = 0 resonance, is due to Feshbach,

(3)

Kerman and Lemmer Following the physical interpretation
above, the nuclear wave function is decomposed into three
mutually orthogonal components, comﬁrising the entrance channel
wave function, wo' the doorway states, wd and the complex
states leading from the doorway state @S.

These states may be interpreted as the result of

projection on the total wave function by the projection opera-

tors, P, d, g respectively.
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Thus

b = P¥, Yy = dy, o = qy (1.15)
and J

-

Y = wo + wd + @S. (1.16)

Then we examine an isolated eigenvalue at energYEd of the

doorway state Hamiitonian, defined as Hyg = dHd and

(E =0 (1.17)

a = Haal¥q

Using this representation in the unified theory(7'8)

of nuclear reactions formalism the intermediate model absorption

cross-section may be shown to be of Lorentzian form,

_ 2
oa(E) = TA TO(E) (1.18)
where PO
'a Tq
To(E) = 2 2
(E-E_) "+ ZTd
and
_ 4 ¥
I3= Fd + Fd (1.19)
and
_ 4 ¥
4 4 ¥ ¥ . - .
Fd ’ Ad ’ Fd ’ Ad are the width and energy shift associated

with coupling to the entrance channzs} and to @s respectively.
Furthermore the respective widths are written as the

square of matrix elements between wd’ and wo' @s.
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v 27 2

Tq = 1 é '<q’quqd”’d>l (1.21)
4 2

Iqg = 2Tr|<1pledp|wo>l (1.22)

'Fd+’ therefore is a summation over the g eigenstates of the
compound system which are directly coupled to the doorway state
and are contained within an averaging interval AE. The interval

AE is chosen such that Pc n <<AE<<T

a’ thus gives a local

average of the compound nucleus resonances.

Therefore the doorway state resonance contains, in the
numerator, the matrix element coupling the doorway state to
the incident single particie state, and the matrix element
coupling to the compound nucleus resonances in the region near
the doorway state resonance energy to the doorway state.

Several other avenues have been explored theoretically.
It may be shown, for example, that the doorway-state strength
function is equivalent to a local average of the compound
nucleus strength function, and is in turn.relatedvby averaging
to the optical model transmission coefficient:

<I'd> ' <<I>> |

(E) = 21 —— & 27

<Dd> N <<D>> (1.23)

Topt
Furthermore, if one considers the conservation proper-
ties of the nuclear Hamiltonian, it may be shown that the
doorway state will have unique spin and parity and that it will

decay to compound nucleus states of the same spin and parity.
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This property may be applied experimentally to the analysis

of fine-structure resonances to provide confirmation of the
i

doorway state.
Using this theory of intermediate structure certain
properties of the intermediate resonance have been predicted

by several authors:

(a) Damping Width TI' . ¥. The damping width is dependent on

d
firstly the number of 2p-lh states available, and secondly,

the number of 3p-2h states into which they may decay. Franco

(9)

and Lemmer have calculated the number of these states around

N = 126, and, using a residual two-body interaction for qu
have determined the distribution of damping widths. This is
found to resemble a Porter Thomas distribution with mean width
of Fd* g 100 keV, but is considered a very rough estimate of
the true widths.

(b) Escape Width Fd+. Because this width is lessAdependent on
the detailed properties of available states, depending only on
the numbef of 2p-1lh states, the calculation is less complex
than the calcﬁlation of damping widths. Lemmer and Shakin(lo)
have performed this calculation based on shell model plus
residual interaction, for inelastic scattering of neutrons from
leand have obtained widths ranging from 0.6 to 800 keV for .

12 resonances in the range of excitation energy < 10 MeV.
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The average width is of the order of several hundred kilovolts.

(c) Spacings of Doorway States <D>. The average spacing

is expected to Vary from nucleus to nucleus, dependent on the
detailed properties of nuclear structure. An estimate of the
number of 2p-lh states, per unit energy interval, equivalent
to the average spacing, has been obtained by LeCouteur(ll)
using a Fermi gas model, and'has found an inverse dependence on
excitation energy, and a decrease with mass number as A—z. Shell
model estimates yield an average spacing of 200 keV to 400 keV.
However these are interpreted as very rough estimates. KXerman

1(12) have inferred a dependence on mass number as A_l for

et a
the average spacing. Furthermore, it is expected that doorway
resonances will have maximum amplitude near a single particle

resonance, and maximum spacing near closed shells.



CHAPTER II

PREVIOUS WORK

The measurement and interpretation of neutron total
cross-sections has been of continuing interest since the early
1950's. The earliest systematic work was performed by

1(13’14’;5'16’17) and coworkers at Wisconsin in 1949~

Barschal
1952. This work encompassed a detailed and systematic investi-
~gation of about thirty elements through the periodic table in
the energy region 0-3 MeV. The resolution of the experiments
was about 7 keV, but the neutron enérgies were selected at
intervals of about 25 keV in the region less than 1 MeV, and
about 100 keV for energies greater than 1 MeV. Therefore,
these experiments yielded little information on detailed
resonance structure in the MeV range. However the systematic
trends observed in the broad structure of the cross-section

had a significant impact on nuclear theory leading directly

to the evolution of the optical model of nuclear reactions.

Similar experiments conducted by Frier et al(lg) at
the same time resulted in a detailed measurement of the
multiple a~particle nuclei, Clz, 016, Mg24, Si28, 832 in the

energy region 0.6-1.8 MeV. These investigations clearly showed
evidence of broad resonance structure, but the interpretation

of such structure in terms of a multiple o-particle model was

16
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not fruitful.

Numerous other researchers have contributed experimen-

tal data in th% region below 3 MeV, among whom are Hibdon(lg)

has studied the cross-sections of Flg, Al27 and Ca40 below

(20)’ P31

, who

500 keV with very high resolution; Cabe, Laurat and Yvon
- with high resolution in the range 8001200 keV, Wills, Bair,

Cohn and Willard(Zl), Fl9 from 0.5 = 5 MeV; Stelson and Pres-

31
a23 (23), P and 532 from

ton(zz), N below 1 MeV and Ricamo
1.9 » 3.6 MeV. Virtually all of the above experimenters use
as a neutron source the Li7(p,n)Be7 reaction. Previous measure-
ments using reéctor neutrons have been limited to one group,

Nerenson and Darden(24’25)

who used the continuous energy reactor
beam in conjunction with an energy-sensitive detector. How;

ever this technique resulted in a resolution of only ~ 10%,

and was clearly inferior to other experiments.

The Li7(p,n)Be7 reaction has been virtually the only
neutron source for measurements of total cross-sections until
recently. However this mechanism presents two limitations
to an extensive systematié high resolution study. The first
is that the use of monochromatic neutrons necessitates the
"dialing" of an accelerator through a number of energy steps
which is inversely proportional to the system resolution. The
second constraint is that this mechanism can not be used above
2 MeV due to the increased branching of the decay to an excited

(26,27)

state in Be7, Foster and Glasgow and independently
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(

Galloway and Schrader 28),have circumvented these restrictions
in the investigation of cross-sections at higher energies
-by using a continuous neutron source, the Li7(d,n)a+a, and a
pulsed beam time-of-flight facility. The measurements of the
first group have extended the available data to 15 MeV syste-
matically throughout the periodic table. However, this neutron
source yields a spectrum peaked at n 10 MeV, and the tailing off
. 0f the spectrum, restricts the low energy limit of their facility
to around 2.0 MeV.

The impact of these measurements on present under-
standing of the interaction of nuclecons with nuclei has been

alluded to. The initial results of Barschall et al(13_l7)

led
to the development of the optical model, which attempts to
describe the interaction of particles by means of an average
potential containing a real term, leading £o scattering, and
an imaginary component which results in absorption. Feshbach,

Porter and Weisskopf(zg)

showed that such a model would predict
the maxima and mirnima observed experimentally in cross-section
measurements., Initial work was based on square well potential,

and subsequent development led to improved potential shapes,

(30)
(31)

by rounding the edges , concentrating the imaginary poten-

(32)

tial near the surface , and adding spin-orbit coupling .
Perhaps the most significant improvement in the accuracy of
this model was obtained by replacing the simple average poten-

tial by a two-body non-local potential containing the usual
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spin-dependent real and imaginary terms. This model, developed

by Perey and Buck(4) (27)

, has been shown adequate in predicting
the average behaviour of the total cross-section from 2 to 15
MeV over the periodic table using a single parameter set. |

More recent experimental work in various mass and
energy regions has had similar implications in terms of nuclear
theory. It was observed that many cross-sections in the region
of several MeV showed resonance-like fluctuations with widths
of 50 - 100 keV, intermediate in width to the very broad struc-
ture of the opticél model and the narrow resonances characteris-
tic of the compound nucleus system. Examples of this structure
are found in the cross-section 6f F19 measured by Monahan and

(33)

"Elwyn and the low resolution scattering data from F, Na, Mg,

(34) " an energy-averaging of the

photo capture cross-section of A127, measured by Singh et al(35)

Al and P by the same authors

shows similar broad structure. Seth(36) has carried out

measurements frqm 0-600 keV of seventeen medium weight nuclides,

and showed fluctuations with mean width of about 75 keV. Many

other examples of such intermediate structure exist; indeed this

structure is evident in some of the early work previously cited.
The existence of this structure led Feshbach and

(3,12,37) to postulate a "doorway" state model.

collaborators
In this model, the first stage of the nucleon-nucleus interaction
is by means of the optical potential.  In the second stage, the

incident particle interacts with a sihgle nucleon, raising it out
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of the bound state to an excited level, resulting in the
formation of a 2p-1lh state which gives rise to the observed
intermediate structure, and which leads to re-emission, or by ad-
ditional two-particle interactions to the compound nucleus.

This 2p-lh state, which acts as the "doorway" to compound nucleus
formation, is labelled a doorway state. Initial investigations,
which were attempts to quantify the observed data, centred about

verifying the existence of such structure. Agodi and Pappalardi(38)

in a study of the (n,n) and (n,p) cross-sections of P3l and 832
showed that such fluctuations lay within the limits. predicted

(39) demonstrated that

by Ericson. However Monahan and Elwyn
the statistical probability of fluctuations of this order over
an energy spread much greater than the compound nucleus width
was highly improbable. This analysis was performed by defining
a level-order statistic which yielded the probability of n suc-
cessive correlated values of the cross-section, where‘each value
was determined over an interval much greater than the average
compound nﬁcleus width. In this manner fluctuations in the
observed cross-section of Mo and Sn near 200 keV with width
N 20 keV were shown to be statistically improbable.

One property of the doorway state mechanism is that
it is a coupling mechanism between the entrance channel ard the
compound nucleus. Experimentally, then, if a doorway state

resonance could be examined with sufficiently high resolution,

it should decompose into a large number of narrow compound
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nucleus resonances having the same spin and parity as the
doorway state. Furthermore the fine structure resonances should
have a distriBution of widths and spacings quite different from
the usual Porter-Thomas and Wigner distributions. Monahan

and Elwyn(40)

have performed such an analysis of fine structure
Observed in the cross-section of Fe between .35 and .65'MeV,‘

a region dominated by two broad doorway states,rand have sub=-
stantiated these predictions.

Finally, additional theoretical calculations have been
performed to evaluate neutron strength functions and neutron
widths using this unified approach to the neutron-nucleus
interaction. These calculations have been performed by Block

and Feshbach(37), and Shakin and collaborators(4l’42).



CHAPTER III

fECHNIQUES AND INSTRUMENTATION

3.1  General Considerations

The technique used in the present work is a modi=-

fication of a technique developed by Foster and Glasgow(26)

and independently by Galloway and Schraeder(ze). In concept,
the method is one of measuring the transmission of neutrons
through a sample usiﬁg a white spectrum of neutrons and
defining the energy by a measurement of time of flight.

These experiments used the neutron spectrum obtained from
the Li7(d,n)a+a reaction and realized the zero time fequired
for the flight time measurement by pulsing the accelerator
beam of deuterons.

In the present experiment, the fast neutron spec-
trum from a pool-type nuclear reactor was used as the neutron
source. The zero time is defined by scattering off a fast or-
~ganic scintillator, and the flight time is measured as the
time difference between detection of the neutron in the scat-
tering detector fthe start counter) and detection in a second
organic scintillator located at the end of the flight path (the

stop counter). By utilizing the reactor as a neutron source,

and by single scattering neutrons before passage through the

22
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sample, it has been possible to investigate cross-sections in

a region inaccessible to the previously mentioned experiments.

3.2 The Experiment Configuration

- Figure 1 is a schematic representation of the experi-

ment configuration. A collimated beam of‘é; cmp. diameter

emerged from a horizontal beam port of the 2 MW McMaster
reactor, and scattered off the start counter labelled Cl.

The scattered beam passed through a slot in the shielding well,
and was incident on the sample. Transmitted neutrons were de-
tected by a second counter located at C2, after traversing

a f£light path of "4 meters. The sample was mounted

on a mechanism attached to a relay-controlled air piston, and
was switched in and out of the beam at an interval of about six

seconds.

3.3 The Neutron Source

The McMaster reactor is a pool type reactor, using

235, and producing 2. MW (thermal).

fuel elements enriched to 90% U
The fuél elements, consisting of thin plates of U-Al alloy

clad in aluminum, are arranged in a rectangular lattice. At the
nominal power of 2 MW , the thermal neutron flux in the region

13 n/cmz—sec. In addition, there

of the core is about 10
is a fast-neutron flux of ~ lOlz/cmzsec comprising "fission

spectrum neutrons . Fig.({(2a) is a plot of this component at
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various locations in and around the core. The data were abstrac-

(43)

ted from Arad et al and were determined using threshold

detectors for a pool-type reactor similar in design to the
McMaster Reactor.

Surrounding the reactor, and penetrating the shielding
wall, are eight bean tﬁbes, which are sfepped from a maximum
diameter of 12" at the outside of the shielding wall, to a six
inch diameter at the core.

'One of these beam tubes was designed and used in the
present experiment. Collimators inserted in the beam tube reduced
the diameter of the beam to 0.5 cm at the reactor wall, and

6 fast neutrons/sec. The

resulted in an intensity of N;lO
collimation is described in detail in Section IIXc. To a fair
approximation, the energy dependence of the fast neutron flux
component of a thermal reactor can be characterized by a func-

- 3 ¢
tion of the form ¢ (E) = k& EsinhVZE.In the time domain, 4E/dt=cE /2

so this function becomes ¢(t)=k'£~E sinh Y28 E3/2. Fig. 2(b)
is a comparison of the neutron time spectrum obtained at the
present experiment with the functional form above. No correction
has been made for detector efficiency, which is reduced at low
energies by the superposition of a finite pulse height threshcld
on the continuous pulse height response of the scintillator.

This distribution; which peaked at 2.5 MeV, was not

ideal® for the investigation of cross-sections in the energy

range from 800 keV to 3.0 MeV. However, by scattering the
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neutrom beam from the hydrogenous material of the start
counter, the primary interaction, proton recoil, resulted in a
scattered beam with reduced mean energy. The scattering (n,p)

cross section in the lab system can be written as:
c(f) « cosb (3.1)

and the corresponding energy of the scattered neutron becomes

E(é) = Eocosze, (3.2)

Thus by selection of scattering angle, it was possible
to obtain a neutron flux distribution peaking at any enérgy
between 0 and 2.5 MeV, within the constraints imposed by the
vanishing cross-section at 8 = 90° and proximity to the
incident beam at 6 = 0°., A scattering angle of 45° was selec-
ted for this experiment, resulting in a flux distribution
peaking at 1.25 MeV, and permitting investigation of cross-~

sections from 800 keV to 3 MeV.

3.4 Collimation and Shielding

3.4.1 General considerations

In comparison with shielding techniques for thermal
neutrons cr gamma rays, the techniques used in fast neutron
shielding afe considerably more arduous. For unlike thermal
neutrons, which have an extremely high probability of capture
in certain materials, or gamma rays, which are stopped readily

with material of high 7, fast neutrons interact with about the
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same probability in all materials. The situation is further
complicated by the nature of the interaction, which in the range
of a few MeV, is predominantly elastic or inelastic scattering.

- Thus even after an interaction, the neufron remains free, and

in fact, if the interaction is elastic scattering, the neutron
energy is only reduced by an amount equal to the reccil energy

) of the interacting nucleus.

The average energy loss in an eiastic nuclear collision

may be characterized by the parameter

alna

£ = n Eo/E =1 - (3.3)

l1-a
where

o = (ALy2 (3.4)

From this equation, one may calculate the average
number of collisions necessary to "thermalize" a fast neutron
of energy Eo' where "thermalize" implies a final energy

E' = ,025 eV. Since the neutron energy after one collision is

E, = E.e ° | (3.5)

and after n collisions is

En = (Eo)(e_g)(e—g)(e—g)... n terms (3.86)
_ -ng _ (3.7)
= Eoe
then 1 E
n =% in —E-ri , (3.8)
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Fig. (3) illustrates the average number of collisions
necessary to thermalize a 1 MeV neutron as a function of mass
number. From this'figure it is evident that the most rapid‘
energy loss results from interaction with low A material. Thus
an expedient choice of shielding is one containing copious
amounts of hydrogen, such as ordinary water or paraffin wax.
Since the thermal capture cross-section of hydrogen is large,
no other material need be used, but to avoid production of the
2.2 MeV gamma ray following thermal capture in hydrogen, dopants
such as boron or lithium are often dispersed in the shielding
medium. For water cr paraffin, the attenuation length associated
with the exponential reduction of transmitted flux is ~ 5 cm

3,107 re-

for 1 MeV neutrons, thus a reduction in flux of 10~
quires a shielding thickness of 35-70 cm. In some applications,
such as direct beam collimation in the present experiment, it
was necessary to shield against both neutrons and gamma rays.

In this instance lead shot dispersed in a matrix of paraffin
wax, or, where structural rigidity was required, barytes

concrete, containing an aggregate of Ba ore, and large amounts

of hydrogen present as water of hydration was utilized.

3.4.2 Specific configuration

The shielding in the present experiment serves three
principal functions:

(1) Collimation of direct reactor beam.
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(2) Biological shielding of scattered beam, from first detec-
tor and unscattered primary beam.
(3) Shielding of second detector from room background and

multiply-scattered neutron background.

These will be described separately, as there exists a physical

separation of these three shielding components.

(1) Collimation of primary beam

Fig. (4) is a scale drawing of the beam collimation.
The ;iners illustrated were located in an existing beam port.
At the reactor end a cylinder of Pb, six inches in thickness, was
placed on the beam tube externally to reduce the gamma radiation
from the core and reduce the thickness of water to © 1/2" between
the core and the end of the beam tube, in order to decrease
the thermalization of the neutron flux. The liner consisted of
aluminum ,filled with barytes concrete,and contained removable col-
limators to allow for varying beam sizes for different
experiments. .

The forward removable collimator reduced the beam
to one-inch diameter by collimation with a paraffin, borax and
lead shot structure. Beyond this collimator, there was inserted
an aluminum cylinder, the forward end of which was closed by
aluminum, and the opposite end welded to a 1/2" aluminum plate
which was bolted to the wall of the reactor. This

‘désign permitted insertion and removal of inner collimators
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withbut digsassembly of the beam port. Inner collimators in this
tube were filled with the same mixture, and had an inner diameter
of 1/4". The collimators were in three sections 12" long,
with provision for attachment of a bayonet for iﬁsertion and
withdrawal. Between the second and third collimators é plastic-
encased LiF pad was positioned to cover the beam, absorbing any
thermal neutron component in the beam.

The beam tube was provided with remotely-operated
water valves for flooding to facilitate on power changes in

the experimental configuration.

(2) Biological shielding

Because the beam of ~ 107 fast nreutrons/sec reprgsents
a ébnsidefable health hazard, it was necessary to provide ex-
tensive biological shielding against scattered components of
the beam. Two sources of scattered neutrons existed; the first
detector, and the beam stop. A secondvconsequence of this
shielding was the reduction of background in the second counter
from air-scattering.

Fig. (5) is a schematic plan view of the biclogical
shiélding. All components were 160 cm high, constructed of
structural channel iron, with cladding of 1/8" Steel plate.

The outer shielding components were water-filled tanks, one of
which was provided with a slot for extraction of the scattered
beam. The scattered beam was accurately defined by a tapered

lucite box, which fitted within the walls of the slot, the
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remainder of which was filled with paraffin blocks.

The unscattered beam was stopped in a lead block of
dimensions 30-°cmx40 cmx40 cm located in a wate;—filled
tank., To reduce the back-scattered radiation within the area
defined by the tanks, a tapered collimator of 40 cm thickness
was located ahead of the beam stop. Finally, as it was
anticipated that a considerable health hazard could exist to
personnel working in this area from neutrons scattered upwards
from the beam stop, an additional water tank of thickness 40
cm rested on the tanks in the region shown dotted on the
diagram.

The radiation levels due to neutron and gamma radiation
in the region of the beam stop outside the shielding was
<0.5 mrem/hr. While the radiation level above the tanks was
significantly higher, providing a health hazard for prolonged
exposure, this was deemed tolerable as,from the design of the
reactor, it was impossible for personnel t& receive a direct
exposure in this direction at a distance of <5 meters unless

engaged in work on this experiment.

(3)  Stop-counter shielding

It was crucial to the success of this experiment to
reduce background events in the second counter, because the
true event rate at the second counter amounted to fewer than

100 events/sec, a natural outcome of the very low solid angle

subtended by the detector at this distance.
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Because of the designrof the experimenﬁ, the optioﬁ
of increasing the primary flux to reduce true-to-chance ratio
_was untenéb}e: as the probability of random "coincidences"
increased exponentially with an increase in rate in the first
counter. Thus a compromise existed between increased flux to
increase the true event rate in the second counter, and an
upper limit in the start counter determined by the rate at which
the mean time between events became comparable with the neutron
flight times. /

Thus, having arrived at a maximum primary beam flux
based on the above considerations, further improvements in back-
~ground ratio were effected only by improvements in shielding
of the second counter.

The shielding configuration which evolved consisted
of a rectangular box of lead, 2.5 cm thick, 90 cm long,in the
middle of which was located the scintillator, with the photo-
multipiier extending backwards,and enclosed by the shielding.
In the scintillator area, a graded shield of tin and Eopper
was affixed to the interior walls of the box, and additional
lead shielding was placed on the exterior of the box.

Surrounding the box Wereparaffin sheéts to a total of
'15 cm thickness in all directions,for the purpose of neutron
shielding.

Thus the shielding acted as a crude collimator, re-

stricting direct viewing of background radiation to a small
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cone at the forward end of the collimator.

The entire configuration was mounted on a movable
table to permit experiment changes without dismantling.

This arrangement resulted in a reduction of background

events by one-to-two orders of magnitude, compared with an

unshielded configuration.

3.5 The Detector

" 3.5.1 Choice of detector

The experimental conditions encountered in neutron
time-~of~flight spectroscopy impose stringent restrictions

on the neutron detector requirements. These are:

(1) Ultra fast decay time. To achieve reasonable energy
resolution with realistic flight paths, the time resclution
of the detection system must be of the order of a few nano-
seconds. This implies a detector response with fise time of

this order.

(2) High efficiency. Because of the low solid angle subtended
by the second counter the system efficiency is low, and effort
must be made to maximize the neutron detection efficiency by
selection of high efficiency detectofs, short flight paths
(within energy resolution restrictions) and large detector
solid angles.

Thus the intrinsic efficiency of the detection

material for neutrons must be high and the detector must be
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capable of fabrication in large physical dimensions. These
considerations are best met by a large class of light—emitting
materials brqédly Xnown as organic scintillators. 'Historically
the first examples of these were the organic crystals anthra-
cene and stilbene, but these have since been supplemented by

a large variety of organic-based scintillatoré in both liquid
and solid solution.

The majority of time-of-flight experiments have -
utilized a scintillating liquid NE213 which has the specifi-
cally useful property that the decay times of the phosphor
for neutron and gamma ray interactions are significantly
different, thus it is possible to discriminate against gamma
ray events on the basis of pulse shape. However it has been
shown that for neutron energies < 2 MeV existing pulse shape
discrimination circuits are impractical. Therefore it was
decided from the outset to not employ pulse shape discrimination,
and the selection of phosphor was based solely on low decay
time and convenience in application. The material chosen was
NE11ll, a plastic scintillator manufactured by Nuclear Enter-
prises Ltd., characterized by a phosphor decay time of,® 1.5

nsec.

The primary interaction of neutrons in the scintillator
is proton reccil, which is highly favoured by the 67% atomic

abundance of hydrogen in the organic material. An energy from
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0 to the neutron energy is transferred in therinteraction,

the magnitude depending only on scattering angle. The proton
energy is then dissipated in ionization, creating metastable
states in the phosphor which ultimately decay by light emission
with a mean decay time of the order of 1 nsec.

The scintillator is optically coupled to a fast
photomultiplier. Light from the phosphor released n 100>photo—
electrons/Mev electron energy from the cathode. These are
amplified by the dynode chain and result in a charge pulse

10

of the order of 10 coul/MeV at the phototube anode.

©3.5.3 Characteristics of the Neutron Response

In discussing the detailed response characteristics
of the scintillator, consideration must be given to 1) efficiency,

2) pulse height response, and 3) time response.

l) Efficiency
For a detector of dimensions large compared with the
mean free path cf recoil protons, the efficiency of the detector

is primarily determined by the probability of a neutron-proton
(44)

scattering event. This may be expressed as :
_ _r.—aL
Nl(Eo,L) = No(anH)L(l (e ))/ak (3.9)
where N, = no. of proton events/cm2
Eo = neutron energy , NO = neutron flux

L = thickness of detector
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n.,o

'H

H = no. of hydrogen atoms/cm3,hydrogen cross section

at Eo

a =JnHoH+ncoc. | (3.10)

A graph of this efficiency for a detector of 1" thick-
ness is shown in Fig. (6). The curve is not regular because of
the fluctuations in the carbon cross-section, but indicates an
efficiency of n 0.5 for the second counter at all energies of
interest. The calculation assumes no multiple—scattering; and
no loss of efficiency by edge effects, and ignores the impor-
tant consequence of a finite detection threshold on the detector
efficiency. This last effect would serve to reduce the ef-
ficiency significantly at low neutron energies by an amount

dependent on the threshold.

2) Pulse height response

Because the elastic scattering cross-section of hydrcgén
is isotropic in the center of mass for the energy region under
consideration, a monoergic neutron source interacting in a
hydrogen scintillator results in a distribution of proton

energies of the form

: N
= -2
N(E,)dE = Eo dE E <Ej
(3.11)
= 0 E > E
o

However because the scintillation efficiency is not

linear with energy as a result of the high ionization density
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of the recoil proton, this equation does not adequately
describe the pulse héight response of the scintillator. The
pulse height response will be discussed in detail in subsection

50

3) Time response
Four distinct processes contribute to the time reso-
lution of the detector system. These are:
(1) +Variation in transit time of the neutrons before
interaction in the scintillator.
(2) Statistical fluctuations in the pulse height response
of the signal at the output of the photomultiplier.
(3) Time spread resulting fromthe continuous pulse height
response of the (n,p) interaction in the scintillator.
(4) Variations in transit time across the face of the photd-

multiplier tube.

The first may be regarded as an uncertainty in the
~flight path. Since the initial beam has a diameter < 1 cm,
this uncertainty is generated primarily by the "stop" counter,

and is expressed as

Ae) X
Jol L2 8 £ 3.12
t X D ‘ )
where x = scintillator thickness

D = flight path.

This equation assumes the mean path of neutrons in the scintil-

.lator XA >> x. By restricting the thickness of the stop counter
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such that x/ D is less than the errors arising from sources
(2) and (3) above, this uncertainty may be minimized.

The second phenomenon, statistical fluctuations in
pulse height response, originates in the guantum néture of the
interaction. Let us consider a single recoil proton of energy

E_and further assume a constant energy E

o required to excite

I
a metastable state in the phosphor. Then in the ideal case:

E = nE

o I° (3.13)

Because of the statisticai nature of the process,
the true energy transferred to metastable states has the form
of a gaussian probability function with mean Eo and o= Fvn EI.

The factor F is the Fano(45) factor, 1<F<w, which is
an expression of the probability of an ionization event resul-
ting in the formation of a metastable state, with detectable
light output. The design of a scintillating phosphor is
intimately related to the existence of trapping centres within
the phosphor medium, from which light emission may occur with
low probability of reabsorption. Because the density of these
trapping centres is low, relatively few ionizations will resdlt
in the formation of a metastable state in a trapping site.

Thus the Fano factor in a scintillator, F s> 1.
Thié process is not the only statistical process

existing in the transformation from neutron energy to electric

charge pulse, however. 1In fact, in the above process, the number
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of metastable states produced, n N 104/MeV, so the spread in
pulse height on this basis is only of the order of 1%. The
dominant procéss is the transformation from light in the

scintillator to photoelectron emitted at the cathode of the

photomultiplier tube, which is governed by the Einstein

equation. Thus:

= = n! 3.14
E, = nEp = n'(E+E,) ( )
where Ep = kinetic energy of photo electron
E = threshold for emission of photo electron.

= -}

(46)

MacDonald and Gedke N

have indicated a figure of n'/Eo N~ 110
electrons/MeV equivalent electron energy for the XP1040 photo-
tube. Hence a 1 MeV proton, whose equivalent electron energy
is ~ 200 keV will release on the dverage ~ 22 photoelectrons.
The pulse height resolution is therefore % = va/n = 0.21.

Thus, a monoenergetic proton interacting in the scintillator re-
suits in a response function gaussion in shape whose standard
deviation, o, is of the order of 20% of the pulse height.

The situation is further complicated by the kinematics
of the knock on process previously outlined, in which a single
’neutron energy results in a proton ranging in energy from 0
to the neutron energy.

Both these variables in the response function are

evident as "walk" in the time response of the detector - that is

to say a variation in the apparent detection time of the neutron
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which is a function of the resulting pulse heigﬁt. This comes
about as follows.

The risetime of the output signal is the time required
to collect the charge pulse resulti from amplification of
the photoelectrons emitted at th}i:ijtocathode. Neglécting

other effects inherent in the phototube, this time is Jjust the

integral of the phosphor decay time. This may be described

‘as
Nl(t) - kpz-U(t-to) (3.15)

ty = time of arrival of neutron

U = phosphor decay const.

Nl(t) = number of photons at time t
thus

c(t) = k(1-g H{E-E) (3.16)
C(t) = charge collected at cathode.

The pulse height dependence, therefore, cf the rise
time function is incorporated in the constant k. Normally, to
utilize these pulses for time analysis it is desirable to
convert them to a logic signal of fixed amplitude and rise
time. + Until recently the conversion was accomplished by
sensing the time at which the pulse reached a certain level,
and at this time, generating a logic pulse. It is this
process which results in the transformation from non-unigue
pulse height response, to finite time resolution. This is

illustrated in Fig. (7). The problem may be circumvented by
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using a pulse sensing circuit which triggers at a constant
fraction of the pulse height, but in the present experiment
it was decided to correct for this in a different manner

by shifting time spectra of constant pulse height to compen-
sate for the walk, at the time of data analysis. This will
be described in detail in a later section.

In theory at least, with the availability of pulse
height information, it should be possible to reduce this walk
effect greatly, although the large dynamic range of the proton
response makes the problem a difficult one.

One source of time spread remains; that is the varia-
tions in transit time with position on the photocathode face.

MacDonald and Gedke(46)

have determined this variation using
a light pulser and scanning across the face of the tube.
Their results are shown in Fig. (8) and indicate that the time
resolution from this effect would be of the order of
Opr é 0.4 nsec.

Fig.(9) is abstracted from the results of MacDonald

(4¢6) and illustrates the overall system resolution

and Gedke
obtained with an XPl1040 tube, for a constant triggering level
of £ =0.1, 0.2 and 0.4 at 1 MeV proton energy. The proton

energy is plotted on the ordinate.

These time resolution curves have been obtained by

recording time response as a function of pulse height in a
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two dimensional array, hence no walk effects are present in
this determination. A similar approach was utilized in the
present experiment, as will be described.

From these data, it was concluded that in the
region of pulse heights encountered in the present experiment,
time resolution had low dependence oﬁ triggering level, but
the trend, evidenced by the variation in slopes, would yield a
better result from low triggering levels. For this reason,
and to maximize system efficiency, discriminator levels were

set as low as possible commensurate with noise levels.

3.5.4 Application to experiment

From the configuration of the experiment, in which
the scattering angle in the first detector is defined by the
location of the secound counter, it is evident that for the first
counter the response function to a neutron of energy Eo is
no longer a continuum from 0 to Eo, but is peaked at some
pulse heightAcorresponding to the monoenergetic proton recoil
energy. Thus, since a unique correspondencé exists between
neutron energy (hence flight time) and pulse height, the walk
function is restricted to the range of pulse heights defined
by the counter resolution. Furthermore, the scintillator is
of small dimensiohs, thus transit time variation is relatively
low. And finally the photomultiplier used is extremely fast
(RCA8575). These properties indicated that the second counter

is responsible for the majority of the system resolution.
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Efforts were therefore concentrated on maximizing
the time resolution of the second counter.
i .

To eliminate walk effects, the time spectra were /

recorded in coincidence with pulse height in the second counter. g
These time spectra were then shifted an amount equal to the
variation in position of the prompt gamma ray peak appearing
in each spectrum.

The time response was détermined accurately to compare
with the existing data, by conducting an experiment in which
an Na22 source was placed in contact with the first detector.
Analysis of this run yielded information about the timing walk
as a function of pulse height, and the variation in system
resolution as a function of puise height. Fig.(10) is a plot
of the prompt peak as a function of pulse height; the two-digit
numbers on the right hand side represent the channel numbers
in the pulse height dimension of the array.

If we assume the rise time of the charge pulse to
have the form C(t) = (l—e—u(t—to)), it may be shown that thé

apparent time of an event can be expressed as:

(t—to) = 2n(l-F)/X (3.17)
where F = D/y - ratio of disc. level to maximum pulse height
A = decay time of phosphor.

It has been found that using this expression with
values of X = 5 nsec and D = y where y = group number, provides

an excellent fit to the experimental walk function. This aqurve
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is illustrated in Fig. (11).

As was indicated earlier, a property of the neutron
distributionsihas made it possible to determine the energy
calibration of the pulse height spectrum from the second
counter . For a particular pulse height bin, it was assumed
that event pairs (flight time-pulse height) occurred for all‘
neutrons for which the maximum energy of recoil proton corres-
ponded to a pulse height greater than or equal to the equivalent
pulse height of the bin. Thus,rthe low energy limit in the
time distribution was exactly equivalent to the pulse height
of the bin. And since the low energy limit was known precisely,
the pulse height scale was calibrated. The results of this
calculation are shown in Fig. (12).

Finally, the resolution of the stop counter as a func-
tion of pulse height was investigated, to compare with the
previous results cited. These data were obtained simply by

measuring the widths of the prompt peaks in the Na22

(5)

experi-
ments . The results are plotted as asterisks on Fig. (9 )

previous, and show good agreement with the previous results.

3.6 General Considerations of Experiment Design

Before discussing the configuration, and the com-
ponents of the experiment, it is necessary to delineate the
rationale underlying some of the procedures. Specifically,

detailed analysis must be given to choice of:
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(1) Sample thickness.
(2) Sample in and out times.
(3) Time reversal of start and stop counter.

(4) sSample placement.

The choice of optimum sample thickness and optimum
sample in and out times are both related to certain other
parameters of the experiment, primarily the ratio of signal

to background. ~

(26)

N

Foster and Glasgow have analysed this optimization

in detail, expanding on a theory developed by Bratenahl et
al(47). These results are presented below, and modified in
light of the present experimental design.

For a pure sample, with a relative background ratio b,
expressed as a fraction of the raée of true events, a sample
of thickness y, mean free paths, and a fraction f of the
total running time devoted to measuring the unobstructed beam,

the optimum choice of sample thickness is a solution of the

coupled transcendental equations:

2 1+2b%Y
Y ] 4 pg¥ 4+ L(1¥D) (3.18)
t1-£) Y
Y 2y
£ _2Y + b2 (3.19)

T R
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In the present experiment, sample in and sample out
times are determined by the time required to fill a 384 word
buffer memory.in the pulse height analyser. Thus the criterion
of optimum times must be transformed to a criterion of relative
number of events accumulated in the sample~in and sample-out

positions. Fig. (13) is a graph of these relative accumulated

sums as a function of relative background rate, obtained by

N
multiplication of sample in time by the transmission factor

z“y, and renormalizing. These results indicate that for zero
background, approximately 20% of the tctal accumulated counts
is devoted to sample-in counts and this fréction rises rapidly
to about 50% for large background. In the present experiment,
the relative background rate is N 25%,and for this ratio, the
optimum sample in total accumulated count rate is no40%.
Implicit in this derivation is the assumption that the background
is not attenuated by the sample, an assumption valid in the
present experiment in which the background arises chiefly from
random coincidences between neutron events in the start counter
and events due to room backgrouﬁd in the stop counter.

Reference to Fig. (13) indicates an optimum sample
thickness of about 1.5 mean free paths for the present experi-

ment configuration.

Location of sample

One correction which must be applied to cross-—-section

measurements obtained by transmission is the so-called "inscat-
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tering" correction; that is the measured cross section will
differ from the actual cross section by an amount corresponding
to small angle scattering of neutrons into a detector of

finite solid angle by a sample of finite dimensions. The

exact calculation of the amount of this correction will be
deferred to the discussion of data analysis, but this correction
has an influence on experimental design in that the magnitude

of the correction may be minimized by an appropriate choice

of sample location relative to the neutron source and neutron
detector.

(48)

It can be shown that the intensity at the counter

position due to all singly scattered neutrons is expressed as:

_ TQ dan 2 oy o =NtOo (3.20)
I, = 7= (gg-) "nto (0°)2 T
172
where Q = flux in direction of detector/unit solid angle/sec.
L= Ll+L2
oﬁ(O ) = diff. cross section at 0°, nt=sample thickness

d=detector diameter,L ,L =source~salple,sample-detector distance
Then,since the samplelou% flux is IO = Q , the transmission

due to singly-scattered neutrons is:

aL 2
L)Ly

from which the apparent decrease in total cross section beccmes

o oy n—nto |
T, =g ¢ nto_(0 )gv T (3.21)

Aqr _m ‘dL 2 on(0°)
o1 '5E) TS (3.22)
T 172 T
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Now the minimum sample diameter to just obscure the

detector, under the criterion of small source diameter and

L
large detector diameter is d = do + fl D2.

On this basis, it may be shown that the condition

for minimum inscattering becomes:

1/2 1/2 -1

’El ] (EQ) - (EQ) do = source dia.
L D2 D2 ) D2 = detector dia.
Ih the present experiment where do = 2.5 cm, D2 =

12.5 cm, this results in a ratio Ll/L = 0.30, or a sample

placement about 1/3 of the flight path from the first counter.

Dead Time Considerations and Reversal of Start and Stop Signals.

Because of the property of the time-to-amplitude
converter that a "start" sighal with no "stop" signal within
the predetermined time scale results in a paralysis of the
convertor for a time of n 7 usec, serious consideration has
been given to the effect of TAC dead time on system counting
efficiency.

If there are no correlated stop siénals, the live
time of the system is just the probability that the system will
be unparalysed for a time after the system has been initially
paralysed by the arrival of a start signal; in other words,
the live time is determined by the probability of an interval

.greater than 7 usec between start signals.
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This probability is just e ywhich in the present
experiment is about 0.001, because of the very high start counter
rate. However by delaying the start signal a time just equal
to the full scale time of the TAC, and then initializing the
TAC with the signals from the second detector, this problem of
extfemely low live time is circumvented, and the live time
becomes, for a stop rate in the present case of ~ 200/sec,
greater than 99%. The method of delaying the start signal must,
in addition to meeting the obvious requirements of time stability,
. be in itself non-paralysable. This criterion eliminétes the
choice of logic elemehts such as monostable flip flops; however
a standard delay line meets these requirements. Rise time
and pulse amplitude losses in the delay line are severe; and
it is necessary to retard only logdic signals of uniform shape

and to regenerate the signal at the output of the line.

3.7 Experiment Configuration - Physical Layout

Fig. (5) is a scale drawing.of the components of the
time of flight facility. A beam of N 106 neutrons/sec emerges
from the reactor, and after traversing about a 1 metre flight
path, strikes the start counter which is a 2.5 cm diameter by
2 cm long NE1l1ll plastic scintillator directly coupled to an
RCA8B575 phototube operating at 2300 V. Scattered neutrons
emerge through a port in the 40 cm thick water-filled shielding

wall, and pass through, or are deflected by, the sample. Solid
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samples are mounted directly between two horizontal aluminum
bars which ex%end in such a manner that the beam views the
same amount of sample holder with the sample in or out. Powdered
samples are encased in thin wall aluminum cans, are are mounted
between the sample-holder bars with a dummy can in the sample-
out position. The sample holder is coupled to an air piston
controlled by a relay-controlled air valve operated indirectly
by signals from the analyser.

The stop counter is a 12.5 cm diameter by 2.5 cm thick
NE1lll scintillator coupled to a Phillips XP1040 phbtotube
operated at 2900 V. The detector is heavily shielded with
paraffin and lead, as described in Section 3.4.

The flight path between the scintillatorsAis‘3.68 m,
and the sample is situated 1.0 m from the start counter, a
position réasonably near the optimum position of 0.30xtotal

flight path.

3.8  Experiment Configuration-Instrumentation

Fig. (14) is a block diagram illustrating the main
components of the experimental instrumentation. The mode of
operation is as follows.

Signals resulting from the detection of an event
at the start counter and stop counter are sensed at the photo-
multiplier anodes. These fast signals are converted to logic

signals by fast comparators built at this laboratory. The
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signal'from the start counter is passed down a delay line,
where it is retarded 400 nsec, and‘regenerated at the output
by a second cémparator, and enters the stop side of the time
to amplitude converter. The signal from the stop counter
passes directly to the start side of the time to amplitude
converter, an Ortec Model 437. The TAC output is a bipolar
signal of height 0-10 V , the pulse height being directly
proportional to the time difference betweenrthe arrival of
logic signals from the start and stop counters. One TAC
output is routed directly to the input of one side of a dual
analog to digital convertor. The second output is used to
~generate a +5 V slow logic signal to be used as a gating
pulse for the dual ADC.

The second ADC is used to record the pulse height of
the second counter in order to apply a walk correction to the
time scale, as described previously in the discussion of the
detection mechanism. Signals are extracted from the dynode
chain at a point several stages up from the anode by a circuit
with long time constant. Because the signal is still relatively
small aﬁ this stage, charge saturation effects are minimal
‘and the charge ?ulse is proportional to the scintillator light
output. These pulses are amplified by a standard preamplifier-
amplifier combination as used in scintillation spectroscopy.
The bipolar output pulses are delayed 1 usec. to establish time
coincidence with the TAC events, and are input to the second

‘analog-digital convertor.

—
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The design of the experiment controller module, which
was constructed from Digital Equipmént Corp. standard logic
modules, encoﬁpassed four functions:

(1) Sample-in time, sample-out time, monitor.
(2) Time scale calibration.
(3) Dead time monitor.

(4) Sample switching controller.

The first three functions are realized by manipula-
tions of pulses from an internal clock operating at about 1
cyc/sec. To monitor sample-in and sample-out time these clock
pulses are routed to two scalars under control of the switching
controller section. Pulses are only generated at each scalar
when the sample is in the appropriate position, and a block
signal inhibits the scalar during the time of sample switching.

The same clock pulses are used to generate monitor
start and stop pulses at the same rate as the scalar pulses
Alternate stop pulses are delayed 50 nsec, and 400 nsec and these
are routed to the inputs of the TAC. -Thus, since these pulses
are asynchronous With real events, and therefore, pulses in the
y ADC, the time scale corresponding to zéro pulse height con-
tains two peaks, whose positions are a measure of the time
scale calibration, and whose areas bear a direct relationship
to the counts in the sample-in and_sample—out scalars; the ratio
of the sum of the peak areas to the scalar reading being
simply the system live time.

By observing these monitor peak positions over a one
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week time interval, the time stability of the system has been
determined to be less than 0.l%.

The fourth function of the experiment controller is
initiated by a signal generated in the analyser. The analyser
is operated in the so-called "address-recording" mode in which
the 12 bit x and y addresses of an event pair are stored in a
24 bit address in a small buffer memory. When the memory is
filled,'correspopding to 384 events, the contents of the memory
are output on magnetic tape. During this time the analog-to-
digital convertors are disabled. The disable signal is utilized
by the experiment controller module to initiate a sample swit-
ching cycle. Thus the mode of switching after a pre-determined
number of events, yields sample-in, sample-out times fairly
close to the optimum times as discussed in Section 3.6.

The experiment controller module performs three func-
tions, when the ADC disable signal is detected.

The first is to change the state of a flip-flop whose
output is used to set or reset'a relay controlling the air
supply to the sample-switching air piston.

The second function of the experiment controller is
to generate a 5 V blocking signal applied to the time monitor
scalars, and the TAC gate module. This signal is of 0.5 sec
duration to encompass the time necessary for the magnetic tape
,traqsport and the sample holder to complete their operations,
and serves to disable the entire data acquisition system during

the transition time.
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The third function of the module is necessary
to permit recognition of buffer dumps on the tape correspon-
ding to sample-in and sample-out dumps. Each dump of 384
address pairs is preceded by a 36 bit label or "tag word".

The experiment controller, by switching a DPDT relay, changes

the state of the lowest order bit of the label. Thus a 1l

state of this bit corresponds to sample in, and a 0 bit to sample
ouf record.

The last element in Fig. (14) is the analyser, which,
as has been indicated, functions to convert the pulse heights
of the TAC and stop counter to binary integers, to accumulate
these digifized pﬁlse heights in a buffer memory, and to
output the contents of the memory onto magnetic tape. These
functions of the analyser describe only the particular mode
of operation of the analyser system which is applicable to this

experimental application.

3.9 The Fast Comparator Circuit

Fig. (15) is a circuit diagram of the fast comparator
circuit. The circuit was based on a Motorola SN72710 integrated
circuit comparator, followed by an emitter follower sﬁage.

The input signal was terminated in 50 @, and compared at
‘Fhe input of the comparator to a voltage level determined by the
2KQ potentiometer and the 25K @ fixed resistor. When the

difference voltage changed sign, the comparator switched states,
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in this configuration dropping from +1.5 V steady state to 0.3 V.
The comparator remained in the opposite state for the duration
of the polarit; reversal of the input difference signal, or for
a time determined by internal components of the IC, whichever
was longer. In the present experiment, the pulse width was
determined by’internal parameters, and the output pulse was
approximately rectangular .in form. The rise time of the
output pulse was Vv 20 nsec, but because of the uniformity of
the output, this time was not the limiting factor in system
resolution. The output signal was applied to a series capacitor
with resistor to ground, to shift the output level to negative
polarity.

To increase the driving capability of the comparator,
this output signal was fed to the base of a 2N2905 transistor
in an emitter- follower configuration. The output of the emitter

follower was used directly as the input tc other modules.

3.10 Time-to-Amplitude Convertor

The time-to-amplitude convertor was a commercial
>unit, the Ortec 437. The principle of operation was similar
to an analog to digital convertor, that of linear charging of
a capacitor initiated by an input pulse; however in the TAC
operation, the limit of the charging duration was determined
by the arrival of a second pulse, rather than by comparison

of the voltage level with the height of the input peaks.
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Foliowing the arrival of the second pulse, the charging circuit
was switched qff, and the charge on the capacitor, and hence,
the potential difference across the capacitor plates was
proportional to the time interval between the arrival of the two
puises. Additional circuitry then shaped this level to a stan-

dard bipolar signal of height 0-10V, and 2 USec width.

3.11 The TAC Gaﬁe Module

In operating the analyser in the coincidence con-
figuration, whereby address pairs were analysed simultaneously,
the analyser was supplied with a +5 V logic signal, énabling
the ADC inputs. Since events in the second counter due to
background radiation could-occur in the absence of a TAC event,
but since every TAC event, which originated in an event in the
start and stop detectors, was accompanied by a pulse height
event, this coincidence signal was generated from the TAC out-
but in the TAC gate module. A second function of the TAC gate
module was the disabling of the analysis system, by inhibiting
the generation of the coincidence signal, during sample
swifching.

The circuit diagram of the TAC gate module is shown
in Fig. (16). The bipolar TAC output signals were applied
tc one input of the comparator. The operation of the comparator
has been described in Section 3.9.

Fig. (17) illustrates the signals at varijous pcints
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in the circuit.

The positive-going trailing edge of the comparator
output was used as a strobe for the J-K flip flop. This
strobe resulted in ‘a ground level appearing at the Q
output, (b). This signal was inverted, (c¢) and passed through
an R-C network with variable time constant to the "clear"
input (d4). When the signal height exceeded the logical "1"
threshold, the flip-flop was cleared, returning the Q output
to a l-state.

The trailing edge of the Q output then strobed a
second J-K flip flop, which operating in a similar manner, re-
sulted in a final output, at (g) consisting of a 5.0 V signal
delayed a time determined by the time constant of the first
feedback network, with width determined by the time constant
of the second feedback network.

This output, which was utilized as the analyser gate
signal, was used to paralyse the analyser during sample-
switching by performing an AND condition between the gate
signal and the system BLOCK signal originating at the ekperiment

controller module.

3.12 fhe'Experiment Controller Modﬁle

The function of the experiment controller has been
described. This module was constructed of Digital Egquipment
Corporation Flip Chips, which are self-contained logic modules

mounted on standard sized phenolic boards. These boards are
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:etainéd by strip connectors connected in racks to a power
supply. Hardware programming was performed by patch wires
to pins leadiﬁg from these connectors.

A ‘basic element common to all of these logic modules
is the gated input symbolized byA _ . This input is
enabled by a logical 1 (gnd) level, and disabled by a
logical 0 level (-3 V). When enabled, the input is sensitive
only to positive-going pulSes, thus the standard logic pulse
is a pulse quiescent at -3 V, rising to ground with a rise
time of n 30 nseé. and remaining at ground potential for about
N 1100 nsec. In many applications, one particular module,
the pulse amplifier, acts primarily in this function of sen-
sing a positive going level change and converting this to the
standard pulse. Thus the pulse amplifier acts as a sort of
logical differentiator, generating standard pulses in response
-to level changes.

The experiment controller module in the present ex-
periment consisted of the two discrete functions, that of
generating a monitor signal for time monitoring, live time
monitoring, and system gain monitoring, and that of sample
switching and system paralysis in response to a block signal
from the analyser.

The controller logic diagram is drawn in Fig. (18).
The upper half of the diagram represents the time monitor

circuitry, and the lower half, the sample switching circuitry.
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The time monitor circuit was initiated by a variable
frequency clock (R401). The lowest repetition rate of this
clock was abo&t 15 Hz, therefore it was necessary to scale
down this rate by using four flip-flops in series acting as a
four-bit shift register. Clock output pulses were applied
simultaneously to the pulse inputs of the first flip flop,
causing it to change state. One output of the first flip flop
was connected to the inputs of the second flip-flop in turn.
Although this level was changing state at the clock rate,
because the pulse inputs of the second flip-flop fired only
on positive-going pulses, the resulting frequency of the state
change of this flip flop was one-half the clock frequency.
Similarly by routing the clock through four such flip flops,
the clock frequency was reduced by 24 at the output of the
fourth flip flop. |
| This signal was routed to the pulse input of a pulse
amplifier ( PA-1 ') whose level input was coupled to the
sample switching circuitry in such a manner that it was diéabled
during the time of sample switching. The output of the pulse
amplifier,‘then, was a standard signal with frequency 1l/l€th
of the clock frequéncy,present only when the sample was in
position, in or out of the bgam. This signal was routed to five
circuits which ultimately provided.start and stop monitor

signals for the time to amplitude convertcr, and monitor

pulses for the sample in and sample out scalars.
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The module labelled ( 1-S-3 ) was a one shot multi-
vibrator whosg output changed from a logical one state to logical
zero at the time of arrival of the standard pulse, and returned
to a logical one state after a time determined by a variable
potentiometer in an RC network. The delayed state change was
sensed by a pulse amplifier whose output was inverted to
facilitate conversion to conventional fast logic levels in
the W998 module, which was a standard comparator circuit pre-
viously described. Thus, these components resulted in a standard
fast logic signal, generated at 1/16th the clock freguency,
and delayed a fixed time of 50 nsec.

Similar networks, those containing the one-shots
1-s-1 ., and 1-8-2 , were used to generate fast logic
signals delayed 100 nsec and 450 nsec with respect to the pulse
amplifier output. These networks differed in one respect,
however, in that the inputs to the one-shots were enabled by
the outputs of the flip-flop FF-5 , which was changing
state at the scaled clock frequency. Thus the OR output
of these two networks was fast logic signals at the scaled
clock frequency, with alternate signals delayed 100 nsec
and 450 nsec with respect to the pulse amplifier (1-2) signal.
Using these signals as input to the "stop" side of
the TAC, and the first fast logic signal as input to the "start"
side, resulted in two peaks appearing on the time axis of
the time of flight spectrum at times of 50 nsec and 400 nsec

respectively.
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The output of the pﬁlse amplifier PA-] was also fed
into two circéits to generate signals used as scalar inputs.

The first logic element in these networks was a pulse ampli-
fier which was enabled by a level generated in the sample-
switching side of the controller, such that one pulse amplifier
was enabled during the time the sample was in the beam, and

the other pulse amplifier, while the sample was out of the beam.
These pulse amplifier outputs were inverted and input

to W60l convertors which resulted in +5 V signals, suitable

as scalar inputs.

The counts accumulated in the sample-in and sample-out
scalars served as a monitor of the relative sample-in and
sample-out times.

Furthermore since a start=stop signal pair was produced
>simultaneously with the scalar signal, by summing the amplitudes
of the two monitor peaks appearing in the time spectrum (sample-
in or sample-out), and comparing this sum to the appropriate
scalar reading, the system live time was obtained directly
for the sample-in and sample-out spectrum.

The operation of the sample-switching side of the
controller is best understood with reference to Fig. (19).

A sample switch cyéle was initiated by the ADC disable signal
from the analyser. This signal was converted to a negative-
logic signal in the W510 input convertor (2), and inverted in

the R107 module (3)._ This signal fired a one-shot multi-



F16.19

0 "t ~ S1eNALS IN ExPERIMENT COMNTROLLER
l-_...._. e e MODULE, SIGNALS ARE CODED TO LOCATIONS

oN F16.18,

B I I e e i e e

~ = — = = GROUND
POTENTIAL

e Smmem e oy — emmmmy lree -

(3)

@ T

()l < = = = = e ===
©)|

v ] STttt TT T T T T T TT
I p—




61

vibrator, which resulted in a negative signal of 100 msec
dﬁration (4) . The trailing edge of this pulse was input to a
pulse amplifier, resulting in a narrow ground signal delayed
100 msec from the start of the cycle. This signal was used to
- change the state of a flip-flop, whose output levels controlled
the scalar monitor pulse generators. In turn, one output,
driving a W040 solenoid driver connected to a relay, controlled
the air supply to the sample-switching piston, and changed
the state of the tag word identifier bit through a second
relay with DPDT contacts. Thus, 100 msec from the start of
the cycle, the tag‘word switch and air piston were actuated.
This delay was necessary to ensure tag word switching in the
middle of a tape dump cycle, as ambiguities déveloped when the
tag word was switched simultaneously with the beginning or end
of a tape dump cycle.

The remaining components were utilized in generating
the block signal applied to the TAC gate mocdule. The one
shot ( 1-5-5 ) generated a 400 msec negative signal (6) on the
. trailing edge of the input pulse. This signal was OR'ed with
the signél (5) by inversion and input to a NAND gate. Thus
the output of the NAND gate (9) was a 500 msec duration
signal, initiated by detection of the analyser block signal.
This output was inverted, and converted to a positive signal
in the LC-3 module, and was, in addition, used as the level in-

put to the PA-] carrying the monitor pulse. The positive
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signal was utilized as a block signal on the TAC gate module
and the scalars, thereby immobilizing the data acquisition system

for the duration of the sample-switching cycle.

3.13 The Multichannel Pulse Height Analyser

The pulse height analyser is comprised of the main
logical elements shown in Fig. (20). Inputs to the two
analog-to-digital convertors, labelled ADCl and ADC2 were bipolar
pulses of 2 usec duration with continuous pulse heights, varying
over the range 0-10 V. The ADC's were enabled by a linear
~gate at the input, which was closed during the analysis time
for an event pair, and was in turn enabled by a 5 V logical
signal generated by the TAC gate molecule.

The ADC functioned to convert the continuous pulse height
signal to a guantized time signal, by triggering a ramp cir-
cuit when the signal was sensed, and comparing the height of
the linear ramp to the initial pulse height. Thus the pulse
was éonverted to a time interval, whose duration was propor-
tional to the initial pulse height. During this time interval,

a precise high frequency clock was enabled, and the number of
clock pulses generated was a quantized measure of the initial
'pulse height. These clock pulses were accumulated in a 12 bit
register; labelled the "address scalar", thus the pulse height
was recorded as a binary number in the range 0+40%5. This

process is known as analog-to-digital conversion.
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In the present experiment, these address pairs were

Eud

stored in seq%ential & bit "bytes" of a 1536j§é£ core memory.:
Thus, an event resulted in two twelve bit addresses stored in
four bytes of the buffer memory. When this memory was full,
corresponding to 384 event pairs, a signal was sent to the
ADC's, disabling their operation and the contents of the memory
were output on magnetic tape.

In order to facilitate recognition of this record at
a later time, the record was preceded by an identifier consis-
ting of two identical 36 bit words. The wuppermost 12 bits
of the identifier were set by the analyser and indicated the
machine function and the ADC pair resulting in this record.
The lower 24 bits were available to the experimenter as an
experiment label, and as indicated.in the dicussion of the
experiment controller module. In the present experiment, the

lowest order bit was used to identify sample-in and sample-out

dumps.

Tape Totalize Mode

During the course of a single experiment, approximately
eight 2400' tapes were filled with address-recorded data. This
physical volume of data is unmanageable as computer input
requiring excessive I/0 time with cénsequent cost excesses. As
a first step in data reduction, the analyser was used in the
tape totalize mode, in which the address pairs stored on tape
were utilized as input to the central memcry of the analyser

instead of the usual on-line analysis using address pairs
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generated by the ADC's.

Since the address pair would require a memory size of
212 X 212words, the x and y addresses were truncated to 9
bits and 5 bits respectively, resulting in a 512 channel time
scale and a 32 channel pulse-height scale. The uppermost
bits of the address pair were selected by appropriate wire
patching of a configuration plug.

In the present experiment the tape was scanned twice,
selecting, in the first pass, sample-out dumps with even tag
word, and in the second pass, alternate dumps with sample-in,
which had odd parity tag woxrds.

On each pass, the accumulated data, which had been
stored in the 18 bit words of the central memory, were dumped
onto magnetic tape. Thus the totalized record consisted of

214

(= 16384) 18 bit addresses corresponding to the accumulated
counts in each address of the 512%x32 array, preceded by the
repeated 36 bit label. These data were utilized as input to

a series of computer programs,and were readily handled by

available I/0 subroutines in the existing program library.



CHAPTER IV

DATA ANALYSIS

4,1 Cross Section Calculation

The nomenclature "cross-section" finds its origin
in an elementary interpretation of macroscopic interaction
properties based on physical cross-sectional area presented
by a nucleus to a beam of incident particles. From this
elementary consideration the cross section has evolved into
a fundamental property of nuclear systems, but the basic
interpretation is adequate in deriving the relation between
the transmission through a thick sample and the nuclear
cross-section. .

In an element of thickness dx of sample medium, the
humber of beam particles inﬁeracting with sample nuclei, and
thus removed from the incident beam is proportional to the
product of the number of.nuclei in the elemental segment and
the cross-section area of each nucleus.’

Thus dr = I(x) % podx (4.1)

N = Avogadro's no.
W = atomic weight
p = density

0 = cross section

I = beam intensity at x.

65
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0 to the sample thickness t

and integrating from x =
-%pct
I =1I_ e . (4.2)
: o
Thus, the cross section is related to the transmission of the
sample by: .
=~ W_ (4.3)
g = Npt AnT

This simple relationship is the basis for the cross-

section calculation in the present neutron transmission experi-

ment.
Time-Energy Relationship
Since neutrcns with energies of 800 keV = 3 MeV have
velocities approaching 0.1 C, it is necessary to use relativistic
mechanics in calculating the time-energy relationship. Thus,
the kinetic energy of the neutron, in relativistic form, is
2
T =mc” - m cC (4.4)
o -
= m 02 (::'.:—..l':::' - 1) ‘ (4.5)
1 ve
2
c
= 939 2 1) (4.6)
| v

(o]

This relationship was calculated fcor each point in the

time spectrum.
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4.2 Data Reduction - General Considerations

Althodgh in essence, the transformation from neutron
time of flight spectra of an incident and transmitted beam to
a time spectrum of neutron transmission and thence to a cross
section involves elementary calculations, in practise, several
additional manipulations are necessary in the calculation of
the cross section from the experimental data.

The measured spectra are in the form of a two parameter
array. S(x,y), the first subscript relating to the time axis
and the second to the second counter pulse height. |

The transformations, analytically, are the following.

(1) A correction for walk in the second counter, which is
evidenced in the initial spectra as an apparent shift to

longervtimes with decreasing pulse height. Thus, if Aly) is

Athe walk function in channels T, : S(x,y) » S(x+A,y). (4.7)1

(2) Removal of background from the raw spectra. The background
contribution to S(x,y) is of the order of 15 - BC%, and

1s a component resulting from random coincidence between back-

~ground events in the second counter and events in the first.

counter. Because of the random nature of these events, the time

distribution is exponential, and an exponential function is

fitted to the time channels beyond the range of the neutron

spectra, using the methods of regression analysis.
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Thus if B(x,y) is the fitted function.

T2: S(x+A,y) = S(x+A,y)-B(x,y) (4.8)
P

(3) Pulse height dependence of the time spectra has now been
removed, and the summation over y is performed
Ty: S'(x) = I S{x+d,y)-B(x,y) (4.9)
y
‘(4) The individual spectra are corrected for dead time, which
is calculated by the relative amplitudes of the monitor
peaks to the scalar counts in each mode

T4: S'(x) » s'(x)/L L = live time fraction (4.10)

(5) Accumulated counts in the transmitted beam and incident
beam have been obtained for different total running times.
The run time is proportional to the accumulated accounts in the
related monitor scalar. Thus, before the transmission can be
calculated, the transmitted spectrum is multiplied by the inverse

ratio of run times

_ scalar cts.sample in (4,11)
5 o ' o " scalar cts sample out
(6) The raw spectra have now been reduced to the point where

a transmission and cross-section calculation is straight—

forward. Therefore the remaining calculations are:

S '(
Te: T(x) = o (x) (4.12)
t
St (x)
. ' :
T.: olx) = cr An T (x) (4.13)
T8: o(E) = o(x) where E and x are related by the

relativistic energy equation. (4.14)
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4.3 Computer Calculations

Experimental measurements conducted to determine neutron
total cross s;ctions were characterized by two 512x32 arrays,
one corresponding to events with the sample in the beam and
the other with the sample out of the beam. Each element in
each array consisted of an 18 bit word containing the accumu-
lated events in the matrix element (X,y) where x corresponds
to the neutron flight time and y, the pulse height in the
second counter. The data was recorded on seven track magnetic
tape in a format compatible with computer records.

Cross section calculations were performed on a scien-
tific computer, the CDC 6400, from these data, using additional
parameters provided by the experimenter on punched cards.

The data analysis was peréormed using two computef
programs. The first program performed manipulations on the
individual dumps to reduce the array to a pure time-of-flight
spectrum with background subtracted and walk correction applied.
The second program used these spectra as input data and calcu-
‘lated the transmission, cross section, and energy of calibration.

The data manipulations will be described in more detail

in the following sections.

~4.3.1  Calculations with individual spectra

The calculations performed by the first program are

flow charted in Fig. (21). 8ince, on the average, each cross-
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section measurement resulted in from six to eigﬁt tapes of
address-recorded data each containing v 3 x lO6 events, the
computer inpué data from an experiment, therefore, consisted
of the same number of arrays of sample-in and sample-out
data. Thus, the calculations were performed 12 to 16 timeé.
By convention, we will refer to the address locations
of the time-of-flight spectra as "channels" and those of the

pulse height spectrum as "groups".

The input parameters were the following:

(1) Tag words of each Record

(2) Monitor scaler readings for each record

(3) Low group, high group of time-of-flight spectra

(4) Channel numbers of background regions, and neutron
spectra .

(5) Estimate of centroid of prompt peak, low monitor peak,

high monitor peak.

The subroutine performed the following functions.

TAPERD. Data from the magnetic tape was read into 4917 suc-
cessive 60-bit words of central memory. Each record was
checked for consistency of tag word with the specified
tég word, and presence of file marks or parity errors. If
the data were accepted, they were then unpacked into 16384
words of central memory by successive shifts so that each
computer word was equivalent to the corresponding 18 bit

analyser word.
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DEADTM . The O group contained two peaks generated by the
experiment controller module. Because events in these peaks
were produced by the same clock which produced the scalar
pulses for the time monitor scalars, the ratio of the inte-
~grated amplitude of these peaks to the scalar value was
a measure of the system live time.

Furthermore, the separation of these peaks was uséd
for time scale calibration.

Subroutine DEADTM calculated the area of these peaks
by subtracting a background determiﬁed by the accumulated
events on either sidé of the peaks and calculated the centroid
by a numerical summation of the first moment of the distri-
bution. The centroids and system live times were output

on punch cards as input data to the second program.

SHIFT. This subroutine shifted the time-of-flight spectra
in each group an amount determined by the fitted "walk"
function detailed in section 3.5. After shifting was com-
pleted, the region of channels containing the prompt peak was
summed over all groups and the summation printed as a check
on system resolution and walk correction.

BCDSUB. In a point-by-point determination of cross-section,
the backgrounds present in this experiment would be intclerable.
However, because of the continuous nature of the primary
neutron beam, the backgroun@s, although high, arocse chiefly

from random "coincidences" between events in the start counter

and background or uncorrelated events in the stop counter.”
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Since these background events arose from random time coinci-
dences, it %s expected that the background function would
resemble an exponential with time constant equal to the

mean time between events in the start counter. However, a
knowledge of the form of the background function is of little
- value unless the method is present to evaluate the parameters
of the function.

In the'present experiment, the time scale corresponded
to flight times between 0 and 400 nsec. The flight times
represented by the extremes of the neutron energy spectrum,
700 keV and 3 MeV were 320 nsec and 135 nsec respectively.
Thus the time channels locaﬁed outside this time range,
comprising approximately half the channels in the time spec-
trum, contained a pure background contribution.

Subroutine BCDSUB fitted an exponential background
to these channels using a linear regression analysis applied
to logarithms of the channel contents. Individual groups are
fitted separately, as the low energy extremum of the neutron
spectrumbincreased with increasing pulse height., Thus, the
fange of channels used in the regression analysis was varied
with pulse height using the analytical expression for the
low-energy limit described in section 3.5. Once a fitted
function was obtained, it was subtracted from.the channel

contents of the appropriate group, and at the completion of
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the background subtraction, the groups were sﬁmmed to obtain
the final time-of-flight spectrum. The groups contributing
to the finallspectrum were selected by input parameters, so
that only those groups containing a significant neutron
contribution were utilized. As this selection was made con-
sistently for sample-in and sample—oﬁt spectra, no distortion
of the cross-section resulted.

Finally these summed spectra were printed and output

on punch cards to be used as input data to the second program.

-

" 4,3,2 Cross section calculation

The second program calculated the transmission point
by poiht, the cross-section with associated error, and the
energy calibration, and produced tabular and plotted output.

The flow chart for this program appears in Fig. (22).
Input data consisted of:

(1) Physical parameters

(a) Sample thickness, density, atomic weight

(b) Flight path and time separation of monitor‘peaks

(C) NQ. of runs

(d) Scalar readings

(2) Calculated parameters*
(a) Centroid of prompt peaks and monitor peaks
(b) Low and high channel of_neutrdn spectrum

(c} Accumulated background counts at low and high channel.
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(d) System live time

(3) Reduced neutron spectrum data*

i
*generated as output from first program.

The calculations performed by each subroutine are

described below.

(1) SPECSUM

Individual runs of time spectra were corrected for dead
time, and sample-out data were multiplied by the ratio of run
times sample-in to sample-out.

The resulting time spectra for each run were accumulated,
and the total spectrum printed. Because of stability of the system
it was not found necessary to correct for gain shifts between
runs, as would be detected by a shift in the positions of the
monitor peaks, but if such shifts occurred, a correction could

be applied in the subroutine.

SIGTIME
Using the accumulated neutron spectra from SPECSUM, the
sample transmission, simply the ratio of sample-in to sample-out
accumulated events, with background removed, was calculated
at each time channel. Frbm this transmission, and the physical
parameters, the cross-section was calculated at each channel
position. The statistical error in each experimental cross-

section was calculated using a formula derived in section 4.4.
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CALIB

This subroutine performed the time scale calibration
using the location of the monitor peaks to determine the time
conversion gain and the location of the prompt peak for location

of the zero time position. The latter is simply:

Pc -2+ gt (4.15)
PC = centroid of prompt
D = flight path
c = speed of light = 0.3 m/nsec
g = system gain (nsec/ch)

A calibration of the overall time scale was performed
using a TAC calibrator module developed at this lab. The outputs of
this module, used as input to the TAC, resulted in a series of
narrow peaks separated by a pre-selected, and accurately determined,
time interval. The peaks appeared over the entire range of the
time spectrum. Thus the channel separations between peaks provided
an estimate of the time calibration present at each interval.
Higher order cbefficients in the calibration curves were evidenced
as differences between channel separations.

Fig. (23) is a display of the non-linearity determined by
this method. As this non-linearity is small by comparison with the
time resolution, it was decided to fit the time scale bv a linear
function whose slope and intercept were derived ffom the cali-
brated curve.

Using the flight times at each channel, the eguivalent
energy of each channel was calculated from the relativistic

time-energy relationship derived in Section I.



F16.23 Non LINEARITY OF TiME ScCALE
INTEGRAL LINEARITY IS SHOWN AS A STRAIGHT LINE FROM THE
ORIGIN,AND THE DIFFERENTIAL LINEARITY IS THE CURVED LINE.



FIG.23 = .

DIFF E'F\QEN flAL&_lNEARILY (ChOﬂéAO nsecr)q
M ™ oM M M
- T | T

23 O

: <

o

O

™)

o

Ll

@

2-

-

prd

-

Led

et

=

<L

OL

O

O

o

400~
300/~
200}
100 |-

(bosu)y  mwiy



786

SIGPLT

An off-line plotting facility was utilized to generate
plots of cros;—section as a function of time and energy with
associated errors, from the calculated cross-sections, with
statistical errors, and the time and energy data .

| The input to the plotter was a magnetic tape containing

coding generated by the library subroutines called from

subroutine SIGPLT.

4.4 Discussion of Errors

Uncertainties in the determination of the cross-section
as a function of energy are introduced in three broad areas:
errors in the magnitude of the cross-section of a statistical
or systematic nature; errors in the energy calibration,
resulting in a displacement of the cross section as a function
of energy; and errors in measurement of cross-section fluc-
tuations resulting from the finite time resolution of the ex-
periment. These may be viewed consistently as an uncertainty

do

in o(E), E, and IE c The gquantities are not completely separable,

: . . . do
as, for example, an incorrect determination of

dE

in an error in the magnitude of the cross section in a region

will result

where the period of fluctuations is comparable with the energy
resolution. Similarly, a displacement in the energy calibra-
tion will result in an obvious systematic deviation of the

experimentally determined o (E).



77

In the discussion of these uncertainties, the three
areas will be treated separately, as the sources of error in

each category are distinct.

“4,4,1 Errors in magnitude of cross-section

Errors in the magnitude ofvthe cross-section, in
regions where the cross-section is not fiuctuating significant-
ly with energy, are of two types, the statistical error associa-
- ted with the counting process, and systematic errors arising
from uncertainties in the subtraction of the fitted back-
~ground function and measurement error in the determination of
sample thickness. An additional systematic displacement of
the observed cross-section from the true cross-section results
from the scattering of neutrons by elastic and inelastic
processes into the solid angle subtended by the detector at a
‘scattering angle of 0°.

Statistical Errors

Consider a single channel in the time domain. If the
number of events in the channel following subtraction of the
analytical background are NiandNo for‘sample—in and sémple—out
spectra respectively, and the corresponding background contri-
butions are Bi and Bo' then the calculated cross section

is expressed as

N,
O, = -—— in ﬁi' where nt = no. of atoms/cmz. (4.186)
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90, 90 :
. T, 2 2 T, 2 2
T aNi Ni SNO NO‘

3
Since the statistical error in N, (No) is the root of the
accumulated counts in the corresponding channel, N,+B; (NO+BO),

and no statistical error results from the background sub-

traction, then the error in the cross-section is:

,  (N+B)) (N +B ) /2
Ao - = [ 1 1 + Q o] ]
N 2 N 2
i o

(4.18)

This equation was used in calculating the statistical

error in the cross section (secticn 4.3).

Systematic Errors

The chief source of systematic error arises from the use
of an analytical model to describe the background function.
' Some estimate of the magnitude of this effect is obtained by.
the value of the x2 goodness-of-fit parameter, which is calcu-
lated by the computer fitting program. Typical values for
Xz/f for the fit to the time spectra at each pulse height yield
a mean of 1.70, ¢ 2 = -45. |

From the definition of the x2 distribution, it follows
that the average deviation of the fitted function from the ex-
perimental baékground function,is v1.700 = 1.30. Thus, oh the
average, the systematic error introduced by fitting an analy-

tical background to the experimental curve is n 0.3VBi. For
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the energy regions where the statistical error is dominated
by the background, B, >> N, , therefore, the systematic
: 1,0 ‘1,0

error introduced by this source is about 1/3 of the calculated
statistical error. 1In the "best" region, statistically
Ni >> Bi + the corresponding systematic error is significantly

10 10 '
less than this quoted upper limit.

Finally, it is a reasonable assumption that systematic

deviations will be similar for the sample-in and sample-out

spectra, conseguently the transmission will resemble

T e Nl— 1 where Ai o = systematic deviation (4.19)
o "o !

and the net effect of these deviations in individual spectra
tends to cancel in the transmission measurement.

A second source of systematic error arises from the
.calculation of sample thickness (atom/cmz). The sample thick-

ness in this unit is equal to:

No No W
nt=A——px=i—--——-—2« (4.20)
T
p = density of sample
A = atomic weight
N°= Avagadro's number
W = sample weight

r = radius of cylindrical sample.

In most instances, the sample, in powder or liquid form,
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is contained in an aluminum can. The errors in weight of the
fitted and empty cans are ~v 0.3 gm, resulting in sample weights
of ~ 300 gm t0.4_gm, or a systematic error of ~ 0.15%., Measure-
ment of the radius Qf the sample holder yields a value of

3.50 * 0.02 cm, or a fractional error in the determinaticn

of the sample thickness of no1%. Thus the systematic error
introduced by this source is significantly less than the statis-
tical and systematic errors from other sources, and can be
neglected. An assumption inherent in this calculation is one

of constant sample density. Obviously the presence of voids

or density gradations in the sample introduces an additional
systematic error, which is difficult to measure by techniques
less complex than radiographic inspection. Considerable effort
was expended towards eliminating this variable, involving
careful tamping and packing in constructing powdered samples,

silicone sealing of volatile liquid samples (e.g. CCl and

4)’
inspection of samples during the course of a run for visual
signs of uneven packing. In any case, it has been indicated

(27) that the effects of small variations

by Foster and Glasgow
in saﬁple density will tend to céncel, and this source of erro£
may be disregarded.

The final source of systematic deviations in the experi-
mental measurement results from thé distortions introduced by

small-angle scattering into the second detector, the so-called

in-scattering correction mentioned with relation to sample
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placement in section 3.6. The apparent decrease in the measured

cross-section due to singly-scattered neutrons, is given by(49)
(-}
bog, o aL 2 cn(O )
s =71 ‘g g (4.21)
T 172 T

The difficulty encountered in applying this correction
is associated with obtaining an exact value of the magnitude of
the scattering cross-section. Results for the extrapolated

'

value of on(0°) for elements in this mass region, obtained from

the data of Monahan and Elwyn(39)

suggest a range of 0.5 - 1.0
bn/sr. Using the upper limit of 10 bn, the in-scattering correc-

tion in the present geometry is:

Ao

T . E
O—T—g .015 (4.22)

Thus the in-scattering correction in the present ex-
periment is of the order of 1.5%, and may be neglected in terms

of errors present from other sources.

" 4.4.2 Errors in énergy calibration

The determination of the energy scale involves firstly
a calibration of the time scale using the separation of the
monitor peaks for the coefficient of slope, and the position
of the prompt peak, resulting from Compton-scattered gamma
radiation, to locate the time intercept. The time calibration

is then used to calculate corresponding neutron energies using
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the measurement of the flight path and the relativistic re-
lationship between energy and velocity already described.

The magor uncertainties introduced in the energy cali-
bration are present in the transformation from channel position
to flight time. The statistical errors reéult from calculation
of the centroids of the prompt and monitor peaks; and systematic
errors are present in the assumption of time scale linearity,

a distortion of the time scale resulting from timing walk in
the first counter, and drifts in the separation of the monitor
peaks resulting from instabilities in the electronics used to
~generate the monitor pulses.

The positions of the monitor peaks calculated in the
data analysis over the duration of an experiment have been found
stable to within 0.5 channels, an error considerably less than
errors from other sources. The stability of these peaks,
“indicates that the errors resulting from the calculation of
the centroids of these péaks and drifts in the monitor electronics
~are minimal. Similarly, the calculated position of the prompt
peak has been found stable to within one channel over the
course of the experiments.

The non-linearity of the time-to-pulse height conversion
has been shown to result in a distortion of ~ 2 channels over
the time scale. Thus the error in the energy calibration re-

sulting from electronic drifting and time scale non-linearity

amount to " 3 channels, which is eguivalent in energy to N 15 keV
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at 800 kev, n 35 keV at 1.4 MeV and ~ 50 keV at 2 MeV.

4.4.3" Error in (do/dE) - energy resolution

A determination of the energy resolution of the system
is of major consequence to the calculation of the widths and
amplifudes of resonances in the observed cross-section. There-
fore a careful estimate of the resolution is necessary. There
are two sources contributing to the overall system resolution:
the time resolution of the detection system, and the uncertainty
introduced in the neutron flight path by the finite detector
thickness.

The time resolution of the system may be assumed con-
stant for all neutron energies, and is equal to the resoluticn
of the observed prompt gamma-ray peak accumulated over all
pulse heights of the second counter. An analysis of the
- experimental spectra indicates a constant system resolution of
2.1 nsec. This value corresponds to the accumulated sum
of counts recorded in the peak over the eight runs comprising
a single measurement.

‘The second factor, the effect of finite detector thick-
ness, is more difficult to determine accurately. At all but
the lowest energies, its contribution to the overall energy
resolution is reduced. An uncertainty in the flight time is
introduced by the uncertainty in the location of a neutron

N
interaction within the scintillator. Because of the narrow
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beam incident.on the first detector, contribution of the first
detector to this uncertainty is small, relative to the contri-
bution of thelsecond detector. The response function, in
distance, therefore, corresponds roughly to an exponential
absorption curve with decay constant equal to the product

no of atoms in the detector, truncated at a distaﬁce X corres-

ponding to the detector thickness. The transformation into

time space yields

1 t
1 -_— =
R'(t) =3 R(x) 5 R(x) (4.23)
v = neutron velocity
t = neutron flight time
D = flight path.

Therefore, the contribution of this term to the time resolution

is linearly proportional to flight time, and is maximized in
Athe extremum where the corresponding energy resolution is
minimized.

The overall resolution function is obtained by the
convolution of the intrinsic time resolution with the function
R'(t) defined above. For ease of computation, the intrinsic
resolution was assumed to have a gaussian form with standard
deviation ¢, and the resolution function due to flight path
uncertainty was assumed rectangular with width equal to tx/D
where x is the detector thickness.‘ \

The resolution function, analytically, is expressed by
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t+0/2  _ (£'-t)2
2
R(t) = % e 29 at!
t-4/2 (4.24)

_ erf(t+A/2)-erf(t-A/2)
A

From this function the variance of the resolution

function is just equal to

2 R(t)tzdt
0“(R) = — (4.25)
S R(t)dt

A computer program was written to evaluate the
variance for values of the parameter § = A/2.350. The
integrations were performed numerically using a fixed interval
of 0.20,»and summing to x = 5.00. ,The ratio o(R)/o is plotted
in Fig. (24) as a fuﬁction of .

From this curve, and the measured time resolution, ob-
tained from the experimental width of the prompﬁ peak, the
energy resolution of the.experiment was calculated for
0.600 MeV<E<3.0 MeV. This resolution is shown in Fig. (25).
The upper curve is an approximate resolution calculated assuming
\“a>gaussian resolution function for the flight path uncertainty,
and using an overall variance equal to the sum of component
variances.

This resolution function is used in the analysis of

resonance parameters, discussed in Chapter VII,
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CHAPTER V

RESULTS

5.1 " Selection of Samplé Elements

As one objective of the present investigation was
to examine the systematics present in the resonance structure
observed in the total cross-sections at energies of a few
MeV, samples were chosen in order to provide a continuous
mass distribution of cro§s-section data over a limited region
of the periodic table. The region chosen was within the 2s-1d
shell, in which comparable data existed for the elements
fluorine, sodium, magnesium, silicbn, and sulphur. As a check,
the first Cross—section measured was magnesium, and the
results compared favourably with the previous data of Frier
. et al(ls). The elements chosen to study, therefore, were
magnesium, aluminum, phosphorous , chlorine, potassium and
calcium.

With the exception of Cl1l, the sampleskwere in the
form of‘granular or powdered elemental form. The chlorine
sample was in the form of CC14, necessitating the subtraction
of the carbon cross-section, which has been investigated by
several authors(49'5®. The encapsulation of the potassium

sample presented some difficulties because of the oxidizing

properties of the metal, but was circumvented by encapsulating

86
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the molten metal under heated 2il, and covering the cooled
surface with a thin layer of silicone grease.

The s;mple thicknesses were chosen to be as near as
practical to two half-thicknesses, in some cases being limited

by the physical size of the sample container. The thicknesses

(in atoms/cmz) are listed in Table 1.

5.2 Experimental Cross Section Results

The experimental data for the cross-sections are shown
in Figs. (26) to (3l). A qualitative discussion of the features
of each cross section will be preceded by some general remarks.

The results from the present éxperiment show clearly
the characteristic form of time-of-flight data, namely a
~gradual broadening of the energy mesh as one proceeds to higher
energies. As a result of this effect, the present data are
“resolution-limited for energies much above 3.0 MeV. This is
not a severe limitation, as the data of Foster and Glasgow(26’27)
provide a coverage to a lower limit of ~ 2.4 MeV, and are in-
cluded in the present results to provide a continuous measure-
ment to;4.0 MeV.

Additionally, the characteristics of the neutron spec-
trum utilized in the present experiment are evidenced in the
noticeable inérease in the statiétical error at the low and

high energy limits of this data. Statistical errors in the

present results vary from a minimum of n~ .05bn % 2% at about



Table I

Size of Samples used in Present Experiment

Also shown is a calculated half-thickness based on

an average cross~section of 2.5 barn

i

Sample Thickness ‘g/cmz | Half Thickness
Mg 7.154 ‘ 6.75
Al 10.228 7.50
P 7.391 8.60
c1 8.697 | 9.84
K ~10.95 10.85
Ca 9.861 11.13

88
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1.5 MeV, to a maximum, in the region < 3 MeV of 5 .4 bn hy 10%.
An additional systematic error of about the same magnitude
is present in zhese results, as discussed in section 4.4.1.
Where comparable data exists, as in the case of Mg
and P over limited energy regions, this is included. The
agreement with previous work in these cases is acceptable and
provides reasonable confirmation of the derivation of. syste-
matic errors in Section 4.
Also shown on these figures are the optical model fits
to these data. These are evidenced by a dashed smooth line.
The discussion of the calculations leading to these fitted

functions will be deferred to Chapter VI.

5.3 Discussion of Individual Cross Section

Magnesium
Magnesium was the first element to be examined, as

Athe data ovarier(la)

et al provided a check on the accuracy
of the present measurements. |

| The present data agrees well in magnitude with Frier's
results for energies less than 1.8 MeV. It is apparent that
our resolution, although comparable, is not quite as good as
in the pre&ious work, since the peaks at 880 keV and 1340 keV
are lower in magnitude, and the doublet at 1.7 MeV is not
resolved. However, the agreement provides confirmation of

the validity of the present series.

The data above 2.3 MeV do not agree in magnitude with
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previous data as well as the low-energy results. However the
discrepancy lies within the limits imposed by statistical and
systematic errors in the present data, and the fluctuations in

both sets of results indicate comparable resolution.

" Aluminum

The aluminum cross-section, although slightly larger
in magnitude than the magnesium cross-section, exhibits similar
trends with energy, as expected from optical model considerations,
and the fluctuaﬁions are of a similar order.

No previous comparable low-energy data exists for
this nucleus, but the cross-section about 2.4 MeV is in close
agreement with the results of Foster and Glasgow(27), both in

magnitude and in structure.

Phosphorous

The cross-section shows fluctuations of slightly lower
'magnitude than the previous two’nuclides. Additionally, the
trend to a lower cross-section at higher energy is absent and
the averagéd cross-section is virtually flat over the entire
energy region.

The data of Cabe,Léurat andevon(zo)

in the region from
0.8 ~ 1.2 MeV is shown for comparison. This very high resolu-
tion data showed more prominent "valleys" than the present
results, but the resol&ed resonances agree remarkably well in
magnitude . Also shown for comparison is the data

(23)

of Ricamo above 1.9 MeV. A resonance in their data
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at 2.08 MeV remains undetected in the present work, but this
may be due either to the relatively poor distribution of ex-
perimental points in théir work, or to the resolution of the
present work, which is comparable with the indicated width of
this peak.
7 Agreement of the present work and Foster and Glasgow(27)
above 2.5 MeV is fairly good, but this experiment is unable
to resolve fine structﬁre from limitations of both statistics
and resolution.

Chiorine

The systematics of the chlorine cross-section show a trend
to higher values at higher energies, in contrast to the cross-
sections of the previous elements. Fluctuations present in
this measurement are reduced in magnitude, a feature explained
at least in part by the 25% isotopic abundance of the A = 37
' isotope.
No previous data exists for energies less than 2.5 MeV,

(27)

and the agreement with Foster and Glasgow at higher energies

is once again reasonable.

Potassium

The data for potassium fépeat the positive trend with
enerqgy. The fluctuations present in this measurement are
considerably reduced in comparison with other elements, and

since potassium is nearly monoisotopic, it is apparent that
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some mechanism must exist to explain this phenomenon.

(52) between 1.0 and 1.5 MeV

The results of Johnson
are included. These data are obviously statistically poor and
yield information only about the average value of the cross-

(27)

section. Once again, the fit with Foster and Glasgow at

higher energies is adequate.

Calcium

The cross-section of calcium shows more prominent
resonance structure than the previous two nuclides. Multiple
peaks are present, and are well resolved. Comparative data

(52)

of Manero et al from 1.4 > 2.0 MeV are shown, and would

indicate that this measurement is systematically lower than the
present results by n~ 0.5 bn. The data of Foster and Glasgow(27)
does not yield this systematic variation, and provides support
for the results of the present experiment. Fluctuations in |
the present data appear slightly enhanced over the work of

(27)

Foster and Glasgow but the fits over all values of the

~cross-section lie within experimental error of the present work.

5.4 Additional Data

As already indicated, the results obtained in the
present experiment were chosen to prdvide a complete set of
cross-section measurements over the mass region from A = 18
to A = 40. Fig. (32) to Fig. (35) illustrate the previous

data for fluorine, sodium, silicon and sulphur. In all cases
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the data above 2.5 MeV are from Foster and Glasgow(27)

, wWhereas
the low energy data is obtained from various sources. These
are detailed in the table below.

Table TI

Previous Experimental Results in 2s-]d shell

- Element Energy Author
Ft? 0.5 » 5 MeV  Wills Bair Cohn and Willard(%1)
Na23 0.9 - 2.0 MeV Towle and Gilboy(’?
Johnson(54)
Si28 0.6-1.8 MeV Frier et al(18>
832 0.6-1.8 MeV Frier et al(la)
1.9-3.5 MeV Ricamo(23)

No specific qualitative comments will be directed at

these data, however several characteristics are evident from

a study of the cross-sections presented in this chapter.

(1) A systematic variation of the average cross-section with
atomic weight. This property is related to the presence

of single-particle resonances, and can be interpreted in the

optical model of particle interactions. A detailed analysis

of these trends will be deferred to a later chapter.

(2) The presence of prominent resonance structure in all nu-
clides. This resonance structure has apparent widths of

75 + 100 keV, and lies outside the range of widths expected for
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compound nucleus resonances. It is evident that these reso-
nances may be interpreted as "doorway states" from the model

(24)

of Feshbach . A more detailed analysis follows in Chapters

VII and VIII,

(3) Nucleus-dependent characteristics of the resonance structure.
The magnitude of the cross~section fluctuations varies from

a minimum in the case of K and Cl to a maximum for Si. 1In

addition the widths of the resonances apparently are nucleus-

dependent, with F19 showing broad resonance structure, with

average width of N 150 keV, and the resonances of S32, for

example, are characterized by an average width of the order of

50 keV. The analyses to follow, therefore, are directed to

investigating the mechanism underlying these systematic trends

in the ﬁeasured cross sections. In Chapter VI , the behaviour

of the average cross-section will be examined by using an optical

model potential. Chapter VII will present an analysis of

the parameters of individual resonances, and from the distri-

butions of resonance parameters, will show evidence for the

interpretation of the resonance structure in terms of the

"doorway state" hypéthesis.In Chapter VIII, a method will be

presented for parametrizing the resonance structure, yielding

an experimental strength function estimate using the methods

of Fourier analysis and statistical averaging techniques. This

streﬁgth function estimate will be-used to infer certain pro-

perties of the distributions c¢f widths and spacings in the
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resonance structure, and to compare the experimental results
with predicted variations of the doorway state strength function

in terms of dependence on mass number, energy, ground state

spin, etc.



CHAPTER VI

ANALYSIS OF AVERAGE CROSS SECTION

6.1 .Introduction

The historical development of the optical model has
been described in Chapter I and II. Perhaps the most con-
clusive evidencg of the success of this model in explaining
the average behaviour of nuclear cross-sections lies in the

work of Foster and Glasgow(27) k(4)

, who, using the Perey-Buc

potential with a single parameter set, satisfactorily fitted

the cross section for 78 elements between 2.5 and 1.5 MeV.
However, it was felt worthwhile to extend this analysis

to lower energies, at least for the limited mass region reported

by the existing experiment. To this end, an existing optical

(33)

model program developed by Smith was mcdified for inclusion
of the local approximation to the non-local optical model
potential, elimination of parameter search, and elastic scat-

tering coefficients , and inclusion of calculations of total

reaction and scattering cross-sections.

6.2 Theoretical

"The Schroedinger equation for a nucleon moving in the
field of a nucleus has the form:

_ﬁ2 5 ‘
T Voy(lr) + J Vir, r")y{r')dr' = Ey(r) (5.1)

96
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where thekernal of the integral may be visualized as the poten-

-1
tial at r resglting from the presence of nucleons at r . The

non-locality of the potential is a result of the postulated

two-body type of interaction, in which the presence of a nucleon

at r affects the probability of finding nucleons at r'

in the
vicinity of r. This then modifies the potential at r from the
remaining nucleons.

(4)

Perey and Buck chose a separable form for the non-

local potential

v, g = vdsE ) pder] (5.2)

where B is the range of the non-locality.

H was chosen to have gaussian form

r-r'. 2
L -EE

H(|z-r'|) = 55— e (5.3)
TT3/2B3 .

which is normalized to unity. The form of the potential depen-

dent on the average position of the two nucleons is:
- o= iy | ool |
ulr,r') = (v+iwI)fs(l£§£—l) + iwaD(1£§£~l> (5.4

where fs’ fD are the usual Wood-Saxon and Saxon derivative
form factors commonly used in optical model calculations, and
V, W are the real and imaginary components of the optical po-
tential, From the Pauli exclusion principle, nuclear collisions

are excluded deep inside the nuclear surface, consequently,

the imaginary term WI is set equal to zero, and only the
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derivative imaginary term, peaked at the nuclear surface, is
retained.

A more comprehensive treatment of the interaction con-
taips ablocal spin dependent term containing a Saxon-derivative
fqrm factor. Thus the complete Schroedinger equation is:

2

é%q V2+E)¢(r)=-[(Uso+iwsos(r)i45]m(r)+ J U(r,r")H{|z-' )y (r')dr"

(5.5)

where S(r) is a normalized derivative Woods-Saxon potential
~with range agr and U, H, are defined by equations (5.3) apd (5.4).

The non-local potential presents difficulty in a solution
of the wave equation, but there exists a local approximation
to this potential which yieids virtually identical values of
the ebservable nuclear properties: This approximation, as
described in the original paper of Perey and Buck(4), is a
solution to the equation:

up = (5.6
UL(r)eXp[——f (E-Up (r))] = Uy (r). .6)

oK NL

In the computer analysis, the solution for the local
parameters was obtained at each r by an iterative procedure,
using as a zeroth order approximation, the first two terms of
the Taylor expansion of the exponential. The solutiqn is then
obtained iteratively, and after five iterations, the final

~ estimate is obtained by Aiken's delta process,
(Ve-Ve) 2
Vv -

N —
W V6—2V5+V4

v (5.7)
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6.2 Solution  of Schroedinger Equation

The sqlution of the wave equation is obtained from
the éubprogram SCAT supplied by Smith(ss). Essentially the
program first solves the wave eguation for the internal radial
wave function wz(r) starting at r=0 and proceeding to some
radius beyond the nuclear potential. Thus wz(r) is a solution
of

2m*

ﬁ2

V(r) - w%)-}wz(r) = 0. (5.8)
r

" .‘ 2
wk (r) + {k° +
The wave function of a particle outside the nuclear

surface is a sum of regular and irregular Coulomb functions

FZ' G£ respectively: Thus the asymptotic form is:

W(R) = F (R) - B,[Fy(R) + iG (R)] (5.9)

where BL is the "boundary matching constant". Then the re-
quirements of continuity of the wave function and its derivative

yield the equations

CY,(R) = F,(R) = B [F (r) + iG ()] (5.10)
Cyy(R+8) = F (R+8) =B [F (r+6) + iG,(r+§)] (5.11)

These eguations are then solved for B,. The elastic scattering,
absorption and total cross-sections are in turn related to the

boundary matching constants by the following equations:

g =

. (20+41)4] B, | (5.12)

o

(2£+1)T (5.13)

%

~ Fl W‘lﬁ
[N} N

b
He~m8g 8

o)

P
o
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o .
op = 23 1 (20+1)%ReB ) (5.14)
k™ 2=0 ’
:
where TR' the transmission coefficient, is defined as

T,=1-|1- 2B (5.15)

l2
L 2

Optical model calculations were'performed, using the
numerical values of potential parameters given in ref. (4),
Set A, Table 4, p. 363. These are the same parameters used
by Foster and Glasgow(27). The cross sections were evaluated

in 200 keV steps from 0.600 MeV to 4.0 MeV. Total execution

time for all nuclides was 55 sec on the CDC 6400 computer.

6.3 Optical Model Results

Results are shown superimposed as a dotted line on the
measured cross-sections in Figs. 26 to 35. The model calcu-
lations appear to predict accurately the trends in cross-sec-
tion, but in some instances, particularly Mg and S, the
theoretical calculations lie above the average experimental
cross—sgction by as much as 1 bn. Two effects may account
for the discrepancy - the first being the effects of nucleér
deformation, which are not compatible with the optical model,
and the second being the uncertainty inthe experimentally
observed average cross section from the resonance structure
present in all cases. However, the quality‘of the fit appears
to show liﬁtle relation to the magnitude of the fluctuations

. . . . . 2
in cross~section,as for example, the neighbouring nuclei Mg 4
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and A127, which exhibit similar order of fluctuations, show
average deviations from the true cross section of & 1.5 bn
and ~ 0.7 bn respectively.

Substantiation of the second underlying cause, nuclear
deformation, is provided by the excellent fit obtained to
the spherical nucleus Ca40. Foster and Glasgow(27) have
attempted to explain the deviations of the calculated optical
model cross—sec£ions in terms of the effect of fluctuations,
showing a better fit in this region where fluctuations are
reduced. Although this conclusion appears unequivocal at
higher energies, support for this statement does not exist in
this energy region, for the deviations present in chlorine,
the cross-section with the lOWest_fluctuation, are of the
same order as those in aluminum, which shows strong rasonance
behaviour. Similarly, the cross-sections of sodium and
fluorine, which exhibit strong resonances, are closely approxi-
mated by the model.

In conclusion, it has been shown that the non local

optical potential of Perey and Buck(4)

leads to reasonably
adequate éredictions of observed cross sections in this
mass and energy region, without variation of parameters.
Qualitative argumentsisuggest that the éeviations from the

fitted function arise chiefly as an effect of nuclear defor-

mation, which is not accounted for by the present theory.



, CHAPTER VIIT

ANALYSIS OF INDIVIDUAL RESONANCES

7.1 Introduction

As mentioned in‘Chapter II, several experimental in-
vestigations have led to the observation of resonances with
widths of the order of 100 keV. The authors of these inves-
tigations have then pursued analyses directed at establishing
these states as doorway states, or alternately Ericson(56)
fluctuations. In an experiment of medium resolution,that is
resolution which is significantly larger than the average width
of compound nucleus resonances, no clear method exists of
differentiating compound nucleus resonances, or alternatesly
statistical fluctuations from doorway states. The situation
is perhaps best illustrated by the response cof Feshbach(57)
to an interested experimentalist at the International Conference
on Nuclear Structure, Antwerp 1962. When asked for clear
criteria for identifying a resonance as a doorway state, his
reply (éaraphrased) was "Anything with width greater than 50 keV
probably is, anything with width less than 50 keV, probably
isn't".

Clearly, as one proceeds to heavier nuclides, where

the compound nucleus width becomes less than 1 keV the in-

terpretation of doorway states becomes easier, in that a multi-

102
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(36)
(56)

plicity of states with widths of 75 keV, as observed by Seth
(6)

are unexplainable on the basis of Porter-Thomas or Ericson
fluctuations. However in the 2s-1d shell, compound nucleus
widths may be of the order of tens of keV, and the differentia-
tion of intermediate structure from compound nucleus structure
becomes more tenuous.

It was with the objective of establishing a clear
separation betwéen the resonances observed in these two inter-

actions that a detailed analysis of the distributions of widths,

amplitudes and spacings was undertaken.

7.2 Calculation of True Resonance Parameters

The unfolding of the resonance parameters of an ob-
served resonance is not intrinsically obvious in a transmission
experiment in which the width of the resolution function is a
significant component of the observed width.

To determine the true width, for example, one may
approximate the Lorentzian distribution by a Gaussian form,
and then obtain the true width from the relationship between
variances ie.

2 2 2

=0

Utotal true + Gresolution (7.1)

However the resolution functiqn is normally distributed in
transmission space only, and the width measured from the prompt
peak applieé to the transmission function. A transformation

of a resonance dip in transmission into the cross-section

domain results in an amplitude deperldence of the relation between
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true and observed widths. The problem is amenable to an ana-

lytical formulation, but the solution of the integral eguations
. i

necessitates a numerical solution. We consider first the
relation between the true and observed amplitudes. For this
formulation, we follow the analysis of Merzbackgr et al(ss).
| The resolution parameter defining the ratio of the

resolution to the true widths is:

I
£ = —— (7.2)
2v28
' = true width
§ = 8.D. of resolution function.

We are assuming a Gaussian resolution function. Although

this is not exact in the present case, as the true resolution
function is a result of folding a Gaussian intrinsic function
with a rectangular function resulting from the uncertainty

in flight path (see section 4.4), the approximation does not
severely limit the analysis. The observed amplitude of the
transmission dip is then the convolution of the Gaussian
resolution function with the resonance function (in transmission
space). One first defines a reduced transmission in terms of
the constant background, O in the region of the peak and

the transmission at the maximum of the resonance dip.

Z = e T(Eo) (7.3)
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Zc' therefore is the ratio of the transmission at

resonance to the transmission far off resonance. Then, from
:

the convolution, above, one obtains:

[--3

f

ZG = _2__&_ exp(---gzx2 - 8 2)dx (7.4)
ym 1+x
lo
rw
B
=L eXp(—y2 - —~—————§-)dy (7.5)
/T 1+(y/¢)
o
where B = no
o
o = true amplitude of peak

o

n = no. of atoms/cm2

Then the ratio of the observed to true cross sections at reso-
3}

nance is just

log(ZO)

RATIO = —-—H'O_—o-—" (7.6)

In conventional peak height analysis of compound
nucleus resonances, one then uses this ratio in conjunction
with the theoretical amplitude of the resonance, which in
the case of pure resonance scattering, is a function only of
the neutron wave number and the statistical weight g, to
extract the neutron width T.

However, if one assumes that the states observed in
the present measurement consist at least in part of doorway

states, in which no simplifying assumption may be made about
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the partial widths to the various exit channeié, then tﬁe
amplitude at resonance may not be used as a constraint to
yield the total width. |

It is therefore necessary to extend the analysis to
analytically express the relation between the observed width,
resolution width, and true width T.

An extension of the preceding analysis to consideration
of the convoluted cross section at points off resonance was
utilized to extract the observed width.

The experimental reduced transmission at energy E = EO+A,

where Eo is the resonance energy is expressed as:

-]

1 2 8 '
zZ _(A) = —= exp (-x" - )dx (7.7)
9 'z

- Co E

The usual method of obtaining the width from a calcu-
lation of the second moment of the distribution is not useful
in this instance, as the moment integral does not converge,
Hence in the present analysis, the experimental width was
determined aéghat value of A for which the cross-section,
obtained fr;ﬁ the logarithm of ZO(A), attains half its value
at A =0 .

It is evident from the presence of R = no within

the integral, that there is a coupling between the amplitude

of the resonance, and the experimental observed width. There-
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fore it is necessary to evaluate the ratio of true-to-observed
width for each value of no . In fact, it was found that this
dépendence is not strong, and it was sufficient to evaluate the
integral for only a few discrete values of no .

Two families of curves were calculated numerically,

corresponding to the result of equations (7.6) and (7.7).

(1) T/o vs Ftot/o - the ratio of the true width to the stan-
dard deviation of the resolution function against the total

width/resolution ratio.

(2) Goexp/oo vs T'/o - the ratio of the experimental amplitude
to true‘amplitude against true width/standard deviation of

resolutton function.

These curves are illustrated in Figs. (36) and (37).
Also illustrated is the curve obtained by assuming equation
(7.1) for the relation between the true and observed widths.
-It will be noted that for a total width very nearly equal to the
observed resolution width, this relation may lead to an error
of ~ 300% in the estimate of the true width. A similar error
exists for the ratio of true to observed amplitude in this
limit. However, bver the major extent of the curves, this re-
lation leads to relatively small errors.

In addition it will be noted that the coupling, through
the parameter B, does not result in a large dispersion of the

- curves, and therefore, a fairly crude estimate of the true peak



F16.36. RELATION BETWEEN TRUE WIDTH.ToTAL WIDTH.,& RESOLUTION.
RATIO OF TRUE WIDTH TO RESOLUTION WIDTH AS A FUNCTION
OF TOTAL WIDTH FOR VARIOUS AMPLITUDES.
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F16.37. RELATION BETWEEN TRUE AMPLITUDE,OBSERVED AMPLITUDE
AND RESOLUTION,

RATIO OF OBSERVED AMPLITUDE TO TRUE AMPLITUDE AS A
FUNCTION OF THE RATIO OF TRUE WIDTH TO RESOLUTION WIDTH
FOR VARICUS VALUES OF THE TRUE AMPLITUDE.



FIG, 37

4.0

PO 3.0

20

1.0

0

20 3nuls %0 dx3

ol
25y



108

cross-section will not lead to large errors in the determi-
nation of tru? widths and amplitudes.

Experimental widths and amplitudes were determined
by visual inspection of thé cross—-section results. The criterion
used to define a resonance involved selecting only those fluc-
tuations which were present over at least three data points.
In this manner random fluctuations from statistical effects
were not incorporated in these results. Of course, at higher
energies, such a peak may still be selected if its presence was
confirmed by the measurements of other investigators.

A certain error is introduced by measuring the width
as the full-width at half-height of the observed peak, par-
ticularly in the case of overlapping resonances, as the re-
latively slow decay of the Lorentzian function results in a
base line shift. Therefore, a better estimate was obtained
by considering the baseline as a smooth curve drawn through
minimum points located outside the region of overlapping
resonances.

The observed resonances are marked by a vertical arrow
in the cross-section curves, Figs. (26) to (35).

The procedure used in unfolding the true resonance
parameters from the measured width and amplitude was , using
the measured amplitude to locate the appropriate curve on Fig.
(36) to obtain the true width from the measured width and

resolution (the latter from Fig. (25) or from other experi-
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menters' reports). This width was then used on Fig. (37) to;
obtain the tr?e peak cross-section. If this value differed
.widely from the experimental peak cross-section, the new
value was used to re-define the appropriate curve on Fig. (36),
and the true width and amplitude were obtained iteratively.

" The widths and amplitudes of all resonances obsefved
for the ten nuclides in the present study from 800 keV to 4 MeV
are listed in Table III. Approximately one hundred and fifty.

resonances were located in this region.

7.3 Distribution of Widths

An examination of the widths tabulated in Table III
indicates that resonance widths are dispersed over a wide range
from zero to greater than 150 keV. To investigate further the
distribution of widths for each element, a histogram was
constructed, which is illustrated in Fig. {(38).

Although the numbers are small in each histogram, cer-
tain features are evident in an examination of these distri-
butions. Perhaps the most interesting is that the expected
clear separation between compound nucleus states, with widths
of 10 keV or less, and dodrway states, with average widths
of ~ 100 keV is only present in Ca40, in which several stateé
of widths less than 10 keV are present followed by a gap be-
tween 20 and 60 keV, then an irregular distribution with cal-

culated mean width of 97 keV, The distribution for Cl is
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Widths and Amplitudes of Resonances 800keV-4000keV

. i
Element Energy Width Amplitude Element Energy Width Amplitude

(MeV) (keV) (bn) (keV) (keV) (bn)
F 0.77 120 1.5 Al 0.79 50 2.4
0.92 100 1.2 0.85 100 1.2
l.13 60 0.8 1.05 35 .4
1.26 120 1.4 1.20 105 1.2
1.62 170 1.0 1.29 45 .6
2.02 110 0.95 1.44 80 )
2.28 110 0.8 . 1.56 65 .6
2.58 360 0.8 1.66 30 .5
3.06 160 0.5 1.76 60 1.0
3.26 90 0.5 1.96 50 9
3.46 90 0.5 2.06 45 1.0
3.60 120 0.25 2.23 145 1.0
2.57 135 1.3
Na 0.79 40 3.0 2.80 25 1.5
0.93 40 2.5 3.00 105 .5
1.10 70 1.4 3.21 40 1.3
1.25 35 1.0 3.42 55 1.0
1.33 20 1.2 3.62 50 .9
1.41 25 1.0 .
1.63 30 2.0 Si 0.81 <10
1.80 140 1.0 0.95 140 2.4
2.09 160 0.8 1.45 105 0.5
2.44 100 0.8 1.66 51 3.8
: . 1.87 95 3.5
Mg 0.88 40 1.3 .
1.15 50 0.9
1.34- 105 1.3
1.68 160 1.2 2.90 87 1.7
1.90 75 0.8 3.78 90 1.2
- 2.30 105 0.8 4.00 130 1.4
2.64 120 1.0
2.86 50 1.15
3.08 45 1.8
3.35 100 1.1
3.50 105 1.4

(continued next page)
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TABLE III (cont'd)

Element Energy Width Amplitude Element Energy Width Amplitude :

{(MeV) (keV) (bn) (MeV) (keV) (bn)
p .895 43 1.2 c1 1.03 44 .9
.970 110 1.4 1.15 65 1.4
| | 1.23 40 .6
1.065 17 0.9 |
1.39 47 1.0
1.115 10 1.2
1.47 91 1.1
1.190 72 1.4
1.58 69 .9
1.320 75 .85
1.70 40<<
1.470 70 .6
1.77 40<<
1.53 25 1.50
1.83 44<<
1.72 80 .90
. 1.92 50 .9
1.84 45 .90
1.91 20 2.4 2.05 50<<
2.06 ‘ 2.16 50<<
P 2.33 32 1.4
2o 3.65 50 1.25
s 0.80 105 0.9 K 0.90 47 .3
1.21 . 60 .5
0.95 25 1.5
1.40 60 .35
1.10 20 1.2
1.58 63 .4
1.18 20 .85
8 1.74 21 1.0
1.25 20 2.3
2.20 - 10<
1.34 40 1.0 .
2.32 10<
1.45 40 1.0 3.33 100 .55
1.54 40 .9
Ca 0.80 65 .55
1.77 45 2.9
0.91 90 1.4
2.04 95 1.1 |
1.02 75. 0.8
2.14 67 1.5
1.14 13 1.8
2.36 47 1.1
1.24 120 1.1
2.55 54 1.3
1.46 11 2.2
2.70 75 1.8
1.76 <10
2.81 25 2.9
1.95 <10
3.06 130 1.45
2.27 <10
3.28 33 2.5
. 2.50 161 .75
3.82 80 2.3
2.92 87 1.4
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similar, although the mean of the "doorway" stafe'distributidn
is at about Gq keV, not the postulated 100 keV. Finally F19
clearly shows a preponderence of states with mean width of
N 130 keV, but narrow resonances are entirely absent from this
distribution. Although the experimental resolution reduces the
detection efficiency for narrow resonances, this has no bearing on
the discussion to follow which uses other high resolution data to
investigate this region.
| It is apparent from these distributions that a mean

width of v~ 100 keV does not uniquely define doorway state
resonances, or if in fact this is the characteristic width of
such resonances, there remain a largé number of resonances
with widths of 20 - 80 keV of undetermined origin.

To resolve this apparent anomaly, it was necessary to
<investigate further the properties of the distribution of
widths of compound nucleus resonances.

7.4 widths and Spacings of Compound Nucleus Resonances

The theory underlying the existence of a compound nu-
cleus state indicates that this quasi-bound state should con-
sist of a large number of configuration mixtures of single
particle states separated in energy by a few electron volts.
There 1t is expected that the amplitude of each state YA
should be randomly distributed. The dlstrlbutlon of these
amplitudes, and the resulting resonance widths, has been sug-
gested by Porter and Thomas(s). It is postulated that these

amplitudes will have a Gaussian distribution cenitred about
p :

zero. Then the width of the associated level, which is pro-
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portional to the square of Yy v will be a X2 distribution with

c
one degree of freedom.
- -1/2 _
P(x)dx = A ox 5 e x/zdx where x = I‘/<I‘>c (7.8)
vam .

The subscript c indicates the exit channel c.

Now if, in fact n channels are open to decay from the
compound nucleus, the distribution of widths corresponds to a

x2 distribution with n degrees of freedom.

n nx, 2
(=)

~ D 2

2 (5)

nx nx r
2 A (7.9)

dx % =

Thus: Pn(x)dx =

Relating this result to the present analysis, if the
average width of compound nucleus resonances were known from
high resolution experiments, it wéuld be possible to estimate
the probability of obtaining states with widths of the order
observed in the present analysis. Further, from such an
‘experiment, the average spacing, and hence the number, of
compound nucleus resonances wiﬁhin an energy interval could
be extracted. Thus the predicted number of compound nucleus
resonances at each width interval could be extracted from such
an experiment.

The compound nucleus width distributions are dependent
upon the number and type of decay channels available. It is

well established that the interaction of neutrons with energy

less than a few MeV consists of about 85% elastic scattering,
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with the remaindef predominantly inelastic scattering to ex-
cited states of the residual nucleus. At any rate the distri-
bution corresponding to only one exit channel, the "Porter-
Thomas" distribution, has the maximum dispersion, and leads

to a "worst-case" estimate of number of states with I'>> <f>c.
Thus in the present analysis, this distribution will be assumed
for an estimate of numbers of compound nucleus states.

(19)

Hibdon and co-workers have investigated cross-sections

l27 40

13 below 500 keV, and Ca below 700 keV

F below 300 keV, A
using a resolution of n 1 keV. Therefore for these three cases,
an accurate estimate of widths and spacings of compound nucleus
resonances below several hundred kilovolts exists. To extra-
polate these data to the region of interest of the present
experiment, however, knowledge of the behaviour of the average
widths and spacings as a function of excitation energy is

necessary. .

Energy Variation of Level Density

It is unnecessary inthe present context to give a
aetailed review of the theory applied to the variation of level
density as a function of excitation energy. Many experimental
results have been fitted in‘terms of the semi-empirical

formula(33)

w(E) = C exp 2(aE)l/2 (7.10)

where w(E) = level denéity

of
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C,a are empirical parameters

E = excitation energy.

(59)

The parameter "a" for 15<A<70 1is given by Heidmann and Bethe

1

a = 0.035 (A-12) MeV (7.11)

In the present analysis, the level density of compound
nucleus resonances was determined by an average cf the Hibdon
data, and this value substituted in equation (7.10),-using nan
from (7.11) to obtain the parameter C. These experimental para-
meters were then used to extrapolate to the excitation energy

of the present experiment.

Energy Variation of Compound Nucleus Widths

In the region under a fewyMeV, the interaction of
neutrons with nucleu is predominantly elastic scattering. Hence,
using the Breit-wigner formula, the half-width of a compound
nucleus, I', is approximately equal to Fn’ the width for
neutron emission.

Now the width of a resonance is related to the mean
lifetime of the corresponding state. Considering a simplistic
picture of a neutron escaping from a square potential well,

the probability of escape at each collision is(so):

"N 4kK

no4N, %

Ay (7.12)

(k+K) 2

where K >> k are the neutron wave numbers inside and outside
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the well, and Ny is an f-dependent function of k and the nuclear

radius. For 2=0 No = 1, and for 2=1

2/3 '
L Eﬁ’*_ﬁé&); (7.13)
EA
145

N

Thus for s-wave neutrons, the energy dependence of the average
1

width, based on this simple model is proportional to = /ﬁ;.
For p-waves, this term is modified by a monctonically in-
Creasing, slowly varying function of En'

This formulation leads to the familiar concept of the
reduced width of a compound nucleus resonance.

o) Eo 172 A

r, = rn(ﬁg) where Eo is the reference energy,

usually 1 eV,

For the purpose of the present analysis, the important:
consequence of this formulation, is that the average comppund
nucleus width varies approximately as the square root of the
neutron energy, permitting us to extrapolate the low-energy
data to the energy region in the presen£ study.

7.5 Application to Present Experiment
(19)

Using the Hibdon data, average values of the com=-
pound nucleus width and level density were calculated for
fluorine, aluminum and caléium, These parameters were then
‘extrapolated to a neutron energy of 2.0 M;V using the formulae
developed in the previous section. The averages of the Hibdon

data, and the extrapolated average widths and spacings are

shown in Table (IV). From these data, the Porter Thomas



Table IV

Average Compound Nucleus Parameters of F,Al,Ca

No. of Res ~ Extrap. Width

Element average Energy Average Width Extrap. No.
per MeV C @ 2.0 MeV @ 2.0 MeV
pl? 200 keV 3.3 keV 17 1.2 9.0 keV 36
a127 500 2.4 112 2.0 5.5 160
" catl 500 0.25 125 0.40 0.5 220

LTT
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distribution function was utilized to calculate the total
number of compound nucleus states at each width interval
compatible wiéh the widths measured in thé present experiment.
These distributions are shown in Fig. (39) superimposed on
the measured distribution of widths, shown previously in

Fig. (38).

. It is evident from this figure that the resonances
observed in the present experiment probably originate from
some mechanism other than the compound nucleus mechanism. Par-
ticularly in the heavier elements, Porter-Thomas fluctuations
are not of sufficient magnitude to explain the presence of
states with widths greater than 40 keV.

Returning to Fig. (38),it is evident that the majority
of states observed in the present ;xperiment are not compound
nucleus resonances. Since the average width of compound

(35)

nucleus rescnances decreases regularly with mass , ap-

2733

proximately as A , this mechanism is inadequate to

explain all but the narrowest resonances for elements with mass
~greater than 27. Furthermore, in Flg, a large number of
resonances exist with average width of N 150 keV, and these
are not accounted for by the compound nucleus picture.

On the assumption that these resonances are evidence

of the doorway state mechanism, it is apparent that the average

width of these resonances varies considerably with target



F16.39. DisTRIBUTION OF CoMPOUND MUCLEUS AND INTERMEDIATE
WipTHs 1N F,AL.ANDCA.

- COMPOUND NUCLEUS WIDTH DISTRIBUTIONS ARE CALCULATED FROM
HIBDEN DATA ASSUMING A PORTER-THOMAS DISTRIBUTION,AND CORRECTING
MEANS FOR DEPENDENCE ON INCIDENT NEUTRON ENERGY. |
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32

nucleus from a minimum of n 50 keV in S to a maximum of ~ 130

keV in Flg. {urthermore individual doorway resonances may
exist with widths considerably narrower than these averages.
These results have implications in terms of the
commonly accepted "average" width of n 100 keV. The origin
of this "axiom of width" and its impact on the relationship

between the characteristics of doorway states and nuclear struc-

ture will be discussed further in Chapter IX.

7.6 Energy Dependence of Doorway State Widths

From the distribution of doorway-state widths shown
in Fig. (39) for fluorine,aluminum and calcium, it is evident
that considerable dispersion exists in these widths. HoWever
some indication of the energy dependence of these widths may
be obtained by plotting the widths of individual resonances
as a function of energy. These plots are shown for fluorine,
aluminum, and calcium in Figs. (40) to (42) respectively.
Considering only those points corresponding to widths ocutside
the compound nucleus range, no clear energyAdependence is
evident in aluminum. However in bpth calcium and fluorine, a
clear trend to higher widths at increased neutron energies
exists. An empirical VE function is shown on these graphs,

the multiplying constant being fitted visually to the data.



Fie. 40-42, wibpTHS OF INDIVIDUAL RESONANCES FUNCTION OF ENERGY
"IN F,AL, AnD Ca,

THE SEPARATION BETWEEN CoMPOUND NUCLEUS AND INTERMEDIATE
STRUCTURE WIDTHS IS EVIDENT FROM THESE GRAPHS,A POSTULATED
E* DEPENDENCE 1S SHOWN FOR [NTERMEDIATE STRUCTURE IN F & Ca.
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! CHAPTER VIII

SPECTRAL ANALYSIS OF'CROSS SECTIONS

8.1 Signal Analysis Technigques

The analysis of experimental cross-sections by
signal-averaging techniques is not a new approach. Seth(36)
used the method of autocorrelation analysis to determine
average widths in the cross sections of seventeen medium
weight nuclei, and Ericson(SG) showed that the value of
the auto-correlation function in a region of overlapping
compound nucleus resonances is a measure of the average com-
pound-nucleus width. These analyseé relate the form of the
auto-correlatian determined experi%entally to the theoretical
form based on a single resonance of Lorentzian shapé above
a smooth background. |

However these analyses have been confined to an
vexamination of the aﬁto-correlation function over a range
comparable with the average width of resonances. It will
be shown iﬁ the preéent analysis that considerable information
may be deduced from an extension of the auto-correlation
function to greater-displacements, and furthermore, the
logical progression to a power-spectral analysis of the auto-

correlation function, in combination with detailed examination

- of the auto correlation function yields an estimate of the

120
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neutron-strengéh function. Furthermore, parameters may be

extracted which yield not only the average width and spacing,
i

but also permit some inference of the distribution of widths

and spacings about these means.

8.2 The Auto-Correlation Function

For a real function f(x) defined between limits of

) ) ) ) 6
-0 gnd 4+« the auto-correlation function is defined as ( l%

=
R(e) = { fx)f(x+e)dx. (8.1)
- OO ‘ »
In application to neutron cross-sections, this is usually
written in a modified form. For a cross section o{E), defined

over the energy interval El'E the auto-correlation function

2

is written as *

E E
2 2
R(eg) = TEE%EIT [{ 0(E)o (E+e)dE - ([ O(E)dE)Z] (8.2)
E) E,
= <o(E)o(B+e) = <o>%> . | (8.3)

‘Although this form differs from the previous in two
respects; normalization over the-energy interval, and a base-
line shift to a mean value of zero, the characteristics of
the two functions afe identical. ‘Specifically, allvdependence
on € is contained in the first term of eqg. 8.3, and this term
is identical; aside from normalizaﬁioné, in the two formulations.

Qualitatively, it can be seen from the functional form
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of R(e) that this prqvides an average measure of the corre-
lation betwéen values of the cross section seperated by an energy
€. Consideriﬁg a simple example, of §-functions at a fixed
spacing of A, the ac function would be a § function at

e = A,20 ,34, etc and zero elsewhere. The auto-correlation
function of a pure sine or cosine wave of freguency v may

be easily interpreted. Since everywhere points at € = Ty
etc. are anticorrelated with points at € = 0, then clearly
the auto-correlation function at these points will be a minimum.
Similarly the auto-correlation function will maximize at

2 4

v ¢ —y ¢ etc-
Thus the maxima of this function provides a measure
of the average spacing of maxima in the original spectrﬁm.
Furthermore, since R(o) is a maximhm, equal to the mean-square
fluctuation of the cross~section, the width of the maximum
about zero provides some measure of the average width of the
fluctuation in cross-section.
These properties will be discussed quantitatively in
section 8.4, but some understanding of tﬁe‘definition and

properties of this function are pertinent toc the following

section.

8.3 The Power Spectrum Function

The "power spectrum" of a given function o (E) is

related to the Fourier transform of the function. Thus:
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. ' m [} .
Z(w) = f o(E)e *¥E gE (8.4)
’—co
i where w = frequency
defines the Fourier transform of the cross-section. The power
spectrum of o (E) is the squared modulus of the Fourier trans-

form.  Thus

Plw) = |Z(w)]|? (8.5)

It may be shown that the power spectrum of é function
is directly obtainable from the auto-correlation function,
and is in fact, the Fourier transform of the auto-correlation
functionf Since the auto-correlation function, from its
definition, is an eveh function, then the power spectrum is
similarly an even function and is usually defined only for
positive frequency. °

The power spectrum is amenable to physical interpre-
tation, as implied by its name. The function represents the
amount of "energy" present in the original spectrum at each
frequency. Therefore, any arbitrary periodic function, of
period 1, will show a peak in the power spectrum at a frequeh—
cy v = l/ro. |

Power spectral analysis is useful in the analysis of
total cross-sections, as a dominant spacing of D would show
asmultiple peaks at D, 2D, eﬁc. in the auto-correlation func-

ticn, but would be present in the power spectrum as a single

peak at v = 1/D.
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8.4 Detailed Properties of Auto-Correlation and Power
Spectrum.

Certain qualitative features of the auto-correlation

function and power spectrum have been described in the previous
section. However some properties have not been delineated,

and require further investigation to be of use in the present
analysis.

For example, it is unclear how the width of the auto-
correlation funétion about zero is related to the average width
in the original spectrum in the case of multiple peaks. Fur-
thermore, this width should intuitively be sensitive to the
distribution of widths about the mean, and may be sensitive
to the average spacing of peaks. Similarly the power spectrum
should in some manner show evidence of the distribution of
spacings abéut the mean.

The auto-correlation function may be evaluated analy-
tically for the simple case of a picket-fence distribution
of resonances of Lorentzian form; that is to say, peakxs of
fixed amplitude and width separated by a fixed‘distance. This
mocdel was used to obtain insight into some of.the questicns
posed above. |

Auto~-correlation Function for Single Resonance and
Multiple Resonances

it may be shown by several methods, eg. Cauchy inte-
gration in the complex plane, inverse Fourier transformation,

that for a single Lorentzian at x = 0,
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f(x) =

é experimentally x = %E (8.6)
1+x
i

The auto-correlation function is just

R(x) = 2V2 (8.7)

4+x

Thus, for a single resonance, the auto-correlation function
is a Lorentzian with width 2T.

Now for a picket fence model over the interval 2E=(2N+1)D

N

£(x) = I Lo (8.8)
and : ,
R(e) =L — [ 5 3 1 1 dx  (8.9)
© (2N+1)D n=-N m=-N 2nD, 2 2mD 2
o l+(x——?~ < l+(x——T- +€)
Setting y = x=-nD
L - 4w N 1
R(e) = 5= z z - dy {8.10)
(2n+1)D J n=-N m=-N l+y2 l+(y—2(m-n)%+€)2
2N+1 [ 1 1 2N 1 1
dy+ dy +
(2N+1)D j l+y2 l+(y+e)2 (2N+1)D J l+y2 l+(y—§D 612
‘ : (8.11)
2N 1 1 2N-1 1 1
ool dy + -= dy
(2N+1)D 2 2D, .2 (2N+1)D 2
1+y l+(y+f—+e) 1+y l+(y—gD €)2
Then for N + «, using eguation 8.7
- ' 2 - \
4+4x &+4 (x-=) 4+4 (x+7) 4+4 (x-57)
where X = %
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i 1 Bl 1 T 1 il 1
= % e+ I , + = S + = : +++ (8.13)
2 _E\2 2 _e__D,2 2 -g,.D2 2 _€_2D,2
1+ () 1+ (7 -) 1+ (7=+5) I+ (=)
i
These results are shown in Fig. (43). It will be noted

that if the width of the auto-correlation function is defined
as the value of € at half height, height being measured from
maximum to first minimum of the autd—cq;relation-function,the
width decreases with decreasing spacing. Restating this result,
the width of the auto-correlation function is related to the
average width, and the average spacing of the resonances. This
result will prove crucial to the ahalysis of experimental cross-
sections. .

To extend the analysis to the power spectral4analysis
of the picket fence model, a theoretical distribution was
generated by computer, and analysed using an available subroutine
package for calculatioh.of auto-correlation and power spectrum
functions. These calculations were performed for values of
r/D of 0.1, 0.2 - 1.0. The power spectra shows a single peak
at a frequency corresponding to the average spacing as expected
from therdefinition.

To summarize the characteristics of these functions,
based on analysis of a picket fence model:
(1) In the limit of average spacing ==, the width of the a.c.

function is twice the width of the individual resonance.

(2) The auto-correlation function showed secondary maxima

corresponding to a displacement of D, 2D, 3D, etc.



F16.43, AUTOCORRELATION FuncTioN oF PrckeT FENcE CROSS-SECTION.
THE FUNCTION IS ILLUSTRATED FOR DISPLAEEMENTS TO
2.5 I, AND VARIOUS VALUES ofF D/I.
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(3) The width of the auto-correlation function decreases with
decreasing averége spacing and is therefore a function of

D and T.
(4) The average spacing is reflected in a peak in the power

spectrum at a frequency corresponding to the inverse of

this spacing.

8.5 Experimental Results

To calculate the auto-correlation and power spectrum
of the experimental cross-sections, these were quantized at 20
keV increments by visual readout of the mean curve through the
data points.

In order to reduce the effects of experimental re-
solution these data were obtained over a limited region
from 800 to 2500 keV. In this region, the experimental reso-
lution, while non-negligible, is still relatively small com-
pared with the average widths of observed resonances.

Data points obtained by visual methods were then
key punched as input to the program package for calculation
of auto-correlation and power spectrum.

. The experimental auto-correlations are shown in Fig.
44-47, for a lag € < 800 kev. Aas we have shown for the picket
fence model, the average spacing is observed in the auto-
correlation funption by multiple peaks at p, 2D, 3D, etc.

Such a functional form is clearly evident- for fluorine, aluminum,



Fie.44-47, EXPERIMENTAL AUTOCORRELATION FuncTions A=19-40,

SPACINGS CORRESPONDING TO PEAKS IN THE POWER SPECTRA
ARE INDICATED BY NUMBERS,WITH MULTIPLE AUTOCORRELATION PEAKS
IDENTIFIED BY PRIMES.,
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silicon and calcium. A multiple peak structure with somewhat
less certainty is shown for phosphorus and chlorine. In
these two cases the lack of clear resonance behaviour may be
due to poor statistics in these nuclides, resulting from
the relatively low amplitude of the resonance structure.
Magnesium presents a single strong resonance at 500 keV lag.
The remaining three nuclides are somewhat anomalous in that
multiple peaks are presént in potassium and sulphur, but the
constraint of rescnances at multiples of the average spacing
does not appear to be satisfied. Sodiumj finally does not
show any strong characteristic structure.

The presence of prominent maxima in the auto-correlation
function yields at least some gqualitative insight into the
distribution of spacings. For in order for maxima to exist,
spacings between resonances must be distributed about the
average spacing with a dispersion characterized by the width
of the maxima. Furthermore the presence of multiple maxima
substantiates this form of the distribution, as a single
maximum at a spacing & could be obtained from two strong‘peaks
in the spectrum at this spacing, however, two such peaks
would not contribute to a second makimum at 2e. -

From this discussion it follows that thevabsence of
correlated maxima does not indicate a féilure of the analytic
technique, but ma? result from a bfoad distribution of spacings

about the mean.
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For additional confirmation{of the average spacing
obtained from this analysis, we turn to the power spectrum
of each elemen;. These are illustrated in Fig. (48). These
power SPectra are for a frequency of 0-10 cycles / MeV, or for a
range of spacing from infinity to 100 keV. It was found that
very little power was present in any nucleus for frequencies
greater than 10/ MeV, indicating a spacing of resonances ob-
served in these experiments of greater than 100 keV. Where a
peak is present in the power spectrum at 1 cyc/MeV, as in the
case of Si, P, K, Ca, this corresponds to a fluctuation with
a period of 1 MeV. Since the cross-éection is measured over
a range of 1.5 MeV, this power is present in the trend of the
cross-section, or in a crude sense, represents the spacing of
single particle resonances. Discounting this low frequency
peak, then, six elements, F, Mg, Al, Si, Cl and Ca, display
a single strong peak in the power spectrum. Two peaks are
present for sulphur and potassium. The spacings correspon-
ding to these peaks are shown on the auto-correlation spectra,
numerically coded to the power-spectral peaks.

It may be concluded, therefore, that for six of the
nuclides the auto—éorrelation and power spectral analysis
provides an unambiguous measure of the average spacing of
~resonances in the cross séction. Ambiguities remain in the
remaining four nuclides. And, as yet, no information about

average widths has been obtained from the analysis. In the



F16.48, ExPERIMENTAL Power SpecTRA A=19-40,
THE NUMBERED PEAKS CORRESPOND TO NUMBERS SHOWN ON
THE AUTOCORRELATION FUNCTIONS Fig.4l4-47,
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next section, a second approach to the determination of
average spacings will be utilized to resolve ambiguities,

and the averagé width will enter in the analysis of the auto-
correlafion function.

8.6 Correlation Between Widths and Spacings in Auto-Correlation
Function

As was already noted, in the picket fence model a.
relation exists between the width about zero of the auto-
correlation function and the average width, and average spacing
of the resonances. One may expect therefore, that when the
spacings and widths are distributed about the mean a similar
relationship may exist. To investigate in more detail the
functicnal form of this relationship the ratio of the auto-
correlation width to the resonance width was plotted as a func-
tion of the spacing/width ratio for the picket-fence model.
Difficulties exist in using this relationship for experimental
spectra, as the average width cannot be obtained directly from
the auto-correlation function. However the distributions
of widths calculated in Chapter VII provide a good estimate
of the mean resonance widthf

Using this value of mean width, the same parameters
were plotted for the experimental spectra. Where ambiguities
existed in the auto-correlation and power spectra estimates
of the average spacing, this ratio D/T was plotted for all
possible D's. These results, for the picket fence and experi-

mental spectra are tabulated in Tabkble V and Table VI and
e
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Table V

Averaée Resonance Parameters of Picket Fence Distribution

T D W W/T D/T

10.0 50. 10. 1.0 5.0

10.0 25. 8. 0.8 2.5

10.0 12.5 5.5 0.55 1.25

10.0 10. 5.0 0.50 1.0

10.0 8.33 4.0 0.40 0.83
Table VI

Average Resonance Parameters of Experimental Distributions

D1/<P> D D2/<P> D D3/<P>

Element <I'> W W/<T> D

keVv 1 2 3
F. 135 67 .50 370 3.00
Na 66 23 .35 232 3,50 167 2.54
Mg 85 62 .73 450 5.25
Al 68 55 .81 375 5.5
Si 100 40 .40 220 2.20
P 51 40 .80 270 5.3 180 3.6
S 50 30 .60 330 é,s 180 3.6 130 2.6
c1 54 37 .69 310 5.8 |
K 59 23 . .39 280 4.7 159 2.7

Ca 96 50 .52 350 3.65
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plotted in Figqg. 49;

It is clear from the positions of the unambiguous
points that séme relationship exists between these parameters.
The absolute value of D/T for the fitﬁed curve is smaller in
magnitude for the experimental spectra than for the picket
fence model, but a similar functional relationship exists
for both sets of data. Where the ambiguous points are plotted,
it is clear that one value lies nearer to the fitted line than
the remaining values. Furthermore if these values, which
lie closer to the fitted curve, are compared with the corres-
ponding peaks in the power spectra, in every instance, the
selected data point corresponds to the highest observed peak
in the power specttum. This is interpreted as confirmation
that this functional relationship between the width of the
auto-correlation function about zero and the average spacing
obtained from power spectra analysis is a real phenomenon
in the experimental spectra.

This method, then permits an unambiguous definition
of <D>/<T>, or inverting this parameter, of the strength
function averaged over all angular momentum channels. Further-
more the functional form of this curve will be utilized in the
following section to ascertain certain properties of the |
distributions of the individual parameters about their mean

values.



F16.49, ReLATION BETWEEN AUTOCORRELATION WIDTH.,AVERAGE WIDTH

AND AVERAGE SPACING IN EXPERIMENT,
THE RATIO OF THE AUTOCORRELATION WIDTH TO THE MEAN

RESONANCE WIDTH IS PLOTTED AS A FUNCTION OF D/I'FOR THE

PICKET FENCE AND EXPERIMENTAL SPECTRA,WHERE AMBIGUITIES EXIST
IN THE MEAN SPACING FROM THE POWER SPECTRA., THESE ARE SHOWN AS
OPEN OR SHADED CIRCLES,
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8.7 Distributions of Widths and Spacings - Model Distribution

The vertical displacement between the picket fence
curve in Fig. (49) and the experimental data suggests that
the values of these parameters may be sensitive to the distri-
butions of widths and spécings.

As an initial test of this hypothesis, theoretical
spectra were generated with resonance amplitudes, widths and
spacings distributed exponentially about their mean values.
Numerical values of the means were chosen to represent as close-
ly as possible the experimental spectra in terms of average width
and spacing in channel units, average amplitude in barns, etc.
For each parameter set,ten spectra were generated, correspon-
ding to ten finite samples, and the mean values of the para-
meters in fig.50 obtained by averaging parameters obtained from
the auto-correlation analysis of these spectra.

The exponential distributions represent distributions
of extreme disorder, in contrast with the picket fence model.
However, the exponential distribution of widths is a rea-
sonable approximation to thé Porter-Thomas distribution, and
the exponential distribution of spacings is not unlike the
spacing distribution obtained from a superposition of Wigner
surmise spacings of differing angular momentum transfer.
Therefore,these hypothetical distributions, although of extreme
randomicity, is a reasonable representation of the distri-
butions expected on‘the’basis of the distributions of compound

nucleus resonances.



134

In Fig.50 the results of the exponential distributions
on the labelled curve C, are shown with the data points of
the picket fence model, curve A, and the experimental points.
Also shown are additional curves, labelled D, and E which will
be introduced later. Curve C shows a markedly different be-
haviour from the data of the previous distributions, tending
strongly to higher values of W/T as D/I' tends to zero.
This result suggests that invfact these parameter curves are
strongly dependent on the distributions of amplitude widths
and spacings. Furthermore, it is evident that the distributions
of the experimental cross-sections tend to resemble the un-
distributed picket fence model rather than the wide distribu-
tions of the exponential model.

The remaining curves are from theoretical spectra
generated with different functional forms of the distributions.

From the distributions of individual widths, Fig. ( 38),
which tend to be strongly peaked about the mean, resembling
a Gaussian type of distribution, curve p was developed from a
distribution of widths of Gaussian form, with mean equal to
<I'>, and standard deviation of <I'>/2, truncated at O width.
Amplitudes and spacings remained exponential. It is seen
that this curve is nearly flat, in contrast with curve B,
and is tending more tdwards the experimental curve.

By imposing the additional constraint of a distribution

of spacings of the Gaussian form, u = <D>, ¢ = <D>/2, curve E



F16.50. W/T'Function oF D/T"For EXPERIMENTAL AND THEORETICAL
DisTRIBUTIONS OF AMPLITUDES.,WIDTHS,AND SPACINGS



S

FOINT

Ve
£

Dis

AMPLITUCE | WIDTH | SPACING
PICKET FENCE
EXPERIMENTAL

EXP
EXP

EXP

TRIBUTION

EXP | EXP
GAUS| EXP .
GAUS| GAUS

0S ‘OI4

o




135

resulted. This curve showed virtually no correlation between

W and D, within experimental error, but moved still closer

to the experimental and "picket fence" curves than the preceding
curves.

From the parameter curves obtained from the theoretical
distributions, it is evident that distribution of widths and
spacings observed in the present experiment are constrained to
relatively littie variation about the means. Additional
distributions could hypothetically be developed to provide a
more precise fit to the experimental data, but in the absence
of theoretical models of the distribution function, such a
procedure may be of little benefit.

Extrapolating these strengﬁh function estimates to
compare with predicted dependence on nuclear structure para-
meters should be attempted with caution, as it is evident that
these values were derived from a relatively limited number of
observed resonances. Thus, although the mean values illustrate
an internal consistency of the form illustrated in the pre-
ceding section) because these estimates are based on fewer than
twenty observed resonances, it is estimated that the error
in these estimates may be of the order of 25% - 50%. This
estimate is basad on the sample size, which enters inte
the calculation of the average widths and, of course, the average
spacing, which is highly dependent'on the number of resolved

resonances.
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Thus, to conclude, a method has been developed to
obtain average estimates of the width and spacing of reso-

'3

nances from auto-correlation and power spectrum analysis.
Certain properties of these functions permi% an inference of
the distributions of these parameters about the mean values.
Finally, a consistent strenéth function estimate may be
derived from the relation between the width of the auto-

correlation function, the average resonance width, and the

average spacing derived from power spectral analysis.



: CHAPTER IX

DISCUSSION OF RESULTS

9.1 Nuclear Parameters and Neutron Cross-Sections

As we have shown in Chapter V, the gross properties
of the néutron cross section are adeguately reproduced by an
optical model potential, in which the nucleus is represented
as a potential well containing real and imaginary components,
spin-dependent components, etc. Such a model, although re-
vealing much insight into the reaction mechanism involved,
contains little information about the detailed nuclear proper-
ties of the target. For example, the ground state spin of
the nucleus, the level density, the properties of the levels
(collective, single particle, rotational,etc.) do not enter
into the theoretical description of the reaction mechanism.

It has been pointed out(27)

that the presence of hard defor-
mations, confirmed by the observation of rotational band
stfucture in the lével scheme, results in a consistent devia-
tiOn of the observedvcross’section from the optical model
predictions. This is not surprising, as the Perey-Buck
potential is spherically symmetric. However in the region
analysed in the present experiment, the same authors have

correctly pointed out the difficulty of separating deviations

due to permanent nuclear deformation from deviations due to

137
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the formation of particle-hole states or alternately, statis-
tical fluctuations in the component of the cross section due
to compound n&cleus interactions.

Although it is apparent that information may be gained
from a detailed’calculation of the total cross-section using
a non-spherical optical pptential, or alternatively a reaction

(7)

theory such as the unified theory proposed by Feshbach such

an analysis is beyond the scope of the present work. In any
case, a calculated cross-section which accurately predicts the
position and shape of individual resonances, in addition to
the gross structure, is probably beyond capabilities of present
theories of nuclear dynamics.

The fluctuations in the cross-section are, however,
dependent on specific properties of the nucleus. As a simple

(27)

example, we again borrow from Foster and Glasgow , who

(56)

used the spin-dependence of the Ericson ~-type of fluctuation,

in conjunction with the ground-state spin of target nuclei,
to qualitatively explain the variation in the average amplitude
of fluctuations in moving from nucleus to nucleus.

If the fluctuations are due to doorway-type resonances,

(3)

the theory of Feshbach et al in conjunction with some of

(27)

the results of Block and Feshbach may yield thecretical

predictions of the spin dependence of the fluctuation amplitude.
Furthermore, as has already been pointed out, Kerman et al(lz)

have indicated the density of the states should shew a

characteristic dependence of mass number, and should reflect
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gfoﬁnd state spin, shell closure, pairing effects, etc. Theré-
fore, in rela%ing the total cross-section to nuclear struc-
ture it is instructive to examine the resonances observed in
the cross section; their amplitudes, widths, spacings, and

the associated average parameters calculated in Chapter VIII,
with a view to correlating these results with theoretical

predictions.

9.2 Cross-Section Fluctuations and Target Spin

In their discussion of fluctuations observed in the
cross-sections of light nuclei (A<40) Foster and Glasgow(27)
used the correlation of the average amplitude of fluctuations
with the ground state spin to explain the observed resonance
structure in terms of Ericson fluctuations., dHdowever, to use
thié evidence as an argument against the existence of doorway
states, it is necessary %to evaluate the spin dependence of
doorway-type resonances.

In particular, since the autc-correlation function at
a displacement of e=0 is just the variance in the total
cross-section, we will develop a'theoretical expression for
this variance based on a model of multiple doorway-state
resonances.

Expanding on the theory given in section 1.4, it may
be shown that the doorway-resonance, with inclusion of
angulér momentum dependence, may be written as
r

AT ¥

T (23+1) atla
9(E) = 3 ) (2T 2

.(E—Eo) +1/4Fd

5 (9.1)

>
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where J = total angular momentum of spectra

i spin of incident nucleon

)
s

ground state spin of target nucleus

I

Expressing equation (9.1) in terms of energy-dependent

and energy-independent variables:

G(E) = K ——= . (9.2)
4(E—Eo)
) + 1
d
where K = T (29+1) 4Pd¢rd+
, K2 (2i+1) (2I+1) T 2 :
: d

Now from section 8.2, the auto-correlation function
is given by

F(e) = <c(E+e)0(E)f<o>2> (9.3)

or from equation 9.2 and the results of section 8.4,

F(e) = K® ( L ) (9.4)

(Eo—a)2

2
a

Equation 9.4 is valid for the case of a single reso-

+ 1
r

nance separated by a spacing D>>T from other resonances.
Ho&ever, as we have shown in section 8.4, as the average
spacing becomes comparable with the average width, the ampli-
tude of fluctuations, and correspondingly, the separation of
maxima and minima in the auto-correlation function, is damped.
Fig. (51 ) illustrates the reslative difference between thé

height of the maximum at £ = 0 and the first minimum for the
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| Fic.51
DAMPING OF AUTOCORRELATION FuncTIOM As A FuncTion oF D/T”
THE DAMPING COEFFICIENT R(D/T7).E@.9.5, CALCULATED FROM
THE PICKET FENCE MODEL.,
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picket-fence auto-correlation function as a function of D/T,

normalized to 1.0 at D/T = » , Thus it is necessary to intro-

i

duce a damping term in equation (9.4) to include the proximity

of additional resonances. The function then resembles

2
lGFd+ Pd#2

2 (2J+1) 2

Fle) = (Is

(ZIFD) (I X

)
2
k Fd

where R is the damping function.

(R (Fi))

1

E -€)2
1+—2
I..2
d

And the variance in the cross-section is equal to F (o)

T2 (2J+1) ) (—9

VAR o= (

2 2 1léeT 47T v

K2 (2i+1) 2 (21+1) 2 Ty

) R(Dg/Ty - (9.

If we assume further that the relative branching to

the entrance channel and the various exit channels is similar

for all resonances and all nuclides;

4+ = an Fd

Then equation (9.6 becomes.

(25+1) P

D 2FD

VAR o= 3(37)2
'k a

= {1

)2 R(fg) where B

(9.7)

16 (a) 2 (1-0) 2

Implicit in this derivation are these assumptions:

(1) All resocnances have the same total width, Fd’ permitting

a direct evaluation of the auto-correlation function in

terms of this width.

(2) The relative branching to entrance and decay channels is

equal for all resonances.

(9.5)

(9.8)
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(3) All resonances have the same total spin, J.
These'assumptions can not be justified on physical
grounds, and,;in fact, from Chapter VII, clearly assumption (1)
is invalid. However, the effect of excluding these assumptions
will be to introduce a randomicity in individual resonances
which will tend to cancel in the calculation of the variance.
Now the variance in the cross-section, from the Ericson

theory, is given by

2
VAR o= (I5)2 - s =21 (a+p? w7 (9.9)
‘ k (2i+1) " (21I+1) e
where TQSJ = optical model transmission coefficient
k =

parameter related to distribution of Ti
It is evident from a comparison of equations (9.8) and (9.9) that
the depéndence on ground state spin in the two formulations
is identical. Therefore the conclusicn of Foster and Glasgow
with respect to the exclusion of doorway state resonances is
invalid.

Other similarities are evident from a detailed examina-
tion of fhe two functions. The EriCson equation is linear D/T,
where these are parameters of compound nucleus resonances, and
the doorway state variance is a monotonic increasing . function
is approximately linear.

of Dd/Fd, which in the limit of D o r

d d
Furthermore, as shown by Feshbach(3) et al the docorway state
strength function is egqual to a local average of the compound

nucleus strength function.
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Thus D

i
Somé consideration may be given to the possible £final
angular momentum states of the compound system. The optical
model transmission coefficients for A < 40 and En < 2,5 MeV
are dominated by the & = 0 term. Therefore it is justifiable
to include in the summation cf equation (9.9) ,only the

(37) have shown that

2=0 term. Furtﬁermore, Block and Feshbach
for A < 40, the 2p-lh states of excitation less than a few
MeV are predominantly 2=0. Thus in both equation (9.9) and (9.8)
we may consider only the terms for J = I = 1/2. Intereétingly,
if one considers just this component, the dependence of the
variance on ground state spin vanishes, at least in first
approximation, and the variance is dependent only on the damping
coefficient R(D/T).

As will be shown, the magnitude of the branching
to the entrance and decay channels is not constant over all
elements, thus the derivation, although useful in delineating
tﬁé"spin dependence on fluctuation amplitudes, is not uniquely
éependent on variations ih the strength function estimates.
In consideration of the assumptions inherent-in this derivation,
and the sampling errors intrcduced by a calculation of the
strength function over a relatively limited energy range, little
apparent correlation exists between the amplitude of the fluc-

tuations and the strength function estimate.
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Returning to the correlation between the amplitude
of fluctuations and the ground state spin, it is evident that
the lack of correlation , both theoretically and experimen-
tally, in the present work 1is to some extent peculiar to the
mass-energy region under examination. For if, in fact, the
orbital angular momentum is permitted to assume non zero values,
the close correlation between the J and I in equation (9.9)
will be modified, and the dehominator will dominate. Such a
situation will arise if the magnitudes of the transmission co-
efficients for non-zero angular momenta dominate the 2=0 term,
and this situation is indeed true as the bombarding energy
increases and as one proceeds to regions of higher atomic mass.
Similarly, the results of Block and Feshbach have shown that
as the atomic mass increases,“thefpredicted 2p-lh states have

angular momentum of 2=1_&/or'%§2 dependent on mass number.

9.3 Cross-Section Fluctuation and Nuclear Deformation

In the previous section the theoretical aspects of the
amplitude df ddbrway resonances werediscussed. It was shoWn that
Vthe amplitude of these resonances, using the approximations
mentioned, is nearly independent of the ground state spin, and
dependence on the strength function is only introduced as a
consequence of the damping of the amplitudes from the proximity
of near resonances. |

However, in the cross-sections discussed in the present

experiment, the variance of the cross-section differs by greater
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than an order of magnitude over the range of masses. Clearly,
this range is outside the range of variances expected from
statistical uncertaingies. Therefore, some mechanism must

be present to explain this anomalous behavior.

Some indication is provided by the experimental
observations of Seth(36). In the seventeen elements examined
in that work, it was observed qualitatively that the amplitude
of resonance structure was maximized for the highly deformed
nuclides, G4 and Nd.

Therefore let us assume a priori that the amplitude
of the doorway state resonance is linearly proportional to the
magnitude of the deformation, characterized by the parameter B
which is just equal to Ar/r, the difference between maximum and
minimum radius divided by the mean value . From the discussion
of section 9.2 then, the auto-correlation function is propor-
tional to Bz.Fig.( 52) is a graph of the variance in the cross-

(63) for the

section as a function of 82 using the data of Gove
deformation parameter. The values used are also shown in Table
VII. Within the scatter of experimental points, this dependence
may be fitted by a linear function of 82, and yields a correla-
tion coefficient r = 0.63.

Other charaéteristicé of the parameters affecting the
magnitude of the variance are evident from an observation of

the ground state spins of the targets.

The data points fall naturally into three groups along
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Table VII

l46

Spin ,Deformation,and Autocorrelation Function A=]9-40

Hypothesized Dependence on I and B are tabulated.

Element
F
Na
Mg
Al
Si
P
S

Cl

Cu

I
1/2
3/2

0
5/2

0

1l/2
0

3/2

3/2
0

B
.35
.48
.52
.50
.52
«37
.33
.10
.08

0

1/(21+1)°
25
.06
1
.028

.25

.06
.06

82

.12
.23
.27
«25
.27
.14
.11
.01

.006

VARC
.14
.35
.22
.14
1.0
.12
.18
.025
.033

<11
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the>ordinate, and within each group, there exists a trend to;
ward lower vagiance with increasing ground sﬁate spin.
Clearly the dependence is not nearly as strong as the l/(2I+l)2
dependence suggested by Foster and Glasgow, and qualitatively
resembles more closely the weak dependence suggested in section
9.2.

It is not obvious how the functional relationship‘be—
tween the variance and the nuclear deformation parameter enters
into the theoretical expression for the variance, equation (9.8).
To place this phenomenon in the context of the doorway state
model, it is necessary to re~examine the assumptions of this
model. It has been assumed that these states result from the
application of a residual interaction of two-body form to the
system of (beam particle + target nucleﬁs). Thé residual
interaction, it will be remembered, is the difference between
the total Hamiltonian and the optical model-type Hamiltonian
responsible for the broad single-particle resonance structure
in the total cross-section.

Now in section 9.2 we assumed that the relative branching
to the entrance channel and the decay channel was independent
of specific nuclear properties. However, on the average, the
matrix element between fhe doorWay state and decay channels in
the deformed nucleus may differ substantially from the
(2p~1h - 3p-2h) matrix-element of the undeformed,shell

s

—-7 model type nucleus. Therefore the assumption leading to the
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expression for the variance, equation (9.8) is no longer
valid. The dependence of the average resonance amplitude,
on deformation, therefore, is evidenced as a variation of

the product term T +Fd+ resulting from the detailed form of

d
the residual interaction.
Now the widths are related to the matrix element be-

tween the doorway state and the entrance channel, or decay

channels,as discussed in section 1.4,

" 2
Pd+ = |<?ollewd>l | (9.10)

: 2 .11
rt v 1Vglog> (9-11)

Hence, the variation in branching ratio as a function
of deformation is evidence of some deformation-dependent
component in the matrix elements (9.11) and (9.12). In the

paper of Seth(36)

previously cited, a different form of the
residual interaction, to form (particle+collective excitations)
states was postulated. However numerous theoretical calcu-
lations have shown that the concept of a residual two-body
interaction is valid for deformed nuclei. A necessary con-
clusion, then, is that the dependence of the matrix element on
deformation resides in the number and character of the states
available foriformation and decay.

Certain properties of these étates may be hypothesized

from the mode of formation. From the optical model transmission

coefficients,; the states must be primarily 2=0 or =1 states,
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leading in the case of an even-even target to states of J = i/2t,
3/2+%. Furthermore the states are a restricted subset of the mul-
tipliciﬁy of ;table eigenstates of the compound nucleus; the
entrance channel being a sinéle paréicle state, the doorway
state, a 2p-lh state, etc.

Considering only the entrance channel,‘then, in the
case of an undeformed "shell model" nucleus, the entrance
channel will be defined by the overlap between the unbound
wave function, and nearby shell model states with 2=0,1.
Now when the nucleus is deformed the degeneracy in lz is removed
~and each shell model state is split into (2Js+l) states with
J=1/2, 3/2 ~ Js. Thus the presence of deformation reéults
in an increase in the number of possible entrance channel
configurations available to the incident neutron. The effect
of deformation on the formation of the doorway state and more
complex configurations is somewhat analogous in that the
number of available 2p-1h, 3p-2h , etc. states should be in-
creased by removal of the degeneracy in %z. ‘

However because these more complex configurations
result from one or more excitations of particles from the
core, the total angular momentum is not as strongly restricted
to low values. Now the effect of deformation is to increase
the number of available states of low total angular momentum
proportionately over states of higher angular moméntum. There-

fore, the effect of deformation should be most strongly felt in
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the matrix element with the entrance channel and less so in
the matrix element between the doorway state and complex

configurations.

(37)

Block and Feshbach have assumed I . ¥>>T' .4 in

d d

their calculations. Consider the term in the variance ex-

pression, equation (9.8), then:

Fd+Fd+

(Fd++rd+)

2 = u(l‘a) (9.12)
It is clear that this expression is maximized for

o = 0.5, or Td+ = I' .¥. Then an increase in the branching to

d

the entrance‘channel, reddcing T . ¥, would increase the average

d
amplitude of the doorway state resonances. Hence it is seen
that the mechanism by which nucleér deformation affects the
formation of doorway states, by increasing the number of low
angular momentum states available, at least qualitatively
predicts the dependencé of the variance of the cross-section
on the deformation parameter.

The character of the states of the deformed nuclei
may also explain in part the distributions of widths shown in
Fig. 38. Since the Nilsson levels originate ‘from shell mecdel
states of widely divergent % and J, it is reasonable to assume
a wider variation in the widths of doorway states cbserved in
deformed nuclei. Thus the observation that in most cases
- observed in the present series, the total widths may assume

values from ten kilcvelts to several hundred kilovolts may be

explainable on this basis.
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