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ABSTRACT

A critical survey of the important features and characteristics
of some existing Text-~to-Spaech Conversion (TS5C) system by rules is given.
The pecessary algorithms, not available for these systems im the literature,
have been formulated providing the basic philosophies underlying these
systems. A new algorithm TESCON for a TSC system bY rules is developed
without implementation details. TESCON is primarily concerned with the

o L.

preprocessing and linguistic analysis of an input text in Englich orthograchy,
For the first time, the use of function~content word concents iz fully
utilized to identify the potential head-words in phrases. Stress, duaration

modification and pause lnsertions are suggssted as part of the ruls schemes.

TESCON is general in nature and is fully couwpatible with a true TSC system.
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CHAPTER 1

1.0 INTRODUCTION

Th

iy

a5e o

w

suY this present thesis is to investigate some of the

Re]

theoretical aspects of a scheme for 'Text-—to-Speech Conversion-by-Rules'.

In addition, a formulation of an algorithm TESCON for such a scheme 1s

A Text—to-Speach Conversion scheme (TSC) nay be defined as a

transformation of an abstract message embaddad in an alphabetic string

n a ziven langnage into its corresponding acoustic wave form, from

2

e

which tha message can be pzrceived by a normal human being.

5

In general, the realization of such a transformation will be

ossible by the following four blocks ( or major steps):

e

(i) A Pattern Recognition Block:

The input to this block will be text from a printed page, or

from othar souvrces, such as a teletyvne, pavper tape, punched cards,etc.



The purpose of a Pattern Recognition block 1s to isolate the patterns

.

ded in the input text. The patterns may be ordinary words, mathema-

2,

embed

tical symbols, pictures, punctuations and styles of printing. This block
then converts these identified patterns into a single pattern, such as a

string of alphabets in a language or code,

(ii) A Linguistic Analysis Block:

The input to this block will be the standardized alphabetic
string generated by the Pattern Recognition block. The purpose of this
block 1s to perform a specified linguistic analysis on the input
string. The linguistic analysis is the comparisons of input patterns
with the given entries iﬁ a dictionary, . determination of the uniqueness of
the results, determination of the word categories, syntactic categories, and
syllabic structures, and any additional relevant information of the
results. This block will also decide the necessary pauses {(or silence
gaps) to be introduced in the input text, intonatidn; stress and duratioan

modifiers ete. Thus, the output from this block will be a complete

linguistic code or simply, a phonetic code.

(iii) An Acoustic Specification Block:

The input te this block will be the phonetic code generated by

the Linguistic Analysis block. The purpose of tuis block is

to produce a gpectrum matrix. The spectrum matrix will specify the
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steady-state acoustic parameters for the dindividual phonetic alohe
of the input phonetic code, the transition between a pair of phonatic

elementsyetc. Thus, the results of this block will be a dynamic acous—

tic specification of a given phonetic code suitable for speech synthesis

The input for this block will be the dynamic acoustic specifica-

’J

tions of a phonetic string (cr code). The purpose of this block is
to produce necessary control signals to operate a speech synthesizer in

real time., The resvits of this block will bz a speech wave form in real

I

It is clear that a Text-to-Spesch Conversion system (TSI} imvolves

There are many schewes for producing speech synthetically. “These

nore of the blocks given above. A few examplas

2]

schames may use on2 or
of sp=2ech synthesis geheres can be given here : Resynthesis of natural
spaach via linear pradictiva code (LPC) [ATA 1971]: automatic text-—to-
speech via a pronouncinzg dictionary loockup scheme [TER 19681,[UHE 19751,
[COX 1973]: and speech synthesis by rules [HOL 1964],[THO 1971}. Of these,

strict oursslves to Speech-Svnthesis-by-Rules schewmes only.

l“t

mathods, wa

~‘1



In this thesis, we have investigated some aspects of the pattern

recosnition bleock and the linguistic block which enable us to obtain

a transformation of an input text into its correspnonding phonetic text.

The remainder of the transformations are incidesantal and will be discussed

briefly for the purposss of completensss.

Before we go into details of a TSC system, let us first define

somz important terminology which will be used in this thesis.

Audio-response unit :

Lanzuage:

Machine:

Morph:

a hardware setup which accepts an analogue voltage
output from a computar via digital-to-analogue con~
vertey and generates corresponding audico~frequencies
through an electronic amplifier and a loudspeaker.

a code consisting of a set of alphabets or charac-—
ters that can form well defined sentences according
to a given set of rules (Grammar).

a hardware computer setup capable of performing well
defined functions within certain limitations.

a smallest linguistic unit capable of conveying
either a lexical or a grammatical meaning. For eﬁample,
the words go,come,of, or the past tense suffix ed

L2l T —

in English are morphs.



Orthopgraphy:

P-mode:

Pre-processing:

Rule:

Spacial processing:

Spactryum:

w

a set of given alphabats, punctuations and conventions
used to represaent a discourse (collection of sentence
conveying some messagze) in a given language providing
visual symbolic form.

an abbreviation for print-mode. This is one of the
most commonly used input-output-modesin a computer
todav. P-mode also represents a formal writing by

a person in a natural language, such as. English.

a processing performed on some input, producing a
normalized and uniform output. This output may then
beconme input to some other well defined processing.

For exampie, replacing a capital letter of a word in

(a3

English by a small lstter is preprocessing.

a process of rewriting-one set of a given symbols or
alphabets in terms of another set of symbols either
without any restriction as to any context (context-
free) or with restrictions (context—sensitive).

a visual processing of information in two-dimensional
space without regard to time.

a band of frequencies observed when soma énergy of
sound radiates from a source and is passed through a
filter-bank separating each of the components of the
sound according to its freguency and the power {(or

intensity) in relation to time.
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Spzech: a process of encoding a message as an audible acoustic

wave through the organs of speech (vocal setup) of a

parson or a synthesizer, such that a listener can

perceive and decode the acoustic wave, recognizing a

nessage within a linguistic convention.

S¥nthesis: a process of creating an acoustic wave foxm of a
message in a language without involving vocal crgauns
of a person.

Synthesizerﬁ a hardware device consisting of a set of digital or

=

analogue filters with one or more sources of excita-

tion capable of producing an zudible waveform..

X3

Temporal-processing: a sequential processing of informetion related ta

time.

Text: . a body of matter on a written or printed page in a
given orthography.

Voice: sound producead by the wvocal organs of a person (or by

synthesis) in a linguistic context.

In . this chapter we will examine three.important aspects of
natural language based communication which are relavant to a TSC systenm.

These are speech, orthography and text. Towards the end of this chapter,

we will oresent an ovarview of the organization of the pressent dissartation.



1.1 Speech Coda:

Speach is a code [LIB 1968] and dis : the primary moda of human
comapunication. Individuals within a speech community -are able to transmit
information through voice ccding. The transmitting of information through
. voice has baen wall developed in the human race. Voice can carry more
information than other codes [¥EW 1971] and voice is a preferred mode of

communicaticn [CHA 1971 0CH 19747.

th
W
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1.2 Limitations o

Voice communication has its own limitations. Individual voices
loose energy over z distance. Hence, the proximity of a spezker and a

tenar was a must in voice communication or in speech mode until recently.

1i

¢

Further, the communication that is taking place in an air medium cannot
support unlimited variztions in accuscic pressure due to the voice signal
without distortion [FLA 1972]. However, modern communication channels,
such as, the telephona, have ovarcomz some of these difficulties though

they are in no way a substitute for full communication involving both

speech and pictures, such as, in 2 class room.
1.3 Orthogeraphy:

The secondary method of human communication is through the coding

iy

of the information in P-modz, though as many as ten different modes of

comaunications are possible by human [CHA 1975]. An alphabet or a picture



may bz the hasic unit of such an orthographic or written system of

-

communication in P-mode. All wmodern communication involves the use of

1.4 Advantapges of Orthosraphy:

Orthography or written code is versatile. A written code may be
an alphabetic code, a picture code, a criptogram, or a combination of
these. Including pictures all - ; codes are transmittable over variocus
media, such as paper, cloth, hard-surface,teletype,etc. These codes are
devoid of the personal mannerisms, age, sex and health of a person prodﬁcing
these codes, - which are often interwoven in the information of the voice

communication. Thus, spatial processinz of written codes is simpler when

o

comparad to temporal processing of speech signals. While the rate
of coding affects the decoding process in a2 listener, written code
does mnot affect the decoding rate of a person familiar with such a2 code.

We must realize that errors can exist in both the modes of communication.

In an idealized orthography  errors would be absent.

°

1.5 Variation in Orthographv:

There are many kinds of orthographic. systems. For insténce, a
voice code may not havs one-to-ore correspondence for a'given orthography.
That 1is, for a given orthographic symbol, there can be more than one phonatic
value depending oan contexts. Further, different shapes aand sizes of

aiphabets, different kinds of alphabets to rapresent mathamatical symbols,



diffarent kinds of mathematical symbols, different conveations to
code pictures, are all introducing variations iu an orthozgraphy. ALl of
these may be used in a vrinted text. Thus, we may say that a text is

a combination of various crthographic systems involving normal alphabets

associated with a particular orthographic system, mathematical gystems,
and pictorial systems.

Apart from the combination of various orthographic systems found

in & text, thzre are classifications of subject matters within a text,

such as physics, mathematics, geography, computer science,etc. While

all the taxts are composed of some basic alphabets for a given language,

each teaxt is related to a particular area of knowledge which selects ius

3

vocabulary, defintions, mathematical symbols, and pictorial

-

=

own  speacia
represantations according to certain conventions. VWhile the vocabulary

may Aiffer from one subject area to another, texts use the same basic

alo

n2bets for a given language., .However, the pictures differ in their

form and functions with respect to each subject matter or a group of
subjects., There is no apriori rule that a text must make use of pictures.
However, general technical subja2cts, such as science and engineeringj etc.
make use of classes of pictures, though they may bs limited in number.
Thug, operationally, a text may be either a literary-text involwing only
alrhabets of a languaze or a technical-text involving both mathematical

symbols and the alphabets of a language. Yoth litervary and techmical texts

may have pilctures,



1.7 Machinaes and Texts:

Alphabetic coding via printed texts is besing used not only in
human communication, but is also used in man-machine communication systens.
Computer prograsming languages are the major linguistic codes used

for man-~machine comnunication systems. Especially, the higher level

w

languages, such as, FORTRAN,ALGOL,etc,, use codes that resemble natural

languages or the literary text of an English speaking community. Thus,

uQ

the use of written codes in a language is the rule of the day involving

documentation for future usa,

It is interesting to note that while human beings are capable
of encoding and decoding information in both the S-mode {Speech-mode)
and the P-mode (Print-mode), in man-machine communication only P-moda
ié'used. Both the input and the output in a computer system is in most

instances the P-mode.

It is understandable that conversion- ° of speach into P-mode
is complex when compared to the dacoding of a text from P-moda to a message
in S-mode. The complexities arising in natural languages like English
are due to the complex coding schemes at sound level, ﬁorphological level
(word level), syntactical levelyand the semantic vevel. Further,

contaxts, subjact matter,and the area of knowledge are also iuvalved.
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Concentueal basss, stvles, parsonal choices, paraphrasing,

and individual preferences introduce complexities in written codes. ‘While

ot

a filtering process at all levels mav be able to creates the basic concepts
strictly in mathematical or logical térms, this is  not necessary in a
general communication context. Though the domain of knowledge has expanded by
leaps and bounds in the past thirty years, speech recognition in S-mode

has become very complex to handle by simple methods. Unless the complete
S-mode can be split into subsystems with their inter-relationships clearly

defined, this area of research will be difficult to understand for some

ta—

o

time to come. The complexities of speech recognition and varions str

gies to handle some of these problems are reported in the literaturelRED 1976].

A pon-trivial area of interest in speech communication is the
decoding of texts . to speech-mode (S-mode). That is, given a text
in P-mode, how to convert it into S-mode. The state of art in speech
synihesis technology shows that a voice-readout of computed numerical
values is available in pocket size calculators [£0¥ 19753. The availa-
bility of hardware speech synthesizers, such as the VOTRAX, are being
used more and more in voice readout technology. Limited.commetcial applications
for stock exchange information nave been raported in the literature [BUR 19563}
and for wiring telephone apparatus elsewhere [FLA 1972]. 1In general,

‘English has been used in such attempts.



1.8 Tuning a System:

If natural languages are used in a voice communication systen,
the first step . is to identify the language that is being'used in
the communication at a given time. This involves the selection of a
language from among the many _possible languages at a given time,
which is referred as tuning. Thus, tuning a system may be viewed as
the language selection process and the selection of related information.
such as the mode of the language like P-mode or S-mode,etc., and aiso
the allowed interactions. Thus, there exist the necessity to allow
the embedding of the rules of many language systems, such as natural laaguage,
formal language and pictorial language in a system. A system is thus
genaral purpose one, only if continuous tuning within the systenm is possible.

A general system setup that allowstuning is shown in figure 1.1,

2
i

- Programming .
——#-language
lariguage T ,5
. et e o - :Mathematigﬁl;>§r~%’
Eotry state . A 27“‘”“‘-A;é:;iﬂ§§§5§e<" Exit
et

fo4

Figure 1.1 State-diagram for the language tuning.
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NMotice that in figure 1.1, the broken lines indicate the
possibilites of inter~languagze communication links. This allows different
sets of codes to proliferate in a TSC system. %We will assume the
existence of an appropriate mapping function in the system to facilitate

these linkages.

e note that - ~ in a human communication system, a human being

can use2 a variety of nétural languages to cormunicate with different speech
communities., This roughly corresponds to the tuning of the human commundl-
cation system for one or more of tha languages. For a machine we have
restrictions at thes present time. ¥or z machine the tuning is thrdugh

a formal languagz state only in P-mode, especially, a computational Tan-
guage. YNormally, all the language states used should be mapped onto

a formal language code (state) and then mapped onto a computational
language state. Howaver, we do not have a single programming language

at present that will allow all the language states within its domain;

somathing which is possible in a human communication system. This

is a major problem suitable for future rasearch.

1.9 Assunptions made in this thesis:

In this thesis we are selecting a somewnat limited problem
investigation. The major theme of the thesis is that given a text in

a printed form, it is possible to convert into speech by synthesis via
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a machine {(computer) through a suitable TESCOT (TExt-to-Sneech COlversion)

x

algorithm, Thz complete system is called the TSC system {(Text-to-—

1

Speech Conversion system). In' this thesis we will propose a new algorithm

TESCON for a TSC system bu rules, In doing this, the following assumptions

(a) A literary text entirely composed of the alphabets of a given
natural language, numerals, and punctuation marks used therein

is acceptable.

(b} A text can be a mathematical text composed of mathematical
symbols and the alphabets of a natural language and the words
(or voeabulary or lexicon), numerals and the alphabets of some

>

other natural language(s).

(c) Scientific texts composed of words and the alvhabets of a natural

language, mathematical symbols, and formulae are acceptable.

While a literary text can be handled by a Pattern Recognition
block mentioned in section 1.0 (i), the input equipment of the system are
the common - types, such as teletypes, paper tapes or punchad cards.

Both mathematical and scientific texts are difficult to handle unless

Optical Character Reader (OCR) and picture scanner uanits ave utilized
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While in theory any natural language is allowed in the P-mode
within a T8C system, a standard dialect of either Worth American English or
standard British English is assumed. Usages and spellings will not affect
the text or its conversion. In addition, no error detection procedures

1

e assumed.

o)

1.9.3 Input YMode of Texts:

The given text may be input in one of the following three P-modes:

(1), Punched on cards or paper tapes.

.

(ii), Typed on a computer coansols or a teletrype,

*

(i1i), Printed text on a sheet of paper. -

1.9.4 Processing Language:

Any programming language wnich can accept a normal English text
in Latin alphabets as input (or an equivalent ASC-II code) is acceptable
in a TSC system.  For example, the string processing language SH0OBOL, a
list processing language LISP, a problem oriented language like FORTRAN
with SLIP (Symmetric LIst Processing) for dynamic memory allocation, are
all acceptable in a TSC systen. A few examples of incomplete systems
&~

are found in the literature [ELO 1276y THO 1971].



16

1.5.5 Prepnrocessing:

Ezistence of facility for preprocessing of the dinput text is
assumed in a TSC system. This facility should be such as to enable
us to produce a uniform code for further processing and conversion to

speech.

1.9.6 Audio-resvponse unit:

Existence of either hardvare or software (simulated) compatible
audio-response unit to generate voice-ocutput from the synthesis scheme

is assumed in a TSC system.

1.9.7 Computer Swvstem:

A high speed medium size genaral purpose computer system with
adequate memory size of the order of 128 X words with 16-bit word size

ig assumed. Tn addition, suitable conventional input-out devices

are assumed to exist in the svsten.

A block diagram for a siwmple computer sztup for a TSC system

iz shown in fiocure 1.2,

In at least one system [ALL 1973] attempts have been made
to use an OCR as an input device and all other systems to be discussed

in the next chaoter use normal input devices.
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Figure 1.2 Block Diagram of a Computer Based TSC System,
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ssertation:

[

1.10 Overview of the d

This dissertation is devided into six chapters.

Chapter 2 surveys some of the existing systems reported in
the literatursa,

Chapnter 3 considers the problems of preprocessing and analysis
of input text and the normalization of the input text in an alphabetic
systeri. In this chapter, we propose a new algorithm called the STANDARD -
TZER, to deal with some of the problems of preprocessing.

Chapter 4 discusses the problem of stress, duration assignment
for Fnglish words in various contexts,and the proposed algorithm ANALYZER
to handle some of thesz problems using function-content word concepts.

Chapter 5 provides the necessary overall rules and the TESCON
algorithm for a TSC system by rule. TESCON integrates STANDARDIZER
and the AMALYZZED with TUMER algorithm.

Chapter 6 outlines the possibilities for implementation of the
nroposed TSC system in terms of Text-to-Phonetic form and from Phonetic

to speach outonut, It rconcludes by summarizing the contributions that

this thesi has made and discusses future research problems.



2.0 MOTIVATION

Speech code has the highest capacity for carrying information
[NEY 19713. Because of this, there is a high motivation to utilize this
capacity in the communication industry. Computer based voice terminals
have many potantiai applications. Some of the commercial applications

envisaged are:

{(a) a reading machine for ths blind [ALL 1973; CO0 1969},
(b) voice based eancyclopedic information service [UME 1975],
(c) voice answaring systems at remote terminals making use of a centralized

data base in a given natural language {LEE 1363],

o~
[aW

s
rr .
[t
L1

voice announcement of a current status of a compu systen, callinz

the attention of a computer operator when nacessary,

(e) voice basad flight information system [SCH 19751,

(f) wiring of telephone connections based on computer.generated voice
commands {[FLA 19727,

(g) voice based telephone directory assistance [LZA 1968},

(h) voice readout for hand-held calculators [C0 19757,

©

(i) other uses [FLA 1973, LEA 1968},

19
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While a general purpose reading machine is yet to be develeped,

various rvealizaticns of the subsystems have bean reported in the literature

[FLA  1973; CON 19869; CHA 1971].

2.1 A Generzl Purpose TSC System:

A general purpose computer based TSC system is given as a block

diagram in figure 2.1. Block names in figure 2.1 are defined in section

1.0.
The block diagram in figure 2.1 serves three purposes:

(a) it provides a broad conceptual frame work of a general purpose TSC
system;

(b) it identifies and names the subsystems explicitly;

(c) and with the overall system being cleérly defined, it permits us to

investigate any one or more subsystems without going into details.

—~

As stated earlier, we will concentrate more on the first two blocks,
namely, the Pattern recognition block (bleck A) and the Linguistic analysis
block (block B), and the other blocks will be briefly discussed only for the

sake of completeness.
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2.2 Sneech Svnthesis:

The earliest attempt to produce synthetic speech was mainly an

engineering aspect (shown in block (D) in figurz 2.1). Dudly [DUD 1939]

T

exhibited his synthetic speaker in 1939 at the New York world fair. It is
interesting to note that this piece of hardware is the ancester of today's
hardware speech synthesizers. Today's commercial speech synthesizers are
bezcoming part of many computer systems. In addition, there are other
communication equipments, like a narrowband digital voice transmission
system{¥AN 1974]), which include a synthesizer suitable for voice

output, All the digital harware synthesizers are compatible with digital

computers, and thus, programmable in real time. The purpose of a synthesizer.

is to accept control commands from a computer corresponding to the acoustic
specifications given in block (C) in figure 2.1, and generate a continuous
acoustic spectrum (or speech wave) in digital code suitable for conversicn

into rzal time analogue signal as shovn in block (D) in figure 2.1.

There are many software realizations of hardware speech synthesizers
igital simulation reported in the literature [FLA 1973, HOL 1964;7THO

1971]. While each of these have their own merits and limitations, they

serve equally well as a synthasizer. Therefore, we will assume 2 well

defined and documented . subsystem for the synthesizer part (block D) =
in all existing systems to be discussed.



2.3 Ovarview of some existing TSC systemns:

Before we discuss some of the existing systems reported in the
literature, let us explicitly state the requirements of any general
purpose TSC system. In doing this, we will be able to evaluate some of
the existing systems with respect to our requirements. The requirements

may be stated as follows:

(1) The input to the system should be general texts, such as non-scientific

and scientific texts, without involwving pictures at the present time.

(2) The number of rules used in the system should be minimal, say a few

hundred and also the dictionary entries for exceptions should be minimal

(3) The system should not involve a detailed and exhaustive syntactic analysis
of the input text.

(4) The letter-to-sound rules should be general and should be a set of
external data and modifiable, thus permitting the tuning of the system

for dialects of natural languages.
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system should be independent of any particular synthesizer =zud

charactaristics.
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computer with real time pevrformance.
(7) The memory vequirements should be minimal, say around 120 X words.

(8) Th

0

system performance should be statistically measureablea,
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Having defined the requirements of a TSC system, the next step is
to define the system specifications. These system spefications can be
breken down into sub~systems specifications. In figure 2.2, we propose

modular . sub-system blocks having the following five components:

1. a system goal,

2. a control,

3. an input to the sub-systen,
4, a process in the sub-systenm,

5. and an output froum tha sub-systen.

Each block of a TSC system can be represented as a schematic

system flow diagram as shown in figure 2.2,

o~
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Figure 2.2 A schematic system flow diagram for a subsystem,.
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this renresentation znables us to copsider the

T

e note tha

o
pod

ooal of each block explicitly in comparison to analgorithm that would only
have four of the five components of a sub-system (2-5). = The reason for
uvsing a block diagram approach rather than algorithmic -approach for

a subsystem description is that the algorithms to be describad in the

(0331
H

following sections have been re-created from the literature. he literature

e

howsver, is incomplete and inadequate. Hence, where partinent information

s missing, we have used block names suggestive Of an appropriate action

=,

m

in our re—created algsorithms, his aoproach cnables us to gpecify at least

o

the goal of a block, through a block name. Since we know the input and

output for the previous and the followinz blocks with wespest to a given

block, we can at least infer the g¢oal of an unexplained block from its name.
This approach somewhat ovesrcom2s the incompleten2ss and irnadequacy for a

iven recreated algorithmn in this chapter.’
< e

In the following discussions, we have tried to reccnstruct the algo-
rithms of several systems from the literature. We have used our own
logic in the reconstructions, thus preserving the: general philosophy of these

algorithms. . Therefors, the common uaderlying orinciples should be clear

in each z2lgorithm evan thouzh some block nanes renressnt inadaquate data
and details. Since we are mainly concerned wvith block A and block 3
of a TS8C system (figure 2,1), the alsorithmic details of the remaindar of
the systems to be discussed have no effect on the overall setup in our
discusslonz. Teeping the above restrictions in mind, we now discuss some

existing systams.



2.3.1 The MIT System:

2.3.1.1 The Building Blocks:

Allen et al [ALL 1973; LEE 196%] have reported oa the MIT
system. This system, a basic text~to-spesch conversiom, attempis o handle
The

some limited printed text using an OCR and picture scanuner setup.

basic buildine blocks of this system are:
o o

Block-1: employs a dictionary loockup to aid in the pronounciation of the
homographs (i.e., words-with identical spelling but with difference

n meaning, such as, wind, refuse, lives, watch, etc.).

ade

Block-2: analyses phrases and assigns the stress and inflection {pitch, etc)
to phonetic transcription.
Block~3: employs a hardware speech synthesizer to produce speech output fov

converted phonetic text.

[Initialize an INTECER WORD count])

Stepl: Read a character from an input text.
Stepl: If end of input, Terminate the algorithm,
Stepl: If the character is not a blank, or not a punctuaticn mark,

jump to Stepl.



Stepid: UORD <—UORD + 1
Step5: Hash the word (input) with a dictionary and if a word has unique

honetic equivalence, jump to Stepll.
1 3 . 4 i

Stenb [Invoke the PART-OT7-GSPEECH Block]

If the phonetic equivalence is found for the input word, jump ©
Stepll.
Step7: Segment the input word into morphs and affixes.
tep8: Hash the morphs with a morph-dictionary and if hashing is successful,
jump to SteplO.
Stend: Apply the letter-to-sound rule.

Stepld:

ASE~AMALYSIS block]

Assign stress and inflection for an input word.

Stepll: [Invoke SIGIAL-GENERATION block]

Generate signals to operate a synthesizer.

wy
T

epl?2: [Activation o6f a Hardware. Synthesizer]
Synthesis speech signal and play ia real time.

Stepl3: Jump to Stepl.

2.3.1.3 The Systen Setup:

LARDYARE:

4 PDP-9 ninicomputer with a high speed drum storage facility has

been used in this system. The system has an OCR for readine a page at a time.



o

The =stimated external storage is about million bits for a 32,000

wvord dictionarv [LEE 1968 ], The program, data,etc.will fit within the

15 word memory of the PDP-9 system.

SOFTNART:

The MIT system has a dicticnary of 11,000 words and 400 letter-to-
sound rules. The phrase analyzer does not handle phrases of sentences
completely. Tor every dictionary entry, the parts—of-speech details,
alternative transcriptions and some internal flags are necessary. Syntax

and stress analvsis are absent and are to be added later.

Aasuremants:

The system has been tested with a fourth grade text, and with. an
OCR reading rate of two and half minutes per page. We do not know the pro-
cessing time, and the type of programming languages used in this setup. A
iist of letter-to-sound rules, and a quantitative evaluation of the per-

formance of the system are also not available.

2,.3.2 The Xeela Yniversity Svstem (FUS):

Adnsworth has developed a system at the Xeale University and is
reported in the literature [ATY 1973; 1974). This system is based on a

letter-to-sonnd rule schema. Tt converts a text punchad on a papar tape
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to nhonatic svmbols (or their eguivalen
are usad to generate paramster contrels for a synthesizer. An analogue

harduvare speech svnthesizer produces speech signals in real time.
The basic building blocks of the KU system are:

Block—l : produces segmentation of the input text into breath-grouns.
Tha breath-groups introduce pauses (sileuce gaps) in the text

U, . 4 .4
at desired places. A buffer of 50 character sizes-which is a part

of the system. Input text is stored in this buffer and rules
are applied to achieva the breath-groups.

Block-2

translates an input alphabet into a phonemz ( a linguistic unit

witha fixed steady-state characteristics{RAM 1973]) via a s=at

Block-3
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h parameters and their values for individual
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Block-4 computes the speec

se

speech sounds and generatzas speach signals via a spzech synthesizer.

2.3.2.2 The XUS Alzorithm:

Step : Initialize a buffer of 50 character size.

Stepl : Read an input character from the paper tapa.
Step? : If the charactar readin is a punctuation rark, jump to Stap$S.
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.

ne input character

rr

Sten3 : Fill the buffar with

Step4 : If the buffer is not full, jump to Stepl.

Step5 : Search for a conjunction/auxiliary verb/preposition/ article of
English and if not successful, jumpt to Step7.

Stepd : Copy the coatents of the buffer upto (but not imcluding) the con-

junction or auxiliary wverb or preposition or ariticle, on a magznetic
tape, insert a silence gap mark; give a left shift to the remainder
vf the contents of the buffer and jump to Step9.

Step? : Cohéaéenate the next input word ‘to the contents of the buffer.

Step8 : Introduce a pause, marking the breaﬁhngroup.

Step9 : Convert the orthography into phonemicv rapfesentation by table
lookup rules. |

Stepll: Assign the lexical stress to appropriate syllables. (Function
words, such as, articles, prepositions,etc, are not stressed;for

the rest if the first syllable of a word does not contain a prefiz,

stress the first syllable, else stress the second syllable).

Stepll: By a synthesis-by-ruls gcheme generate parameter valuss for each
rhoneme, stress and breath-group mark to control a synthesizer.
Stepl2: Jump to Stepl if input text is not exhausted,

Stepl3: Terminate the algoritnm,
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HARDWARE :

A PDP-8 computer system has been used in this setup. A terminal
analogue speech synthesizer hardware was connected to the PDP-8 to produce
the actual speech signals. The memory used in this program is not known
(4Xor 8K words 7). Processing and synthesis times are not available. The

input text was punched on a paper tape and processed on the PDP-8 system,

SOTFTYARE: .

There are zbout 159 rules for the letter-to-sound conversion rules
and the rules are given in table form., These rules are embedded in
assembly codes. In this system, changing.the rules imply . the modification

of assembly codes.. This in turn, involves reasszmbly of the complete

program, Thus, rules are not external cdata, but rather ara part of the program.

2.3.2.4 Performanca Measurements:

Performance measurements for this system were based on three -
sources of texts: a text bock on phonetics, a modern fiction and cne naws
paper article on a political theme. 1In allja total cof 1000 words passages

of texts were used as test material. O0f these, the correct translation



score for the phonetic text was 927; for the fiction 89%; and for the
article 89%. Listening tests involving three subjects based on the same
passage showed a correct scoring ranging from 50 to S0Z. The corract score

of 8 to 90% was achieved when the author of the system and a highest

scoring listener of the previous three subjects were involved.

For a typical seven word sentence, the error rate is on an avarage
less than one phonetic error [AIN 1973; 1974]. Since the system was

a its initial stages of development, there were certain limitations of

1=

¢]

this system, such as, absence of sentence stress and the poor intelligi-

r

bility of the synthesized speech for a naive listener,stc.
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aboratory System (BTLS):

2.3.3.1 The Building Blocks:

Mcliroy's system developed at the BTL [McI 1974] consists of a

letter~to-sound rule scheme. The basic building blocks are:

o

Block-1 : segments the input string into words delimited by spaces or certain
punctuation marks or line breaks.
Block-2 : compares an input word with an exception dictionary.

Block=~3 : performs the preprocessing of an dnput word converting capital

letters to lower-case letters, deleting the word final s and

substituting for y de before a final consonant, and comparing
it with a dictionary entry.
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Block-4 plies the letter-to-sound rules for each character of the input

)
ae

Block-5 : genarates the control signals for a hardware speech synthesizer.

2.3.3.2 The BTL Algorithm:

Stepl : Input a string of characters (i.e., type-in or pipe-in out of

any other process on the machine).

Stepl  : Hash the -input word with- the exception dictiomary and if hashing
1s successful, jump to Stepll.

Step?2 : Map capital letters onto small letters; strip purtuations and
jump to Stepl.

Step3 : Strip word-final s; change final ie into y regardless of the
final g; if any change is made, jump to Stepl.

Stepd : [Invcke AUTOHATICvPRONOUNCIATIOﬁ: block]
Rej=ct one letter word or a word without a vowel.

Step5 : Mark endings, such as, final e, long vowels indicated by word final
e, :equivalent .endings, such as, -ed, =-able,etc.

Stepb : Mark potential long vowels, such as, u, i, and a (e.g. in word
medial position followed by a consonant in mono-syllablias).

Step? : Mark medial silent e and the long vowels therein.

Step8 : Mark potential voiced word medial s.

Stap9 : If Step5 to Step8 are successful, yveplace any Stripped final s;

scan from left to right applying pronounciation rules te word

fragments and jump to Stepll.
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Stepl0 : If Steps to Stepd fail, spell the word, punctuations and all.
Emif a burp whzn no spelling rule exists for a symbol.
Stepll : Output synthesized speech.

Stz2pl? : Terminate algorithm if the input is over, else jump to Stepl.
P g f v

2.3.3.3 The System Setup:

HARDWARE

A PDP 11/45 minicomouter has been used in this setup. The rules
occupy abouk 11,000 bytes on the machine. The program runs at about 15
words par second of the CPJ time [McI 1974}, There are about 4500 bytas
of phqnetic:code, including table search and the sPecia; hand—céded
paradigms, and 1900 bytes of code for interactive display and maintenance
of the tables. A VOTRAX 'hardware speach synthe#izer has been used to

synthesize the speech output.

SOFIWARE:

-

The program is written in a higher.level Zanguage, called the
e. The system consists of more than 750 letter—to-sound rules for
American Eunglish, including 100 words, 580 word fragments and 70 latters.

While the program is not efficient according to the designer of this system,

it is seif-contained and requires no other supporting programs.
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2.3.3.4 Performance

{cIlroy has reported that his program performs satisfactorily
for 977% of 2000 most commonly used words in ruvaning English listed in
Brown Corpus [KUC 1967]. The performance is satisfactory for 887 of the
tail consisting of a 17 sample of the remainder of the Corpus, with an over-
all weighted performance of 97.27. Furthermore, for 37 of the 18,000 word
source in a Webster's dictionary [WEB 1966}, the performance is about

94 .57 correct.

McIlroy has admitted [McI 1976°] that his criterion of satisfactory
performanca is subjezctive and satisfactory pronounciation is by no means
tha same as 'corrzct® pronounciation, The criterion for acceptability
is mevely that a word be easily understood by someone experienced te listen~

ing to the device {(not a nalve listener). -He further reports [Mel 1975 ]

that on a recent test based on the 100 sentences (readapted to American
idioms) from Aiasworth [AIN 1974], his system performance is 99.17,
997% and 98.7% respectively. This again appears to be evaluvated by subjective

criterion.

McIlroy has reported that his 750 rules are in a table znd are

easily modifiable [McI 1974]. His scheme of rules are applied from left-

gdo

to-right and right context only.- This ruile lookup can be done by a simple

variant of binary search in an ordinary alphabatical list of rules. No



careful ordering or concomitant linear searching of rules is necassary.

Thus, the performance is very nearly within real time [McI 1974 ].

The major drawback of this system is that it lacks az stress marking
scheme, The prasent system will become complicated and the program will

grow in size when stress marking scheme is implimented.

2.3.4 The Naval Research Laboratory System (NRLS):

2.3.4,1 The Building Blocks:

The NRL system has been developed by Elovitz,et.al-[ELO 1976}. This
system 1ls basad on letter-to-sound rules, The basic building blocks of this
system are:

-

Block-1 : applies a limited preprocessing on the input text.
Block-2 : TRANS(the translation block) applies the letter-to-sound rules to
the input text character by character and produces an IPA code

(International Phonetic Alphabetic Code) or its equivalent

ASC~1I code when desired. Thus, a text to phonetic conversion is

achieved.

Block~3 : applies the direct phonetic to synthesizer rules to the IPA code
and produces a VOTRAY code.

Block~4 : generates the speech signal in real time via a Federal Screw Work's

VOTRAX VS-6 hardware speech synthesizer under the coantrel of TISE0A

minicomputer.



2.3.4,2 The NRL Algorithm:

Step0 : TImput a character of a text (via a terminal or a text file).

Staepl If a terminal special character is encountered, jump to Stepb.

.e

Step?2 If the input character is not a bklank, write the character

on an output file and jump to Stepl.
Step3 : If an input character is a punctuation mark, introduce a pause
character in the cutput fila and jump to Stepd.

Stepé If a special word is encountered, apply word-to~phonetic rules

'3

to the input word; produce IPA code and save it; jump to StepO.
(When a special rule is applied to a whole input word, the input
word is considered as a single character). |

Step5 : Scan the input word on the output file from left to right
character by character and for each character apply an appro-
priate letter—to-sound rule through a sequential search of the

rule~file; produce IPA code and store it; jump to Step0.

Step6 : Apply translation rules to the IPA code string in the output
file character by character with spascial symbols if any and
produce VOTRAX code.

Step7 : Generate spaech signal and play in real time.

w
ot
14
"
[$a)

Terminate the algorithm if text is over; else jump to StepO.

3
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2.3.4,3 The System Satup:

HARDWARE :

A remote time sharing minicomputer TI960A (Texas Instrument) with
a 12,000 16-bit word memory is used in this system. This is connected
to the PDP-10 time sharing system at the NRL. A teletype key-board,
a CRT terminal with a key-board, a Federal Screw Work's Phonetic key—-
board form the input terminals. A TI-733 silent terminal and a VOTRAX VS-6 .
speech synthesizer form the output terminals. The NRL's PDP-10 accepts
Frnglish texts from the TI960A and returns the IPA codes to the TI-~733
terminal. This terminal has dualvcassetts. From TI-733 terminai and a

VOTRAX speech synrthesizer speech is synthesized.
SOFIWARE:

The programming language used is SNOBOL IV [GRI 1971]. A set
of 329 rules for letter-to-sound translations for American English are

embadded in the program. These rules translate the English text into

T

the IPA code by pattern matching principles of the SNOBOL language.

The SNOBOL program rvuns on the NRL's PDP-10 system.

0

The system has software facilities for producing the evaluation
statistics when any rule 1is applied to a text. A STST-file Ilisting
every Instances of every rule used in the translation of every word in a
text file is created. A program STAT reads the STAT-files and produces

statistics on the relative importance of the rules [ELO 1976].



The SNOBOL processor on the PDP-10 is an interpretive implementatiocn
of SHOBOL IV. TRANS, the translation block, operates uader the SNOBOL
processor. This is a very inefficient system. However, wnan the SNCBOL
program is replacad by FASBOL II [SAN 1972] compiler, the efficiency of
TRANS block increased by a factor of 25. The translatlon rates are

increasaed from one word every half a minute or minute to one word every

second or two saconds. Thus a factor of 4 or 5 of real time speech rate

is achieved.

Menory requirements have beasn reduced three fold in some cases,
TRANS block's performance shows a corrzer proncunciation rats of about
967 of the thousand mest frequently used wovrds in English and words of
very low frequency of occurrance in the Bfgwn Corpus [RUC 1967], produce
a 47 error rate (mispronounciation). <The overall correct pronounciation
performance rate is 90% or an error rate of 2 words per senteunce oglordi—
-

nary English., Comprehensive statistics for the performance of zach rule

has been produced supportinmg the above given performance measurements.

There is no rule for inflecticn (pitch, stress and timing) in this
system. Therefore, only a monotonous speach is produced. This system

will include such features in the future.
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2.3.5 The Tata Institute of Fundamental Research System (TIFRS):

2.3.5.1 The Bnildi
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A system consisting of blocks other than A and B in figure 2.1,
has bzen reportéd by Thosar [THO 1971] and Ramasubramanian [RAM 19737,
This system has been developad at the TIFR and aécepts a phonetic input
(in ASC-II code), including the duration modifiers, stress and pause and
the punctuations as part of the input string. This is a very powerful
systenm in that given a hardware setup to replace the simulated syntba-—
sizer and for acceptiag an unrestricted text, the system will be a complete
speech-synthesis-by-ryle system. Since we will be suggesting some algorithums
such as TESCON, keeping this TIFR system in mind, it will be useful to study

this system here.
The basic building blocks of the current TIFR sysiem are :

Block-1 : validatas the input string based on the stored symbol list and

identifies the input errors, and sslects the attributes of

N

ndividual input symbols, such as vowel or consonant,etc,
Block~2 : forms a steady-state spectrum matrix for the input symbols and
converts the duration modifiers to increase or decrease ths=
duration of the preceding phonetic symbol. The stress mark
is converted 'to an increase in the fundamental pitch of a pre-

ceding phonetic symbol (usually a vowel) and so on. The steady-
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state parameters are provided as a set of external data and
are indevendent of the program. These parameters are user—
defined values.

Block~3 : selects appropriate rules for the concatenation of relevaunt
parameters for two adjacent phonetic symbols. These rules
are external data aad are user-definad.

Block~4 : generates a dynamic spectrum matrix based on the rules selected
previously for the complete input string.

Block-5

"

simulates a terminal analogue speech synthesizer and genarates

digzital gpeech spectrum for the phonstic string.

e

Block-6 : outputs the digital speech wave gencerated from the digital spectrum
of the previous block and dzcodes the signal in real time via a

D/A converter and audio-response uait,

2

2.3.5.2 The TIFR Algorithm:

In view of the fact that the blocks n=cessary to generate phonetic

g

texts from an input English text is absent in this system, tha algorithm

regarding other blocks are omitted. 1In chapters 3, 4 and 5 we suggest

»

some algorithms for blocks A and B for this system.

2.3.5,3 The System Setup:

HARDWART :

A CDC~35600 computer system is used in this system. Memory is 32 K

words of 48 bits word size. The compiled program is stored on a magnetic
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tape and is overlayed when necessary. 20 K memory words = are

aliocated via a SLIP subroutine [WEI 1963] to accomodate and store the
dynamic speech spectrum matrix generated from the inpub text. Ar avarage
input sentence is approximately of one second duration whan spoken by a
person and on an average there are seven words per sentence. The computed

speech spzactrum matrix occupies roughly 20 X words in the CDC 3600 computer

Wemory.
SOFTWARE:

A FORTRAN program simulates the complete system. SLIP subroutines
compatible with the FORTRAN compiler, allow the flexibility of daté épeci—~
fication in tree structure or list structure and the achievement of dynamic
memory allocation. There are less than 50 rules for the concatenation
procadures, one set for each of the duration, transition, and transition

ratio required for the dynamic spectral computations.

2.3.5.4 Performance Measurements:

°

The actual processing time for producing one second of real time
speech is about 4 seconds on the CDC 3600 system. The test samples were
in English, Hindi and Tamil 1anguages. About 7 sentences in English,200
sentences in Tamil and 50 sentences in Hindi were generated. More than
907 intelligtbility were recorded for all these samples with naive listeners

{about 50 listeners were involwed). The rules are adhorc and the actual

(U

values are not provided for the various parameters.
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2.4 DISCUSSIONS:

1

Using the criteria given in section 2.3 (on page 23),the systems
censidered so far show that no one system can be called a TRUE TSC system.
The reason for each system failing to he a true TSC system can be stated
as follows:

(a) All the systems considered so far fail to accept unrestricred English
text, let alone an elmentary scientific text without pictures. The only
system, BTL system preprocesses an input text to handle capital letters

and apostrophe symbol.

(b} Regarding the  number of rules in any one system, we find that not one
system has minimal sets of rules. The lowest number of rules is about

159 in XU system {AIN 1973], while the maximum number of rules run to about
750 in BTL system [McI 1974]. The NRL syétem has about 329 rules excluding
.any rules for stress marking. The MIT system depends heavily on an  exien-
sive morph dictionary and the rule part is minimal - or incidental. Thus,
we note that our second criterion, namely, 'the system should have minimal
number of rules' 1s not met by any system discussed so far. The addition
of stress, duration, and other types of rules when added to these systems,
will increase the raquivzments of memory and computation time . The
designers - of these systems have failed to take advantage of the fact

that the decoders (human beings) ignore mispromnounciation in various

contexts [WHI 1976], Hences there is no need to burden the systems with too



much iaformation, such as, an exhaustive syntax aunalysis, dictionary
lookup, ete. In other words, the failure to wmeet our second criterion
is the result of the systems' failure to take advantage of the decoder's

abilities.

(¢) The MIT utilizes an exhaustive syntactic analysis of input sentences.
The state-of-+art situvation with respect to the other systems indicates that
there i3 a need to utilize some sort of dictionary setup for exception
words, such as suffix analysis, abbreviations, stress assignment and
irregular pronocunciations. The absence of stress analysis in the KUS,
BTLS, and the NRL system suggest that these systems will be forced to
include some sort of syntactic analysis of the input sentences in the
future to take care of the stress assignments, though the KUS lexical
stress assignment will mot be sufficient in this regard. Thuas, the third

requirment that system should not require exhaustive syntactic analysis of

the input sentences is not met by systems  discussed so far.

~

d) With regard to the wodifiability of.the rules in a TSC system, and as far
as the letter~to-sound ruless are concerned, only two system seem Lo be
general, the NRLS and the BTLS. While NRLS has “formulated the
letter-to-sound rules following the KU system, it is general in that rules
are based both on the left and right contexts, whereas the BTLS is based

“

on the left-to-right and right only contexts. The BTLS utilizes a varianc

of the binary search technique in an ordinary alphabetic list of rules

[McI 1976 J. Thus, computationally,the BTLS performs comfortably within
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ime environment. Hewever, the NRL system imposes certain severity

9
ri
[
W
ot
T

on the rules, Thesaz are that they be ordered, hence introducing the neces-
sity of a2 concomizant linear search of rules, and thereby increasing the
processing time [Mcl 1976]. KU system has the rulas embedded in assembly code.
Hence, wmodifiability of the rules involves the rewriting the assembly

code and reassembling the entire code each time a rule is changed. Thus,
instead of being a set of data, the rulés become the assembly code,thereby
increasing the setup time, ruaning time and the modification time of the
system., Apparently, the absence of any comprehensive sat of rules of

rules and the nature of the dictionary -searching and other formaiities

connacted with the MIT system suggest that it is too poor to be modified

[>43-)

.

and is loadsed with,too much bookr-kseping responsibilites. The mers
failure to recognize the role of the listener introduces a higher pro-
cessing time to compute too much information, such as exhaustive syntax

analysis, parts of speech, etc., and storage requirements.

Even the suggested genevality of the NRLS and the BTL system

Qo

will suffer once they enter intc the stress rule schemes. Thus, it is clear
that in the future, each system will increase in cost due to higher

processing time, memory requirements,etc,, hence a TRUE TSC system may not

be easily realized,
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not

[F]

(e) The adaptability of a system for any speech synthaesizer i:
practical at the present time. Since hardware specifications are not
standavdizaed in the systems discussed, even 1f BTL system and the MNRL
system are using the same type of VOTRAX synthesizer, the hardware

itself has restrictions. Unless a general purpose synthesizer is conceived
capabla of producing any speech sound, the generalicy and adaptability

requirements in a true TSC will have to walt.

(f) Tha measurements of the systen's performance is well documented

only in the NRL system. The statistical validity of rules from the

<

automatically measured performance score of the NRL system gives a hign

<

confidence on ths system. Conpared to

L3

ha NRL system, the KU system is

also somehalt acceptable, though the statistical details in this system

are poor (or uil). The subjective (personal feeling) evaluation of

the parformance of the BTL system [McI 1974; 1976 ] is unscientifi

hence the system should not be seriously considered. VWhile the KU

system employs three preprocessing rules and 150 variable rules, the BTL

system has four times the number of rules.as that of the KUS to achisve

less than 4% error rate. McIlrvoy claims a 99% overall perfsrmance score

oh a more recent test again basea on subjective criterion [Mcl 1976 1.
The MIT system can never come near a TRUE TSC system due to its

inability to document its performance in anyway.



.
s
~J

Thus, 1t is clear that the ultimate performance of these systems

will be different from the expected performance of a TRUE TSC systen.

(g) The system implimentations are, in general, on mini-computers. However,
the concept of parallel processing and micro-processors have not been utilized
in any of the above systems. The sarial nature of the block-by-block
processing of the input as shown in figu:e 2.1, results in roughly four

times the precessing time for one second of real time speech as demonstrated

by the BTL system. Tne TIFR system is a promising system in this regard.

U

In the TIFR system, even with the simulation setup, the processing time
is about four times for one sacond of speech (or its equivaleant one sentence)

-

and given a hardwars setup for th

w

syathesizer, this system will be a real

time system in the future,

The sucessful use of mini-computers in the above systems (except for
the TIFR system), suggest that a speeial purpose microprocessor with

a parallel processing capabil

P
-
[l
[
rr
<
L}
(0
v

tes will be a practial one in the nea
T

Thus, our requirement of the true TSC system is met with by zll the

systems we have considered so far.

(h) Considering the memory requirments of a true TSC system, only the

MIT system violates our criterion. The MIT system requires about four million
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1

bits of storage for the dictionary alone., All other systems use roughly
the core memory of their host mini-computers and make use of auxiliary
storage when necessary. Thig, however, is bound to increase when a

full scale true TSC system is implemented in the future., Thus, the memory

requirments for any future TSC system remain unanswered.

We have summarized the results of our discussicns in Table 2.1 (a)
and 2.1 (b). In the next chapter, we investigate some printing style
preblems invelved in restricted scientific texts, including such problems
as pattern recognition suitable for preprocessing. We then,

ggest a new method to handlz such input texts in a general purpose TSC



System

HARDWARE  TFACILITILS

Implinenter
Studied Yeaar Machine Memory Processing time Synthesizer
w.r.t resl time Usal
BTLS McIlvoy 1974 PDP-11/45 11,000 & vimes. Havrdware
bytes
{VOTRAX)
KUs Ainsworth 1973 PDP-8 8 K words unknown Hardware
(Analogue)
Softuare
MITS Allen et al. 1973 PIHP-9 16 X words unknown {simulated)
NRLS Elevitz et al. 1976 TI360A - 12 X words 3 times Hovrdware
Ppp-~10 {VOTRAX)
Softvare
TIFKRS Thosar 1971 CuC 3200 20 X words 4 times (Simulated)

Table 2.1 (a) Summary of Hardware

features of some existing Text-to-Speech Conversion Systems.

G



SOFTWARY. FACILITIES
Systems
Studied Type of Language of Programming| 7 of Rules Usage of Performance &
Language Evaluation
Text Tnput Text Used in the systen Dictionary Criterion
____________________________________ e e e e e e
BTLS Literary] American C~ language! 90 % Minimal Satisfacotry
Fnglish &
Subjective
British Cood &
KUS Literary] English Assembly 90 7 Minimal '
Language : Statistical
MITS Literary American
English Unknown 10% Maximal Unknown
NRLS Literary| American Good &
English SNOBOL 98% Minimal
Statistical
TIFKRS Literaryi English, FORTRAN & 257 Nil Good &
Tamil and
i Hindi SLI? Statistical
A e e e e e e e i e e e o e S o 2 e e e e s o e o 208 e e 0 e e P b e e s o s e —

Table 2,1 (b)

Summary of Scoftware features of some existing

Systems.

Text-to-Speech Conversion

es



CHAPTER 3

PATTERN RECOGNITION AND PREPROCESSING

3.0 Pattern Recosnition within a Text:

In any general TSC system, a textuval ianput will have to be
handled by a pattern recognition block (block A in figure 2.1). This
will further involve preorocessing of the input text and the normalization

to 'a single code scheme for the conversion into speech,.

The patterns to ba recognized may be plctures and script-
relared patterns, Of thess, we restrict ourselves to the script-raelated
problems,and in this chapter, we will assume that the pattern recognition
block A has produced the necessary output from an input text to our system.
Hence, we will consider how‘te transform these outputs into suitable code
(phonetic code or alphabetic code as tha case may be)for the purposes of
spaech synthesis,

First, we will. consider the probiems of script-related patteras,

and then proceed to propose solutions to gome of these problens.
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The pattarns to be transformed may be one or more of the following

<

1. Numerals in a text,

2. Upper-case vs lower—-case lettars 1n a text,

3. Abbreviations znd pseudo-names,

4, Press-style conventions, such as. italics, bold face or other ralated
typa faces,

5. Different sizes and shapes of type faces cenveying different informa-
tion,such as foor notes, bibliography, etc.,

6. Alphabets of different languages in a text, such as Greek, Latin,;etec.,

7. Mathematical symbols aand formulae,

8. Special punctuation marks, such as quots, braces, brackets, ete,

3.1 Bumerals:

Almost 21l texts will have some numerals embedded in them, This

may be from simple one to four digit integers to represent date, page,

ete,, to complex number -Tepresentation as in mathematics. Depending upon

the =zubject matter it will be possible to assign a probability for the

occurrence of a particular kind of numeral, such as integer, real, {raction,

to a text. This can be helpfal in providing proper algorithms to handle



such numeric pattérns in a text. However, the output may be different
depending upon the usual conventions in a subject matter. For example,
nunerzls may be spelled character by character or expressed in terms of
units, such as million, thousand, huadred and tens or in similar regional
conventions 1s a matter of cholee, Hence, totally independent pronounci-
ation for numerals will dapand upon many factors and standardization may
be helpful, such as the spelling of digit by digit from left to right as
dona in some calculators [COM 1575]. 1If a convention is made available

in the area of specialization, the system should be tuned to adopt it

in the pronounciation scheme, thus satisfying the local needs.
?

In the algorithm-ssction of this chapter, a simple algorithm

to handle simple numeric patterms is given illustrating our approach.

3.2 Uppar vs Lowar-case letters:

In languages where conventions exist for using diffarent types

of letters, such as Upper-case and Lower-case letters, the purposa of

o
o
(2]
o
.
Joe
[l
e
]
Ia
o
=
(a3
oo
h]
(2
jo
[*}
=}
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should be reflected in the pronounciation of words
and sentences, For example, in English,the Upper-case latters are used
in the following contexts:

1. to begin a sentence,

2, to begln a proper name, such as a personal name or place name,

3. to sipgnify an abbreviation or pseudonanme,

4. and to signify that the word under cousidaration is to be emphasized.
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Computationally, since the code values are diffevent for Upper—

T

and lower~ casz letters, it is necessary to normalize then at the pre-

processing level,

At the algorithmic level, the personal names and pseudonames can
be handled via data bases (dictionary setup and lookup schemes)[McI 13747,
Anorher data base would be required to handle abbreviations, since abbre-
viations used in different disciplines would have different connotations.
This would involve tuning the system In the initial stage, depending upon
the input text. Inrall othey casses, either a veduction in the code or
a spzll character-by-character schems would be necessary. In a latev

discussion, an algorvithm will bLe provided to perform such a fupction.

3.3 Prass-style conventlons:

s

In any language the preparation of printed text is subjecied to
caertain rules and editorial conventions. These rvules are called prass-
style( or print-style or house~style) in the literature [MAN 1973]. How-
ever, press-style is different from any style of writing, ian particular
the way an author might write, and even an individual author's style can~
not violate tha press-style. It 1s customary to refer to format in
presenting input 'and output from a computer progranm. This itself s a

subsel of press-style. The problem in press-style may be classified as



problems of type faces and thier sizes, the type shapes, special punctu-

ations and paragraphing conventions.

In press-style,every character has a type face and size. These
are spacified in terms of 'points' or units of size equivalent to 1/72
of an inch and the type may vary from five to seventy two points per
character. Different shapes of type faces are used to convey different
information. For example,italic, bold face and decorative forms(or quaint
characters [MAN 1975]) can be used in different contexts to convay a

particular meaning or place emphasis on certain textual material.

The following rules for using different sizzs of characters coma

from ;A Manual of Style [MAN 1975, p 442] ;

1. When an extract ( quote from another source) is used, use a type face
smaller by one point with respect to the other characters in the body

of tha text.

Hh

2. For foot notes, the fype face should be at laast two sizes smaller

than that of the body of the text, but not less éhan 8 points.
3., When using indention (or indentation) use different measures of idention,
but the type sizes are identical (i.e., the number of blank spaces from

1

the left margin can b

{v

us2d to convey certain information and in such

cases normal size of type face can be used).



Thus, thare exists a problem in recognizing the various type
sizes and indention at the preprocessing level in a TSC system, since

computationally, the code values for type-faces will be different.
3.3.2 Typne-shapes:

The second problem in the press-style is type-shapes. A Manual
of Style [MAN 1975,p 459] specifies at least 10 types of styles in which

each characteyr may have different type-shapes and size. Of these, wz con-

sider only tws, italics and bold face (or script). Italics can be used

Y

|

in 32 different contexts accordin

an
¢

to press coaventions [MAN 1973,p 53217,

oQ

while beld face or script is usad mainly for bibliographic information,

index and for mathematical symbols (or as variable letters).

The main use of the italics and bold face however, is placing
mphasis on a word (or group of words) since slighly exaggerated stress
on the word{s) represented by italics may be helpful in the pronounciation

of sguch words.

W2 propose that the specific application of press~style rules .
should be considered in a TSC system and the speech output should somehow
reflact this fact. TIa our proposed algorithm we will take care of these

rulas,



3.3,3 Mixed Alphabats:

.

Tor printed text in English, when alphabets of other languages,
such as Greek, Cerman, Russian arz encounterad, the computational code

is different. Alphabets of many languages are used far the following

reasons:

(a) Latina names are usad in Medicine, Biology and Botony.
(b) Gresk symbols are used in Mathematics and Physical Sciences.

(c) French words are used in cosmetics and food preparations etc.

It appears, in general, that foraiga words in Engl;sh a£e
area-oriented and therzafore become arsa-specific involving pronounciation
different from those of normal Englishowords. In handiing such words,
it is nacessary to tune the particular language or enter into a separate
data-base to aid in the pronounclation of such words. As we have
mentioned earlier, words also differ in type-facea, shapes and sizés in
a text in addition to different linguisiic codes {i.e., wordé from
different languages). These should be handled at the preprocessing level
in a TSC system. One way to handle such preproéesging’wouldabe to provide

a 4-tuple {Page, Line, Word, Flag) at the baginning of a text which could

be utilized during the preprocessing stage. This will be discussed later.



3.3.4 Machematical Symbols:

By far the most difficulz part of a TS5C system is the design
of an algorithm to handle mathematical symools and formulae in a text.
Isolated mathematical symbols can be spelled by a dictionary lookup
after beaing recognized by the pattern recognizer. Tais would require a
specific data base as mentioned in section 3.3.3. If more than one symbol
ig involved, and a formula is encountered, it bazcomes difficult to pro-
nounce the symbols and formula by any simple rule scheme. For example,
in a2 typical definition-dictionary for wathematical systems, some defi-
nitlons vun for npumber of pages [CRC 1939]. Various definitions for

the same symbol or fomula can complicate the meaning. For example, the symbol

23y

%

can be interprated as 'mean' value of x in statistics znd a mere x bar)

a variable different from a symbol x. With different data bases for dif-
ferent subject-areas, different interpretive vules can be easily formu-
lated. As far as the pronounciation of mathematical and other formulae
are concerned, it is posasible to propose a standard temporary mneasure,

which in the long run can become necassary for the pronounciation of such

systems.

The complexities of mathematical formulae in the printing indus-

try computar basad typeseitting and CRT display have been reported in the

literature [MAN 1975; KER 1975; MAR 1967].



As observed by Kernighan [KER 1975]), two major difficulties are

encountered with respect to mathematical formulae. They ave:
1. The text involves a multiplicity of characters, sizes, and fonts.

For example, the expression :
sin 2x
lim  (tan x) =1
x-% /2
requires an intimate mixture of Roman, italic and Greek letters in thres
sizes and one or wore special chavactars (note: in our reproduction due
to limitation cf type-writer, we have failed to show the differences of

type shapes, sizes discussad above).

2. The text ianvolves two-dimensional mathematical characters with subscripts,

superscripts, braces, radizl line drawings and positional problems.

32 +b3

illustrates such a problem,



&0

Compuier typsetting attempts by Kernighan et al [KER 1975]
indirectly suggast to us how to generate a description for a given

formula., The suggestions are

1. A description for a mathematical formula can be in fragmentary English.
That is, English sentences peculiar to mathematics are either ungram-—
matical, or incomplete sentences., For example, the input command

for a typical typesetting formula [KER 1975] will be :

SUM FROM 1 = 0 TO INFINITY X SUB I = PI OVER 2

produces:

84

N\

/ Xi = TT/Z
i=0

wheraas, in ordinary English, the command might be:

FORM THE SUM OF THE VARIABLE X WITH SUBSCRIPT I, WHERE THE
VALUE OF THE SUBSCRIPT I I8 FROM ZEROC TO INFINITY.
2, Tha descriptiocn of a formula is linear and one-dimensional and
the output is two~dimensicnal. Hence, propar ordering of the input

words can take care of the intended message in the output.



A fragmentary grammar has both production rules and also restric-—
tion rules, but a general grammar has only production rules. Thus, in

.

tha example above, an ambigulty is detected where the term PI over 2 is

usad. The question is whether ths term is the property of the subscript
index or the equivalence for the sum of the variable %y . It is obvious
that certain restricitions are placed on the interpratation of the input

to pravent misinterpretatioan. Thus, the second observation is also
simultaneously satdsfi=d, F¥Fragmentary grammars {Or Sublaunzuages) have

bean investigaied and reportzd in the literature [SAG 1972a, 1572b, 1975a,
1975b; GRI 1973 }. Ve note thus;-:in a T8C system fragmentary transforma-
tion of mathematical formulae will b produced and this shduldrnot be

he ‘

subjected to further analysis later.

Speech output coxresponding to a given mathematical formula in a

text will depend on the followiag:

J. How is the formula to be divided into its building blocks and reore—
sented as a linear string?

2. tow is the output to be producad so as to make the grouping cleér and
unambiguous? That is, should we generate necessary silence duration

betw2en the fragmentary words in a formula that can distinguish the out-

put of this fragmentary werds from other ordinary Eanglish words and

sentences?



62

If we assume the break down of the formula in the reverse order
of its construction, then we can determine how to divide the formula
into its constituents. Kernizhan [KER 1975] observes : " E§uation5
are pictures, constituting a set of 'boxes', pieced together in various
ways., For example, something with a subscript is just a box followed
by another box moved downward and shrunk by an appropriate amount. A

fraction is just a box cantéred above another box, at the right altitude,

with 2 1ir

=)

e of correct length drawn between them'". A grammar to generate
mathematical formulae from a give dinput description is reported in the

literature {EER 1975]

193

In a TSC system, since tie rveverse of the construction, the question
iz, given a mathematical formula, how do we obtain a closed description

in a natural language suitabie for speech synthesis?

One possible approach o handle a mathematical formula in a TSC

W

.3.4,1 Vector Represeatzion of Mathematical Svymbols:

Consider a mathematical formula as a set of elements of a linear
string. Let each element be stored in an array. Accordingly, a mathe-

matical symbol may be represented asz a vector of three elements in the

following order : hat-script, base and shoe-script. A typical vector

b
&
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representation of a mathematical symbol is given in figure 3.1.

1. Hat elameng ——-~

2. Base element -->

3. Shoe element —-»

Figure 3.1 Vector vepresentation of a typical mathematical

s5ymbol,

In an actual vector implementatinn schemwe, the appropriate elements
themselves can be stored as three elements of a vector. For examplz,
a typical reprzsentation of a mathematical symbol for summation is

shown in figure 3,2,

T o e e e

1. Har elsment =N i =n

2. Base element————s ;
Foima

3. Shoe zlement—-—= i =0

Figure 3.2 Vector representation of the mathematical
, i=n
symbol >



Ye assume that recovaring the components of a mathematicszl syvmbol
can be done through suitable patitern recognition algorithm. Evaun the
variazations of a mathematical symbol can be handled in such a way that
they can be represented as a vector. An alternative approach to represent

& mathematical forxrmula and its components will be to use a list structure,

as in given in Clapp et al [CLA 1966].

2.3.4.2 Matrix Representation of Mathewmatical Variables:

A mathematical formula consists of a mathematical symbol, at least
one variable (mathematical variable) and an optional mathamatical operztor,
such as + ,~ or [. The elements of mathematical formuale are in juxtapo-
sition. In these, however, a variable could be 2ither sinpgle dimensioned,
such as, in aa alphabet, or two-dimension%d, as in a subscriptad/supev-
scripted wariables. A variable can be subscripted, superscriptad, with
or without a hat, or shoe—séript. Therefore, while a simple warizble
sympol can be represented as a special case of a general varisble symbol,
(in terms of the displaced symbols attached to it in ithe sense of Kernighan

vz

s}
[

taa

19731 ,8 g=neral variable symbol can be rapresentaed as elements of a

matrix. TFor example, the variable:

i
e

may be composad und represented as elements of a (3x2) matrix as in figure3.3.



Hat elemeni-— &——-Superscript element

Base element ->

Shoz element - «—— Subscript element

Figure 3.3 Matrixz representation of a typical genaral

mathematical variazble symbol,

Similarly, a Tensor variable symbol can be brokan down into

elements of a (3x3) matrix.

3.3.4.3 Conversion to Description:

When a mathematical formula is t§ be converted into ordinary
orthographic form (or directly into phonetic form) suitable for spzech
synthesls, the question i3 which representation (or dz2scription) will
be acceptabla? THat is, when a person listens to a description of a
mathematical formula, will the person be able to rzconstruct the descrip=-

tion back to its oxiginal form? Omalley et al {OMA 1973] have reported

how listeners identify algebraic expressions when a 300 millisscond

£

uration for paranthesis is given. However, no answer can be gilvan
on all aspects of the above guestion. So, we pronose the following

scheme:
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1. A vactor represaatation of a mathematical symbol should be linearized

as in figure 3.%4,

The symbol # rapresents a potential pause (or silence gap)
allowable in a linear string to separate the components suitably. Putting

it differently, the linear representation, in terms of a pttern will be
Base elementf Shoe~script fHat-script #

For example, if we represent.. 3 .as SUM, = as FEQUALS, the=n

-

3 will be converted into the following description:

SUM # (FROM) # I EQUALS ZERO # TO # I EQUALS # N #

a
Similarly, ;» will become : INTEGRAYTE # BETWEEN # THE LIMITS #

ZEE # TO A #

A vector representation of a simple variable appendable to a

mathamatical symbol will also be converted in the same manner.
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For example,

x will become X BAR
¥ will become X DOUBLE DOT

% will become X TILDA " etc.

(Note: we are not Interested here on the intarpretation of a
variabla, such X BAR is a descrintion, than 2 representation

for "mean of the variabls x*.).

2. Yhen a mathematical symbol and a simple variable are iavolved, the
ym I s

conversion will ba as follows:

BASE Mathematical Symbol # Variable Symbol # Limits of
Base Mathematical Symbol { range of bouads) #

where the variable symbol will be expanded as above,

For exawmple,

lim 3z will be converted into a following description
x-y2

in our system:
LIMIT # TOREE TIMES # X # AS # X TENDS { To# 1Two #
When two-dimensional variable symbols are encountered along with

thematical symbols in an average size mabthematical formula, the conver-

gion can be done as follows:



a8

Base Mathematical symbol # Variable symbol # Shos-zcript of

Variable symbol # Hatw-script of Variable symbol £
Subscript of Variable symbol # Superscript of Vavriable symbolff

Lower rangz of mathematical symbol # Upper range of mathematical

symbol #

For example,

can b2 written as follows:

SUM # X BAR # SUB I # RAISED TO POWER # K # ¥OR # I EQUALS #ZERO¥

TO # I EQUALS N #

whare this generated description can be synthesized into speech later.

When more than one identical mathematical sywbol is involvad in

rt

a formula with respect to a particular variable, such as double subs~

ripted wvariables, the usual algorithm for pronounciation appears as

o

[
»

)

ollows:

1. Count the number of times the same mathematical symbol is observed
ia the formula,

4. Sp2ll the count.

3. Spell once the mathematical symbol (or provide the equivalent description).
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4, Spell the base variabla symbol (2nd element in the variable symbol
matrix).

5. Spell the other elements of the variable, such as hat-script from
the matrix representation as in figure 3.3, them the first subs-
scripg, then the second subscript and so on.

7. Spell the 1lst range of the mathematical symbol for the lst subs~
script of the variable.

8. Spell the 2nd range of the mathematical symbol for the subscript
of the variable and proceed backward until all the ranges have been

spalled out.

txd

or exampla,

~ N
v/fﬁ
\D
T e
{u
3

P

i'
-

[N
il
)
pete
i
b

can be pronounced as:

DOUBLE SUM # X SUB T # coMMA # J # 1 FROM ONE # TO # N # AND#

J FRCM ONE # TO # NINE #

The problem of reprasenting a mathematical formula as a description
is more complex than for simplie cases we have considered so far. We will

not go into any furkher details.

We now give some algorithms to preprocess a part of a text,
restricting ourselves to the problems we have discussed in previous

sections.



3.4 Some Proposed Algorithms:

The aim of the present section is to provide in@ividual
alpgorithms for each problem we have discussad above at the preprocessing
level without giving the implementation detalls, such as storage requir®—
ments and computation time. Combining these algorithms into one algo-
ritam would oniy create a single complicated procedure. In doing this,
we would lose the parallel nature of the algorithms. Unfortumately,
the parallelism of the algorithms introduces complexities in undex-

ng the execution of the algorithms themselves.

o
‘O

N

stand

¥

To reducz the problem of storage and precessing time of different

words in an input text, such the problem of type face, size, numerals,

special mathematical symbols and special punctuation symbols, we pro-
pose 2 table satup which will be a part of a text., This table will be

called the Preprocessing table., We assume that this can be provided

v the pubiisher at tha time of publication of a text. Otherwise, the

-
S

b
requlred information musit be computed first befors the text can be

converted dInto speech. .

3.4.1 Preprocessing Table:

A preprocessing table entry is a 4-tuple [PAGE,LINE,%WORD,FLAG].
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PAGE iadicates the page in which preprocessing is required; LINE
indicates the lipe in which tha preprocessing is required; WORD
indicates the word to be preprocessed and the type of preprocessing is
indicated by FLAG.
For example,
45 15 4 6
might mean that 45th page, 15th lire, 4th word (from left of the line)
and flag value & denoting the presence of GREEX letter{s). The flag value

6 specifies that the preprocessing algorithm has to invoke the subalgorithm

SPELL at page 43.

We assume that when a new page of lnput text is read, the first
task of the preprocessor will be to compare the curreznt page number with
requires any preprocessing or not. When - a page number matches with the
paze number in the preprocessing ¢able entry PAGE, then the currsnt line
number I1s compared with the line number of tha preprocessing table entry
LINE and so on., Without going into further details, such a preprocesssing

D

table will be assumed in the following algorithms. (For a pure mathematical

text alternative arrangements should be worked out).



3.4.2

3040 2.

Stepl

1

(e

e

Ysolate the individual digits of-an inbut numeral and spell.

can an input word and if it is wmot numeral continue to sszarch
othar impit words and no numeral is found terminate the algorithm.
If the input numeral contains a decimal point Ynvoke DECIMAL-PART.
Invoke INTEGER-PART.

Jump to Stepl.

(End of algorithm)

//INTEGER-PART//

s

CHARACTER< O

CHARACTER = CHARACTER + 1 g

Read a character. 1f the character is a blank, terminate the algo-
rithm.

If character is a comma, ignore it and jump to Stepl.

Speil the character. Output pause #. Flag the word. Jump to Stepl.

// DECIMAL-PART//

Y

CHARACTER v— C

CHAR)

£

- CHARACTER +1

Read an inpulb character.
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Step2: If character is a blank, terminate the algoritchm.
Step3: If character is a period, output POINT , output pause #,
flag the word and jump to Step0.
Step4: Spell tha character, output pause #, flag the word and jump to
tep0,

(End of alzorithm)

3.4,2.2 Method 2:

Tgnere comma in a numeral and by successive integer division

<

obtain the digits and concatenate the spelled digic with the

e

divisor unit and repeat tha operation till all digits are
spelled out. This will work only for INTEGER' numbers.
Thus, for exanple, 1009 in this method will be spelled as :
ONE # THOUSAND # NINE #. ’
Observation
Lven if the digit contains the comma £o signal digit grouping

in terms ¢f units (million, thousand, hundred or tens) method ons

122
ju]
13
"
‘Js

will bz easy to implement and will be acceprable to all

Spelied digits with appended units as given in method 2 above, reguires
: 2 P s 1

o9

storagze and increased processing time. In our proposed algorithm TESCON

described in chapter 5, we assume method~1 onlv,



3.4.,3 Algorithm STANDARDIZER:

3.4.3.1 Purpose: 1. To convert uppar-case letters to lower-case when
nzcessary.
2. To coanvert Italic:/ Bold face letters  to normal
size letter,

3. To convert simple mathematical symbols and formulaze

into an equivalent description.

3.4.3,2 ¥ethod: This algorithm invokes several subalgorithms.

fo

When a flagged page is encountered, ezach line is checked
and then the words to be normalized are checked for

proper praprocessing and so on.

Certalun details, such as the input, output handling both unflagged
and pages are given in Chapter 5. In the following setup, PAGER is a
subalgorithm invoked in the main program which when called reads a new

page for a given input text.
//PACER//

[SAVE PAGE~FLAG)

PAGE-FLAG {— OFT (flag indicates preprocessing)
Stepd @ Read currsaf page number,
Stepl : If currant page is blank  terminate the algorithm.

(A1l pages are assumed to be numbered)



If true, PAGE~FLAG <—— ON

Step3 : Invoke LINE-NUMBER.

(End of algorithm)
[/ LINE-NUMBER//
[SAVE PAGE-FLAG ]

LINE~-¥YLAG <— OFF

LINE COUNT < 1

Stepd : 8Scan the lines and find the next line. (i.e., the line where,
non~pumeric, non~blank character bLeging a page is a first line.).

Stepl : If LINE~-COUNT > Maxinmum lines on a2 page, Invoke PAGER.

Step2 : If PAGE-FLAG is OFF, jump to Steph.

Step3 ¢ If current line is flagged vader praprocessing table parameter
LINE, set LINE-FLAGE— ON

Stap4 Invoke WORD-FINDER.

{(End of algorithm)



// WORD-FINDER//

[SAVE ¢ LINE-FLAGLl, WORD-COUNT, WORD-COUNTED, LINZ-COUNT,

LINE-FLAG ]

LINE~-FLAG &—— LINE-FLAGL

CHARACTER~COUNT &— O

Step0 : If LINE-FLAG 4z GN , Invoxe LOCP.
repl :If CHARACTER-COUNT > Maxinum number of characters in a line,
LINE-FLAG &— 0¥ ; Invoke LOOP.

Step2 ¢ Secan a charactar on the input line,

Stap3 : If a character Zs a blank, incremeat the -~ CHARACTER-COUNT by unity,
and jump to Stepn2. .

Stepsd ¢ If a character i3 a punctuation {. , 3 ¢ 7 / ], store it,
increment %ORb—COUNT by unity; increment CHARACTER-COUNT by
vaity and jump to Steap?.

Step3 : Store the non-blank, non-punctuation characters in a word:

increment the CHARACTER-COUNT by the total numﬁer of characters
storad in the current word, increzment the WORD-COUNT by unity;

jump to Stap2.

(End of algorithm)
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/] Looet/

[SAVE : LINE~-FLAGL, WORD-COUNT, WORD~-COUNTED, POINTER]

a

S2t the polinter to a current word of a line,

[ €]
e
&
"
o
.

L3

Stepl ¢ 1If pointer value exceeds the total number of words in a line
(WORD~-COINT' s value),

WORD~COUNTED $—— WORD-COUNTED + WORD=-COUNT
LINE-FLAGYL 4 OQFT
Iavoke LINE-NUMBER,

Step? :+ If current line is flaggaed {LINE-FLAG <~ ON ), and if current
word ls flagged (when compared with the preprocessing table
entry parameter [WORD], ) Invoke NORMALIZER.

Step3 ¢ Invoke UPPER-CASE. .

{End of algorithm}

[Wote: WORD-COINT accounts for the total number of words in a line and
WORD-COUNTED gives the value of total number of words processed

so far]d.

{FLAG provides the value of the 4th parametsr in the

preprocessing table entry]

w
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Stepl: If FLAG value is 2, Invoke FOOT-NOTE.



Step? : If FLAG wvalue is 3, Invoke ITALICS.

If FLAG wvalue is 4, Invoke MATHS.

o
Lod
i
v
(S
e
=ty

Stepid @ Invoke WORD-FINDER.

(End of algorithm)

[ SAVE : POINTER ]
Step0 : Get a character from the Inpuf word.

Stepl ¢ If the character is not an UPPER-casa letter,

w

POINTER ¢— POINTER + 1; Invoke LCOP.
Stap? : If (character+l) is not an UPPER-case letter,Invoke PROPERNAME,
Stepd : Invoke ARBREVIATIGN.

(End of algorithm)

// PROPERNAME//
[SAVE : POINTER ]

Stepl : Hash the complete input word with proper-name table.

Stepli : If no wmatch is found, jump to Step3.

Step? : Replace the current input word with its equivalent tadble entry
and flag the word; POINTER v— POINTER + 1 ; Invoke LOOP.

Step3 : Raplace the upper-case letter by itz equivalent lower-case

letter; POINTER + POINTER + 1 ; Invoke LCOP,

{End of algorithm)
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// ABBREVIATION//

[SAVE : POINTER ]}

Hash the complete input word with abbreviation-table.

Stepl @
Stepl @ If no match is found, Invoke SPELL.
Step? ¢ Replace the abbreviation by its equivalent table entry;flag the word;
POINTER <~ POINTER + 1
Invoke LOOP,
(End of algorithm)
//SPELL//
[SAVE : POINTER ]
CHARACTER <« 1
Stepd Read a character from the input: word.
Stepl : If tha character is blank,POINTER4— POINTER + 1, Iavoke LOOF.
Step2 Hash the character with proper-name table and copy the corres-—
ponding entry, flag tﬁe word, introduce pause #.
Step3 : CHARACTER «— CHARACTER + 1
Stepd ¢ Juwp to Stepl. ’

(End of algorithm)



[ S4YE : POINTER ]
Stepd :  Cutput  # QUOTE BEGINS # , flag the word.

Get the next character.

w
-
34
el

faut

If the character is blank, jump to Step?.

|92
i3
[¢]
=3
34
o

Step3 : Gat the FONT-size.

Stapd ¢ If FONT-size 1s equivalent to normal size, jump @ 3tepl.
Step5 Replace non-standard FONT-size by normal size, jump to Stepl.
Step6 :  Output # QUOTE ENDS 3, flag the word.

Step7 POINTER 4—-POINTER + 1

Stepd INVCRE LCOZ.

(End of algorithm)

2

[Noza: Even wiithin a quote there may be worda requiring preprocessing.
In QUOTE a few more steps can take care of them. We have left

them out here J.

[/ ¥OOT-NOTE//
[SAYE : POINTER }
COUNT +— O
Stepl Output # FOOT NOTE # , flag the ocutput word.

Stepl Gat the next character of the input word.
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Step?2 : If character is blank, POINTER+t—POINTER -+ 1, Invoke LOOP.
Step3 : If the charactey is numeral, COUNT <— numeral {(current character);

Invoke SPELL--NUMERAL.
Steps : If line-count exceeds maximum lines in a page, FOOT-NOTE~FLAG+ON;

Invoke PAGER.

Step5 : If terminator is encounterzd, Output #FOOT NOTE OVER #,
Flag the word POINTER +4— POINTER + 1; Invoke LOOP.
Stepd : Replace the current character 7ONT-size by normal character

FONT,

Step7 : Jump to Stepl.

(Ead of algorithm]
[Note: As mentioned earliesr, othar preprocessing may be involved here too].
// 1TALICS //
[SAVE : POINTER ]

DOUBLE~STRESS~—FLAG & ON [= EEADER value in ANALYSER
given in chapter 5]

Stepd Gzt the next character,
Stepl If the character is blank, or a standard character,

POINTER<— POINTER + 1 ; Invoke LOOP.

Replace italic/ bold face character by a normal character.

w
or
i
e}
o
LX ]

Jump to StepO.

w

~

0]
o



/! MATHS

Stepl @
Stepl :
Step2

w
(s
14
]
[ 9% ]
o

A
™

[SAVE :  POINTER, COUNT ]

COUNT x—— 0
Count the identical mathematical symbols.
COUNT = total count of mathamatical symbols,
If COUNT = 0, Inveke VARTABLE.
Invoke SPELL~-NUMERAL 1f COUNT > 1, and flag the output words.
Hash the mathematical symbol with mathematical-symbel table and
copy the equivalent description, flag the word, jumwp to Stepbd,
Invoke VARIABLE if mathematlcal symbol is absent,
POINTER+POINTER + 1, Inwoke LGOP.

(End of algorithm)

// SPELL~NUMERAL//

[€2)
[ d
[
ke
<O
I

[77]
e
It
s
o)
6

Stap3
Step

[SAVE : POINTZR ]

<

iash the value of count with spell-nuneral table.

Sgad

Copy the equivalent description on the output file.
Output pause #.

¥lag the word,

POINTER~POINTER + 1 ; Invcka LCOP,

(End of algorithm)
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/] VARIABLE //

Stepd
Stepl

Step2

Step3
Stepé

Step5

w2
rr
[t
]
&

Step?
Stepd

Step$

X3

.z

.

..

o2

.

.
.

Stepll:

Stepll:

Stepl2:

[SAVE : POINTER »COUNTER ]

COUNTER 4~ 0
COUNTER +—— COUNTER = 2 (this gives the 2nd element - base
element = in a vector)

If base element 1s blank, POIRTER &— POLNTER + %,
Invoka-L00P.

Quiput pause #.

Hash the base element with propzr-name table and copy its

equivalent form, fiag the word, COUNTER+—CCUNTEE +1 .

If the current element is not a blank, VARIABLE-FLAG oM,
WORD=-FLAG +— ON, Invoke SHOE-SCRIPT.

COUNTER 4= COUNTER~-Z(1lst element is glven)

If element is not a blank, VARIABLE FLAG  ON, WORD-FLAG O¥
Invoke HAT-SCRIPT.

COUNTER 4 CCUNTERHS { 5th element),

If element is blank, COUNTER -+ COUNTER + 1.

If element is not a blank, Invoke SUBSCRIPT.

COUNTER <— COUNTER - 2

If element is blank, POINTER&—PCINTER + 1, Inwvoke LOOP.

Invoke SUPERSCRIPT,

(End of algorithm)
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/] SHOE-SCRIPT //

Stepld

..

a»

.o

.

[SAVE POINTER , COUNT ]

If YARIABLE-FLAG 1is GN and the variable is not blanlk,
jump to Stepb.

If COUNT = 1, back tract to the nearest mathematical symbol

5]
21}

no mathematical symbol is found, POINTER «—POINTER + 1,
Iavoke LOO?P.

If shoe~script element is blank, jump to Stepl.

Cutput pause .

Spell tha shoe-script character by character, flag the words,
Introduce pause batween any two words.

If VARIABLE-~FLAG 13 OY, Invoka HAT-SCRIPT.

If COUNT > 1, COUNT#— (COUNT - 1.

If COUNT =0, POINTER#—- POINTER + l? Invoke LGOP.

Back fract cne step and jump to Stepbh.

(End of algorithm)

!/ HAT-SCRIPT//

Stepl

[SAVE POINTER, COUNT ]

T1f VARTABLE-FLAG 1is ON, and the variable is not a blank, jump to

Step3.

Back tract to the nearest mathemstical symbol.



Step5

Stepb

[XY

we

.o

»e

.

If no mathematical symbol, POINTER POINTER + 1, Invoke LCG?.
1f HAT-SCRIPT is blank, jump to Stepb.
Qutput pause #.
Hash the hat-script character by character with symbol table,
copy the description, flag the words.

POINTER ¢ POINTER 4+ 1, Invoke LOOP.

If COUNT > 1, COUNT¢+— COUNT - 1 .

I£f COUNT = 0, jump to Stepb.
Back tract one step and jump to StepS.

(¥nd of algorithm)

/] susscrirt //

ve

e

..

e

[SAVE : POINTER, COUNTER J
Get the lefrt-most subscrint.
If subsecript is biank, COUNTERf;'CODLTER -2 ; Invoka SUPERSCRIPT.
Quiput pause #.
Spell the subscript, flag the word.
Left-sh%ft the subscript. .
Jump to Stepl.

(End of algoriithm)
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/! SUPERSCRIPT //

[SAVE : POINTER ]
Stenl : Get the left-most superscript.
Stepl : If suparscript ds a blaﬁk, POINTER<POINTER + 1, Invcoke LCOP?.

Spell ths superscript, flag the word, cuiput pause #.

w0
ot
14
U
]

Step3 : Left-shift the superscript and jump to Stepl.

(End of Aigorithm)



CHAPTER 4

~3
e
b
H

LINGUISTIC AMALYSIS OF INpUY

In natural speech communication, a listener decodes a perceived
speech signal on the basis of certain acoustlc cums present in the signal.

The encoder of the signal (speaker) provides some of the perceptually

0
[ N

ignificant cues, such as dﬁration of an utterance, pauses in bstween a
part of an utterancz, stress in some portion of an utterance and the

clear articulation of speech sounds [KLA 1976:; LIB 1968; SCH 1963: UME 1976;
VEN 1970; WHI 1976]. In addition to decoding the incoming speech signals.
according to parceivad acoustic cues, a listener employs also other factors,
such as subject matter, familiarity with the épeaker, context of the
cenversation and related matters. Therefore, in a TSC system, it will be
nacessary to introduce at least 3 minimal set of acocustic cues that are

not explicitly given on a printed text, such as duration of individual

speech sounds, strass, pause and letter-to-sound rules of the input alphabets,

87
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In this chapter, we iefly investigate some of the parameters

of speech, namely duration, stress, pause and letter-to-sound rules.
Our main concern is to use the linnulstlc information computable for an
1 {ext, rather than the theoritical investigation of such

linguistic details. TFurther details are providad in the references

cited in this chapter.
1 DURATION:
4,1, Dafinicion:

Every speech sound that is to be perceived by a normal human
being has an innesrent duration corresponding to the duration of its

icdeal articvlation in real time. This inherent duration of a speech

sound is callad the steadv-state duration of a phoneme [RAM 1973}

Operationally, Klatt [XLA 19761 4 efi'e ‘the duration in the

acoustic domain as the duration of stops {(such as p,t, k, b, 4, g)

v

corresponding to the duration of tne closure for stops, while

tives (such as £, z, s, sh) the duratiom: corresponds to the interval of-

turbulent friction noise above some thrashold (or to changes in the voicin

gourca 1f no friction energy is visible in the spectrum) aad so on.

In dynamic speech, we can compute the dynamic duration of spesch
sounds from tha steady~state duration using the following formula given

by Klatt [XLA 1876] :

9Q
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j i in min where,
D, is the dynamic duration of a given speech sound,
J
Di is the assignad steady-state duration,
Dm_.m iz the {(average) ebsolute minimum duration for a2 satisfactory

articularion of a speech sound and X is a factor. TFor a duration
shortening vula K stends for the relationship Og K £ 1, while for a

duration lengthening rule, X > 1,

3

ams investigated in chapter 2, have no
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Systs
such rules for the computation of dynamic duration of speach sounds.,
Oniy the TIFR system has this facillty, Computationally, the cowputation

- .

of the contexts, such as the preceding and following speech sounds, whether
a given sound is stressed or not, is ‘eceésary in a TSC systam. How
arious linguistic contexts affecr the duration of speech sounds hava

bean veportad in the literature [HUG 1974a,1974b; KLA 1976; UME 1973, 1575].

In this thesis we propose the following rules for duration, some which

n our algorithm ANALYZET

o
]
[
-
e
Tr
o
o
~
©
[~®
}nh

(2) The duration of a vowel (such as a,e,i,0,u,y) in English,

in & word-final syllable defore a pause (#) 1s increased by 100%

{(twice 4ts steady-state duration).
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(b) The vowel duration in a word non-final syllable and before

a noa- is shortenad. (This will not be included in our algorithm).

"
]

u

us
(]

(c) Positional factors‘that affect the vowel duraticn include
a consonant after a vowel: (not incorporated in our algorithm ANALTZER)

(1) Vowel duration is shortest before a voiceless stop, such as
ps t, k.

(ii) Vowel duration is longest before a voicelss fricative,
such as £, s, sh.

(d) A vowel that is stressed is longer in duration (roughly

onez and half times longer than the steady-state minimal duration).

4.1,.2,2 Consonantal Duration:

(a) Position of a consonant relative o the stressed syllable
and vord, or sentence boundary increases the consonantal duration by about
50% of thea steady-state duration of the consonant.

(b) When a consonant is both preceded and followed by other conso-
nants, the middle consonant is reduced by about 50% in its steady-srtate
duration and iIn an uni~-consonantal context (either preceded or followed '
by a consonant), the reduction in the duration of the consonant under
study is about 25%,

Consonantzl duration modifications are not implemented in our

algorichm ANALYZE



£.1.3 Duration of function words:

The duration of functioa words, such as of, the, an, at, in,
is the sum of the minimal duration of the individual constituvents

3T

(i.2., the vowel's and consonant's in it).

While Umeda [UME 1975] provides a detailed analysis of the dura-
tional aspects of spesch sounds in a Text-to-Speech Synthasis context,
these studlies are based only on three or four spezkers and therefore the
inclusion of such details in a TSC iz questionable. Klatt [XLA 1975]
considers many other factors that affect the duration of dynamlc spesch
sounds. Computation of all thesa contexuts also requires ‘large storage

and processing time.

In order to incorporate the dynamic duration of speech sounds in

a T3C system, the following is proposed:

(a) The specification of the dynamic duration of speech sounds
should be part of the selaection vrules for every speech sounds. For example,
let @ represent a written symbol in a language L, and §_ be its
eguivalent sound code. Let 4 represent the increment in duration and
(~) represent the decrzment In duration where either of the symbols + or -
can follow §’. Let N represent the fractional numeric valuve of the dura-
tion used in the increment: gp the’decfemeni of the duration of a spesech

sound, Let & represent a definable context before which $ can occur.



Then we can define the following two rules: (- vepresents rewriting )

@& ——% $+8 for $-1M)
where N # 0, and the inherent duration of §$ is assumed to exist.

{ii} Context a2 Rule:

-

¢ 2 3 where the duration of the $ 1is assumed to exist and

and is nminimal.

Notice that we have only cons rule in our T3C system, namely the
duvration incremental rule (DIR). The dzcrement is implied by the minimal

duration of a speech sound. d

{(b) A rule cannot be selected, that is, the duration modification

b

cannot be computed, unless the linguistic context is computad. TFor

exampla, the presence or absence of a pause indicating a phrase boundary,

such as Having come i he thought # that it was nice., whare # indicates

1

possible phrase éoundaries, number of syllables in ar input word to
determine the stress assiznment, are all computable. After preprocessing,
the input text in the Pattern Recogntion block (block A in figure 2.1), the
linguistic block (biock B in figure 2.1) must compute the contexts and other:

linguistic laformation. Th2 necessary minimal analysis of an input text

as an algorithm is proposed in chapter 5.



The 'prominence' that i1s perceivable in any spoken syllable is
called stress. Acoustically, stress is realized through interacting
paraneters, such as duration, intensity and fundamental frequency. Thus,
a stressed syllable will be usually high in voice-pitch, long and loud

[GAT 1957],

Stress increasas the vowel duration (cf. 4.2.1 (d)). The increase
of duration in a stressed vowal is one.and half times the normal duration

of a vowel,

4.2.2 Types of Stress:

There are three types of stresses in English, The first ons is

callad the lexical stress, the secoand is phrase stress and the third is

emphatic stress.

4.2.2,1 Lexical Stress:

Following the method for constructing standard English dictionary,
such 38 Oxford Dictiomary, Random House Dictionary, the simplest way te

solvz the problem of lexical stress for written words is the creation of a



dicticonary having hand-codad phonatic entries and stress mark for =ach
entyy., This approach has been utilized in various ways in some of the

existing systems [COX 1973; TER 1968; WME 1973; ALL 19761.

The second general method 1s the assigoment of stress by rules.
Basicallj a set of rules, such as rules fof root stress, suffix stress,
Foreign-stress, Anacrusis stress and pretonic stress [SLO 1974] arnd
a set of exceptions to each rule make up the stress-by-rules schemes.
Theorstical studies have centered around such schemes and are raporte
in the literaturs [ CHO 1968; HCA 1971; HOA 1973; SET 1974; SLO 1974;].
In a TSC system context, certain practical approaches with ad hoc rules

are veported in the literature [BRO 1970j GAI 19538; RAB 1959].

The motivation to use a rule scheme for straés analysis comes
from the study of English Orthography by Dolby et al [DOL 19353a; 1963b;
1964; RES 195853 VEN 1970]. These studiss show that apprqﬁimately 55% of
the present day English vocabulary (in writtea form) can be handled by
rules. vThe remainirg 5% can be handled by a dictionary of exceptions.
Also rules can predict the stress assignment for new words that may
not be found in a dictionary. Thus, rule approach is much general

and pragmatic.

Major results relevant to our purposes of strass assignment based
oan the above studies and of others [PIX 1945; PAL 13956; NIC 1918} is

summarized by the following set of rules:
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(&)

unction words such as a, an, tha, at, on are not stressed unless

emphasised [PIX 1945]7.

(b) All non-function words ave called content words by Pike [PIR 1945},
Content words ave composed of the following : Roots which are free forms,
such as go, coma, look; bound forms that cannot come as free forms in

Inglish, such as the form -~ceive in concaive, receive etc; and either

irez or bound forms with affixes, such as the suffix -ic in tonic,

etc,, the prefix in pretend, prezfer and so on.

(i) All free roots are stressed, excepting the function words.
(Xt is possibla that even functicn words may be stressed in mathematical

formulae, as <own in chapter 3).

(i1) If a suffix is prasent in a word, the suffix will determine
the place of stress in a word. In the absence of a suffix, the prefix

will determine the place of stress in a word.

Following Gaitenby [GAT 1968] we can formulate ad hoc rules for

stress in English as follows:

1, Stress the first syllable of two and three syllable words, if no

is  present in the word or the word is not a function word without

[
4

S

£81

=
o

emphasis.



2, If a suffix is present, stress the syllable preceding the suffix.

3, If a prefix is found, stress thes next syllable (that is the 1lst syllable

after the prefix),

4. For exception words, such as child, hash the word with exception

dictionary and copy the phonetic form including the stress,

5, In all other cases proceed to stress depending on the number of syllables

in the input word.

¥or the purposes of deciding the number of syllables in an
input word, we assume the following criteria based on Dolby [DOL 1953a;
1563b].

»

{2) Count the number of orthographic vdweis, such as a, ¢, 1, o, u, ¥

in a given input word from-left to right,

(b) A word final e, such as in determine, prepars, should not bz counted
as a syllable provided that there is at least a syllable in the word

othay than word final

i

(This rule will ensure that the final e is
counted in words like he, she, be, the, etcl,

(c) When two or more vowels come togethey such as in meet, meal, fail, ete,,
consider the wowel sequence as a single vowel, hence count all as one

syllable.



tress rules are iacorporated in our algorithm in the next

chapter.

4.”.4.2 Phrase Stra

If we wview an English sentence 2s composed of phrases, such as
noun phrase, verbal phrase, etc., then every phrase has a word in it
called the hsad-word which gets emphasised( traditionally known as a
subject, verb, and cbject). A pause (discussed in the next section) i1s

ntroduced after the head-word and the presence of punctuation marks,

RN

}J'

fy the putential pause

W

e}
oy

uch as comma, period, question mark, 2tc., sign
at phrase boundéries in English. Acoustically, the fundamental frequ-
ency at the phrase boundaries show a decrease in the fregquency and inten-
sity and results in a silence gap of significaat natura. Yor example,
1f we read aloud a sentence in English, ;uch as

"Afrer running a long distance # he was suddenly awares # that

he had gone # too far.'.
where the symbol # is introduced to illustrate our point, though such

symbol never comes in a text.

Phrase level stres has been investigated and reported in the

1

b

terature [ALL 1976; MAT 1966; BRO 1970; GATI 1972]. The followiug

at hoc rules are proposed to handle phrase level streas in a TSC system.
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1. Any content word bafore a punctuation is a potential head~word.

Hence, it receives a phrase level stress.

2. Any content word before and after an auxiliary verb, such as is, was
has, etc,and all function words , other than the function words,can be

a potential head word. Hence, it is given a phrase level stress.

3. Potential head-words receive double stress while all other content

words receive a single stress.

For example, in a santence, such as
> >

A Tall Stronsz Man was Looking at him., the words Tall, Strong, Man and

Locking.are all ceontent words, but only Tall and Man are head-words,

and receive double stress (Capital letters have beaen used to signify

-
E

the content words in the above sentencel,

The phrase level stress assignment as per our ad hoc rules are

incorporated in our ANALYZER algorithm in the next chapter.

Any word, including a function word, may be stressed to signify
emphasis, TItalics, bold face or under-scoring,are all the tachniques
used to emphasis a word. We have provided a sub-algorithm //ITALICS//
to produce emphasis in an input text in chapter 3. Imphatic stress

will be considered as double stress and 1t will over-ride zll other stresses.
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4,3 Pause:

A pausz is a silence gap in a spegech utterance conveying sonme
information. Acoustically, there is zero-spectrum for a given duration
of a pause, In our analysis the symbol # is used to signify the praszence

e

of a pause.

£,3.,1.1 Vord Pause:
Any two content words are separated by a pause.

4.3.1.2 Thrase Pause:

Two pause marks signify the boundatries of phrases.

4,3.1.3 Sentence Psuse:s

Three pauses mark the boundaries of sentences,

4.3.1.4 Paragraph Pause: i

More than three pauses signify the end of a paragraph.

4.3.2 Pause Rules:

1. Introduce one after every content word.
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2. Introdﬁce two pausas when a puactuation mark, such as comma, is
encouater;d, or an auxiliary verb is encountered, such as has, have,etc,
3. Iantroduce three pausas before a senfence,; final punctuation marks,
such as period, question mark, etc.

4, Introduce a pause if the algorithm for.preprocessing is invcked when
a spacial word is encountered as discussad in chapter 3,

5. Introduce a paragraph pause when a few characters (non-blanks) are
followed by many blanks or when blark lines ave introduced to desigﬁate
a paragraph. (In our algorithm AMALYZER we have not provided for

paragraph pauses, though this could b2 easily incorporated if desired).

4.4, Letter-to-sound Rules:

Spelling a word {i.e., character by charactar naming in a word)
is not an aid in the prounounciation of a word. To transform written

symbols in a word, we . require letter-to-sound rules im a T3C system,

Letter~to-~sound runles have been investigated and reported in the

0Q

literature [ AIN 1973; THO 1958; CHO 1963; GAR 1964; HOL 1964;

MAT 1968: HAG 1958; vEN 19701,

Both the BTL system [McI 1974] and the NRL system [ELO 1975}
have adopted the XU system's rules [AIN 1973] for letter-to-sound conversions.
We propose the following modification to these rules: stress, péuse,etc,,
will appear in the rules with the given necessary context to nelp in the
transformation of letters to.sound. NRL system [ELO 19737 reflects our

-

conception. We leave out the details here,



CHAPTER 5

THE TESCON ALCGORITHM

5.0 PURPOSE:

In this chapter, we propose a new algorithm, TESCON (TExt~to-Speech

COMversion). 1In TESCON, we have integrated the preprocessing algorithm,

STANDARDIZER, developed in Chapter 3, and the ANALYZER algorithm,

which will be daveloped in this chapter 2and corresponds to the vyrules

of linguistic analysis given in Chapter 4, and a TUNER algorithm to zune

the system., Thus, TESCON will accept an input text in English orthogra-
a phonetic output

phy. It will preprocess and analyze it and produce:

suitable for speech synthesis,

In the course of the development of the TESCON algorithm, we will

avoild repeating tha STANDARDIZER algovithm. This algorithm is listed

in table 5.4 at the end of this chapter. For the sake of conveneience,

all algorithms davelopad in this thesis will also be listed in varicus

tabies at the end c¢f this chapter,



In this chapter, we employ the concept of a sub-system discussed in
figure 3.1 to illustrate the functional aspects of our algorithm. First,
we provide an overview of the subsystem—composition of the TESCON algow

rithn.

5.1 SUBSYSTEMS OF TESCOMN:

The TESCON algorithm is composed of the following four subsystems:

1. the TUNER,
2. tha STANDARDIZER,
3. the ANWALYZER, and

4, the OUTPYTTER.

Of these, the OUTPUTTER can be considered as an integrated sub-
system of tha acoustic and enginsering subsystems (block C and D in figure
2,1) mentioned sarlier. This is beyond the scope of this thesis and is
reporzed in the literature [HOL 1963; THO 1971]. To provide a clear
understanding to the reader, we describe each of these three subsystens,
namely, TUNER, STANDARDIZER, and ANALYZER 1in two sub-sections. Sub-
sections 5.2.1, 5.2.2 and 5.2.3 explain the purpose of the sdbsysten,
and the subsections 5.3.1, 5.3.2, aand 5.3.3 provide the necessary

algorithms.

[oed
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5.2.1 THE TUNER:

5.2.1.1 PURPOSE:

(1) to dd2ntify the gensral subject area of the input text,

such as Sclentific and non-Scientific input,

(ii) to identify the sub-area of the input text, such as Linear

Algebra, Softwars, Magnetic resonance, etc.,

(1i1) to idendfy the language of the input text, such as natural

language, formal languags, programming language, ete.,

(iv) to identify the sub-classification of the identified language,

such as American English, British English, etc.,

(v) to identify the data base from among the many data bases
storad in an auxiliary storage device., This selacted data
base will provide the propernames, abbreviations, etc.,for

a (ii) above. ,

2
(%8

the sub-area selecte
(vi) to identify and retrieve the preprocessing table given at
the bpegining of an input text or compute the same for a
given text,
{vii) to store in core memory the function words, suffixes ete.,

{(viii) and to initiate the subsystems in the preprocessing algorithm,



The TUNER sub-system assumes the existence of the following

Information:

(a)

(0)

(c)

(d)

Fazch input text will have an area-code and sub-arez code
which are unique, such as spacific code for various sub-
arveas in mathewmatics, like a four diglt numbesr for each
arza, e.g. 2121 for Topology in Mathematics, 2163 for
Experimental Paychology and so on, This will be provided
at the begining of the input text or will be computed

vom the area names specified in alphanumeric characters.

Each input text wiil have a 4~tuple (Page, Line, Word, ¥lag)
to heipn in selecting propar sub-algorithms during the pre-

in a table.

v

processing of press-style problems., This will b

Each input text will have a language code and a sub-~langusage

code. Values ave assuwmed to be for American Lnglisn by defaulr,

Rata of speech prefervasd, speech dialect, etc., will be either

1
jlr

provided at the begining of the input text or by default

to b2 aporoximately 150 words/ minute for standard American
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(i) to identify the numerals and convert them into aa equivalent
description (either in phonetic form or in English Orthography),
1

(ii) to identify the various press-style problems, such as Capital-

letter and font~sizes,

(iii) to provide proper description for quotes, and feot-notes,
(iv) to convert mathematical symbols and formulae into equivalent
descripton in either English orthography or in phonstic form,
(v) to set word flag ng when a phonetic - description is generated
for numerals, or press-style problems or mathematical symbols,
ete, This will prevent furtﬂér processing under ANALYZER

wnich handles the normal English orthographic input other
b3 g I

than those handled under the STANDARDIZER.

5.2.2.2 ASSIMPTIONS:

The following information are assumed to exist with

raspect to the STANDARDIZER:

(a) The input text iz in English or in one o the languasges

&=

acceptable ton the system,



(b)

(c)

(@)

(e)
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When an unidentified sywbol is encountered, such an invertad
question mark, and hypen, these will be ignored for the

present or they do not exist as far as the system is concerned.

The description for mathematical symbol will be providad eithner
as a set of data or in a data basa. Complex symbols that
cannot be handled by the algorithm in its existing form, will
be ignored.

When a description exclusively in IPA code is reguired, the
system.will be provided with suitable rules. In all other
casaes, only ASCII character description will be provided

by the system,

There is no rule to resolve ambiguity in the expanszion of
abbreviatlons. It is assumed that the data base wiil
contain proper expansions. Where two different deseviptions

exist, the description from sub-area data base will be preferred.

The character by character pronvunciation for numerals 1is
assumed. For example, 15 will bs pronounced here as one #
five, rather than fifteen. We can provide alternative algorithm

to generate other descriptions, such as fiftesen.



5.2.3 THE ANALYZER:

5.2.3.1 PURPOSE:

(1) to compare a given input word with the exception dictionary and
copy the corresponding phonetic form if an entry exists in the

excentlon dictionary,

{i1) to check whether a given word is flagged and if so, not to
te process it ,
(iii) to count the number of characters in an ianput word,

{iv) to count the number of zyllables in a word,

{v) to detarmine whether a given input word is a function word

or o content word (function words are given in a dictionary),

(vi) to compute whether an input word contains a suffix, or prefix
or both and if 30, where to stress on the word (i.e., which

syllable and character - counted from the left),
(vii) to decide whether a given word is a head-word or not,

(viii) to decide whether the duration‘of a final syllable in a word

is to be increased and by how nuch,
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(ix) where to introduce pausas, and

(x) to convert a given alphabet in aa input word ianto its
corresponding phonatic form . based on the context, duration,
stress and other computad information  applying letter-

to-sound rules for each of the characters in the input word.

5.2.3.2 ASSUMPTIONS:

{a) Latter-to-sound rules for proper English dialect exist

either in tha data base or as an external data.

(b) The dnput from thiz algorithm is in ASCII code and an equi-
valent phonetic code may be gensrated by another algorithnm,

provided such an algorithm exist in the system.

*

(c) The Output from this glgorithm can be converted into spectrum
spesification by an algorithm given by Thosar [THO 1971],

which in turn produces sneech output.

{d) All non-function words, non-punctuation symbols can be

censiderad as contant words.

5.3 ALGORITHM TESCON:

Iuvoka TUNE
Invoke STANDARDIZER.

Invoka NUMERAL. (not discussed here)
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Inveoke ANALYZER,
Invoke OUTPUTTER.

Terminate the algorithm,

5.3.1 Alsorithm TUNER:

( Note <that the variables, such as ACODE,.SCODE,2te, are alphanumeric

or numeric )

Step0 ¢ Read code for major subject area ACODE.

Stepl : If the code is not blank, compute ACODE, jump to Step2.
ACODE +— 001 (fiction)
Step? : Read sub-ar=2a code SCODE,
If SCODE is not blank, compute S%ODE, jump to Step3.
SCODE +— 002 -{modern fiction)
Step3 : Read language code LCODE.

If LCODE is not blank, compute LCODE, jump to Stepé.
LCODE 4—777 (ENGLISH)
Step4d : Read dialect code DCODE.
If LCODE is not blank, compute DCODE, jump to StepS.
DCODE «— 888 (standard American)
Step5 : Read preprocessing table PREPROS.
If the first entry in PREPROS is blank, set PREPROS~FLAG  OFF,

Jump to Step?



Stepll

Stepl2

e

X

ve
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Compute the address of dictionary (abbreviation, propernames etc)
COMCODE ¢— ACODE + SCODE
Copy contents of locaticns starting atvaddress computed under
COMCCDE dinto DICTIONARY.
Copy affixes into AYFTFIX.
Copy function words into FUNCTION-WORDS.
Copy Global information in GLOBAL.
Read letter-to-sound rules. If nor rule exist in data,
copy rules from storage device infto RULES.
Read PREPAGE table.
If prepage table is blank, set TOTAL~LINES 30
TOTAL-PAGES <— 100
TOTAL-CHARACTER 70 {}n a line of text)
Iavoke STANDARDIZER. |

)

Tzeminate the algorithm.

5.3.2 ALGORITHM STANDARDIZER:

tep0d @ Invoke PAGER (... s2e chapter 3) .

tepl : Invoke ANALYZER.

Terminate the algorithm.

r

W
o

o
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5.3.3 ALGORITHM ANALYIZER:

[SAVE : WORD-COUNTED | yworp , HEAD ]
WORD — O

Stepl : WORD 4——WORD + 1

Stepl : 1If WORD is greater than WORD-COUNTED, terminate the algorithm.
Step2 : If WORD-FLAG dis OM, jump to Stepl.
Step3 : Invoke COMPARATOR.

Steps : Invoke SYLABIFIER,

Step5 : Invoke ATFIXER.
Step6 ¢ If WORD = 1, jump to Stepl.
Sten? : Invoke HEADER,

Invoke STRESSER.

m
ey
14
e
o]
..

Invoke PAUSER.

w
%
G
3
(o)
.

SteplO: Invoke RULES.

/7 COMPARATOR//

Step0 : Compara. input WORD with exception dictionary entries.

Stepl : If an equivalent entry is found, copy the phonetic form,
flag the word.

Stap? : Terminate the algorithm.



//SYLABIFIER //

[SAVE : SYLABLE-COUNT]
SYLABLE-COUNT +&— O

CHARACTER +— O

CHARACTER < CHARACTER + 1

w
I3
[
o
(o]
e

Stepl : Scan 'a character from the word (input).

If character is blank, termipate the algorithm.

v
r+
{

8e]
£
“®

Step3 ¢ If character is not one of [A, E, I, O, U, Y], jump to Stepl.
Step4d : If characiz is [E] and (character+l) is blank and

SYLABLE-COUNT = 1, jump to St2p0.

Step5 ¢ 1If (character+l) is cne of [A,E,Y,0,U,7], jump to StepO.

Stepb : SYLABLE~COUNT ¢— SYLABLE-COUNT  + 1
Step? ¢ Jump to 3tepl.

(Note: tYord final e is dropped in Step4 provided there 1s at least one
other vowel in the word. Step5 ensures that consecutive vowels

ave nob counted as separats vowels).

FIAFFISER] ]

[SAVE : SYLARLE-COUNT ]
Stapd @ If SYLABLE-COUNT = 1, jump to Step3.
Stepl : Check if there is any suffix in the word.

.

there is suffix, move backward and compare characters with

wn
ind
1P
"3
)
=
[ag}

{4,E,1,0,U,T] , and if a vowel is found, introduce strass mark (')

after the vowel, jump to Steps.
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Step3 : Check 1f the input word has any prefix and if ves, findout
the first vowel after the prefix, introduce the stress mark

(') aftzr the vowel, jump to Step5.

Step4 : Count the second syllabic vowel (vowel in the second syllable)
and introduce the stress mark (') after it.

Step5 : Terminate the algorithm.

//EEADER//
[SAVE : WORD, HEAD ] : =~ HEAD & O
Step0 : If input word WORD 1s a function word, jump to Stepi.
Stepl : If input WORD is a punctuation [. , 5 ¢ 7 1 ]
WORD ¢— WORD - 1 , HEAD +— 2 | Output pause ##, jump to Steps.
Step2 : HEAD ¢— 1 , Output pause ¥ . !

Step4 : Terminate the algorithm.

//STRESSER//
[SAVE : WORD, HEAD ]}
StepO.: If HEAD = 2, scan the word backward uatil the stress mark is
found, intfoduce another stress, Gutput +1.5 after the vowel.
(Duration of doubly stressed vewel has been increased by 50% )

Stepl : Terminate the algorithm.
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/ /PAUSER/
[SAVE : WORD, HEAD]
Step0 : If HEAD 2 1, intoduce +.25 after the final vowel in the word,jump to

Stepl : If WORD is #, output +.75 after #, jump to Stepd.

1f WORD is ##, output +1.25 after ##, jump to Step3.

w
%3
[t}
v}
3]

WORD is ###, ouput +2.0 after #it#, jump to Stepd

[¥p]
r
i
3
w
[
3]

WORD is  ##f , output +5.0 after ###f(...).

wy
[xs
]
g
£
LX)
-t
3

wn
I
©
3
19,
.

Terminate the algorithm,

J/RULES//
[SAVE : WORD, HEAD]
CHARACTER ¢— 0

CHARACTER ¢« CHARACTER + 1

w
T
1
e}
<
.

Stepl 3 1f current CHARACTER is not cne of [A,B........,Z],0r nor a blank,
copy the CHARACTER on Qutput file, jump to Stepl.

If current CHARACTER is blank, terminate the algorithm.

o]
o

wa
re
W
e
i
.o

Transform the character with the help of proper rules and
header value etc. Copy the transformed form on output file.

Jump to Stepl.

w
(%3
0]
s
s
£X
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Namz of Sub-algorithm

Function of a given Sub-algorithm

TUNER

W R e St s A e S B P S R e Py P A o et S S

Tune the system for subject
area of input text, proper data

base identification ete.

Table 5.1 The TUNER sub-algorithm of TESCON and its function.

Name of Sub-alzorithm
o

Function of a given Sub~algorithm

»

NUMERAL

INTEGER-PART

DECIMAL-PART

Activates INTEGER-PART when

a numeral is integer, otheruise
for a decimal activates DECIMAL-
PART.

Isolates the digits in an integer,
and spells tham.

Isolates digits and periecd and

spells them.

Table 5.1(a) NUMERAL sub-algorithm of TESCCN and its function.
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Name of Sub-algorithm

Function of a given Sub-algorithnm

PAGER

LINE~-MNUMBER

WORD-FINDER

Loop

Reads-in one page of an input text
and activates the sub-algorithm

LINE-NUMBER,

Points to a2 non-blank line in an
input page and activates the sub-

algorithm WORD-FINDER.

Isolates non~blark words from an

input text and stores them in an array.

It activates the sub-algorithm LOOP.

Checks the input word for possible
preprocassing for press-style etc, and
activates the sub-algorithm NORMALIZER
if necessary; otherwise activates
UPPER-CASE for normalizing capital

letters that begin & word.

wI

Table 5.2

ub-algorithms of STANDARDIZER and their Functions.
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Name of Sub-algorithm Function of a given Sub-algorithm

UPPER~CASE Checks whether a given input word
is a propername and if so activates
PROPERNAME., Otherwise, activates

ABBREVIATION.

PROPERNAME Copy =  the equivalent phonetic form
for a propername wheén possible, other-
wise converts ‘a: capital letter to

a lower-case letter.

ABBREVIATION Copy thecexpansion for a given abbra-~
viation when possible, otherwise,

activates SPELL.

SPELL Isolates the characters of a word and

provides  character-pronocunciations.

NORMALTZER Activates QUOTE,FOOT-NOTE, ITALICS
and MATHS depending upon the pre-

process required.

Table 5.2 STANDARDIZER's Sub-algorithms and their functions contianusd.
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lame of Sub-algorithm Function of a given Sub-algorithm

QUOTE Identifies the begining and ending
of a quote and signals the pressnce

of a quote in a text,in a given page.

FOOT-NOTE Signals the presence, begining and ending
of a foot-note in a text, when the
foot-notes appzars at the bottom of a
page.

TTALICS ' Identifies Italics and Bold-face letters
in a text and signals that those words

require double-stress and converts them

to normal characters.

MATHS Identifies mathematical symbols and formulase

and provides a descriptioan for them.

Table 5.2 STANDARDIZER's SUB-algorithms and their functiocns

(continued),
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Name of Sub-algorithm Function of a given Sub-algorithm
COMPARATOR Compare a given input word with

exception dictionary eatries and
copies the eguivalent form if any.
SYLABIFIER Determines the number of sylilables

in a given input word.

AFFIXER Determines whether a given input
word contains any prefix or suffix
or both and detasrmines which syllable
should be stressed.

HEADER Determines whether a given input word

is a potential head-word of a poasibdle

phrasea.

STRESSER Finds out whera in a given input word
double stress marks are given and
increases the duration accordingly.

PAUSER Finds out the  pause marks in an’ -

iaput text and increases the duration

of silence gap accordiangly.

Tabla 5.3 Sub-algorithms of ANALYZER and their functions.



Namea of Sub-algorithm Function of a given Sub-algorithm

RULES Determines which rule  is to be applied
for a given character in an input word
within a given context, such as
preceding and following sound (or
symbol) , duration modifier present after
the symbol, ete. Produces a phonetic

code for each symbol based on letier-

to-sound rules.

Table 5.3{(a) ANALYZER's Sub=-algorithms and their functions continued.
<@



CHUAPTER 6

CONCLUSIONS

6.0 Gur Contributions

ve

In chapter 2, we investigated some existing systems on TSC
by rules. This survey has shown these gystems are primitive and.
incapablé 0f bacoming a TRUE T3C system as they presently exist. Thus,
the first objective of this thesis, that is, to provide a state-of-art

study oan T3C by rulaes has been achievad.

In chapter 3, we have investigaied some of the press-style
problems encountered in a text not presented in the literatures, Even
though we have considered only a limited number of press-style problems,
we feel this to be only a beginning. These problems show the nsed for
close cooperation between the publishers aﬁd tha computer industry for
standardization of certain aspects of printing styles and the necessity
to provida a preprocessing table. To our knowledge, the idesa of providing

preprocessing table at the beginning of a text is new. Even an slementary

121
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investigation of the problems of converting mathematical systems into

a descriptive system is very complex, requiring variations in the
press—styles to be eliminated in the future., We believe that the inves-—
tigation of the problems connected with the conversion of mathematical
system is a very useful area of ressarch for the future.

In chapter 4, we have developed operational rules for the znalysis
of words in Paglish and suggested a new algorithm to handle the problems

nd the introduction of pausses

job]

of stress assignment, duration modification,

in a text. Tha ide2a of using function words to signal the boundariazs

o
=)

major phrases and the presence of porential head~words of a phrase

s

5 new, Others have used function words to distinguish them from other
content words and have avoided stressing the function words. Our approach
for syntactical analysis requires minimum’computation time and storage

when compared to all other systems we have investigated.

In chapter 5, we have provided an integrated TESCON algorithm to
handls a TSC -by-rules system, Thouzh we have leftout many details
that may be required at the time of implementation, we have provided
a clear overview of the system. The datails, we feel, can ba included
but.depend‘ upon whether one is using parallel processing, micro-
processorg, prograrming languazes, atc. We leave the details of

such implementation problems for future aualysis. Even in



our algorithms, we have avoided structursd programming concepts. The
reason for this is that in the TSC systems that we have investigated,
many programming languages having different structures have been success-
fully utilized. By far, we narrowad out attention to two possible
programming languages, namely, SNOBOL utilized in [ELO 1976] and FORTRAN-
SLIP usad iam tha TIFR sysrem [THO 1971]. Variables in out algorithas
are global in the same sense as SNOBOL wvariables but can be changed
epending upon the actual implementation, Hence, we have not gone into

details here,

In this thesis we have used a pragmatic approach in the conception
of a true TSC system. Ye fesl that this approach closely follows our
intuition in the course of reading a text in real time. Thus, our algo-

-rithms are open-~anded.

In the TESCON algorithm we have offared practical suggestions
regarding the subjzct area, subarea, introduction of a preprocessing table,
2 and tuning, etc, This will aid ia the preparation of diffarent

typas of data bases requirad in a TS3C context,

For the first time, we have suggested the neesd for the creation
of separate data bases for various sub-arzas of knowledge. The TUNER
subalgorithm can select the proper data baszs and raduce the active

core nmemory requirments in a practical system.



6.1 Implementation:

6.1.1 Stovrazse Requlrements:

If we provide a dynamic memory allocation for TESCON, then approxim-
ately 25 K words should be sufficient for tuning the system and the related
data bases, 5 K words dynamic memory for synthesis related rules, and
10 X words for programming, book-keeping, etc. In all less than 120 X

words will be required as we have stipulated in chapter 2.

However, 1f we use parallel processing and micro-processors with
PROM (Programnable Read Only Memory) for the rules, the memory requirments
can be reduced considerably, However, it is difficult to speculate on

this at the preseni time withour further analysis.

.

6.1.2 Processing time:

A real time setup can be achieved by parallel processing procedures.
Once the tuning of the system is over in our present systam, the STANDARDIZER
and ths ANALYZZIR operate on the input serially. : Howevgr, even when
the STANDARDIZER 1s operative, many of the ANALYZER's functions can be
handlad by tha STANDARDIZER, such as counting the total number of syllables
in an input word, presence and absence of affixes (suffix or prefix) in
a given word, etec. Except for waiting time t ( as a functioa of the pro-

cessing time of a processor), the parallel processing can reduce the compu~-

tation time. The scheduler design will have to take care of this.
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6.1.3 Data Bases:

We have suggested the - use of various data bases in the system,
such as the subarea data base (for proper names, abbreviatioas, etc.),
affix data base, function word data base, etc, While these may normally
reside on storage devices, there are many search techniques available
for retrieving information from these data bases, such as sequential
file search, binary search, etc. We have not considered the best

strategies and have left this as an open problam for further imvestigation. .

6.2 Futura Problems:

In th2 course of the investigaticns of a TSC system, we have
come upon a number of problems suitable for future research. Sone of

the wore important problems follow,

While our algorithms shquld work on ény nrinted text, it appears
that prass-style . conveations in journmals are slightly different
from text books. In order to minimize  unwantead computation, it
should be possible to standardize the printing press—style both in booké
and in journals. ¥For example, the convention of foot-notes, quotes,‘etc.

posa many problems. This will be a vary useful area of research in the

future. Some studies already are being considered [COU 1975].
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With regard to nathematical systems, we had touchad only the surface.
There ave a number of problems, such as translation of formal proofs
inte Engldeh, breaféng down of large nested mathematical expressions, o
chemical notations and formula and graphs, etc. This at present remains
an open problenm. Cne recent paper dealing with the translation of a
formal praof into English provides useful algorithms [CHE 1976} that

could be incorporated into our TESCON algorithm, thereby making TESCON

genaral.

The next problem is how to generats descriptions for a given
plcture? 1If some standardization can be achieved in this regard, then
it may be possible to formulate a number of descri§tion gaznerators. How
do we daclde the need for a picture? VWhea do we need picrures?

What kind: of pictures? What kind of Information are the pictures suppose
to convey? All of these are questions that "~ will require lengthy examina-
tion.

Yet another major probleﬁ is the narassity to control the explosion
of analysis and the introduction of information in a TSC system. The
linguistic analysis discussed under various referesnces in chapter 4, show
that thare is too nuch information that people try to provide in a sfstem.
How much of this Information is required in a TSC zystem (i.e.. neceasary
and sufficiant information)? Would comprshensive listening tests based on

a very large sample (i.e., statistically valid) of the order of a few

N

thousand naive listeners of English be helpful in this regard? If it is
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a question of training to accept a reasonably good spaech output
from a TSC system, then it should not be difficult to control the
added information in the system, But how do we go sbout doing this?

Only futurs analysis can answer this question,

Finally, we have seen a TSC system as an intevdeclplinary area
of knowledge requiring both non-numeric data processing techniques and
and numerical analysis ( at the acoustic and engineering aspects). This
is in addition to the fact that pattzarn recognition,linguistics, acoustics,

and engineering aspects proliferate dn a TSC systenm.



APPENDIX A

ATNSWORTH'S LIST OF RULES FOR LETTER-TO~-SOUND TRANSLATION [AIN 1973]

- (PARTIAL LIST)

Letter Phonane Letter Phoneme| Lett2r  Phoneme
~(a)- /=/ (b) /b/ y(ou) [uf
~(are) /o (ch) /el (ou)s /af
(2)E Jen ] (ck) /x/ (ough)t /7 /
(ax) /&7 (e)y /s/ b(ough)  /au/
(a) sk /G / (c)e s/ t(ough)  /af/
(a)st ey ()i Js/ | clough)  Jof/
(a) th /a4 (c) /k/ -r(ough) saf/
(a)ft /a/ @y /d/ r(ough)  /u/
(ai) AVE VC{(e)~ !/ (ough) feu/
(ay) Jei/ th(z)- o/ (oul)d / af
(aw) /o] ~C{e)- /i/ (ou) fauf
(aw) /o] ~C(e)d- 1</ (o0x) /s /
(a1 - /> (o) 1d JEDY: (o0)k fu/
(a)ble Jei/ (oY) /o1y £(o0)d Juf
(2) ngSUF /1 (o)ing Jou/ (o0)d fuf
(a) 1y (0i) [21/ £{oo)t fu/
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