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This thesis consists of a rigorous development of the 

direct kinematic, small-displacement theory of thin elastic 

shells. The theory is developed, so as to facilitate a deriva

tion of the equations of compatibility of middle-surface 

strains. These equations are developed by the kinematic 

approach and it is shown that this produces a more coherent 

relation of such equations to the general theory of shells, 

as no special techniques are required. The equations of 

compatibility are developed again by the formal Saint-Venant 

method; this development serves to substantiate the validity 

of the kinematic approach. At the same time, it provides 

many useful identities which are then employed as transformation 

'relations, in order to compare the various forms of compatibility 

eqJations, as developed by other authors. A general comparison 

of kinematic shell theory with other nonkinematic methods is 

undertaken. and appended to the main discussion. 
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PREFACE 

The reason for the encompassing character of this thesis on 

the Theory of Thin Elastic Shells, lies in the fact that no single work 

exists, which pursues a consistent and rigorous direct kinematic theory. 

In the opinion of the author, the direct kinematic exposition of the 

theory of thin shells offers a more intuitive conceptual grasp of the 

subject matter for physically-motivated professionals, such as engineers. 

The lack of direct kinematic considerations in the available 

treatments of the 'conditions of compatibility of deformation of the 

elastic surface', causes this facet of the topic to be especially 

unsatisfactory for engineers. It is this direct kinematic treatment of 

the compatibility conditions which forms the core of the research in 

this thesis. 

It soon became apparent, in the course of planning the material 

to be included herein, that one of two courses of action must be taken, 

either: to assume that any reader might be expected to be familiar with 

the basic kinematic concepts and to thus begin a discussion of compat

ibility in media ~e4, or: to develop the entire theory from the very 

fundamentals of the direct method of vector analysis and thus include a 

large amount of material which is not original with this author. The 

latter approach having been selected as the better of the two, it is then 

essential that the following be noted. 

The whole of Book I (Chapters 1, 2 and 3) does not originate with 

this author. These chapters represent, in fact, suitably-modified versions 

of the lectures as delivered by Professor G. AE. Oravas, during the course 

of the 1965-1966 session of lectures on the "Theory of Surface Structures". 
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In Book II, approximately half of Chapter 4 falls into the same 

classification as Book I, above; the remainder of Chapter 4, as well as 

the whole of Chapters 5 and 6, constitutes the original research of the 

author. 

In this way, the direct kinematic analysis of the problem has 

been developed from the basic postulates, thereby requiring no a p~o~ 

knowledge of this method on the part of the reader. Furthermore, the 

monographic form of this thesis has permitted an integrated and consis

tent development of the theory, without the necessity of introducing a 

multiplicity of interspersed explanatory footnotes (as would be other

wise required for the clarification of the various procedures and 

concepts employed). 

The author takes this opportunity to express his sincere 

gratitude to his Research Supervisor, Professor G. AE. Oravas, not only 

for his omnipresent guidance through a multitude of difficulties, but 

also for his inspiration in the execution of this, and all endeavours. 

The author extends to Dr. W. K. Tso, of the Department of Civil 

Engineering and Engineering Mechanics, his sincere thanks for that 

gentleman•s comments and suggestions, regarding specific points in 

the development of the compatibility equations. Sincere thanks are 

also due the National Research Council of Canada, whose award greatly 

facilitated the author•s investigation. The author wishes also, to 

express his thanks to Miss Joan E. Armour, who typed the entire 

manuscript. 

Hamilton, Ontario 
September, 1966. 
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BOOK I. DIFFERENTIAL GEOMETRY 

CHAPTER 1 

Differential Geometry of Space Curves 

1.1. THE FUNDAMENTAL SYSTEM 

.E.i9.:.. 1. 1 • - 1. 

A space curve may be specified by the po~~on vecton (on 

IUtcUU6 vecton), r = r(~)' which can be considered to be a function of 

the arc length parameter,~. of the curve. 
.. 

Two points on such a curve, separated by the (small) finite 

distance, a6, along the curve are specified by r(~) and r(~ + ~). A 

Taylor Series expansion shows: 

ea.6:~ r(~) = r(~) + M~;{f.) + tt a~;~~)Mz + •• , •• 

Neglecting terms of the second and higher orders as being negligible, 

then, 

where it is assumed, in all following discussion, that 

r = r{.6} unless otherw~se specified. 

- 1 -
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Thus, the relative positions of r(~) and r(~ + ~) may be given by 

1.2. THE TANGENT VECTOR 

The tangent vector, t, to a space curve will be defined as 

the limiting position of the secant, 8r, as the arc length, ~. 

approaches.zero. 

e z 

From Fig. 1.2.-1., 

e 
X 

Fig. 1. 2. -1. 

CfCr + 8r)] 

r = r(~) } 
-as before 

r(~ + ~) = r + 8r 

Then 1 i m [A r] = if- - t 
~+ 0 ~] a.o 

Hence, t is referred to as the :tangent ve.c:toJL. 

Considering the magnitude of this vector: 

= 1 i m I ~ ~ I = 1 i m I A rl = 1 i m I A r I 
~+ 0. LW ~+ 0 1Mr ~+ 0 M 

• I cirl • d6 • 1 cv.; cv.; 

this substantiates that tis a·~ tangent vectoJL. 



thus. 

or, 

Consequently, from ~ = t, dr = t d6 

ar . ar = t <U·t d6 • (t·t)<U2 

crr • err= d6 2 

1.3. THE NORMAL VECTOR 

3 

{as t•t = 1} 

The normal vector, N, to a space curve will be defined as the 

change of the tangent vector, t, per unit arc length; or, the rate of 

change of the tangent vector with respect to the arc length. 

Fig. 1.3.-1. 

Fig. 1.3.-2. 



From Fig. 1.3.-2., 

or 

Then, 

t(-6) + ~ t = t(-6 + M) 

t(-6 + M) - t(-6) = ~ t 

~! m 
0 

[ ~] = ~ = N 

Hence, N· is referred to as the nollma1 ve.c:totr.. 

NOTE: rr _ dt _ d [ cir] 
1 .. - di' - di' •([i; 

1.3.1. The Relation of Tangent and Normal Vectors 

From the identity t•t = 1 

Then . ~ (£· t) = ~ 1 ) 

or. cff - - cff di' •t + t•di' = 0 

'fif·t + t·N = o as~= N 

so 2 t•N = o 

4 

Therefore, for nontrivial t, N, then t and N·must be mutually perpendi

cular, in order for the dot product to vanish. Thus, N is at~ tot. 
2 

1.3.2. Curvature 

As tis a unit vector, then N= ~will not, in general, be of 

unit magnitude. If n is introduced as a unit vector in the direction of 

N, then it may be said: 

where K is a constant 



Obviously, as N a INI n = Kn 

then • K = I Nl = I ~I = I d
2 
r I 

cif.,2 

Now, 1~1 = lim 
M-+ 0 

l6tl = l1im t.t I 
M M-+0 M 

By EUCLIDIAN geometry, Fig. 1.3.2.-1. is obtained: 

From the above, 

then, 

Fig. 1.3.2.-1. 

lt(-.\)1 = It(-.\+ M)l = 1 

I t. tl = 21 tl Sin ( ~) 
= 2111 [¥- _ t1 ( ~ r + ••••• J 

(Sine Series expansion) 

5 

so. I t. tl = 21 tl fT = t. cp n . 3. 2. - 1. l 

-to the first order of approximation, 

as ltl = 1. 

Then it may be sa1d: 

but 

so, 

lim 16tl 
M-+0 M 



6 

The quantity K = ~ is thus called the cunvatune, being defined as: 

the (angular) rate of change of tangent with respect to arc length. 

Thus. 

NOTE: Prescribing the very small rotation, 6~, to be 

vectorial in character, as 6~ = (6~)e4> where e4> is a 

unit vector in the direction of the axis of rotation 

(as is usual for the kinematic description), then: 

fort l 6~; t x 6""i = ltll6""il Sin ~ en 

where en is normal to both t and e4> 

It X 6~1 = 1tll6~l = ltl 64> • •••• {1.3.2.-2.} 

Then {1.3.2.-1.} and {1.3.2.-2.} are virtually identical. It is realized 

therefore, that if 6~ is small, a rotation may be validly expressed as 

a vector quantity. This holds as a first-order approximation, as shown 

above but is quite valid for a·ngles oo < a < rv 6°. For angles > rv 6°, 
' 

the approximation becomes poor (a no longer approximates Sin a} and the 

operations using the rotation as a vector fail to give commutative 

results: i.e., the order in which rotations are used will affect the 

result. 

1.3;3. The Osculating Plane and Circle 

The plane subtended by the vector double, {t, n} , is called the 

o~eulating plane. The o~eulatlng ~ete,defined as a circle passing 

through three consecutive points on the curve, has its centre at the 

terminus of the vector, N = Kn. The radius, R, of the osculating circle 

is thus seen to be the reciprocal of the curvature; i.e., R = ! . 
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It is to be noted that the equation of the space curve admits a unique 

determination_of K2 , but not of K. In order to obtain the 'proper• 

(conceptually feasible) centre of the osculating circle, it is sometimes 

necessary to choose K as the negative radical. 

Fig. 1. 3. 3. -1. 

e 
y 

e z 

Centre of 
" Curvature 

Fig. 1.3.3.-2. 

This is interpreted geometrically, of course, as signifying 

that the 'proper• centre may be in a position, symmetric (about the 

point under consideration on the curve) to the one chosen. 

1.4. THE BINORMAL VECTOR 

Having defined the two orthogonal unit vectors, t and n, the 

introduction of a third unit vector would then produce a unit vector 

triple, or ~d. Prescribing the triad to be a dextnal (right-handed), 

rectangular Cartesian triple, then it may be said: 

b"=txn .......... 
where b is referred to as the b~c~~ vecto~, and is 

considered to be defined by {1.4.-1.} (above). 

{1.4.-1.} 



e z Fig. 1.4.-1. 

8 

The unit triple, {t, n, o} , is thus constructed for a space 

curve, and is referred to as the FRENET Triad, after the French 

mathematician, Frederic FRENET (1816-1888), in 1847.* 

1. 5. TORSION 

From the definition, b = t x n, then: 

but, as 

then 

or 

Thus, 

* = ~t X ii") = ~ X n + t X ~ 
dt rr -({6: I~ : Kn 

t: = Kn X n + t X ~ 

~ = t X ~ as n X n = 0 

a} 1 t (and ~ 1 ~) 

so, ~must lie in the plane {n, b}. 

However, from b•b = 1, then by a process exactly similar to that of 

§ 1.3.1., 

b•b = 1 

so d - -) -db d6 (b· b = 2 b·a; = 0 

hence, db1 -cU b 

* References are given chronologically, in the BIBLIOGRAPHY. 



Therefore. if~ is 1) in the plane {n. b} 

and 2) perpendicular to b 

then ~ must be collinear with n. 

Hence, db -a;.; =>..n 

where >.. is a scalar factor. 

9 

This scalar multiplier, above; is usually given the symbolism -T, 

such that 

••••••.• {1.5.-1.} 

and T is then referred to as the zo~ion of the curve. Scalar premulti-

plication of!1.5.-1.} bynshows 
- -db n •Tn = - n·a;.; 

or, -db 
T = - n·Cl6 

1.5.1. The Relation of Torsion to Curvature 

then 

-db - - -From T = - n·26, and b = t x n 

T = - n . r~-Cf x m J 

= - n . E~ x n + r x ~ J 

- - - - dn = - n • [Kn x n + t x a;.; ] 
- - dn =-n·txa;.; 

- lrr ldt However. as n = - ~~ = - j, 
K I( u.o 
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Then 1 dt -t X d ( 1 dt) 
T = -Kd6 • ({}; K({}; 

= .. l dt • t X l d2t 
K d6 K d62 

1 dt - d2"f =-- d6 •t X -
K2 cft2 

1 d2r dr d3r 
= - K2 --a:6 • o;; .x dr3 as t = £:-

and so, the torsion of the curve may be written as: 

-db G £r d2r d3rl 
T =- n•d6 =~2 ({i • d62 X d63j 

This relationship connects the curvature, K, and the torsion, T, by 
. n-

means of the primitive quantities, d r, n = 1,2,3- which are readily 
d6n 

evaluated from the parametric representation of the curve. 

1.6 THE FRENET-SERRET FORMULAS 

From 

= - T~ X t + S X Kn •••••• · {1.6.-1.} 

and using the two previously-determined quantities, ~ = K~ and 
db d6 = - Tn, then the FRENET-SERRET Formulas are revealed as: 

dt Cfi = Kn 

•••••• {1.6.-2.} 
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These relationships, existing between the unit vectors of the FRENET 

Triad and their arc length derivatives (in conjunction with the 

curvature and torsion), are named in honour of FRENET and the French 

applied mathematician, Joseph Alfred SERRET (1819-1885), in 1851. 

1. 7. THE DARBOUX VECTOR: A Kinematic Form of the FRENET -SERRET Formulas 

From~= - Tn x t + b x Kn {1.6.-2}; re-writing in altered 

form yields: 

~ = Tt X n + d) X n = (Tt + KbJ X n 

or ~=ox n 

where D = Tt + Kb is called the DARBOUX Vector. 

The FRENET-SERRET Formulas may be re-stated in terms of 

the DARBOUX Vector, as: 

~= D X t 

~=ox n ...... 

~= D X b 

{1.7.-1.} 

The advantages of such a representation are far more than the obvious 

ones of the succinct and symmetric form. The DARBOUX Vector admits 

kinematic interpretation as a ~ot~ona! vector, existing in the 

~e.C/U6yhtg {t, b) plane. and specifying the rates of rotation of the 

three unit vectors of the triad. This places the concepts of curvature 

and torsion on a firm conceptual footing: the curvature appears as the 
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relative rotation of the space curve per unit arc length, about the 

binormal, b; the torsion is interpreted as the relative rotation 

(or "twist"} of the space curve per unit arc length, about the tangent, 

t. 

Fig. 1.7.-1. 

The curvature, K, thus exists in the capacity of the magnitude 

of a rotation vector, K = Kb, and the torsion as the magnitude of a 

rotation vector, 'T = -rt. Hence, the DARBOUX Vector represents the 

relative rotation of the FRENET Triad, as it moves a unit distance along 

the arc length of the curve. 

The DARBOUX vector is so named, after the French applied 

mathematician, Jean-Gaston DARBOUX (1842-1917), who employed it in 

his lectures of 1887-1896. 



CHAPTER 2 

Differential Geometry of Surfaces 

2.1. THE FUNDAMENTAL SYSTEM 

e z 

e 
X 

Fig. 2. 1. -1. 

The parametric coordinates, a 1 and a 2 , trace out a coordinate 

'net', in the surface. If one parameter is held constant while the 

other is varied (and vice-versa). the result is a set of space curves 

as shown above. The parametric coordinate a1 is defined by the position 

vector 

..... {2.1.-1.} 

- 13 -



and correspondingly, parametric coordinate a..2 is defined by the 

position vector 

14 

{2.1.-2.} 

where in· {2.1.-1.},a. 1 assumes arbitrary values, and in {2.1.-2.}, a. 2 

assumes arbitrary values. 

2.2. THE TANGENT VECTOR 

In a manner similar to that of§ 1.2., the tangent vector to 
11 parametric coordinate a. 1

11 will be given by: 

aal 

The partial differentiation is employed, as a.2 = constant. 

Similarly, a tangent vector to "parametric coordinate a.~· will 

be given by: 
ar 

gz -a a.~ 

NOTE: Since the derivative of the position vector 

has been taken with respect to the parametric co-ordinate, 

a.1, rather than the arc length parameter, ~i' then the 

~~bt~~w baoe vecto46, gi' are not of unit magnitude. 

The unit ~angent vecto46, e1, to the space curves forming 

the surface are given by 

e.=~ 
1 a-6; i = 1,2 

It will be convenient, however, to retain the unitary base vector 

system for the present; the unit vector system will be discussed in 

a later section. 
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2.2.1. The Differential Surface Area 

With reference to Fig. 2. 1.-1., it will be observed that 

the area of the differential surface formed by g1da1 and g2da2 can 

be obtained quantat1vely. 

1. e. : 

Since both tangent vectors are in the plane tangent to the surface, 

the surface area (as a vector quantity) will be perpendicular to 

both, i.e., normal to the surface at the point common to g1da1 and 

g2da2 • 

Hence, 

Where e3 .i.6 a. wtLt ve.ctoJt., ttOMta.l .to the. .6WL6a.c.e.. 

Then, dAne3 = 191 X 92lda1da2 e3 
1 

so dAn • 191 X 921 da1da2 • (~ •aA )"2 n n 

or dAn =[19111921 Sin 4> da 1da2] 

2.3. THE FIRST FUNDAMENTAL FORM 

The arc length, measured in the surface can be prescribed as: 

(see § 1. 2.) 
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This is called the FW1.dame.n:ta..e. Me.:t!U.c. Follm. Expanding this gives: 

+ (~~2 • ~:2) da~] 

or, as scalar products are commutative, 

2 2 
= 91"91 da1 + 2Q1"Q2 da1da2 + 92"92 da2 

Hence, d6 2 represents a Positive Definite Quadratic Form. Representing 

9; • gj as gij' then: 

Sun.t}a.c.e.. 

2 2 
(I) d6 2 = 911da1 + 2912da1da2 + 922 da2 

which is referred to as the F.i..Mt FW1.dame.n:ta..e. Fol!m of.; .the. 

NOTE:· The scalars g11 , g12 , g22 are frequently given in alternate 

notation, in many standard works on the subject. These are 

shown here, in order of frequency of usage. 
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2 2 
911 = E = Al = Hl 

912 = F 

2 2 
922 = G = A2 = H2 

2. 3. 1. Speci a 1 Cases of the First Fundamenta 1 Form 

d61 

Fig. 2.3.1.-1. 

Considering Fig. 2.3.1.-1., it is seen that: 

a) if d6 is along a1, then d6 = d6lt in which case, 

0.2 = constant, or da.2 = 0 
2 2 

then d61 = 9n da 1 

or d61 = /9i7da1= glda.l 

b) if d6 is along 0.2' then d6 = d62 ' 
in which case, 

al = constant, or da1 = 0 
2 2 

then d62 = 922da.2 

or d62 = lg22da2 = g2da2 
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where, in (a) and (b) above, 9; = lg;; = I 9; I 
The radical is assumed positive, always. If the parametric lines, 

r (al' az =constant) and r(al =constant, az) are orthogonal, then 

<P = ~ and g12 • 0 • 91 • g2 • In such a case, 

2.3.2. The Surface Area as a Positive Definite 

The magnitude, 191 x g2l = 19!1 1921 Sin <P can 

be transfonned through the use of the identity Sin2 ~ + Cos2 ~ = 1, . 

as follows: 

or 

however, as Cos 4» 

then 

Thus, 
.J.. 

Jgl X Qzl = [911922- 9~2] 2 becC!v~l' S_, :~, . ~, -;: i 12. 
- - 'L = 2·~1-:.sl. 

Now, 191 x 92 1 represents the surface area subtended by parametric 

increments 6a1• 1, 6a2 = 1 ( see i 2.2. 1.) and thus, since 



so 

thus, 
g = jg .. j 

1J 
921 922 

911 912 

is always a Positive Definite quantity. 

NOTE: The introduction of the relationship 

91 92 912 
Cos 4> = - • - = comes directly from 

91 92 9192 

the fundamental definition, 

The angle between the two vectors is thus 

conveniently specified by 

l/(ar ar ) ( ar ar )
1 

\aal • aal aa2 • aa2 

19 



2.4. THE CURVATURE OF A SURFACE AND MEUSNIER'S THEOREM 

et 

VIEW A.A 

e z 

e 
y 

Fig. 2.4.-1. 

e 
X 

A 

20 

normal 
plane 

) -(g) From Fig. 2.4.-1. (VIEW A.A N describes the rate 

of rotation of the projected curve on the tangent plane. This 

is referred to as the Geod~~c CU4vat~e. w<n> may be described as 

"the curvature for the curve whose tangent is comnon to the tangent 

of the normal section". This is referred to as the NoJrma..t CuJtv~. 



NOTE: A no~al ~ection of a surface at a given 

point contains the normal at that point. Such 

a section will trace out a curve on the surface, 

the Principal.Normal (i 1.3.) of which, is parallel 

to the surface normal ••••• the normal section 

(defined.by EULER in 1760) being a planar curve. 

Then, N = w<n> + J.f(~ 

where e3 is a unit vector in the direction of N(n) , 

as it is the surface (unit) normal. 

Scalar premultiplication by e3 gives: 

21 

or ••••• · {2.4.-1.} 

However, as e3•n = Cos e 

then te Cos e = ~e (n) 

or 

Saying te(n) - 1 where R is the nonnal radius, then - R • n 
n 

1 ·Cos e 1 
T =-,r-

R Cos e = R 
n 

n 
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This is known as MEUSNIER's Theorem, after MEUSNIER, in 1785. 

With reference again to Fig. 2.4.-1., 

N= 

and N = K (n) e3 + K (g) et 

where w<ro = K (g) et, et being a unit surface tanqent vector. 

Solving for the normal curvature of the surface, associated with the 

direction t = ~ of the curve, by expanding {2.4.-1.} yields: 

(n) - - - elf elf TT -K = Ke3·n = e3• "il6 since "il6 = n = Kn 

However, as e3 • t = 0 

so 

or 

and hence, the normal curvature is given by: 

or 

(n) 
K 

= -

Referring to dr=ae3 as II, the Second Fundamental Fo~, and recognizing 

dr·dr as I, the First Fundamental Form, then 
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2.5. THE SECOND FUNDAMENTAL FOR~~ 

From the definition of the Second Fundamental Form, (II, 

above), 

Expansion of this reveals, in a manner analogous to § 2.3., 

since 

ae 3 

ar 
a a. 

1 
- gi, then: 

Referring to g.·- as b .. , then: 
1 aa. 1J. 

J 

Now, from the identity g.·e3 = 0 = ~r ·e3(due to the perpendicularity of 
1 a; 

C!r. 
3ai andes). then by differentiating with respect to aj (i, j = 1,2): 

= - 3
- (0) = 0 aa. 
J . 
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a2r ar ae3 
• e3 +- . 

dCJ.. 
= 0 Cla. aa. Cla; 

J 1 J 

ar ae3 a2r so -. aa. - • e3 {2.5.-1.} aa. Cla .a a. 
1 J J 1 

For i = 1 ' j = 2, {2.5.-1.} gives 

ar ae3 a2r -·- bl2 = •e3 Cla1 aa'2. - aa2Clal {2.5.-2.} 

For i = 2, j = 1 ' {2.5.-1.} gives 

ar ae3 a2r -·- - b21 = ·e aa2 aal aal Cla2' 3 
. {2.5.-3.} 

Employing Nicholas BERNOULLI I s condition: 

= 

which is extended to 

where ~ and ~ are arbitrary scalar and vector point-functions, respectively. 

Then, comparing {2.5.-2.} and {2.5.-3.} , 
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Therefore, the Second Fundamental Form assumes the (positive definite) 

quadratic form: 

As a consequence of this form, 

NOTE: Frequently, in the literature of the subject, 

I is referred to as I 1 

II is referred to as -I 2 
Iz 

so that K (n) = Ti" 

Also, frequent representation of the Second Fundamental Form are: 
2 2 

II = eda1 + 2fda1da2 + gda2 
2 2 

II = Lda1 + 2Mdalda2 + Nda2 

(American} 

(British, German) 

2.5. 1. Positive Definite Quantities In General 

If, for any curve, d6>0 (or d6 2 >0), then d6 is said to be a 

Po~itive Ve6£nite Quantity. As an example, consider the expression for 

the First Fundamental Form: 
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Operating on this yields 

2 2 2 
911da1 + 2g11912da1da2 + 911922da2 

912 2 2 2 ] + 912da2 
2 } 

- -da2 911 

=f._l ( 2 2 2 2 ) 911dal + 2911912da1da2 + 912da2 
L911 

2 

] 911922 - 912 2 
+ da2 911 

1 r 2 2 2 ] l (g11da1 + 912da2 ) + (911922 - 912) da2 911 

and this whole quantity must be greater than zero, since: 

for 911 , 912 real 

2 2 2 
(911922 - 912}da2 > 0 for da2 real, [as (911922 - 912)>0; 

§ 2.3.2.] 

Thus: 1) ci!.J2>0 

2) (9 11 da1 + 912da2)>0 

3) ( 911922 
2 

- 912)>0 

Similarly, it may be shown that 

and 
2 

(bub22 - b12) > 0, etc. 

Thus, any relationship developed for the First Fundamental Form 

is also valid for the Second Fundamental Form. 



2.6. PRINCIPAL NOru~L CURVATURE AND DIRECTIONS 

Recalling from § 2.5.: 

2 2 
(n) 

b11 dcq + 2bl2da.ldo.2 + b22da.2 
K - - 2 2 

glldo.l + 2gl2da.lda.2 + g22da.2 

(-I2 is used in place of II for convenience, here) 

Then this may be written as 

K 
(n) b11A2 + Zb12A + b22 

9IIA2 + 2g12A + 922 

I2 
= 11 

where 
do.1 

' - -
11 Slope11 of Normal Section in the surface. 

1\ - do.2 -

27 

(NB! Since no lengths are involved, this is not the 11 Slope11 in the 

true geometric sense.) 

Now, in order that K ~) may have an extremum value with respect 

to the direction A, it is necessary that the first variation of the 

expression for K(n) (with respect to A) vanish; i.e., at extremum 

va 1 ues of K (n) , K 
(n) must be stationary with respect to A. 

Hence, OK (n) = 0 = a./n) 
;n oA 

since OK lnl. = o[:~] , this (above) becomes: 

OK (n) = 0 [~] I 1c I2 - I2ci1 
= = 0 

I~ 

so, 1 I ai 2 a I 1 ] I1ar-6A Iza-r- 6A = 0 
ri l 



thus • for _]_ ~ 0, 
I~ 

or 

as 6~ ; 0, being an arbitrary variation. 

thus, 

or 
[~] 
[:~1] 

a I 1 
and similarly, ax- = 2(9u). + 912) 

28 

Thus, it is found that the e~~at no~al ~v~e in the direction 
aa1 

of :\ = -is: 
aa2 

This might be written as, more generally: 

K (n) = - [buA
2 

+ 2b 12A + b22] ~ - [ bu: : b12] 
911)..2 + 2912).. + 922 911 912 

where the first expression yields K~) for any direction of the normal 

section; the second expression yields K(n) which is valid only for the 

directions "· ••••• where ~e (n) possess extrertllm values. 



ai2 ai 1 
The expansion of I 1ar-- I 2ar- = 0 gives: 

ai 2 ai 1 
Il~- I2ar- = 

r 
l[gu>-2 

+ [b11>-2 + 2bl2A + b22J 

Expansion and re-arrangement reveals: 

or: 

then 

b12>- + b22 

912/. + 922 
= 0 

As the first term in {2.6.-l.} is equal to K(n), 

bu>- + bl2 
gu>- + 912 

29 

= 0 

..... {2.6.-1.} 

••••• {2.6.-2.} 

Hence, one additional form of K(n) is obtained ({2.6.-2.}) for the case 

in which the normal curvature assumes the extremum value. 

Re-writing {2.6.-2.}, the result is: 

( ) 
(n) 

912). + 922 K 

( ) (n) 
911A + 912 K 

+ (bl2>. + b22) = 0 

+ (b11>- + b12) = 0 
} .•.•. {2.6.-3.} 

This set of equations ({2.6.-3.}) will be called the. qu.a.dJta;t.,i..c. e.qu.a.UoM 

~on p!L.inupa..t c.u.Jtva..tu.Jtu a.nd pn.Utupa..t di.Ae.cti.oM. 
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2.6.1. Principal Direction of Normal Curvatures 

If the set of equations, {2.6.-3.}, is manipulated for 

solution, it becomes immediately apparent that the set is degene4ate; 

i.e., solution for K (n) as a unique value fails, and in) = I~~ is 

obtained, where 

I Dl = ••••• {2.6.1.-1.} 

A nontrivial solution may still exist, however, iff the solution 

for K (n) can be made to assume the indeterminate form: K (n) = t# . 
In such a case, it is essential that I Dl = 0. Expanding the determinant, 

as given by {2.6.1.-1.}, and setting the result equal to zero, reveals: 

(gl2A + g22)(b11A + b12) - (gllA + g12)(b12A + b22) = 0 

Further expansion, upon carrying out the products, shows: 

Collecting terms to give a quadratic in A, 

(g12b11 - gllbl2)A2 + (g22b11 - g11b22)A + (g22b12 - 912b22) = 0 

..••• {2.6.1.-2.} 
From the theory of equations, if the roots are A1 , A2 , then a 

quadratic equation in A appears as 
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or {2.6.1.-3.} 

The solution of equation {2.6.1.-2.} will give the two directions for 

which the normal curvature, K (n) , assumes an extremum value. Avoiding 

the complicated procedure of solving {2.6.1.-2.} in terms of gij' bij' 
cal da 

the root A2 is given an arbitrary variational designation, --~--(and A1 = ~). 
ua2 ~a2 

Now, considering two infinitesimal surface vectors, dF and or, 

at an angle ~ , one to the other: 

ar• or = I arJJ or! Cos cp 

or 1 = _,.CU__,o-.6- • elF· or ... ·~· . {2.6.1.-4.} 

since Jar! = d.6, so Jeri = o-6. 

now, as 

then 

and 

..... . {2.6.1.-5.} 

Thus, from {2.6.1.-4.} and {2.6.1.-5.} , 

g11da 1oa1 + 912(da1ca2 + ca1da2 ) + g22da2ca2 = d.6o.6 Cos cp 

-1 
multiplication by (da1oa1) gives: 

+ 922 (~: :::)] = [~, ~!, Cos ~ J 
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+ g22( /.~/. 2 )] = ~1 ~ 1 Cos cp 

[9u + 9!2 c~:::) + 922(,;,.)] = ~~ ~!, Cos $ ...... {2.6.1.-6. l 

Writing equation {2.6.1.-2.} in the form of {2.6.1.-3.} , 

to obtain expressions for (>. 1 + >. 2 ) and (>. 1 >. 2 ) reveals: 

g11b22 - g22b11 
= 

912bll - 911612 

•••••. {2.6. 1.-7.} 

g22bl2 - gl2b22 
= 

912611 - 9llb12 

Substitution of {2.6.1.-7.} into {2.6.1.-6.} then shows: 

[ (
91lb22 - 922b11 ) 

911 + 912 922612 - 912622 

or simplifying, 

gll + 9ll (-1) 

Th f d6 M .J 0 us, or Cfci'i' oa
1 

r , 

Cos q, = 0 
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Therefore, it is established that the ~ectio~ o6 Pnincipal 

No~rmai. CWLva.tWLU Me .6u.c.h .tha.t .they aJLe a.R.wa.y.6 o!Lthogotta.£. .to e.a.c.h 

o.the~. This was established by EULER, in 1760. 

These directions, ~ 1 and ~ 2 , may be obtained quantitatively 

from equation {2.6. 1.-2.} but no useful purpose is served by this; 

it is sufficient to know the directions as related to each other 

(orthogonal, as proved). 

2.6.2. Principal Curvatures 

If the set of equations ({2.6.-3.}) originally found is 

re-written, so as to place ~ in the position of a variable, instead 

of K (n) , then : 

( g12K (n) 

( guK (n) 

Following the procedure of the previous section(§ 2.6.1.), it 

is observed that an attempt to solve set {2.6.2.-1.} for a unique value 

of ~ fails, unless the determinant of the system is equal to zero. 

gives: 

Setting IDI = 0 and expanding, yields: 

(gizK (n) - b12)
2 

- (QuK(n)_ bu)(gzz~n)- bzz) = 0 

Further expansion, and grouping to obtain a quadratic in K (n) , 

(n) 
K 

••••• · {2.6.2.-2.} 



referring to 

and thus, to 

(gug22 - g~2) as· 191 
2 

(b 11 b22 - b12 ) as lbl 

(see §2.3.2.) 

then {2.6.2.-2.} becomes, upon changing to standard fonn: 
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[ 
(n) 2 1 (n) . ill] · (K ) - T9T (g11b22 + g22b11 - 2g12b12)K + lgl = Q .... {2.6.2.-3.} 

a solution is thus obtained by considering {2.6.2.-3.} to be of the 

fonn 

(K~) )2 
+ 2C 1 K(~ + C2 = Q 

__ [ Qub22 + 922b11 - 2912b12] 
where - 2c1 

jgl 

. 1bl 
c2 =~ 

191 

•••••. {2.6.2.-4.} 

••••• {2.6.2.-5.} 

Thus, for roots K ~> and K (1 , from the theory of equations: 

- 2Cl = - ( K (~) + K (1 ) 
and 

and so, the invaAiant coe66ici~ emerge as: 

_ 1 ( (n) (n) ) 
Cl - l K 1 + K 2 

which is called the SOPHIE GERMAIN CU4v~e or Me~n C~v~e, and 

C2 = (K (~} K (~)) 

which is called the GAUSSIAN C~v~ or Total C~v~e. 

NOTE: · The SOPHIE GERMAIN Curvature is named after 

that author's work in 1831 ; the GAUSSIAN curvature 

is named for GAUSS, in 1827, yet it was first found 

by EULER in 1760. 
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Thus, a solution for the curvatures appears quantitatively as 

(solving {2.6.2.-4.}) 

K<~ = c1 +If~- c2 

K (~ = c1 - /c~ - c2 

where cl and. c2 are given in terms of primitive quantities 

by {2.6.2.-5.} 

2.7. 

e 
z 

CONJUGATE DIRECTIONS 

Fig. 2. 7. -1. 

Conjugate directions at a given point, r, on a surface are 

defined as follows: Let rand (r + dr) be two neighbouring points on 
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a surface. If the tangent planes to the surface at r and (r + Ar) 

intersect, forming a line, Z, then the limiting directions of lineAr 

and line Z (as Ar approaches zero) are called the conjugate ~e~ono 

a:t r. 
Considering Fig. 2.7.-1., it is observed that or traces 

out the line of intersection of planes ABCD and CDEF, where the former 

represents the tangent plane at rand the latter represents the tangent 

plane at r + Ar. Thus, or will be orthogonal to both e3(r) and e3(r + Ar) 

in the limit. Assuming that second-order differential terms are 

negligible, then 

Hence, or must be orthogonal to both e3 and (e3 + de3} in the limit. 

thus, 

i.e. 1 im [or• e3] = lim [or• (e3 + de3)] = 0 
A~ 0 Al"+ 0 . 

1 im [or·de3J = o 
Al"+ 0 

••••• · {2.7.-1.} 

where {2.7.-1.} is the necessary and sufficient condition for 

conjugate directions~ 

Two curves then form a conjugate system if: 

or·de3 = o 
ar·oe3 = o 

~ ••••• {2.7.-2.} 

Conjugate systems need not be orthogonal systems; however, 

in such a case that the conjugate and orthogonal systems are identical, 

then: 



i.e. : 

If the first member of {2.7.-2.} is expanded: 

<5r·di3 = o 
by employing: 

and 

then, 

or 

cle3 

<5r•ae3 = [c91 oal 

ae3 ae3 
= ~al + ~a2 aal aa2 

+ g21Sa2) • G::dal + ::: da2)] 

[ (- ae3 ) 91• aal 6a1da1 + (- ae 3) gl·aa2 oalda2 
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= 0 

( ae 3) + gz·aal 15a2dal + ( ae3) 
92·aa2 15a2da2 ] = 0 ...... {2.7.-3.} 

ae 3 
or, using g.•- = b

1
.J. (see§ 2.5.),then {2.7.-3.} becomes: 

1 aaj 

but as b12 = b21 (see § 2.5.), then 

which is the general equation, specifying conjugate directions. 

NOTE: If the second member of {2.7.-2.} is developed 

in the same manner as the first, the result is observed 

to be identical (this is obvious, as oa1 d~j = daj <Sai). 

Conjugate directions were first discovered by DUPIN, in 1813. 



2.8. THE EQUATION OF RODRIGUES 

The necessary and sufficient condition that a curve on a 

surface be a line o6 c~v~e, can be detenmined in the following 

way. 

Fig. 2.8.-1. 
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If e3 is the surface unit nonmal at r, and R the principal 

radius of a curvature of the normal section, then the corresponding 

centre of curvature, n = r - Re 3 

Saying 

and 

then 

R (r + dr) = R + dR 

e3 Cr + dr) = e3 + c1e3 

tr = [R + dRJ re3 + ae3J 

= Re 3 + Rcfe"3 + dRe 3 + dRcfe"3 
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neglecting second-order differential terms, 

From il = r - Re3 

then, 

= ar - dRe3 - Rae3 

or ar - cfii - dRe3 - Rcte3 = 0 

but, di = -dne3 (Fig. 2.8.-1.) 

and, as ar is parallel to de3 (to the first order OT approximation), 

since for principal directions, they are coplanar, then: 

ar- Rae3 = o 

or, as k = te (n) 

IC (n) rlr • cte 3 = 0 {2.8.-1.} 

which is RODRIGUES' equation, after Olinde RODRIGUES (1794-1851) in 1815. 

2.8. 1. Lines of Curvature and Conjugate Systems 

Since lines of curvature are orthogonal (§ 2.6.1.), then 

or•ar = 0 

where or and dr are segments of the lines of curvature. 

But as RODRIGUES' Equation specifies the necessary and sufficient 

·condition for a line in the surface to be a line of principal curvature, 

then a substitution of the orthogonality condition into RODRIGUES' 

equation yields: 



so 

or· RcLe3 = 0 

0 r•ae3= 0 

Thus, Un.e~.> on. c.wz.va:tWLe noMl a. conjugate -6tj-6tem as wel1 

as an orthogonal one, as· {2.8.-1.} is identical to {2.7.-2.} 

2.8.2. Parametric Lines and Conjugate Systems 

Parametric lines would form a conjugate system, if they 

satisfied the general requirement: 
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b11 oa.1da.1 + b12 {oa.1da.2 + oa.2da.1) + b22 oa.2da.2 = o •••.• · {2.8.2.-1.} 

{see {2.7.-4.}) 

If the arbitrary line segments, 

ar = 91da.1 + g2da.2 

and or= gloa.l + g2oa.2 

are constrained to be in the directions of r(a.l) 

VIZ: ar = g1da.1 , (da.2 = O) 

and r(a.2), respectively: 

••••••• {2.8.2.-2.} 

or= 92oa.2 ' (oa.l = 0) • • • • • • . {2.8.2.-3.} 

then da. 2 and oa.1 must vanish simultaneously for a system of parametric 

curves. 

Substitution of {2.8.2.-2.} and· {2.8.2.-3.} in· {2.8.2.-1.} 

thus revea 1 s: 

b12da1oa2 ;;; 0 

which, for da.loa.2 r 0, must reduce to: 

bl2= 0 = b21 
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- ae 3 - ae 3 ..£!:.._ = 0 = ll.- (by definition of b12 and b21} 
oal oa2 ()a2 aal 

1. e. : 

This is, therefore, the necessary and sufficient condition 

to be satisfied for parametric lines to form a conjugate system. 

NOTE: Recall that the requisite condition for 

parametric lines to form an orthogonal system was 

given by the (analogou~expression: 

912 = 0 = g21 

2.8.3. Principal Coordinates 

In the case that the parametric lines are both orthogonal 

and conjugate; i.e., that g12 = 0 and b12 = 0, they are then lines 

of curvature. Or, again, lines of curvature must satisfy RODRIGUES' 

Equation, thus necessitating that both the orthogonality and 

conjugation conditions be enforced. 

If parametric lines are lines of curvature, they are referred 

to as pJU.ncA..pai. c.oo!UU.na.:tu. 

' 2.9. THE CESARO-BURALI-FORTI VECTOR and KINEMATIC SURFACE THEORY 

D 

B 

Fig. 2.9.-1. 
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Fig. 2.9.-1. shows the familiar FRENET Triad (t, n, o) (s 1.4.), 

together with the RIBAUCOUR Triad (et, ~·en= e3 ), and the infinitesimal 

tangent plane ABCD at a point on a surface. 

The distinction between the two types of triad is as follows: 

the FRENET Triad employs t, the tangent to a curve in space and n, the 

normal to the curve (and tot) which is defined according to§ 1.2. 

and §1.3 •• The binormal, b, is defined by t and n. In the RIBAUCOUR 

Triad, the tangent et is tangent to the "space curve" represented by 

a parametric line (a.;) in the surface; thus, the tangent et and the 

tangent tare identical. The normal e3 , however, is defined as the 

normal to the surface tangent plane at the point of contact, and is 

thus not the same as n of the FRENET Triad. The normal e3 is usually 

defined with the aid of the cross-product of et with another vector 

in the tangent plane; ·a convenient choice for this other tangent-plane 

vector is, of course, the tangent to the other parametric line. In 

this way, the normal e3 always maintains a position on the "outside" 

of the surface. It is quite possible .for e3 and n to be oriented in 

different (general) directions. The fundamental difference between 

the two triad systems, then, is that the FRENET Triad prescribes both 

t and n as independently-obtained quantities and n as a 11 c.u.JtVe normal" 

\•Jhile the RIBAUCOUR Triad prescribes e.t as the only independantly

obtained quantity and e3 as a ".oWLt!ac.e nonna1". In the latter system, 

oncee3 has been obtained (through et and another tangent-p1ane vector), 

then the binormal, eb , is defined: eb = e3 X et. The binormal, eb, 
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naturally resides in the tangent plane as well. Since, in both syste:ns 

the binonnal is defined via the other two members of the triad, then 

eb and b do not describe the same vector. 
' The CESARO-BURALI-FORTI Vector in the PIBAUCOUR Triad is 

best defined by comparison: it is precisely analogous to the DARBOUX 

Vector (§ 1.7.) of the FRENET Triad. That is, the CESARO-BURALI-FORTI 

Vector specifies the (relative) rotation of the RIBAUCOUR Triad, per 

unit arc length, as the triad moves along a line in the surface. This, 

of course, specifies the (relative) orientation of the surface itself. 
' -Designating the CESARO-BURALI-FORTI Vector as C, then with 

reference to Fig. 2.9.-1., the relation of C to the DARBOUX Vector 

can be given: 

{2.9.-1.} 

But it is desired to express C solely in the RIBAUCOUR system. Realizing 

that b must lie in the {e3 , eb} plane, as it is perpendicular tot 

(or et), then: 

b = (b·e3) e3 + (b·eb) eb 

= Cos ( ~ + <~>) e3 +(Cos <P) eb 

=(Sin <P}e3 +(Cos <P )eb 

Referring to (-r + i ) as K (t) , then {2. 9. -1.} becomes: 

c = K (1:) et +(~ Cos <P)eb +(K'Sin <P)e3 



or, redefining terms, 

r. K <t> i 
t 

where K 
(t) 

K 
(n) 

= 

= 
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~) - (3)-
+ K ~ + K e3 {2.9.-2.} 

[T + ~] - Geode-6-i..c. To~..i..on (RONNET, 1845) 

[K Cos q,] - No!Urla.f.. CUJtva.t:UJte 

K 
(3) = [K Sin q,] - GeodeA..i..c. CUJtva.tUJte (BONNET, 1848) 

The vector, r, is thus the Kin~c. Rotation Vec.to~ (of 

the RIBAUCOR Triad) of the parametric line in the surface under 

consideration. 

Calling the curvature in the {et, eb} tangent-plane, P~ 
- [ (t)- (n)-] - ?:' -CUJtvatUJte, K = K et + K eb = e3 x v x e3 •••••• {2.9.-3.} 

= e3 X lli_ as ~ = r X e3 
a~ a~ 

Therefore. c = ; + K <3'e3 . ..... {2.9.-4.} 

' The CESARO-BURALI-FORTI vector is named for Ernesto CESARO 

(1859-1906) in 1896 and Cesare BURALI-FORTI (1861-1931) in 1912. The 

RIBAUCOUR triad derives its name from the work of Albert RIBAUCOUR (1845-

1923) in 1872-1875. 
' 2.9. 1. Classification of Surface Curves By Means of the CESARO-BURALI-

FORTI Vector (KINEMATIC CLASSIFICATION) 

Various types of surface curves may be identified by means 
(i) of the fact that they cause certain curvature components, .c 

(1 = t, n, 3), to vanish. 
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2.9. 1. 1. 
(3) 

If K = 0: {LIOUVILLE's Criterion, 1884) 

Then C= (t)- (n)-
I( et +~e ~ a K 

Such a curve is called a ge.odu-<.c. and is the "shortest curve {between 

two neighbouring points) in the surface". The curve is produced by 

a normal section in the surface. 

2 • 9 • 1. 2 • I f K (t) = 0 : 

Then 
(3)

+ " e3 

This surface curve specifies a pJLincipa.l Une. o6 CWLva.tWt.e., or the 

curve whose consecutive normals intersect (a planar curve). In this 

case, the vector Cis perpendicular to the tangent, et • Thus, 

c·e = o t 

Hence, for principal lines of curvature, 

or 

as 

ere 3 _ _ Q1) _ (3) _ ) } 
~ = C x e3 = (K eb + K e3 x e3 ••• {2.9.1.2.-1. 

de3 
~ = "'n)et. 

This will be recognized as RODRIGUES': Equation, when re-written 

ae3 = K W rU e 
t 

or. as et = *' ' then d6 et = ar 
so· {2.9.1.2.-2.} becomes 

c1e3 = K (n} ar 

••••• . {2. 9.1.2.-2.} 
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or ..... {2.9.1.2.-3.} 

A comparison of {2.9.1.2.-3.} with {2.8.-1.} shows 

that only a difference of notation exists. The two are otherwise 

1 denti cal. 

2.9.1.3. If IC (n) • 0: 

Then ?:' (t) - (3) -
~ = K e + K e3 t 

Such a curve, which exhibits no normal curvature, is called an 

a.6ymp.to.ti.c. Une .to .the .6u.JL0a.c.e. 

NOTE: Equation- {2.9.1.2.-1.} illustrates the use 

' of the CESARO-BURALI-FORTI Vector. The derivative 

with respect to the arc length, of a unit vector 

(the change of the unit vector per unit change of 

arc length) must be a •rotationaJ change' of that 

vector. It is self-evident that a unit vector, 

having constant magnitude, has no rate of change of 

its magnitude; the rate of change of such a vector 

is thus prohibited from having a component in the 

direction of the vector itself. Therefore, 1t 1s 

obvious that the increment of the unit vector must 

be perpendicular to that vector and thus, may be 

given as a cross-product of a vector (prescribing 

rotation) and the unit vector in question. The 

' CESARO-BURALI-FORTI vector is, of course, the 

vector which prescribes the arc-rate of rotation. 



Geodesics of the Surface 
Fig. 2.9.1.1.- 1. 

Principal Lines of Curvature 
Fig. 2.9.1.1.- 2. 

Asymptotic Lines 
Fig. 2.9.1.1.- 3. 

47 



Thus, 
c{i. 

1 -cu-- = c x e. 
1 

where e1 is any unit vector, or any vector of constant 

magnitude which is fixed in the mobile RIRAUCOUR Triad. 

In the case that the vector to be differentiated is not 

of constant magnitude; 

(say) 

then 

or 

as might be expected. 

2.10. PARAMETRIC COORDINATES COINCIDENT WITH PRINCIPAL LINES OF 

CURVATURE 

Recalling the equation for the directions of principal 

curvature, {2.6.1.-5.} 
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(g12b11 - 911blz)~2 + (gzzbll - 911bzz)~ + (gzzblz- 9Izbzz} = 0 

••••• {2.10.-1.} 
da1 

or si nee ~ = -y--1 then {2. 10. -1.} becomes aa2 

[<912b11 - gllblz)da~ + (gzzbll - 91lbzz) daldaz 

{2.10.-2.} 

A) Now, for parametric line a 1 , as the line of principal curvature; 

then 

da1 = arbitrary 

(as a2 = constant) 
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so, from {2.10.-2.} 

B) For parametric 1 i ne a2, as the line of principal curvature; 

then 

da2 = arbitrary 

da1 = 0 (as al = constant) 

2 
so, da 1da2 = 0 and (g22b12 da2) = 0 from {2.10.-2.} 

Thus, in general, for parametric coordinates as principal 

lines of curvature, the following equation is satisfied: 

which is equivalent to the equation of conjugate directions. 

92"92 - 922 > 0 

and since 
2 

(-g11b12 dal) = 0 (condition 11 A11 ) 

2 
then bl2 = 0 ••• (as 9lldal 'f 0) ••••••• {2.10.-3.} 

2 
11811) and since (g22b12 da2 ) = 0 (condition 

2 
.,. 0) then bl2.= 0 ••• (as g22da2 ••••••• · {2.10.-3.} 

Therefore, for lines of curvature as parametric coordinates 

(or vice-versa), it is necessary (and sufficient) that the following 

conditions be satisfied: 

912 = 0 

bl2 = 0 
}· •••••• {2.10.-4.} 
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The first member of {2.10.-4.} represents the orthogonality condition 

of coordinates; the second represents the condition for conjugate 

directions of parametric coordinates. 

NOTE: This sections shows direct agreement with 

§(2.8.1., 2.8.2., 2.8.3.), where the same results 

were developed by more intuitive (but less rigorous) 

arguments. 

As a consequence of {2.10.-4.}, the expression for the 

curvature, "(n) (§ 2.5.), reduces to: 

or, 

K (n) = 
2 2 

bu da 1 + b22da2 

2 
Qudal + g22da2 

= ------rr---
d6 

(~.1·) 2 "(n) = bu (M)· (
da2) 2 

+ b22 a;;- •••••• {2.10.-5.} 

Equation· {2.10.-5.} prescribes the curvature of any arbitrary 

surface curve (for a 1 , a2 as principal lines of curvature), as shown 

in Fig. 2.10.-1. 

Fig. 2.10.-1. 



The normal curvature, K (n), of the parametric line 

[da 1 = arbitrary, da2 = 0 (a2 = constant)] is: 

(n) bu 
K 1 = -

911 

The normal curvature, K(n), of the parametr-ic line 

[da2 = arbitrary, da 1 = 0 (a 1 = constant)] is: 

(n) 
K 2 

b22 
=-

where the subscript of the term K (f) ( i = 1 ,2) refers to 

the line, with which the curvature is associated. 

2.10.1. EULER 1 s Theorem 

Fi g. 2. 1 0. 1. -1 • 

With reference to Fig. 2.10.1.-l; for the two vectors 

dr and ~r. 

ar·cr Cos 4> = = 
lcirllorl 

51 
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or, 

A) Consider the special case that ar is coincident with parametric 

VIZ: [da1 = arbitrary, da2 = 0 (a2 = constant)] 

i • e. : · e' = 0, Fig. 2. 10. 1. -1. 

Then, 912 = 91·92 = 0 

•[ dai ?af da2 oa2 ] 
and Cos ~ = 9n(16 ~ + g22 F W ........ · {2. 10. 1.-1.} 

2 
then as d6 1 = ar1·ctr1 (Subscript indicates 11 1ine 111

) 

(~)2 1 da1 1 1 or = --' so CI;i;:; = - 91 911 1 l9il" 
cal da1 1 if 0.6 + d61 then F +<16=91 
oa2 

(as oa2 = 0) if 0.6 + d62 ' 
then F + 0 

Hence, from { 2. 1 0. l.-1 • } 

Cos 

or Cos 

or again, ••••••• {2.10.1.-2.} 
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B) Consider the special case that or is coincident with parametric 

1 i ne a 2 : 

(above): 

so 

VIZ: [da1 = 0 (a 1 = constant), da2 = arbitrary] 

i.e.: ~ = 0, Fig. 2. 10.1.-1. 

Then, by a process precisely the same as for case "A11 

where 

da2 oa2 
Cos<~-~) g22 ar-~ 

2 
0.6 2 = g22 6a2 

oa2 1 
~=9"2 

(as oa1 = 0) 

and finally, Sin p 
92 

..... 

Employing {2.10.1.-2.} and {2.10.1.-3.}, in 

K 
(n) 

= bu (~) 2 + b22 (~) 
(n) bu 

Cos2 ~ 
bn 

Sin2 K =- +- ~ 911 g22 then 

K ~) 
bu (n,) - b22 

(§ 2.10.) - -' K 2:-
911 922 

or, as 

then: K 
(n) = K <r> cos2 ~ + K~ Sin2 4> 

which is EULER's Theorem in DUPIN's form. 

It is tnus observed that through the use of the two 

important theorems: 

. {2. 10. 1.-3.} 

'( {2. 10.-5.}) 
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1. e. : K 
(n) = K ~) Cos2 4> + K ~ Sin2 4> ••••••• EULER 

(n) 
K • K Cos E> •••••••••••••• MEUSNIER 

then the curvatures in all directions at a point on the surface 

may be evaluated. 

The EULER Theorem is named in honour ot the great mathematician, 

Leonard EULER (1707-1783), for his work in 1760. 

2.10.2. DUPIN's Indicatrix 

From EULER's Theorem(§ 2.10.1.j 

i.e. : ~e<n> = ~e<r>cos2 4> + ~e~Sin2 4> 

and from 

then 

or 1 = ~ 1 Cos 2 4> + +, Sin2 4> 

which, by comparison to the "standard form": 

is observed to represent the equation of an ellipse. 

Thus, x = llr Cos cp, y = II<' Sin 4> 

Hence, an ellipse may be constructed to prescribe the EULER Theol·em: 
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VIZ: 

Fig. 2.10.2.-1. 

This ellipse is known as DUPIN's Indicatrix, after Francais

Pierre-Charles Baron DUPIN (1784-1873) in 1813. (Discovered in 1807) 

2.11. THE DIRECTED DERIVATIVE IN THE SURFACE 

The total directed derivative being given as ~ , then the 
ar 

directed derivative 1 n the sut·face is: 

..... {2.11.-1.} 

Intuitive conceptual justification of the above is accomplished 

kinematically: the directed derivative may be considered to obey 

the manipulative and conceptual postulates of vector algebra. Thus, 
d e3 x -:: = tis a pseudo .. vector, perpendicular to e3 and li .E._ 11

• 

ar dr 
a -Hence, -:: = e3 x 

ar 
d X e3 iS therefore perpendiCUlar to t and tO e3 
dr 

thus pennitting it to lie only in the plane of the sur-face. No formal 
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proof of this plausibility argument is considered necessary, for 

a rigorous discussion of the directed derivative itself is beyond 

the intended scope of this work. 

reca 11: 

so 

but 

thus, 

Expanding {2.11.-1.} 

d =--

d =--

0 
tl 

where o
3
i is the KRONECKER DELTA 

d -= 

for i = j } 

for i ; j 

d - a =-- e3-ar a.63 

(non-operative on as) 

(sum on i = 1 , 2, 3 • 
Cartesian Base System) 

Thus, the surface directed derivative is given by: 

a a -:e.ar , . a.6; sum on 1 = 1,2. 



NOTE: Although the directed derivative is given, 

using an arc length parameter for the normal direction 

derivative (0! ), it is to be realized that since 
3 

the normal direction is represented by a straight-

1 i ne coordinate, then a! 
3 

= a!
3 

• 

Generally, s i nee 

so, 

a - a - aa; a 
ar = ei a.6i = ei a.6i aai 

a - a - a -=e.g.-= g.ar - 1 1 aa; - 1 aai 

then the above-mentioned condition may be interpreted 

as: 

whereas lgil = gi '1, i = 1,2 (in general). 

2.11.1. The Idemfactor in Two Dimensions 

The idemfactor (identity tensor) in three dimensions may 

be given as a function of rectangular coordinates: 

(- a - a - a )-• e1 - + e2 - + eg - r 
1)61 ()62 Cl6g 

57. 



where (§ 2.11.) 

so. 

The idemfactor in two dimensions for rectangular surface 

coordinates is given by: 

then 

or 

ar -- -- cl'"r 
- = e1e1 + e2 e2 = - e3e3 ar ar 

= 
Referring to t~e planar idemfactor as 1. 

= ar ar 
1 = - = + e3e3 = ar ar 

= 
1 ar =-

2. 11.2. The First Fundamental Form 

= 
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Using the results of §2.11. 1., the First Fundamental Form 

may be obtained directly, as follows: 

ar•ar =arar: ar = arar: (i - e3e3) 
ar 

= arar: (el el + e2 e2) 

= ar•('elel + e2e2)·ar 

= [(clr'·el)(el·clr) + (clr'·e2He2·clr)J 

also, dr•dr = dr·ar ·(clr.ar) = dr ·(ar • r~·dr = g : drdr 
ar ar ar ar 

expansion of this reveals: 

arar: ar = ( [(d6lel + d62e2 + da3e3) •el 
ar 



+ [(d61 el + d62 e2 + da3 e3)·e2 

+ e 2 ·( cU 1 e 1 + cU 2 e 2 + da3 e 3)]) 

= [ d6 1 (e 1 ·e 1d6 1 + e1 ·e 2 d6 2) 

. + d6 2( el. ez d6 1 + e 2. e 2d6 2 ) ] 

which is I, the First Fundamental Form. 

2. 11.3. The Second Fundamental Form 

In a manner similar to §2. 11.2., the Second Fundamental 

Form may be obtained directly, as follows: 
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(by symmetry;see § 2.12.1.) 

ae3 
and since aa,- •gj 

1 

ae 3 ae 3 = (cU,. e-.)·(91- + 92-..,- )·(cU. e.) 
1 aal aa2 J J 

(sum on i ,j = 1,2,3) 

which is II, the Second Fundamental Form. 
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2. 11.4. The Third Fundamental Form 

In a manner again similar to§ 2.11.2., the third fundamental 

form may be expressed as: 

= [a;. a e 3 
] • [ ar· a e 3 ] 

ar. ar 

= circir:a 

which is III, the Third Fundamental Form. {Sometimes, I 3 ) 

NOTE: This form does not have a broad usage, but 

is employed as a preliminary to later developments. 

2.12. INVARIANTS OF THE SURFACE TENSORS 

Referring to the quantity !t as the ~irst Surface Tensor, 
ar ae3 

since the First Fundamental Form is produced from it, and to --- as ar 
the Second Surface Tensor, for a similar reason, then the invariants of 

these tensors may be investigated. - -
Note that and 

ae 3 a e3 ra = 
-=-·-=b. ar ar ar 
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No useful information being produced from the invariants 

of the First Surface Tensor (or Surface Metric Tensor), attention is 
directed to the Second Surface Tensor. 

2.12.1. The Vector Invariant of the Second Surface Tensor 
.. 

Denoting the vector invariant as [ ::
3 L = ;v = j X ~ 

then jae3] 
[ar v 

= f x = 

ae3 ae3 
= el x a.61 + ez x a.6z + e3 

(as a - - at; i = 1, 2, 3) - X E; = 9; X sum on aa. ' ar 1 

ae3 
(- = 0, as a3 is a straight-line coordinate) aa 3 

-1 
now, specifying the relationships: e1 = e2 x e3 E 

then 

ae3 
x-aa3 
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[ ae3 J -1[- ae, ae, J -so = E e2·- - ei- e3 
ar v 

. ().6 1 Cl.6 2 
- ar ae,]--~ar ae3 

= E a.62·a.61 - ii"l. a.62 e3 

= -1[ 1 ('" ae,) 
E glg2 aa2 • aal -

1 ('" ae, )] 
g1g2 aa1 • aa2 

e3 

= (see § 2. 5.) 

= 0 

ae 3 
This serves to estab 1 ish that - is a .6tjr'11'11e:t.M.c. tensor. 

ar 
The vanishing of the vector invariant is the necessary and sufficient 

condition for symmetry of the tensor. Hence, the conjugate tensor 

: [ae
3
] and the original tensor are identical -- a fact 

a r ar c 

which has been employed in § 2. 11.3. and § 2. 11.4. without a detailed 

explanation being given in that section 

2. 12.2. The Second Scalar Invariant of the Second Surface Tensor and 

The HAMILTON-CAYLEY Equation of Surfaces [ _ l (s) 
ae 3 

The expression for the Second Scalar invariant -=-J , 
ar 2 ae 3 

of the tensor,-::-, is: 
ar 



[
ae 3l (s) = 1 ( ae 3 ~ 
ar ]2 2T ar 

To obtain a meaningful expression from this, it is first 
ae3 

necessary that~ be expanded in some form. 
ar 

say . :;3 = (:~ • ::l :~. ::3 
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now (as in§ 2.12.1) 

yet 

ar 

(§2.9. ff.) 

' where Ci represents the CESARO-BURALI-FORTI Vector 

for the triad, the tangent of which is tangent to 

parametric line a; (hereafter referred to as 'the 
' CESARO-BURALI-FORTI Vector for line a;') 

Then, with reference to {2.9.-2.} 

also 

_l _2 
The vectors e* and e* are the binormals to lines ~and a2 

(respectively),and the unit normal, e3, is naturally common to both 

triads, being a ~~fi~ce normal. This system of employing two separate 
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triads, one for line a 1 and one for line a 2 , facilitates both a 

conceptual appreciation of the situation and the mathematics itself. 

The non-orthogonal case is shown in Fig. 2.12.2.-1., in order to 

illustrate the two separate dextral triads. Note that only one 

triad is distinct.in three directions; expressions involving 

vector directions of both triads must necessarily be resolved into 

the directions of one triad during the process of extracting 

components. 

Fig. 2.12.2.-1. 

The symbolism previously employed will now be altered, so 

as to form a consistent system with the tensorial approach. 
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Thus, den-<-ne: 

I( (?) = Kll .... NoJtma.i. Cwr.va.twr.e, Une 1 

(t) -
I( 1 = 1(12 .... Geodu-i.c. ToM-ion, Une 1 

(3) -
Geodu-i.c. Cwz.va.t.u.Jte, Une 1. I( 1 = 1(13 •••• 

(n) -
I( 2 = 1(22 .... Nollma.i. · Cwz.va.twz.e, Une. 2 

(t) - Ge.odu-i.c. ToM-ion, Une. 2 I( 2 = 1(21 •••• 

(3) 
Geoduie Cwz.va.twz.e, Une 2 I( 2 - 1(23 .... 

then, ..... {2.12.2.-1.} 

{2.12.2.-2.} 

Then, in 'operator' form, for rigid vectors: 

a!. ( 
1 

) i = 1,2 

For the case under consideration at present, then 

(1) 
. ae 3 1 
a-61 = "C'1 x e3 = (K12e1 + Kue* + Kl3e3) x e3 

_1 
• - Kl2e* + Kllel 

(2) 

_2 -
= - K21e* + K22e2 

thus, 
ae 3 1 _ ( -2 _ 

= [ie1(-K12e* + K11e1) + e2 -K21e* + K22e2)J 
ar 

Note: equations (1) and (2) above are known as the RODRIGUES-HEINGARTEN 

Formulas for vector differentiation. 



from vlhich form, the second scalar invariant may 

be obtained without difficulty: 

X 
X 

--: 
ar 
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... {2.12.2.-3.} 

This expression is better left in the present form, 

as expansion thereof yields only a more co~plex representation. 

However, in order to demonstrate the significance of 

{2.12.2.-3.} , the case of o4thogonal p~~c lin~ (a1,a2) is 

considered: 

cp 
7T (see Fig. 2.12.2.-l.) = 2 if 

_l .....2 
e = e2, e = - el * * 

then> 

hence, cl -= K12e1 + K11e2 + K13e3 

and so 
ar 

Ot' = 
ar 

as e1, e2, e3 are mutually perpendicular in this case, then i 1 x e2• e3 = 1, 

and {2.-12.2.-3.} becomes: 
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l (:::. 
21 -- •••••• . {2. 12.2.-4.} 

ar 

= 

where I ( ) I represents the absolute value of the quantity 

within the brackets, whether vector or tensor. 

Proceeding one step further in sPecialization, if these 

(orthogonal) parametric lines are also coincident with the principal 

lines of curvature, t.,en the geodesic torsions vanish {§2.9.1.2. ff.}, 

i.e.: K12 = Q = K21 

then =-
ar 

The First Scalar Invariant of~ , is then: 

= (S) 
K 1 = Kll + K22 • • • • • • {a} 

and the Second Scalar Invariant is given by {2.12.2.-3. }, as: 

••••••. {b} 

also, recalling 

••••••• { c} 

Then, the relation existing between {a} , {b} and {c} (above) may 

be expressed in the convenient form: 
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-· ar ar 

ae3 e3a 
or as- = = K 

ar ar 

then = = = (S) = + = (S) l 0 K"K - K 1 K K 2 = 

K"K .. ('K: i )'K + I 'K I 1 = o . .... {2.12.2.-5.} or = = 

This equation, {2. 12.2.-5.} , is known as the HAMILTON-CAYLEY 

equation for surfaces. It may be stated as: "The surface tensor, 
_ ae 3 
'K =-=-, satisfies its own (SEGNER) Eigenvalue equation". Hence, 

ar 
the SEGNER Eigenvalue equation for principal directions of K might 

be given as: 

The HAMILTON-CAYLEY equation may also be reduced to the 

scalar form by taking a double dot product with drdr. 

K 1.1K22dr·ar .. '(Ku + K22) ar·ae3 + ae3•ae3 = o 

or 

or again, as ar•dr =I, etc., 

{ I~ I ) I - (~ : l) II + II I = 0 

This equation permits a solution for one ·scalar invariant in terms 

of the other two. The HAMILTON-CAYLEY equation is named for Sir 

William Rowan HAMILTON (1805-1860), fo~ his work in 1853, and for 

Arthur CAYLEY's (1821-1895) work in 1859. The SEGNER eigenvalue equation 

derives its name from Johann Andreas von SEGNER (1704-1777), in 1755. 



2.13. THE SURFACE AND ITS SPHERICAL IMAGE 

Fig. 2. 13. -1. ez 

Fig. 2.13.-~ 

e 
y 

Spherical Image of 
Surface at r(al,a2) 

The total curvature, K , due to RODRIGUES (1815) and 
g 

GAUSS (1827 ), 1s (from Fig. 2. 13.-1. and 2.13.-2.): 

K = lim s = ~ [~
A dA 

g ~A+ 0 t:. at\ 
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]() 

(§2.2.1.) 

and ~·1here 

l(ae3 ae 3 ) x- ·e3 dA 

=t(;~: 
dCI.2 

Hence, = s K g 
ar -) dA x --· e3 dCI.2 

ae 3 a.o 1 ae3 ae 3 
91C1 now as -=--= 91" - = x e3 dCI.1 dCI.1 a.o 1 a.o 1 

ae 3 
91 (i<1 + K13e3) (from {2.9.-4.}) then -- x e3 aa1 

= 91K 1 x e3 as e; x ei = 0 

ae 3 
Simi 1 arly, aa2 - 92K2 x e3 

ae 3 ae 3 
-X-= 9192 (K1 X e3) X (K2 X e3) aa1 aa2 Then 

= 9192[-i<1 x e3·"K2Je3 

= 9192[-;;1 x -;;2 • e3Je3 

= 9192(-;;1 x "K2) ·e3e3 

so 

= 9192("K1 x "K2)·e3 

Now, as I ~:2 1 sin <P)e3 {<P = co;
1 

(e1·e2)} 

then K = = -----
. g 9192 Sin <P e3•e3 Sin <P 
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and finally, . {2 .. 1.3 •. -1.} 

Expanding {2.13. 1.} is accomplished by means of the 

definitions of K1 and K2: 

- _l - _2. 
VIZ: K1 x K2 = (K 12el + K11e*) x (K21e2 + K22e*) 

= CK12K21 ce-1 x e2) + K12K22 (e1 x e!.) 

realizing that: el x e2 = Sin </> e3 

so, 

_2 
(; + <P) el x e* = Sin e3 = Cos </> e3 

_l 
(~ -</> ) ·e-3 e* x e2 = -Sin = - Cos </> e3 

_l _2. 

e* x e* = Sin </> e3 

K = CK11K22 + K12K21 + (K12K22- K11K21) Cot <P] ••• {2.13.-2.} g 

which is, then, the total (GAUSSIAN) curvature for 

the surface at the point (a1,a2), where a 1 and a2 

are at an angle, </>. 

In the case that <1> = ~ (orthogonal parametric lines)~ 

then {2. 13.-2.} becomes: 

K = (K11K22 + K12K21) g 

(compare with. {2.12.2.-4~}) 

••••• {2.13.-3.} 



2. 13.1. BONNET's Theorem 

Having previously established. in§ 2.12. 1., that or 
is a symmetric tens£r and that consequently (as a criterion), the 

vector invariant [ae
3J vanishes, it is then possible to express 

ar J v 
this condition in terms of the curvature components. 

From 

then an expansion reveals: 
a ae 3 ae3 -= x e3 = e1 x - + e2 x - = 0 ar a~l ~~2 

or e1 X (Cl X ea) + e2 X (C2 X ea) = 0 

e1 X [(Kl + K13e3) X e3] + e2 X (('K2 + K23e3) X e3] = () 

el X (Kl X e3) + e2 X (K2 X e3) = 0 

so (e1· e3)~1- Ce1· 'K1)e3 + (e2•e3)'K2 - (e2 ·K2)e3 = o 

or 

thus, as -e3 ~ 0, 

e 1 •~<: 1 + e2 ·K 2 = 0 

e1•(K12e1 + K11e2) + e2•(1<:21e2- K22e1) = 0 

(for orthogonal parametric lines) 

thus, expanding the above reveals: 

..... 
which is BONNET's Theorem for orthogonal parametric 

lines. 
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{2.13.1.-1.} 

The Theorem derives its name from the work of Ossian-Pierre 

BONNET (1819-1892) in 1856. 



CHAPTER 3 

Three Fundamental Equations of Surfaces 

3.1. THE INTEGRABILITY CONDITION 

In the ordinary calculus, a form of the follov1ing type 

may occur: 

d~ = A dx + A dy = A·ar X y 

where d~, ~n g~nenal, does not represent a total 

differential of some function, ~. However, if d~ does ~epresent 

a total differential of some function, then (and only th~n): 

or 

d~ = d~Cr) = err -~ = ar·A ar 
dr . ( :; - A) = o 

so that, as dr t- o, .1l - A = o 
ar 

then d X~ d xA --
ar ar ar 

a Ax aAY 
0 = --ay ax 

or 

- 73 -

..... .{3.1.-1.} 

{3.1.-2.} 
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then, as A = 2,1. Ay = ~ x ax ' · ay (from· { 3. 1. -1. }) 

then ~ = ~~-ayax axay ..... {3.1.-3.} 

{3.1.-2.} is usually referred to as the Integnab~y Condition o6 

CLAIRAUT (1743), as well as {3.1.-3.}. The latter equation is, 

however, sometimes known as the Nicholas BERNOULLI equation • 

3.1.1. Geometric Interpretation of the Integrability Condition 

(F + dzF) 

F 

Fig. 3.1.1.-1. 

The value of a point-function, F', at some point (a 1 + da 1 , 

a2 + da2 ) in the surface, referenced to the value of the function, F, 

at the point (a 1 ,a2 ), may be determined in two ways. Translating the 

function F from (a 1 ,a2 ) to (a1 + da1 , a2 + da2 ) over two infinitesimal 

"paths in the s.urface", then with reference to Fig. 3.1.1.-1.: 



forPathl: F1=F+d 1F+d2 (F+d 1 F) 

for Path 2: F~ = F + d2 F + d1 (F + d2 F) 
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In order that the surface function, F, may remain 11 sing1e

valued" it is necessary that the function F has the same valuP. at the· 

point (a 1+da 1 ,a2+da2 ), regardless of the paths traversed , i.e.: 

F, - F' 1 - 2 

so ..... 
substituting for the symbolic d1 and d2 

then· {3.1.1.-1.} becomes 

_a_ 2L) da1da2 Claz aal . 
= 0 

or a aF = 0 ..... 
which is the Integrability Condition for the surface 

function, F. 

This concept may be expressed in several other ways; 

for conceptual clarity, two of these are offered here. 

A) The value of a point-function, F', at the point (a1 + da1 , 

a 2 + da2 ) must be unique, regardless of the 'path' taken 

from some other point (a1 ,a2 ) to the point in question. 

{3.1.1.-1.} 

{3.1.1.-2.} 



B) The value at a point, as determined by passing around a closed 

loop, from the point over the surface and back to the point, must 

be the same as that value which was existing for the point before 

the loop was made, i.e.: d1d2F- d2d1F = 0. 

In keeping with the kinematic approach, {3.1.1.-2.} may 
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be expressed in terms of the arc length derivatives, as an alterna

tive to the parametric coordinate derivatives. 

Employing the substitutions: 
a a 

dJ., 1 = g1 det1 

dJ., 2 = 92det2 

then, {3.1.1.-2.} becomes 

so aet1 = g1 a-61 
a a 

so aet2 = g2 a-6 2 

referring to 1 (~) as - Y1 92 a-6 1 

and to '_1_ (~) 
91 a-6 2 as Y2 

Y1 = _]_ ( ag2) = 
a(.e.n gz) 

then a-61 9z a-61 

1 (ag1) 
a(.e.n gd 

Yz = ~ a.6z = ----a-62 

and so, {3. 1. 1.-3.} appears as: 

or, 

••••• {3.1.1.-4.} 



which is the kinematic Integrability Condition 

for a point-function, F. This relation has 

general validity, as F may be either a scalar 

or vector (etc.) point-function. 

3.2. THE GAUSS EQUATION AND THE MAINARDI-CODAZZI EQUATIONS 

FOR SURFACES, IN THE CASE OF ORTHOGONAL PARAt~ETRIC LINES 

From the Integrability Condition, {3.1.1.-4.} , by 

setting the arbitrary function, F, equal to the position vector, 

r, the following result is obtained. 

..... 
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. {3.2.-1.} 

Equation {3.2.-1.} specifies the closing of the infinitesimal 

surface parallelogram, in accordance with~ 3.1.1. 

Rewriting {3.2.-1.} yields: 

_a_ ( ar )- _a_ ( ar ) + y.ar -y
2
ar = 0 

o~.S 1 a~.S 2 a~.S 2 o~.S 1 J. o~.S 2 o;.S 1 

ar and as oA· = ei' then the above reduces to 
1 

..... 
... 

recalling the CESARO-BURALI-FORTI Vectors: 

or 
. 

c1 =.K12e1 + K11e2 + K13e3 

c2 = K21e2 - K22el + K23e3 
}- · • • • • • (a! l "2 l 

{3.2.-2.} 



Thus, {3.2.-2.} becomes 

K12 e3 - K13 e1 + K21e3 - K23e2 + y1e2 - y2e1 = 0 

-(K13+ Y2)el + (- K23+ n)e2 + (KJ.2 + K21)e3 = Q 

As the vector directions e1, e2, .e3 are independent for 
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{3.2.-3.} 

the case of orthogonal parametric lines, then {3.2.-3.} is satisfied 

iff the followipg conditions a~e true: 

a) -(K 13 + y2) = Q or Y2 = - K13 

b) - K23+ Y1= Q or Y1 = K23 

c) K12 + K21= 0 (BONNET's Theorem) 

Hence, for the case of orthogonal parametric lines, the 

In~egrability Condition may be given as 

a2F a2F aF aF 0 a.o 1 d6 2 a.o2a.ol + K13- + K23-= a.o 1 a.o 2 

where 
a (fug 1 ) 

Kl3 = - - Yz a.o 2 -
a·(fug2) 

Kz3 = a.o 1 :: Yl 

A more general case is now considered, still within 

{3.2.-4.} 

the framework of orthogonal parametric lines. Let the Integrability 

Condition be applied to any arbitrary vector, v = v(.o). The vector 



v is understood to satisfy only the condition of being a (single

valued) point-function of the surface; thus. it is a completely 

arbitrary surface vector. 

From {3.2.-4.} 

a ( av ) a (av )+ av + av - -a-61 a-62- a-62 a-61 K13a-61 K23a-62- o 

expanding. and considering v = v ev• then: 

{a! I [ :~2 ev + C2 X V 1 - a:,[~ I ev + C1 X V 1 
+ <1~ ev + C1 X v1 + <23~ ev + C2 X~}= 0 

a(c1 x V) azv 
()-6 1. a-6 2 ()-6 1 ev 
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••••••• . {3 .2.-5.} 

the block of terms. 

[
a2 v a2v av av ~-

- + K 1 3" • 1 + K 2 3 "' 2 eV ()-6 1 ()-6 2 ()-6 2 ()-6 1 0/..l O'..l 

vanishes identically. as this represents the Integrability Condition. 

operating on (scalar) v. Expanding the remainder of" {3.2.-5.} and 

collecting terms yields: 



now, as the 

i . e.: 

+ K l3 C 1 X V + K 2 3 C2 X V ) 

+ Kl3Cl + K23C2 ] X V 

= 0 
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+ Cz X eel XV) - cl X (Cz XV)} = 0 ••• {3.2.-6.} 

permutable vector triple product sum is equal to zero, 

[cl X (vxC2)]+Lv X (C2 xcl)]+[c2 X (Cl xV)]= 0 

then {3.2.-6.}. becomes, upon substitution of this identity, 

= 0 

or 

Referring to the larger factor in the above cross~product 

equation as A, then the equation is represented as: 

A.xv=O {3.2.-7.} 

The conditions, under which {3.2.-7.} will be satisfied, are: 

a) A is parallel to v 

b) v = 0 

c) A= 0 

Both a) and b) are not allowable conditions, as vis to be an 

arbitrary vector. Therefore, the remaining possibility manifests 

itself (retranslating A to its original form) as: 

..... {3.2.-8.} 
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This equation contains both the GAUSS and r~INARDI-CODAZZI 

equations, in combined form. 

Expanding {3.2.-8.}, by carrying out the differentiations 
.. 

(and the cross-product) requires that the CESARO-BUPALI-FORTI vectors 

be employed again: 

VIZ: 

ClKz3 -
Kz3Cl x e3] + a:6l e3 + 

= [-
ClKzz - ClKzl - ClKz3 -

+ {KuKz3 -a:f1 e1 + a.6l e2 + a.r;:- e3 K13K21 

and similarly, 

= [ 
dKiz_ dKll_ ClK 13 _ 

Cl.6z e1 + a:r;-ez + ~ e3 + (K13K21 - KuKz3)ei 

+ (K12K23 + Kl3Kzz)ez - (KlzKzl + KliKzz) e3] 

Substitution of these results, together with the expansion 

of the cross-product term, into {3.2.-8.} yields (after algebraic 

simplification): 

{ r dKz2 dKiz 

L- 3rl - Cl.6 2 . + ( K 11 
1.. 

+ 

re-1 
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= n ..... {3.2.-9.} 

Since the vector directions are independent,· {3.2.-9.} is 

satisfied iff: 

. {3.2.-10.} 

..... . {3.2.-11.} 

..... {3.2.-12.} 

Equations {3.2.-10~} and {3.2.-11.} are known as the MAINARDI

CODAZZI Equ.ati.on6 ofi Swz.fiac.e6 and {3.2.-12.} is called the GAUSS 

Equ~on, for orthogonal parametric lines a 1 ,a2 • 

If the parametric coordinates are coincident with the principal 

lines of curvature, then the geodesic torsions vanish (K 12 = 0 = K21 ) 

and equations {3.2.-10.}, {3.2.-11.} and {3.2.-12.} reduce to 

(respectively): 

dK22 
0 --+ K23K22 - K23K11 = 

Cl-61 
..... . {3.2.-13.} 

dKll 
0 --+ K13K22 - K13K11 = 

Cl-62 
. {3.2.-14.} 

dK2 3 dK13 2 2 
--+ KllK22 + K13+ K23 = 0 

Cl-61 Cl-6 2 
..... {3.2.-15.} 

These equations {3.2.-10.} to {3.2.-15.} are of primary 

importance in the Differential Geometry of Surfaces. The relationships 

thus established between curvatures and their rates of change (with 

respect to the arc length parameters) provide, in numerous instances, 



the only means by which useful expressions may be gleaned from 

complex developments. 
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The MAINARDI-CODAZZI equations are named after Gaspare Angelo 

t-lft.INARDI (1800-1879) in 1856 and Delfino C(')DAZZI (1824-1873) in 1860.* 

The GAUSS-equation is so called, after GAUSS in 1827. 

3.3. THE GAUSS EQUATION AND THE MAINARDI-CODAZZI EQUATIONS FOR 

SURFACES, IN THE CASE OF NON-ORTHOGONAL PARM1ETRIC LINES. 

If a vector, ~. in its transfer from a point r to another 

point, r + ~r. is independent of path, then this transfer or 

displacement is called 1nteg4able V~ectional T~6~, after Gerhard 

HESSENBERG in 1925. This is also known as 1ntegnable Lin~ T~6~ 

and Integ~able P~el V~plac~ent [in the sense of Tullio LEVI

CIVITA's (1873-1941) parallel displacement, 1917]. 

Kinematically, such an integrable directional transfer can 

be represented by the model of a rigid body which is always in 

contact with the tangent plane of the surface and where the tangent 

vector, e, of the path of motion always coincides with the vector 

~. fixed in the body and maintaining the same direction as e. 
' In such a case, the CESARO-BURALI-FORTI vectors, C1 and C2 , 

do not prescribe the integrable direction, but rather prescribe a 

direction which differs from the integrable, by a rotation about e3 
at each point. Thus, if a body is translated along an arbitrary line, 

the rate of change of e with respect to the arc length ~lt will be 

prescribed by (with reference to Fig. 3.3.-1.): 

* Since Karl PETERSON obtained essentially the same result 
in 1853, these equations are really the "PETERSON-MAINARDI" equations. 



91 
* 

(e 3 pointing out 
of paper) 
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Fig. 3.3.-1. 

This is actually a mathematical statement describing the 

fact that a 1 and a 2 (as families of lines) do not, in general, meet 

at a constant angle at different points in the shell surface. 

Similarly, for the body translated along the same arbitrary 

line, the rate of change of e with respect to the arc length ~2, 

will be prescribed by: 
- . aq,2 

!L = (C2 + - e3) X e 
a~2 a~2 

Therefore, introducing the notation from Fig. 3.3.-1., 



then for the derivatives which occur frequently in the course of 

evaluation of expressions in the two different triads, 

ae2 _ aw12_ _ _ 
a~ 1 = (C1 + a~ 1 e3) x e2 = n1 x e2 

and 
ae 1 

= 
a~z 

ae1 Obviously, for such derivatives as a~. , , 
(i = 1,2), the additive terms, 

aw21 
or 

a~ i 
do not occur. 

This is easily seen from the fact that the angle of intersection 
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of the parametric lines has no effect on the rate of change of the 

unit vectors of a triad, with respect to~ own arc length parameter. 

Now, from the Integrability Condition, {3. 1.1.-4.}, by setting 

the arbitrary function, F, equal to the position vector, r, the 

following result is obtained: 

a2r a2r- ar ar = 0 
a~ 1 a~2 a~2 a~ 1 + Yl-- Y2-

a~z a~ 1 

or a! 
1 

( e2) - a! 2 Ce 1) + ne2 - Y2e1 = 0 

expanding gives: 

nl x e2 - n2 x e1 + ne2 - Y2e1 = 0 

or 

() ... { 3. 3. -1. } 
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Extracting components is easily accomplished by taking the 

dot product of this equation with elt e~ and e3t respectively. 

a) scalar multiplication of {3.3.-1.} by el shows: 
' [ - - - _l - - awl2 -

K12e1 x e2 • e1 + K11 e* x e2·e1 + (K 13 + ~) e3 

~ awzi 
- K21e2 X e1•e1- K22e: X e1•e1- (K23 + (1.6 2 ) e3 X e1•e1 

+ ne2·e, - Y2e,.e, ] = 0 

so [ ( K13 + :;:
2 

) Cos (w1z· +; ) + n Cos w12 - Yz] = 0 

or [- ( <13 + :::
2 

) Sin w12+ nCosw12- Y2] = 0 •••• {3.3.-2.) 

b) 
_l 

scalar multiplication of {3.3.-1} bye* shows: 

[ •• 2.1 
_l _l _l aw12 - _1 

x e2•e* + K11e* x e2•e* + (K13 + a.ri) e3 x e2•e* 

- .J _2 - _1 awz1 - _1 
-K21e2 xe1·e*- K22e* x e1·e* - (K23 + a.62) e3 x e1·e* 

-2 awzl 
- K21e2 x e1•e3 - K22e* x e1•e3 - (K23 + a-6 2 ) e3 x e1•e3 

+ Y1e2·e3 - yz'e1•e3] = o 
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From a) and b), the parameters y 1 and y 2 are defined. 

Re-writing {3.3.-3.}~ 

Y1 = $ ~ [ K2 3 + ~~21 - (K13 + ~~12 ) COS WI2] • • • • {3.3.-5.} 1 W12 0<.> 2 o<.> 1 

using this as a replacement variable in {3.3.-2.}, the result emerges 

as: 

Y2 = 

(NOTE that for W12= ~ ; Cos W12 = 0, Sin w12 = 1 
aw12 aw21 

and ~ = 0 = ~· in which case, Yl = K 23 

and y 2 = - K13 which is correct for the orthogonal 

case.) 

From c), the resulting expression is seen to be: 

•• · {3.3.-6.} 

{3.3.-7.} 

which is recognized as BONNET's Theorem in non-orthogonal coordinates 

Having thus prescribed Yl and y 2 , 1 et the Integrabi 1 i ty 

Condition now be applied to some arbitrary vector, v = v(.t>), as was 

done for the "orthogonal" case. Then: 

a2v a2v + av av _ 0 '0.6 1 '0.6 2 - '0.6 2 '0.6 1 Yl '0.6 2 - y 2 a:6l-

or { a! 
1 

[ ;~2 •v + (C2 + ~: e, ) x V] 
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a [ av - c~ d¢1 -) -] [av - (?:" dcpz -) -] 
- a.o 2 a.o 1 ev + . "'1 + a.o1 e 3 x v + Y 1 a.o 2 ev + l..z + a.o 2 e 3 x v 

[ 
av - - ah - ) ..:1} . -Y2 a.o 1 ev + (C1 +·a.o 1 e3 x vj = 0 •••• {3.3.-8.} 

a¢; -
Referring to ~1. + --- e3 as C1~ for c9nvenience, then expanding 

a.o i 

av - - -] - Yz--- e - YzCi X V = 0 ·. a.o 1 v 

This reduces, through the integrability condition operating 

on scalar v and through algebraic summation, to: 

[ 
aG.! 
a.o ~ x v + [c ~ x Cc1 

ac• 
x V)] - a.o: x v -LC! x ( c~ x V)] 

+ r 1 c~ x -v - r 2 c1 x v ] = o ..... . {3.3.-9.} 

The permutable cross-product sum being equal to zero, permits 

the substitution: 

[Cc~ X Ct) X VJ•[C~ X (Ci X V1] .. [Ci X (C~ XV)] 

hence, {3.3.-9.} becomes: 
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[ Cl C2 aci 
+ nC2 - Y2Ci + C2 X C! ] -- X V = 0 

Cl.6 1 Cl.6 2 

which, for arbitrary v, is satisfied iff 

ac~ ac{ 
Y1 C2 - Y2Ci + C2 x c· - + = 0 

Cl.6 1 Cl.6 2 .1 ..... . {3.3.-10.} 

returning to the original form of Ci, and regrouping, then {3.3.-10.} 

becomes: 

[ (~, + Y1) (cz + ~: e3) 
+ c2· x c1 + 

... . {3.3.-11.} 

now, as 

(a! 1 +n) 
Clh-

= [(a! 1 + n) ::: ] Clh -
Cl.6 2 e3 e3 + a.6 2 c1 x e3 

(a! 2 + Y2 ) 
Cl<h- "[(a!2 + Yz) :;~ )e, Cl<h-
Cl.6 1 e3 + a-61 c2 x e3 

then {3.3.-11.} reduces to: 

. {3.3.-12.} 

(from Fig. 3.3.-1.) 
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then 

Hence, in· {3.3.-12.}, the integrability condition operating 

on $1 sums to zero, and the result is: 

referring to the operator 

( a + \.J-( 
a.61 Yl) <1.62 

then {3.3.-13.} becomes 

..... 

) as D( ) 

x c2}= o 
{3.3.-13.} 

••••• {3.3.-14.} 

This equation contains both the GAUSS and t~INARDI-CODAZZI 

equations, in compound form. Extraction of these equations is 

possible in two forms: A) Operational Form 

and B) Component Form 

These two forms will be discussed separately as follows. 

A) Operational Form 

Using the identity, 

, 

as a replacement expression for c1 in {3.3.-14.}, and recalling 

that 

Kl x K2 • K Sin w12 eg g (from {2.13.-1.}), 

then {3.3.-14.} becomes, after some minor manipulation: 



The second factor of this equation (above) vanishes, as it 

represents the integrability condition, operating on e3 • Thus; 
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[(a!
1 

+ Y1)<23- (a!
2 

+ Y2)<13+ <g Sin w12 - llw12 ] e3 = 0 ••. {3.3.-15.) 

or [(a!
2 

+ Y2)<13- (a!
1 

+ y1)<23 + Ow12]=Gg Sin w12]..... {3.3.-16.} 

which is the GAUSS Equation in operational form, for non-orthogonal 

parametric lines. 

Realizing that the above is the e3 - component of equation 

· {3.3.-13.}, then by subtracting {3.3.-15.} from {3.3.~13.}, the 

result is: 

[~a! 1 + n)<2- (a!2 + Y2)<1] =[2<& Sin w12]e, ...... {3.3.-17.} 

which contains both the MAINARDI-CODAZZI Equation¢ in operational 

form, for non-orthogonal parametric lines. 

B) Component Form 

Returning to· {3.3.-14.}, and expanding in full, using the 
\ 

component form of the CESARO-BURALI-FORTI Vectors, the results appear 
- J -) as (taking the dot products with e1 , e*' e3 : 

Sin w12 



- [ :::
1 

- <1a<22 + n•21] Cos "12} = 0 

{[ ::~ 1 
+ <12<23 + Y2<11] - [::~ 1 

- <13<22 + Y1<21 

- [ ::~2 + <u<21 + Y1<22 ] Cos "12} = 0 

] 
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..... {3.3.-18.} 

Sin w12 

..... {3.3.-19.} 

{ [::~ 3 
- ::~ 3 

+ Y2<13 - Y1<23] - [<u<n + <12<21] Sin "12 
+ [ <u <21 - <12 •n] Cos "11 = 0 · {3.3.-20. J 

·where equations {3.3.-18.} and {3.3.-19.} are the trigonometric 

(expanded) form of the MAINARDI-CODAZZI equations for non-orthogonal 

parametric lines; equation {3.3.;.20.} is the trigonometric form of 

the GAUSS equation for non-orthogonal parametric lines. 

These equations reduce, for w12 = ~ , to the forms as 

given for the case of orthogonal parametric lines. 

NOTE: In the case that the arbitrary vector, v, 
is not a function of the arc length, the develop

ments of §3.2. and §3.3. still hold. In fact, 

the development is somewhat simplified in the 

case that v ~ v(~); this will be easily seen from 

an inspection of the preliminary work in either 

section (up to· {3.2.-8.} for 13.2., and to 

· {3.3.-14.} for §3.3~). 



4. 1. DEFINITIONS 

BOOK II. THIN ELASTIC SHELLS 

CHAPTER 4 

The Kinematics of Deformation 

Shellh are pefined to be bodies, the third dimension 

(
11 thickness 11

) of which is very small in comparison to the other 

two dimensions. 

The Middle S~6ace is the locus of points which are 

equidistant from the two bounding surfaces of the shell. 

4.2 GEOMETRY OF THE SHELL 

Fig. 4.2.-1. 

- 93 -

Deformed 
Shell 

Undeformed 
Shell 

--



4. 3. THE BASE VECTOR SYSTE~1 FOR THE DE F0Rt1ED MI DOLE SURFACE 

Recalling the base vector system for the undeformed 

(middle) surface: 
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a? g = -= 
i aa; 

d.6 •. 
1 aa.- (no sum, i = 1,2) 
1 

where the position vector r 0 is now used in place 

of r, when Jte6eMing :to :the m{.ddle .6U.Il.6ace. (The 

vector r thus retains its status as an arbitrary 

vector, describing any point within the shell). 

Then, to the above may be added (with reference to Fig. 

4.2.-1.)", 

since a 3 i~ a straight-line coordinate, 
ae. 

· therefore -;;--l = 0 ( i = 1 ,2 ,3}. 
aa3 · 

Now, for the deformed middle surface, 

from Fig. 4.2.-1. 

then as d.6 2 = dr0 •dr0 
: I (see §2.3.} 

SO dS 2 = dff0 •dR0 = (d(r0 + U0 }•d(r0 + U0
)] 

: dr0 •dr0 + 2 ar0 •dU0 + dU0 •dUO •••{4.3.-1.} 

expanding {4.3.-1.} by the introduction of: 



then, 

2 2 
= G11d~1 + 2G12d~1d~2 + G22d~2 

where "G'
1
• = al<o , and 

a~; 

= (gu + 09u) 

ThU6, "G'1 and "G'2 de6-i.ne tile ba.oe vectolt .6fl~d.em '6oJt :the 

de6oJcmed mi,ddte .6Wt6ac.e. 

NOTE: Because of the complexity of the expressions, 

as exemplified above, all future discussion will 

assume oJtthogonal panametltic. c.ooltd-i.nate6 6oJt :the 

unde6oJcmed .6helt. Naturally, this precludes that 

in the deformed state, the coordinates cannot be 

orthogonal, being deformed (by detrusion) from the 

original state. 

4.4. THE UNIT VECTOR SYSTE~1 FOR THE DEFORMED MIDDLE SURFACE 

The b~~ v~ctoJt associated with parametric 1ine ~i has 

been given, in §4.3., as: 
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Hence, the u~ vecto~ associated with the line a1 is 

G. 
-E - 1 -. - ..,...... -

1 t~; 
( i = ,·,2) 

where dS; represents the deformed arc length 

parameter, as before. 

Expanding the original expression for G1: 

= a R0 =~a ro + a U0 1 
G; aa1 Laa 1 aa

1 

Now, expanding ~~o : 
1 

["~. auo 1 = g. + _1 
1 aa. a.6 . 

. 1 1. 

= g. + g. 3U0 

1 1 a.6 i 

= g1. (e; + auo ) (no sum, i~ 1,2) a.6; 

' 

••••• · {4.4.-1.} 

using the component form of the CESARO-BURALI-FORTI Vectors, carrying 

out the cross-products and regrouping, gives: 
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By a similar procedure, 

auo -= a-6 2 

Then, 

cuy 
+ u3K2l)el 

( au2 
+ U~K22 ) 0 + o-62 + UlK23 - U2K23 e2 o42 

+ 
( au3 

0 - u2K22 ) e3 - U1K21 a.& 2 

Introducing the notation 

<Pn =~au~ a.& 1 - UzK13 + ] auo -u3Ku = --. el a-&1 

h2 =[au2 
a-&1 + UlK13 - ] auo -u3Kl2 = -· e2 a-&1 

h3 
=Lau3 

a.o 1 - UlKll + J auo -UzK12 = -- • e3 a.o 1 ..... {4.4.-2.} 

<1>21 =[au! 
a.& z - u2K23 J auo -+ u3K21 = - • e1 a.& 2 

<1>22 
=[au~ 

a.o 2 + UlK23 ] auo -+ U3K22 = -- • e2 a.o 2 

<1>2 3 
=[auj 

a.o2 - UlK21 - J aiJo -UzKz2 = -- • e3 a.o 2 

where <Pij (i 1 j) is interpreted kinematically as the 

rotation of e; towards ej (and about the axis es 

during the process of deformation; the terms <Pii 

longitudinal dilations in the direction ei. 

= e.xe.)' , J 

represent 



Using this result in the expression {4.4.-1.} for Gi, 

then the re~ult appears as: 

thus, 
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. G. 
therefore, as ri = _, 

I "G"; I 

G. 
= ~ , the problem reduces to an evalua

i 

tion of Gi. 

Hence, from - - ]~ G. = LG.•G. 
1 1 1 

Making the following simplification in notation: 

Gl 
then E1 = Gl = m1 [(1 + ~11re1 + hzez + ~13~] 

Gz -
and Ez = "G2" = mz[~21e1 + (1 + ~zz)ez + ~23e3] 

Now, an assumption is made for the 11 linear 11 theory of shells, 

which is known as KIRCHHOFF•s Hypothesis, after KIRCHHOFF in 1876. 

This fundamental postulate asserts that: no~ to the 4~nace befio~e 

de6o1Urla:ti.on ILema.in noJlma.t6 to the 4WL6ace a0t~ de0ollrr1a.t(on, and u.n.d~go 
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no a.xia£ cii..R..a.tation. ~~athematically, this is expressed by saying 

that the deformed surface normal may be expressed as: 

According to the expressions given for ! 1 and E2 above, then 

Obviously, to obtain any useful results, an approximation 

must be made, with regard to the relative size of the ~-terms. 

Since the deformations are small, (certainly, any ~ij<<l) then the 

quadratic terms 

1 i near terms. 

then 

(~ .. ~ ) may be neglected, when compared to the 
1 J rs 

Consequently, 

ml 1 m2 1 - l+hl - 1+~22 

E1 = e1 + m1h2e2 + m1 ~13e3 

r2 = m2~2lel + e2 + m2~23e3 

It is to be emphasized, however, that unlike _(el, e2, e3), th~ ~et 

(El t r2 t r3) dou no.t d~n..i...n~ a.n oM:hogona.i.. v~ctott .t!U:pl~, due to the ~ e ~ex P~'! 

detrusion incurred in the E1 - E2 - plane. Hence, accepting E3 to be 

defined as above, then E1 and~ may be defined by the cross-product 

with E3• 
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and the entire set of unit vectors for the deformed configuration 

may then be given in terms of the parameters of the undeformed system. 

{4.4.-3.} 

It is to be noted, from {4.4.-3.}, that any unit vector 

in the deformed system may be expressed as the corresponding unit 

vector in the undeformed system, plus its first variation. That 

is, in general: (as a first-order approximation) 

E; = e . + oe. i = 1,2,3 , , 
and -i e~ + oe~ i 1,2 E* = = 

Therefore, oe 1 = ml( h zez + h 3e 3) 

6e2 = m2(hlel + 4>z3e3) {4.4.-4.} 

oe 3 = - m1<h3e1 - mz<l>23e2 

and because el = ez and ~ = - el (orthogonal coordinates in the 

undeformed state), then to those above, may be added: 

-I -f -1 -

n e"' = e, .::~. ... ~ ~ e., = z '9 r -~t : ~ + ~ e, =- E ~. 
I -1 -

~I{ 'v- v~ '-1 e11 - E't , l:f:;t. -:J=. fjez. 

MillS MEMORIA-e r1BRAR1 
McMASTER UNIVERSIT't 



NOTE: A comparison of the two possible forms for 

eel and oe2 then revea 1 s that 

m1~12 + m2~21 = 0 

I 

This is an identity which must hold true, in 

order that the results as given above will remain 

valid. 

Therefore, a tensor, o~, may be constructed which will 

prescribe the total variation of the triad {el, e2, e3} ' 
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necessary to produce the triad (("1, r2, r3} of the deformed surface. 

Defining this tensor in terms of the original triad, say: 

in which case, any element may be defined as 

e.·oE ·e.= e.·oe. 
1 . J J 1 

i,j = 1,2,3 

Hence, 

or = 0 elel + ml~l2ele2 + ml~l3ele3 

+ m2~2le2el + 0 e2e2 + m2~23e2e3 

- m1~13e3el - m2~23e3e2 + 0 e3e3 

{4.4.-5.} 

This (or any other) tensor may be expressed a.s the sum of 

two other tensors of the same rank. This is advantageous for the 

kinematic interpretation of or. 



Specifying that: ..... 

where o£a is chosen to be the antisymmetric part 

of o£, and o~r is the remaining part, 

then by inspection of {4.4.-5.}, 

o£a = . 0 elel + 0 ele2 + ml~l3ele3 

+ o e2e1 + o e2e2 + m2 ~2 3e2e 3 

- m1~13e3e1 - m2~23e3e2 + 0 e3e3 

This requires that, from {4.4.-5.}, 

o~r = 0 elel + mlh2ele2 + 0 ele3 

+ lll;.hle2el + 0 e2e2 + 0 e2e3 

+ o e3e1 + o e3e2 + o e3e3 

..... 

..... 
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. {4.4.-6.} 

. {4.4.-7.} 

. {4.4.-8.} 

It is then observed that since the entire variation, oei' 

of any vector dealt with here is of a rotational nature (since e1·oei = 0, 

or oei may be given by o~ X ei)' then :the :ten~.>olt. o~a Jc..epll..e6en.:t6 :the 

M.g-i.d-body Jt.o:tation o6 :the iliad {e1, e2, e 3}. This is self-evident, 

as ora is totally antisymmetric. The :ten~.>oJt. o£r Jt.eoplt.eoent6 :the 

Jc..eta:tive Jt.o:tation o6 eland e2 (abou:t e3), as the components found 

in this tensor specify the detrusion in the tangent plane of the 

middle surface. 

In purely kinematic terms. it is instructive to construct a 

rotational tensor, o; 'which will prescribe the variations, oe;, as 

the cross-product of a rotational vector (contained within the tensor), 

and the unit vector, e1• 



Thus, say: 

and hence, 

oei = ocj>i X ei 

o$1 = ei. 0 ~ 

From the previously-given expressions for oe1, then: 

and hence, 

0 4> 1 = -m1cl>13e2 + m1cl>12e3 

oq,2 = m2cl>23e1 - m2cl>21e3 

0~ = 0 elel - ml4>13ele2 + ml4>12ele3 

+ m2cl>23e2e1 + 0 e2e2 - m2h1e2e3 

+ m24>23e3el - ml4>13e3e2 + 0 e3e3 

which is the kinematic rotation tensor, thus 

specifying oe;, as: 

ei·o~ x ei = o~i x e1 = oe1 

' 

..... 
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{4.4.-9.} 

.4.5. THE CESARO-BURALI-FORTI VECTORS FOR THE DEFORMED MIDDLE SURFACE 
.... 

Recalling the CESARO-BURALI-FORTI Vectors for the 

undeformed case (non-orthogonal coordinates) 

C1 = K12e1 + Kue.l + K13e3 

C2 = K21e2 + K22ea + K23e3 

then by analogy to: r1 = ei + oe1 

it is said that: c; = c1 + oC; (; = 1,2) 

where C7 represents the CESARO-BURALI-FORTI Vector 

for the deformed suface. 



Extending this analogy to the logical conclusion, say: 

ct = K12r1 + KuE1. + K13E3 

~ = ~1r2 + K22~ + K23r3 

Then K. . • K . . + o K .. 
1J 1J 1J 
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This effectively postulates that any quantity in the deformed 

configuration can be represented by the corresponding quantity in the 

undeformed configuration, plus its (first} variation. The variational 

increment is thus considered as "the increment produced by the 

existence of the state of deformation". 

Then cr = cl + oCl = [ (KI2 + OK12} (el + oet} + (Kn+oKn}(ez + oe2} 

Expanding, and neglecting second-order terms (products of 

variations), which are considered very small in comparison to the 

"first variations", then: 

;ri-c -
1 -

now, as 

so 

or 

+ oK 11e2 + K1 3e 3 + K13oe3 + oK 13e 3J 

oC1 = "Ci - C1 

oC1 = [K 12oe1 + oK 12e1 + K11 oe2 + oKi 1 e2 

+ K13oe3 + <SK 13e 3 J 

oC1 = o(~e12i1 } + o(~elle2) + o(~e13e3) 

..... {4.5.-1.} 

A substitution of previously-obtained values ({4.4.-4.}) 

for oe1 into {4.5.-1.}, then reveals 



0~1 = [( OK12- m1K11<h2 - mlK13~13) e1 

+( 6K11 + m1K12h2 - m2K13~23 ) e2 

+( OK13+ m1Kl2~13 + m2Kll~23) e3] 

and by a similar procedure, 

0~2 = [( -OK22 + m2K21~21 - m1K23h3) e1 

+( OK21 + m2K22~21 - m2K23~23) e2 

+( OK23 + m2K21~23 - m1K22h3) e3 J 

..... 

..... 
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. {4.5.-2.} 

{4.5.-3.} 

However, {4.5.-2.} and {4.5.-3.} are not particularly useful 

forms of the variational expressions, as oKij remains undefined in 

terms of any primitive quantities (i.e.: oKij is defined only symbolically, 

at present). 

4.5. 1. The Curvature Variations in Terms of the Primitive Quantities 

From the basic kinematic concept, 

ar; -;;'!-as:- = C • X E". 
J J 1 

then the curvatures in the deformed system may be obtained by taking 

the dot product With (C; X r1), thus causing·all but one component 

(the desired one) to vanish. 

For example, to obtain the expression for K13 : 

aE1 
&Ji"'El ;; "C! x r1 ·El 

= (K12r1 + K11Q. + K13E"3} •Q. 



thus 

Recalling that E1 = e1 + m1~1zez + m1~13e3 

~ = - m1hze1 + ez + mz~z3e3 

..... 

and that 
a aa. a.6 . a - , , 

a.6; - ~ aa1 Cl.6i 

or 

as: 

a _ 1 . a a 
~-~~.-=m.-a.;)1 ui 1 a.6; , a.6; 

1 
where m1 = 1 + ~·· 

11 
(see §4.4.) 

then· {4.5.1.-1.} may be written-, in expanded fonn, 
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. {4.5.1.-1.} 

Carrying out the differentiation, and neglecting third-and-higher

order terms, the result appears as: 
ahz 

K13 = m1 [Kl3 - m2K11~23 + m1~- m1K12~13 ] ..... 
Then, from oK 13 = K13 - K13 , a subtraction of K13 

from {4.5.1.-2.} yields the final result: 
ah2 

OK13= - m1 [Kl3~11 + mzKI1~23 - ~1~ + m1K12~13 ] 

{4.5.1.-2.} 

Employing a similar procedure for all other K;j• and thus, 



then the result is obtained: 

6<12 • m, [m2 ::~ 3 
+ m,<11~12 + m,."~"- <12~11 J 

6< 13 • m, [ m, :::
2 

- m2<n~23 - m,.l2~13 - <13~11] 
oKz1 = mz [- m1 

3

4>1
3 

.. mzKzz4>z1 + m2K23IJ>23- K21«P22] 
. 3.62 

6<22 • m2 [- m2 :::
3 

+ m2<21021 - m1<23h3- <22~22] 
6<23 = m2 [- m2 :::

1 
- m2<21h3 + m 1<22h 3 - <23h2 J 
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{ 4. 5. l. -3.} 

Having thus obtained a somewhat cumbersome set of results, 

the approximations 

ml= 1 
1 + h1 

- 1. 1 = 1 1 + 4>22 

would be useful. This is more than justified, due to the relative 

size of the longitudinal dilatations, 4> 11 and c1> 2z and the number 1 

(i.e.: 1 >> q> 11 , 4>22 ). Application of this approximation to {4.5.1.-3.} 

reveals: 
34>13 

OK11 = -~ .. K121J>12 + K13IJ>23 

31J>z 3 
OK12 = ~ + K111J>12 + K13IJ>13 

34>12 
01( 13 • 'n"l - I( 11 ~2 3 - I( 12~13 ..... {4.5.1.-4.} 

3<1>1 3 
OK21 ·-~- K224>21 + 1(234>23 



04>2 3 
°K22 = • ~ 2 + K21<l>21 K23<l>13 

04>21 
°K23 = - ()4

2 
- K214>23 + K22<l>13 

which is a considerablesimplification, as witnessed 

by a comparison of {4.5.1.-4.} with. {4.5.1.-3.} 

If this set of results({4.5.1.-4.}) is substituted into 
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· {4.5.-2.} and {4.5.-3.}, still holding valid the approximation that 

m1 = 1, m2 = 1, then the expressions for the variations of the 
' CESARO-BURALI-FORTI Vectors result: 

- 04>23 
oC 1 =

()41 

- 0 4>23 
oC2 =

a4 2 

04>13 - 0 4>12 -
e1 - aT! e2 + a:f1 e3 

04>13 - 04>21 -
e 1 --e2-- e3 o4 2 a4 2 

A'l" - - ' Then, as c1 = Ci + oCi, the CESARO-BURALI-FORTI Vectors 

for the deformed configuration are realized: 

.,...;-c -1 -

A'l"c -2 -

4.6. THE DEFORttlAT.ION OF PARALLEL SURFACES 

a.\:: 

()4>12 
(Kl3 + ~) e3 

()q>21 -
(K23 - ()42 ) e3 

Surfaces which are a constant distance from the middle 

surface are referred to as ~el 4~6ace4, and are prescribed 

by a3 • constant. 



e z 

a3 coordinate 

.......... 
~--------~~~ ~* 

I 
I 
I 
I 

~-----..... - _...J ~ 

Fig. 4.6.-1. 

The position vector, r, to any parallel surface may 

be described as (with reference to Fig. 4.6.-1.): 
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A differential line segment in the parallel surface is thus given 

by: 



The metric measure in the parallel surface, corresponding to the 

same parametric increment in the middle surface is: 

[d6 *J2 = ar·ar 

where d6* is used to represent d6(r), as distinguished 

from d6, which could now be referred to as d6(r0
) (with 

respect to the notation of deformed surface). 

Expanding the above expression for [d6 *]2 : 

so [d6*]2 = [d6 + o(d6)]2 = cf62 + 2d6o{d6) + [o(d6)]2 
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The directed derivative operator for the parallel surface 

may now be obtained. Consider a displacement function, u = u(r) 
1.e.: u = u1 e1 

then - au 
du = dai aa .• 

1 

sum on i = 1,2,3 
ae 3 ae3 = da1-aa1 

recalling, for i=l,2, 

2JL = 
a.6 i au au sum on i = 1 ,2 
a a; "[6= g. a a; 1 1 a.6 i 

2JL = ["". ae. J or ~- __J_ ( sum on j = 1 ,2 \ a a; 9; a.6; ej + uj o.6; 
no sum on i J 
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so [
au. J ~ =g: ~e.+u.c.xe. 

aai 1 a4i J J 1 J 

Thus. dii = (g1V1Li + gzVzli + 93 V3u 

+ a3 (da 1g1K11e1 + da2 gzK 22e2 }\e1V1u + e2V2u + e3V3u)] •.•• {4.6.-1.} 

where Vi (i = 1,2,3) is the particular differential 

operator, the exact form of which is being sought. 

Expanding {4.6.-1.}, and regrouping, 

(since g3 = 1, as per §2.11.) 

Now, expanding dU as 

and substituting in {4.6.-2.}, then 

{ da 1 ~:~1 - g,(l + a3<11 )Viii] + da2[:~2 - 92(1 + a3<22l Viii"] 

+ da,[;~, -v,u]} = 0 ••••• . {4.6.-3.} 

or, by referring to the coefficients of da1 as ;i' then· {4.6.-3.} 

is expressible as: 

..... . {4.6.-4.} 

This admits physical interpretation as a closed spatial triangle. 

Hence, the component vectors are coplanar •. For three vectors to sum 

to zero in a plane, the conclusion may thus be drawn that they are 

no~ lin~y lndependent; condition {4.6.-4.} is.then satisfied for 
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two cases: 

a) if f1da1= - Cf2dct2 + "f3cia3) 

b) if "[1 = 0 = ~2 = 0 = ~ 3 

Since a) is a special condition, then b) is the only acceptable 

solution for the general problem. This requtres that the following 

be true: 

au -= 

and so, in operator form: 

vl ( ) = t 1 ] 
a a ) ao.l ( ) , --( - 91(1 + 0.3K11) - + 0.3K11 a.61 

Vz( ) = t 92 (l l o.3K22J j a ) = 1 
a!2 ( ) {4.6.-5.} aa2 ( 1 + 0.3K22 

V3( ) = a ) a 
ao.3 ( - -

a~.> 3 

referring to 1 as a. (i = 1 • 2) ' then the directed 1 + 0.3Kii 1 

derivative for a parallel surface is given by: 

cJ a -a -a- a ;r- V- = a 1 e 1 a~.> 
1 

+ a 2 e 2 a~.> 2 + e 3 a a 3 • • • • • { 4. 6.-6. } 
r ~r ·n,~\ Jtr ...... ...,J,J• 

• • • . , ; ~ j "' I o v lv 1 rl1 c ~;d, 
The relat1onsh1ps 91ven by {4.6.-5.} also serve to def1ne ""''~ 1~,._, dd.· 

the arc lengths for a parallel surface in terms of the arc lengths !--" 1 · lli'·~·~ . .~· 

of the middle surface: 
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VIZ: * gdl + a3K1l)da1 (1 )d61 d61 = = + a3K 11 

* g2 ( 1 + a3t<:22)da2 (1 )d62 d62 = = + a3K22 

* d63 = da3 = d63 

The last of these three relations is seen to be physically 

justifiable from the fact that a3 is a straight-line coordinate, 

and hence, its "arc length" (= linear length) is not affected by 

changes in position, relative to the middle surface. 

NOTE: For practical applications of the above; 

since a 3 is always equal to, or less than, h/2 
- 1 (where h is the shell thickness) and since ~<;; - Rfi 

(where R11 is the radius of curvature in the 

direction of a1), then a 3~<;; << 1, and 

i.e.: 1 ,; 1 

This is known as LOVE's F~~ App~ximation, after 

Augustus Edward Hough LOVE (1863-1940). in 1888 and 

in 1927, 



4.6.1. The Strain Tensor for a Parallel Surface 

Fig. 4.6.1.-l. 

With reference to Fig. 4.6. 1.-1., Pis a point on a 

parallel surface of the shell, distant from the middle surface 
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by the amount a 3 ; P' is the same point, in the deformed configura

tion of the shell. 

From the kinematicsof deformation, and. in accordance with 

KIRCHHOFF's Hypothesis: 

or 

so, as 

then 

U: U0 + a3!"3 • a3e3 : uo + a3(!"3 • e3) 

r; = ~; +oe; (§4.4) 



Then, the cU..6pla.c.emerr.t gJLa.cUen:t, or de6otorta.t.i..on .ten~.> oiL. 

will be given·by: 

au auo a -= -=- + -= {a3oe3) ••••• 
ar ar ar 

where the operator ...Lis as defined by' {4.6.-6.} 
ar 

auo . 
The tenn - 1s readily evaluated, since 

ar 

(recall: a1 = 1 ) 
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{4.6.1.-1.} 

oU0 oU0 oU0 

and aa
3 

= 0, plus the fact that a-6
1 

and a-6
2 

have been previously 

evaluated. (§4.4). Hence, multiplying the appropriate quantities 

by a1e1 and a2e2 , the expression for auo can be immediately written 
ar 

as: 

= 
ar 

..... {4.6. 1.-2.} 

auo - . ·where <P; • = - ·e. ( 1 = 1 ,2; j = 1 ,2 ,3) have been previously defined 
J a-6 i J 

bi {4.4.-2. }. 

Then, the term ~ (a 3oe3) must be evaluated. This is 
ar 

accomplished. as follows: 

writing oe3 in the original form of (E3 - e3), 



then = 1... [a3(E3 - e3)] ar 
aa3 (- - a -=-=- E3-e3)+a3-=:(E3 
ar ar 

recalling the operator 2.. to be defined by {4.6.-6.}, then the ar 
expansion of the above shows: 

[aiel a! I (I, - e,) + .2.2 .;2 (I, 

+ e, .!, [m,(I, - e,)]} 
examining the first term: 

then 

..... 

= alel [m1ci X E3 - cl X e3 J 

however as c1 X E3 = (Cl + oCl) X ('e3 + oe3), 

+ mloCl X oe3 - cl X e3] 
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. {4.6.1.-3.} 

= a1m1e1 ( ~$11 "C"l X e3 + o"C"l . X el + C1 X oe3 

+ o'C"1 X e3] 
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and, if m1 = 1 (to maintain consistency with former developments) 

and the second-order variation, o~1 x oe3, is neglected as being 

small in comparison with the first-order quantities, then the result 

is: 

alel a!l (!3 - e3) = alel(oCl X e3 + cl X oe3) •••••••• {4.6.1.-4.}· 

A similar procedure shows 

and the final tenn is quickly evaluated as: 

e 3 ~ [a3(r3 - e3) J = e3 ~a 3 
(E'"3 - e3) + a3e3 ~ (E3 - e3) aa3 aa3 aa3 

= e3(r3 - e3) 

..... 
Replacing {4.6.1.-4.} to {4.6.1.-6.} i~ {4.6.1.-3.}, the result 

appears as: 

a [a3oe3] = [al a3e1 (oCl X e3 + C1 X oe3} 
ar 

{4.6.1.-6.} 

expressing the final term, a3e3oe3, as a3e30$3X. e3 (in accordance 

with §4.4.), then {4.6.1.-7.} may be written in the convenient, 

kinematic form: 

••••• {4.6.1.-8.} 



If the expressions for Ci' oCi' ei, oei' o$3 (in terms 

of the primitive quantities) are substituted into {4.6.1.-8.}, 

the result appears as: 

[ 
acp13 

= a1a3 (- --- "12<Pl2 + "134>23) e1e1 o.6 1 
o<P23 

+ a1a3(----- K13<P13) e1e2 ().6 1 

+ a1a3(K11<P13) e1e3 
ah3 

+ a2a3(- -- + "23<P23) e2e1 
().62 

·o<P23 
+ a2a3(- a.6 2 + "21<P21 - K23<P13) e2e2 

+ a2a3("22<P23) e2e3 

- ~13•3•1 - ~23e3e2 + o e3e3 J ..... 
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. {4.6. 1.-9.} 

Superimposing the results of {4.6.1.-2.} and {4.6.1.-9.}, 

the deformation tensor results: 

= u = ~= 
ar 

where: 

ull = al 

U12 = al 

U13 = a1 

Uzl = a2 

U22 = a2 

U11e1e1 + U12e1e2 + U13e1e3 

+ u21e2e1 + U2zezez + Uzgezeg 

= u e e rs r s 

o<P13 
K13cf>2 g) J [ <Pu + ag(- --- "124>12 + a-61 

r .ah3 J 
Lhz + a3(-:"'[61- "13<Pl3) 

[ <P13 +ag(Kll<P13)] = al<PI3(1 + CXgK 11 ) = h3 

ah3 J 
[ <P21 + aa(-- + "23<Pzg) ().6 2 

[ <P22 + 
. ohg 

"z3<Pr3)] a3(-- + "21h1 ":' o.6z 

u23 = a2 [ <P23 + ag(Kzz4>23)] = a2cf>23(l + agKz2) = 4>2 3 

(r,s = 1,2,3) 



may be 

note that u1 3 + u31 = 0, Uz3 + U32 = 0 

-Then, the .6tJr..a..i.n :ten~> ott, £ , oott :the pafla.Uel .6U!Loac.e 

constructed: ] 
= - 1 [au + ua £-2- -' ar ar 

1 - - ] = 2 [vu + uv 
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which is the linear strain tensor, as obtained from the displacement 

gradient. The additional accuracy of the nonlinear strain tensor, 

~* = t [ :~ + ~~ + :~ • ~~ ] 

is not considered to be warranted here, due to the fact that comparable 

approximations have been made already, in an effort to reach this 

point. 

NOTE ua . h . h~ t au : 1s t e c.onJU.giM..e :t.en~>ott o-. ar ar 
The strain tensor is thus given by (in symbolic notation}: 

~ = U11e1e1 + ~ (Ul2 + Uzd e1e2 + 0 e1e3 

+ 1 (U21 + U12} e2e1 + U22e2e2 + 0 e2e3 

+ 

= £ ... e.e. 
1 J 1 J 

(sum on i,j = 1,2,3} 

where £ 13 = £3 1 and £ 23 = £ 32 vanish due to the algebraic 

summation of components (as noted above}, and £ 33 is zero identically. 



If written in full, to show the form of the strain 

tensor in terms of the primitive quantities, then: 

= e: = 

However, a comparison of the factors of a 3 (as found 

in the above) with the set of expressions given by {4.5.1.-4.}, 

shows that the strain tensor may be written as: 

which may be simplified (algebraically) to give (writing a1 and 

a2 in full): 

~ =J.i f<Pll + a3oK11 J 
lll + a3K11 

+[h2 + <1>21 
2 
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••••••• {4.6.1.-10.} 



wh1ch is the final form of the strain tensor 

for the parallel surface, a result obtained 

by John SCHROEDER, in 1964. 
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If LOVE's first approximation is invoked, then {4.6.1.-10.} 

However, it is strongly advised that this fonn, {4.6.1.-ll.l, 

be employed with caution, as the approximation is dependent ~ectty 

upon shell thickness and shallowness. 

Either form {4.6.1.-10.} or {4.6.1.-ll.l will reduce, 

for a3 = 0, tO the ,6tJr..a,{.n .teYU>Oit. nolL .the mi.ddi..e .6WLna.c.e, E0
• 

the symmetric tensor), and ct> 2.2 = e:~ 2 • This symbolism aids 

in the recognition of the various quantities, in future 

developments. 



CHAPTER 5 

The Compatibility Equations for the Strained Middle Surface 

5.1. THE KINEMATIC COMPATIBILITY EQUATIONS 

The local integrability condition, which was previously 

given in general fonm as 

a2 F a2F aF aF (see· {3.1.1.-4.}) a.6 1 a.6 2 o.6 2 a.6 1 + Y1-- Y2- = 0 a.6 2 a.6 1 

= _1_ ag2 a(htg2) 
where Y1 -= g2 a-61 a-61 

Y2 1 ag1 a(fug1) 
=- -= 

91 a.6 2 a-62 

expresses the local independence of the integral of the function F 

from its path of integration. In this representation, the function 

F is understood to be any arbitrary scalar or directed quantity, as 

a point-function of the surface. Hence, this equation may be 

considered to represent a necessary condition to be satisfied, if 

F is to be a function of the surface. 

Inasmuch as this equation has been developed (§3.1.1.) for 

an arbitrary surface, it is then applicable to the deformed surface 

as a particular case of interest. Therefore, in the notation pertaining 

to that region, {3.1.1.-4.} appears as: 

..... {5.1.-1.} 
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= 1 
· aGz a (btG2 ) 

where rl "G;- ~ = as 1 

., a G1 a{tnG1 ) 

rz ="Gl aSz = as2 

This is obviously the same equation as before, with the exception 

that it now refers to deformed surfaces. 
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The operation of the integrability condition upon the 

function F, must prescribe the relationships necessarily existing 

between the defining parameters of the surface (~ij' oKij' etc.) 

for the middle surface in the deformed configuration. The relation

ships found to exist between such parameters, via the same operation 

for the case of the undeformed surface, revealed the GAUSS and 

MAINARDI-CODAZZI Equations (§3.3.); such an operation for the 

deformed surface must, therefore, yield a similar result. Thus, it 

will be shown that the GAUSS and MAINARDI-CODAZZI Equations for the 

deformed surface, expressed in terms of the parameters of the 

undeformed surface actually represent the Eq~on6 o~ Kin~atie 

Compat£b~y on S~n4 in the middle surface of the shell.* 

Prescribing the arbitrary function, F, to be any vector 

V = V(S) = V tv associated with the surface, then· {5.1.-l.} becomes: 

a zv a zv + r a V r a V 0 aS 1aS2 - as2 aS 1 
1 as;-. z aSr = ..... . {5.1.-2.} 

The vector differentiation is accomplished with the aid of the modified 

' CESARO-BURALI-FORTI Vectors: 

* Particularly pertinent to the kinematic development, is the 
paper of L~BELL, F., 1929. (Also pertinent are the papers of 
HESSENBERG, G.~1925 and L.tlBELL.. F., 1927.) 
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nt -;::;t a~l -
= c1 + ~ E3 = K12E1 + K11El + 

a~l -
(K13 + a51)E3 

"51 -::+ a~2 -
+ K22~ + 

a~2 

= c2 + ~E3 = K21E2 (K23 + asz' r3 

Hl a~2 
The additive terms ~and asz represent the rates of change of 

the angle ~ 1 between I 1 and V and the angle ~ 2 between E2 and V, 

in order to preserve an integrable direction (of HESSENBERG), indepen

dent of any particular choice of integrable displacement. 

NOTE: The use of such additive terms to maintain 

an integrable direction has been discussed in §3.3. 

The expansion of {5.1.-2.} then proceeds as follows: 

{ a~, [ ;X, Ev + n! x V] - a~2 [ ;~, Ev + n1 x V] 

n,[;~2 Ev + ii! x v] - r2[;~, Ev + n1 x vJ} = o 

- (-;:;1"1 X ~ -E ) - [-;:;1"1 X (-;:;1"2 X m] + r 1~~2 EV + [r 1;:;'1"2 X V~ u a.;, 
2 

V u u v J 
0 

u J 

r2;~, Ev -hot x v)} = o 
re-grouping: 
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+ a~ X v +[nt X av Jr +[nt X cnt X v}- 2L nt X E as 1 
2 as1] v 2 1 ~ as1 2 v 

-[Qi X ~~JEV -[Qi X (n! XV)]+ r1ni XV 

which therefore reduces, through the integrability condition 

operating on (scalar) V, and through algebraic summation, to: 
-::-'1-

'::"1" l a ~ 1 [~ '::"!" l '::"!" 
(n1 X V~ - as

2 
X V - ~1 X (n2 X V~ + r1n2x \i 

..... {5.1.-3.} 

Since the sum of permuted cross-products vanishes 

i.e.: [~ X (n1 X V)] +[V X ("5i X n1)] +[n1 X (\i X ni)] = 0 

then the following substitution is employed: 

(n! X nt ) X V = [ ~ X (ni X V)] -[ nr X (~ X V)] 
and hence, {5.1.-3.} becomes 

[an! an! -=-t -=-t -::-t '::-'!" ] _ 
as1 - as

2 
+ r1~2 - r2n1 + ~z x ~1 x v = o 

This is satisfied for any aJLbLtluvuj V, if and only if: 
'::"!" '::-'!" 
a~z a~1 '::"!' '::"!' '::"!' . '::"!' 
asl- as2 + rlnz- r2nl + n2 x nl = 0 ••••• . {5.1.-4.} 

r 



-:::'!" "A'!" a ~ . 
Re-writing the expressions for ni in the form Ci + ~ r 3 , and , 
re-grouping, then {5. 1.-4.} becomes 

Now, as 

( ~ 1 + r 1) ( ~: I 3) ' [ (J 1 + r 1 ) :;: ] I 3 + :;: [ci x I,] 

and ( J2 + r2)(~: E,) =[~2 + r2) ~: ] I, + ~: [c1 x I,] 

then {5.1.-5.}is reduced to: 

{ (a~ 1 +r,) c1- (a~2 +r2) C\ + [(J, +r1 ) 

- [ ( a~2 + r 2 ) :; : ] f 3 - C\ x ·c1 } = 0 ..... 
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.{5.1.-6.} 

Since the quantity (~ 1 - ~2 ) represents the angle subtended by E1 and 

E2 , then let this angle be denoted by x12 • 

Hence, ~2 = ~1 '"' X12 ..... {5.1.-7.} 

A substitution of {5.1.-7.} into {5.1.-6.} then yields 

{ (ai, + r,) c1 - (a~2 + rz ) C\ + [(a~, + r,) :;: ] I, . 

- [ (a~2 + r2 ) :;: J r, - [(a~, + r, ) :~~2 ] E, - c1 x c1} • o 



where it is observed that the integrability condition, operating 

on ~ 1 • vanishes. Hence: 

Now, referring to the operator 

( aS1 + r1) a~2 ( ) = (a~z + r2 ) a~1 ( 
Then {5.1.-8.} appears in fina1 form as: 
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This equation must now be expanded to the full component form, 

in order that the three Equations of Compatibility may be extracted. 

Expanding to the full form, and taking the dot product with E1 , El 
and E3 (as these three vector directions are ~que}, then the 

resulting component equations appear as (respectively): 

[G~~2 
- K11K23 + r2K12) + (:;:

2 
+ K13K21 + r,K22 

-e;:1 
- K13K22 + r, K21) Cos X1~ = 0 

) Sin X12 

~:~~~ + K12K23 + r2K11) -(:~: 1 
- K13K22 + r, K21 ) 

-{:~:2 + K13K21 + r 1K22 ) Cos x 1~· 0 

G(aK13 aKz3 
~ aSz - as;-+ rzK13 - rl 

+ (K11K21 - K12K22 ) Cos 

- (KuKzz + K12K21 

Xl2] • 0 , 

..... 

Sin X12 

..... 

) Sin Xl2 

..... 

{5.1.-10.} 

{5.1.-11.} 

{5.1.-12.} 



These equations will now be written in terms of the 

kinematic parameters of the undeformed surface, via the following 

transformations 

Ku =Ku + OKll 

K12 = Kiz + oKlz 
ax12 

K13 = K13 + OK13 + ~ 
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..... {5.1.-13.} 
Kz1 = Kzl + OKzl 

axz1 
Kz3 = Kz3 + oKz3 + as;-

ax1z 
where all oK;j are as defined by {4.5.1.-4.}. The terms~ and 

axz1 
as

2 
(xlz = - xz 1} appear as the additive quantities, specifying the 

rate of change of the angle between E1 and Ei . However, as X12 

may also be expressed as the angle between e1 and e2 (of the undeformed 

system}, plus the change of this angle due to the detrusional 

rotations. then: 

X12 =- X21 = [ ~- (<hz + «Pz1)] 

thus. 
ax12 a(cplz + «Pz1l 
~ =- as 1 ..... {5.1.-14.} 
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Also, for the transformation of {5.1.-10.}, {5.1.-11.} and 

{5. 1.-12.}, the following approximations are made, in order to 

retain consistency with former developments: 

and Cos X12 =Cos [ r- ($12 + $21)] =Sin ($12 + $21)- ($12 + $21) 

Sin X12 = Sin [ i- C$12 + $21)] · = Cos C•12 + $21) - 1 

(as ($ 12 + $21) is a·very small angle) 

and finally, for r 1 and r2, 

1 
aG2 1 ag2 

r1 = Y1 + oy1 = G2 ~ = -g-· ().61 = Y1 
1 2 

1 aG1 1 ag1 
r2 = Y2 + oy2 = 

~ as;=g;- a.6 2 = Y2 

thus, (see §3.2.) 

and oy1 = 0 = oy2 if the same order of approximation is 

enforced throughout all developments. 

The replacement of {5.1.-13.},· {5.1.-14.} and the approxima-

tion listed above in {5.1.-10.} then produces the result: 

{ 
a K 12 a ( o K 12) a ( $12 + •2 1) a K 2 2 
a.62 + ().62 - KllK23 - Kll0K23 + Kll a.62 + K230Kll + ~ 

a(oK22) a(•l2 + •21) 
+ 



(where the second-order variations have been neglected.) 

Deducting from this equation, those terms which sum to zero by 

virtue of the MAINARDI-CODAZZI relations for the undeformed 

surface {{3.2.-10.}, {3.2.-11.},· {3.2.-12.}), and neglecting 

terms of the fourth order and higher, then the final form of the 

first Compatibility Equation appears as: 

} = 0 ...... 
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{5.1.;..15.} 

Similarly, the same substitution processes produce the 

other two Compatibility Equations (from {5.1.-11.} and {5.1.-12.}} 

as follows: 

{

a{oK23 )_ 

13.61 

+ K13[0K13 

...... . {5.1.-16.} 
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a2(<hz + <Pzd a(hz + <Pzd } 
+ a.6za.61 - Kz3 a.62 = 0 •••••• {5.1.-17.} 

Equations {5. 1.-15.}, {5.1.-16.} and{5.1.-17.} are therefore, 

the Equatlon6 o6 Compatlb~y o6 S~ in the middle surface, for 

the case of orthogonal parametric lines in the undeformed configuration 

of the shell. 

If these orthogonal parametric lines are coincident with the 

lines of principal curvature, then the geodesic torsions,K 12 and ~<: 21 , 

·vanish (§2.10.). Consequently, the Compatibility Equations simplify 

to the following forms: 

{ 
a(oK22) + a(ot<:12) [ a(hz + <Pz1) J 

- Kll OK23 + ~L2 a-6 1 a.6 2 OQ 

+ "13 [6•21- 6•12 + "22,.12 + .21)]} = 0 •••••• . {5.1.-18.1 

{
a(oK 11 ) a(ot<: 21 ) [ a(<P12 + <Pzd ] 

a-6 - a.6 + K22 oK13 - a.6 + K13 [ot<:zz - ot<:n] 
2 1 . 1 

+ "23 [6.12" 6•21 -•11,.12 + .211]} = 0 ...... {5.1.19.} 



5.2. THE SAINT-VENANT COMPATIBILITY EQUATIONS 

A unique strain tensor, e, is defined by a single-valued, 

prescribed, displacement function, u, by the relationship 
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= - 1 lau + ua~ e:- 7)-- ..... {5.2.-1.} 
~ - -ar ar 

That is to say, so long as the prescribed u is a continuous, single

valued vector point-function {apart from arbitrary r1gid-body 

displacements), then the strain tensor is unique. 

If, however, it is considered that in {5.2.-1.}, the strain 

tensor e is prescribed and it is u which is sought, then there must 

exist certain relations between the components e:ij' in order that 

it might have been produced from a single-valued u. A prescribed, 

single-valued u thus defines a unique ~' but the converse is not true. 

Obviously, the relations between e:ij must emanate from {5.2.-1.}, 

yet such relations must not contain u explicitly. Consequently, the 

condition to be imposed upon e which guarantees the existence of the 

single-valued unique displacement field is obtainable from the strain 

tensor definition· {5.2.-1.} by a formal elimination of u from this 

relationship. 

This is accomplished by taking the "double curl" of £ 

VIz : a x ~ x a = a x ~ [au + u a .J x ..!_ = o 
ar ar ar ar ar ar 

which is equal to zero, regardless of the actual value of u, as Curl 

Grad u = ~ x au = 0. It is then obvious that if the strain tensor 
ar ar 
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= e is prescribed and satisfies the equation 
- a = a 
Q= -=xex-==0 

ar ar 

then this equation will, in turn, prescribe the relations existing 

between all eij' such that£ is defined by a continuous, single

valued displacement field. 

For example, for a rigid-body displacement 

u = u* + <~>* x r 

where cp* t- ~*(r} denotes a sma 11 rotation vector and u* t- u*(r") 

denotes a constant displacement, then 

= - 1 [au + uaJ - 1 [au* + u*a] e-----2--
2 ar ar ar ar 

+ [<•* x r) ,'r J 

= ~* X :~+t:~ X O*] 
= L<P * X l J + [ T X <P *] = 0 

This demonstrates that the rigid-body displacement has no effect 

upon the strain tensor -- a result which is intuitively obvious, 

in any case. 

The tensor 

Q = a = a -xex-=0 
ar ar 



is called the Local Kin~c SAINT-VENANT Compatib~y T~on. 

This tensor is symmetric (i.e., Q: Qc)' a fact which will be 

presently shown to lead to interesting results. The symmetry, 

although somewhat obvious, may be demonstrated as follows: 
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Consider any symmetric tensor, ~' not nec~~~y compo~ed on the 

gnad£ent o0 a vecton p~ ~ conjugate (as is the strain tensor), 

but simply any symmetric tensor. Then, representing ~ as the sum 

of two other tensors, one of which is the conjugate of the other: 

(say) 

then a = a 
-::x~x-:: 
ar ar 

= = = 
~ = a + a c 

a - - a 
=- x (a+ a ) x-

ar c ar 

[
a .=] a = ar x a x ar + [ a x a J ar c 

a x-
ar 

xa +(axa)x.l_ 
ar ar ar 

thus, if ~ is a symmetric tensor, then (~ x ~ x 1._) will also be 
ar ar 

a symmetric tensor. 

Returning to the original tensor under consideration 

VIZ: - a = a Q = Q •• e-. e-. = - x e: x- = o 
lJ 1 J ar . or 

(i,j = 1,2,3) 

it is seen that if the strain tensor for a parallel surface were 

subjected to the application of the operator a 
ar 

x ( ) from both 
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sides, and the quantity a 3 (see 94.6.) were set equal to zero, then 

the resulting equations would be the Compatibility Equations for 

middle-surface strains. 

It has been demonstrated that for a para 11 el surface of 

the shell (a 3 1 0), the directed derivative assumes the form: 

a 
ar 

\vhere a1 

({4.6.-6.}) 

The strain tensor for a parallel surface has also been calculated 

({4.6.1.-10.}), and is given by 

= 
e:: 

or, retaining the symbolic form for the present, . 
-
e: = e:11e1e1 + e:12 e1e2 

-- --+ e:21e2e1 + e:22e2e2 

where e:;j are given by the corresponding coefficients of the tensor 

directions in the expanded form (above). 

Applying the directed derivative in cross-product to ~ 

(in symbolic form) ond evaluating the vector derivatives with the aid 

' of the CESARO-BURALI-FORTI Vectors 



i.e.: 
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(Orthogonal Parametric 

Lines) 

then a tensor P will result, where 

- a = P = P .. e. e. = - x e: 
lJ 1 J ar 

One further application of the directed derivative will then yield 

the desired result, 

Q = Qij e1ej =[P x ,';)=[:r x ~ x :r]= 0 

A typical operation of the first step (to obtain P) is 

as follows: 

- a -- a(e:21e2e1) 
a1e1 a~ 1 x e:21e2e1 = a1e1 x a.61 

[ a101 X 
ae:21 __ 

+ a1e1 
ae1 

= a:61 e2e1 x e:21 a.6 1 e 1 

ae1] 
+ a1e1 x e:21 e2a41 

= [ al:::l (01 X e2) 01 + al£2101 X (Cl X 01) 01 

+ a1£21(01 x e2)(C1 x 01l] 

[
ae:21 

= a1 ~ e3e1 - e:21K12 e2e1 - e:21K11 e3e3 

+ e:21K13 e3e2) 

Performing twelve of such operations and accumulating the coefficients 

of the tensor dyads, reveals the tensor: 



+ Pue1e1 + pl2el e2 + P13e1e3 

p = + P21e2e1 + P22e2e2 + P23e2e3 

+ P31e3e1 + P32e3e2 + P33e3e3 

.a2 (e 11K12 ) 
0£21 

where: Pu = - + e21K22 - oa3 

a2(e12K21 ) 
0£22 

pl2 - - + E22K22 - aa;-

pl3 = 0 
oe: 11 

p21 = a1(e:11K11 .. E21K12 ) +--oa3 

a1(e 12K11 ) 
. 0£12 

p22 = .. E22K12 +-oa3 

p23 = 0 

p31 = 

Taking the transposed curl of P. 
i.e.: p X 2._ 

or 

produces the tensor. Q. Performing the twenty-seven operations 

required, and accumu1ating coefficients, the resu1t is: 
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= 0 

where (in terms of the former coefficients, pi j): 

aPlz 
Qu = az [ P12K22 - P33K21 + P11K21 J +-aa 3 

aP 11 
Ql2 = a1 (P33K11 + Pl2Kl2 - PllKll J -·-aa3 

aP22 
Q21 = az [Pz1Kz1 + PzzKzz P33KzzJ +-aa3 

aPz1 
Qzz = a1 [P2zK1z - Pz1K11 - P3 3K12J -a;;;-

r.. aPzz 
Qz3 = ~1 [ ·-P12K13 - Pz1K13 -~ + P32K12J 

aP21 Q 
+ a2 [ PuKz3 + a:.s-- PzzK23 + P31K22J 

' 2 

aP 33 aP 32 
Q 3 1 = a 2 ( p 32 K 2 2 + p 3 1 K 21 - ().6 2 ] + ac;;-

ClP33 aP 31 
Q32 = a1 (P32K12 - P31K11 + P33K12 + a:6l) - a-&"3 

r: aP32 
Q33 = ~1 [ P12K11 - P22K12- a:f'l- P31K13 ] 

ap 31 ;\ 
+ az [-P11K21 - PzlKzz - P32K23 + a.6 2 + P33K21J_; 

Since Q is a zero-tensor, and since the tensor dyads, eiej• 
' 

are unique, then each of the coefficients, Qij' must vanish separately 

in order for Q to vanish. This produces 9 scalar equations (as 

components of the tensor), of which only 6 are unique, as the tensor 

a is symmetric. 
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Substituting the values of a1 , a2 , and Pij into the expressions for 

the coefficients in the tensor a and setting each such coefficient 

equal to zero, reveals the following results: 

(1) From Q11 = 0 

(2) From Q12 = 0 

[ (K11 - K22) [(K11 - K22)(~12 + ~21) - (oK12 + OK21)J 

(3) From Q13 = 0 

{ 

a(oK 22 ) + ]_ [ a(oK 12) _ a (oK 2J J 
().6 1 2 ().6 2 ().6 2 

+ K13[0K21 - OK12+ ~ (K22 - K11)(~12 + ~21)] 
aK21 

+ K23[0K22 - OK11+ K21(~12 + ~21)) - ~11a.6 2 

[a(~12 + ~21) a~11 · J 
+ K21 (),61 - 2 ().62 + 2K13~11 

()~22 
+ Kll [K23,~ll - ~22) - -] 

1 [ ()K21 :.6 ~K22 ] } 
+ 2 (h2 + ~21) ().61 ().62 = 0 

..... 

••••• 

{5.2.-3.} I 

{5.2.-4.} 



(4) From Q21 = 0 

[ (K11 - K22) [(K11 - K22)(~12 + ~21) - (0K12 + oK21)J 

+ K12[2K22C~22 - ~11) - 2K11~22 + 2(oK11 + oK22) 

+K21(h2+~2dJ] =.Q ..... 
(5) From Q22 = 0 

(6) From Q2 3 = 0 
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{ 5. 2.-5.} 

{

a (oK 11 ) + 1 [ a(oK 12) _ a(oK21> J 1 a(h2 + 4121) 
a~2 '2" a~1 a~1 + 2 (Kz2- Ku) a~l. 

dK12 
+ K13(0K22 - OK11+ K12(4112 + 4121)] + ~22 ~ 

1 
+ K23[oK12 - oK21+ I (Kzz - K11)(4112 + 41z1)] 

[ 
a(hz + ~21) a~22 ] 

+ K12 ~ a~ 2 + 2 ~ + 2Kz34122 

a~ll 
+ K22 [ K13(~11 - ~22) - d~ 2 ] 

- ~ (~12 + ~21) [ :::
1 

+ ::
2
]} = 0 ..... . {5.2.-7.} 

(7) From Q31 = 0 



aK22 
+ K23[0K22- ciK11 + K21C<h2 + <l>2d- K22<1>22J- <l>22a:3'1 

[
1 a C<P12 + <1>21) a<Pn 

+ K21 2 a41 - 2 a42 +~<13 (<Pn - <1>22) + 

a<j>22 1 [ aKll aK22J} 
+ K 11 [K23<1>11 - ~] + 2 (<1>12 + <1>2d a62- a62 = 

(8) From Q32 = 0 

0 •••• 

{ 

a ( o K 11 ) + l [ a ( o K 12) _ a ( o K 2 1) ] 1 a ( h 2 + <1>2 1 ) 
a-6 2 2 a-61 a-6 1 + 2 ( K22 - K 11) a4 1 

dK21 
+ K13[0K22 - OK11 + K12C<I>12 + <1>21) + K11<l>11]+(<1>11 - <1>22) ~ 
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{ 5.2.-8.} 

+ <23[6<12 - 6<21 + C<22- KJJ)(~!2 + ~21lJ- <22[<13~22+ :::!] 

[ 
a(h2 + <P2d a<Pn a<t>n] 

+ K12 - ~ o-6
2 

+ 2 ~ + K23(<1>22 - <1>11> .. ~ 

1 [ aK22 dK11] aKll } 
+ 2 Ch2 + <1>21) a:fl-~ ~ <Pna62 = 0 ••••• · {5.2.-9.} 

1 .. a
2.(h2·+· ~2d 

.. '2" a-61 a-62 
1 

-2 
o 2 (~12 + ~21> 

a42 a-61 } • 0 ... ~{5.~.-10.} 



Each of these equations {£5.2.-2.} to {5.2.-10.}) is a 
11 compatiblity equation .. in the sense that each prescribes a 

relationship,differential or otherwise, which must exist bebteen 

the components of the original strain tensor. However, equations 
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{5.2.-2.} (from Q11 = 0), {5.2.-3.} (from Q12 = 0), {5.2.-5.} (from 

Q21 = 0) and {5.2.-6.} (from Q22 = 0) are algebraic equations and 

are thus classified as identities.* Therefore, equati.on6 {5.2.-4.} 

(from Q13 = 0) {5.2.-7.} (from Q23 = 0) and {5.2.-10.} (from Q33 = 0) 

Me the Compatib.<.Uty Equ.a.tion6 o6 AUddl.e SWL6ac.e StluU.n6 which 

have been sought. As was previously noted, the equation resulting 

from Qij = 0 will express the same relationship as the equation 

resulting from Qji = 0, due to the syrrmetry of the tensor 0. This 

gives rise to the following interesting result. 

Any component, Qij' may be set equal to any other component, 

Qrs' since each has the value of zero; in most cases, the result 

of setting one component equal to another would yield merely a 

combined form of results which have already been obtained ({5.2.-2.} to 

{5.2.-10.}). However, in the case of the components which are equal 

by symmetry considerations, the setting of one equal to the other might . . ' 

reasonably be expected to produce a result which is not a combined 

form of both. (This is anticipated by virtue of the fact that the 

forms of such components are quite similar, yet not identical). 

Pursuing this investigation produces the following results: 

* A substitution of the more primitive forms of the quantities 
employed in these equations causes the equations to vanish identically. 
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..... {5.2.-11.} 

+ <23022] } = 0 {5.2.-13.} 

One further equation suggests itself, from the fact that the fonns 

of {5.2.-2.} and {5.2.-6.} are similar (although these are not equal 

by symmetry). Consequently, 

From Q 11 = Q22 

..... . {5.2.-14.} 

Equations {5.2.-12.} and {5.2.-13.}, through the use of 

· {5.2.-14.} (as the primary substitution) and the application of 

previo~sly-developed transformations, produce the set of equations: 
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..... . {5.2.-15.} 

..... {5.2.-16.} 

It is then observed that equations {5.2.-15.} and {5.2.-16.} are 

identical with equations {3.2.-11.} and {3.2.-10.} (respectively), 

which are the t-1AINARDI-CODAZZI Equations for the undefonned surface. 

Thus, the SAINT-VENANT compatib~y equation6 contain the MAINARDI

CODAZZ I equa.:Uon6 {}on the u.ndefioJtmed .ouJtt)a.ce l.mp.Uclii.y, as the 

transfonnation identities requisite to comply with the symmetry 

condition of the tensor Q (or its zero value). 

In the case that the orthogonal parametric lines are coin

cident with the principal lines of curvature (i.e.: the geodesic 

torsions, K12 and K21 , vanish), then a cursory inspection of {5.2.-12.} 

and {5.2.-13.} shows that the appropriate MAINARDI-CODAZZI equations 

appear without further manipulation. For, in such a case, it is 

observed that the MAINARDI-CODAZZI equations are not coupled. 

It is to be noted that the expression 

a = a -xe:x- =0 ..... {5.2.-17.} - -ar ar 

may be considered as an integrability condition. If, for example, 

an infinitesimal displacement, u, is considered as* 

clU = dUo + ar• ~ + ar. ~ 
* See Appendix A for a discussion of the kinematic representation 

of.deformation. 
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(where duo represents rigid-body translation, e denotes the strain 

tensor, and ; designates the rotation tensor) then the displacement 

u may be found as 

. Li = u. + J.r clr·~ + r clr· ~ 
ro .Jro 

or a x u ) 
ar 

Thus, dr·~ must be an integrable differential form, and the 

requirement {5.2.-17.} specifies this. 

5. 3. A COMPARISON STUDY OF THE COt~PATIBILITY EQUATIONS OBTAINED 

BY VARIOUS AUTHORS 

The methods employed and the results obtained for compatibility 

equations by various authors wi 11 now be considered, \'lith a view toward 

the extablishment of the position of the results of §5. 1. and §5.2., 

relative to the "standard" works on the subject. The authors selected 

for purposes of comparison are: GOL'DENVEIZER, NOVOZHILOV, PEISSNER 

and VLASOV. There is a multiplicity of authors who deal with the 

question of compatibility, but the four mentioned above are selected 

for the reason that they deal with this question at approximately the 

same (unsophisticated and detailed) level of discussion. 
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5.3.1. The Compatibility Equations of GnL 1 DENVEIZER 

G0L 1 DENVEIZER, in 1953, produced a set of compatibility 

equations by applying the integrability condition to two separate 

vectors' u and n, where he termed the former, the "vector of elastic 

displacement" and the latter, the "vector of elastic rotation". U, 
in the notation used in this work, is the displacement vector of 

Chapter 4, u = U0 + a 3e3 , while n could be expressed as 

[-~23el + ~13e2 +} (~12 - ~21)e3]. Applying the integrability 

condition as a mathematical, rather than a physical criterion, 

i.e.: 

and 

GOL 1 DENVEIZER then obtained six "equations of compatibility". He 

noted however, that only the first three of these ( {5.3.1.-1.}, 

· {5.3.1.-2.},{5.3.1.-3.}, below) are equations of compatibility, 

as the remaining three are identities. These six equations appear 

as: 

~: (Bx2 ) + 2A ~2) - .1_ (A-r (
1
)) - ~ X1 + AB [~ + ~J=o 

a.... as as aa R• R 
1 12 

.... {5.3.1.-1.} 

a (2) aA a aB (1) [r;1 r;2 ] . 
-~ (BT ) --x2 +-~s (Ax1) --;,-T - AB- +- = o ... {5.3.1.-2.1 
oa as o oa R• R 2 12 

[ 

X2 X 1 (l) (2) J 
AB RT + ~ + T R~2 T - aaa (Br;2) + :a (Ar;I) = o .•.. {5.3.1.-3.} 
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- -a ( Bw (2)) a A a (A ) a 8 (1) __ O 
a a + as e:2 - as £I + ~ w + ABz; 1 ..... { 5.3.1.-4.} 

a: ( Be:2) 
+ aA s2) - 1._ (Aw (1) ) aB + ABz; 2 = 0 

as as -a-aq ..... {5.3.1.-5.} 

(2) (1) 
(2) (1) E1 -e:2 w w 

T + T - Ri -Rr + 
R12 

= 0 ••••• { 5. 3. 1 • -6.} 

If these six equations are transformed into the notation used in this 

work*, they appear respectively as: 

a(8K 22 ) a(8K 12 ) 
().6

1 
+ ().6

2 
+ K13[8K21 - 8K12 + K22,~12 + ~21)] 

dK21 
+ K23[8K22 - 8K11 + K12(~12 + ~21)] - (~12 + ~21) ~ 

a(~12 + ~21) a(~12 + ~21) 
+ K21[8K13 - ] - K11[8K23 + ] a.o 1 a.o 2 

dK12 
+K2~[8K12 - 8K21 - K11(~12 + ~21)] + (~12 + ~21) ~ 

a(h2 + h1) 
+Kl2[8K23 + d.62 ] + K22[0Kl3 

= 0 ...... 
* See Appendix B for notation transformations. 

= rY {5.3.1.-7.} 

{ 5. 3. 1.-8.} 

{5.3. 1.-9.} 
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= n .. £5.3.1.-10. 

= 0 .... {5.3.1.-11. 

A comparison of the kinematic compatibility equations, as 

obtained in §5. 1., with these equations of GOL'DENVEIZER shows the 

following correspondence. 

1) Equation {5.1.-15.}, through the use of BONNET's Theorem {2.13.1.-1}, 

becomes identical with {5.3.1.-7.} above. 

2) Equation {5.1.-16.}, through the use of MAINARDI-CODAZZI Equation 

{3.2.-10.}, becomes identical with {5.3.1.-8.}, above. 

3) Equation {5. 1.-17.}, through the use of the Integrability Condition 

· {3.2.-4.} (operating on ~ 12 + ~21 ), becomes idential with {5.3.1.-9.} 

above. 

A comparison of the SAINT-VENANT compatibility equations, as 

obtained in §5.2., with these equations of GOL'DENVEIZER shows the 

following correspondence. 

1) Equation {5.2.-4.} (from Q13 = 0), through the use of BONNET's 

Theorem {2.13.1.-1.} and transformation identities {5.3.1.-12.} and 

· {5.2.-14. }, becomes identical with {5.3.1.-7.} above. 

2) Equation· {5.2.-8.} (from Q31 = 0}, through the use of BONNET's 

Theorem {2.13.1.-1. }, transformation identities {5.3.1.-12.} and 

. {5.2.-14.}, and r·1AINARDI-CODAZZI Equation· {3.2.-11.}, becomes identical 

with {5.3. 1.~7.} above. 
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3) Equation {5.2.-7.} (from Q23 = 0), through the use of BONNET's 

Theorem {2.13. 1.-1.} and transformation identities {5.2.-4.} and 

{5.3. 1.-12.}, becomes identical with {5.3.1.-8.} above. 

4) Equation {5.2.-9.} (from Q32 = 0), through the use of BONNET's 

Theorem {2.13.1.-1.}, transformation identities {5.3.1.-12.} and 

{5.2.-4.}, and MAINARDI-CODAZZI Equation {3.2.-10.}, becomes identical 

with {5.3. 1.-8.} above. 

5) Equation {5.2.-10.} (from Q33 = 0), through the use of trans

formation identities {5.3. 1.-10.} and {5.3.1.-11.}, and the Integrability 

Condition {3.2.-4.} (operating on ¢12 + ¢21 ), as well as B0NNET's 

Theorem {2.13.1.-1.}, becomes identical to {5.3.1.-9.} above. 

It is therefore concluded that the kinematic equations, the 

SAINT-VENANT equations and the GOL'DENVEIZER equations all represent 

different forms of the same Compatibility Equations for the Strained 

Middle Surface of a shell. 

NOTE: GOL'DENVEIZER's equations of 1953 agree with 

his results of 1939, at which time he obtained equations 

of a different form by applying formal variational 

procedures to the MAINARDI-CODAZZI and GAUSS Equations. 

5.3.2. The Compatibility Equations of NOVOZHILOV 

NOVOZHILOV, in 1951, produced a set of compatibility equations 

by applying the integrability condition (as a purely mathematical 

criterion), separately, to the vectors, R, e', et, and e2. In the 
n 

notation used in this work, these vectors would be written as R, t 3 , t 1 
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and E2 , respectively. From the twelve scalar equations (some of 

which, are identities) which result from the operation of the integr

ability condition on the four vectors, he concluded that groups of 

terms in some equations were linear multiples of groups in other 

equations. Setting these groups equal by eliminating the linear 

multiples, he then obtained several identities (which are not given) 

and three equations shown below ({5.3.2.-1.}, {5.3.2.-2.} and 

{5.3.2.-3.}). 

_a_(AlKl)-
aA 1 a (A2 -r) aA2 w 

aA2 __ l_[ a(A1e 1 ) 
K2 -- ocq -· -+ R1 aa 1 R2 aa2 aa2 aa2 aa1 

a (A2w) aA 1 J 
aal e:2aa2 = 0 {5.3.2.-1.} 

_a_(A21<2)-
aA2 a(A1-r) aA 1 w aA, 1 [ a(A2e:2) 

Kl- - aa2 - T-+ R2 aa2 - lf1 aal aa1 aa1 aa2 

..... . {5.3.2.-2.} 

If these three equations are transformed into the notation 

employed in this work*, they appear respectively as: 

* See Appendix B for notation transformations. 



151 

{

3(oK 11) 3(oK 12 ) 

3.02 + 3.01 + Kl3[0K22-
1 

oK11J + 2K23[oK12 - 2 K11(~12 + ~21)J 

3Kll 

- (<1>12 + ~21) -- K11 3.0 1 

3(~12 + ~21) [ 3~11 
3.01 - K22 3.02 

..... 
3~22 

{5.3.2.-4.} 

{5.3.2.-5.} 

a.61+ K23(~22- ~11) 

1 
- 2 

NOTE: The absence of any geodesic torsions, K 12 or 

K21 , is easily explained by the fact the NOVOZHILOV 

c.on.o-i.de.IL6 only .the. c..a.o e. .tha-t .the. olt.thogonai. pa.Jtame;tiU.c. 

.Une..o Me c.o-i.nude.n.t w.Uh .the. Une..o o t) p.tU.n.upai. 

~va.t~e.. The geodesic torsions vanish for such 

a case, as previously noted. 
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A comparison of the kinematic compatibility equations, as obtained 

in §5. 1., with these equations of NOVOZHILOV shows the following 

correspondence (where K12 and K21 are set equal to zero in the 

kinematic system, so as to be comparable to NOVOZHILOV•s system}. 

1) Equation {5.1.-18.}, through the use of transformation 

identities {5.3. 1.-10.} and {5.3.1.-12.}, and MAINARDI-CODAZZI 

Equation {3.2.-14.}, becomes identical with {5.3.2.-5.} above. 

2) Equation {5. 1.-19.}, through the use of transformation identities 

. {5.3.1.-11.} and {5.3.1.-12.}, and MAINARDI-CODAZZI Equation {3.2.-13.}, 

becomes identical with {5.3.2.-4.} above. 

3) Equation {5.1.-20.}, through the use of transformation identities 

{5.3.1.-10.} and {5.3.1.-11.}, and GAUSS Equation {3.2.-1~.}, becomes 

identical with {5.3.2.-6.} above. 

A direct comparison of the SAINT-VENANT compatibility equations 

with these equations as obtained by NOVOZHILOV will not be undertaken, 

as it has been shown that the kinematic equations and the SAINT-VENANT 

equations differ only in form. Hence, as the kinematic equations agree 

with NOVOZHILOV's equations, so must the SAINT~VENANT equations. 

5.3.3. The Compatibility Equations of REISSNER 

REISSNER, in 1965, produced a set of compatibility equations 

by showing that the coefficients of four stress functions in his 

"work equati on't must vanish. The four expressions so obtained are 

his compatibility equations, which appear as 
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[ (a1Y1),2 - (a2Y2),1] 

••••• {5.3.3.-1.} 

=[~-~] R11 R12 
..... {5.3.3.-2.} 

. [+-
R12 

..... . {5.3.3.-3.} 
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. {5.3.3.-4.} 

If these four equations are transformed into the notation 

used in this work* and, as REISSNER requires (for comparisons), 

11 make the assumption of no transverse shear deformation, that is, 

set y 1 = y 2 = 0 ••• 11
, then the equations appear respectively as: 

~K21 + oK12 + (K22 - K11H<P12 + <P21) + K12C<Pu - <P22TI= 0 . .£5.3.3.-5.} 

{ 
a [ a<P11 1 a(h2 + <P21)] 

a.o2 K13(<P22 - <Pn) - K23C<P12 + <P21) + a.o 2 - 2 a.o 1 

a [ a<P22 1 a(h2 + <P21)] 
+ a.o 1 K 13 ( <PI 2 + <P 2 1 ) + K 2 3 ( <P 2 2 · - <P 11 ) + "[61 - 2 a.o 2 

+< 22 0K 11+ K!10K22 + <12 (0< 12 - 0<21 )} = 0 ..... {5.3.3.-6.} 

1 . aKll acp22 
- 2 (cpl2 + <P21) d.6

2 
- K11[K23(<P22 - <P11) + K13(<P12 + <P21) + ~] 

- K12[KJ3(022 - Oil) - <23(012 + 021) + ::~ 1 J} = 0 {5.3.3.-7.} 

* See Appendix B for notation transformations. 
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{

a(oK 11 ) a(oK21) 1 
a~ 2 - a~ 1 - Kz3[6Kz1 - 6K12 +I (Kzz + K11)(~12 + ~21) 

1 aK12 a(<P12 + <P21) 
+ K 1 3 ( 0 K 2 2 - 0 K 11 ) + 2 ( h 2 + <P 2 1 ) a:r;- + K 12 a~ 

2 

1 3Kz2 a~ll 
-I (~12 +<P21) ~ -K2zCK13C<P22 - ~11) - Kz3C<P12 + <P21) + 3~ 2 J 

- KJ2l<z3(~22 - ~n) + <13(h2 + h1l + :;~2 ]}= 0 {5.3.3.-8.1 

REISSNER concludes that this system of equations "differs from the 

system of three such equations as given by NOVOZHILOV •••• [but] 

agrees with four equations which may be obtained from the six 

equations •••• of GOL'DENVEIZER's text". 

T~ would not appea4 to be the ca6e, for a comparison of 

REISSNER's equations {5.3.3.-5.} to {5.3.3.-8.} with GOL'DENVEIZER's 

equations {5.3.1.-7.}, {5.3.1.-8.}, {5.3.1.-9.} and {5.3. 1.-12.} 

(by means of MAINARDI-CODAZZI Equations {3.2.-10.} and {3.2.-11.}, 

and transformation identities {5.3.1.-10.} and {5.3.1.-11.1) shows 

that although the terms appear to be the same, there exist differences 

in the signs of the terms. For example, compare REISSNER's equation 

{5.3.3.-5.} to GOL'DENVEIZER's equation {5.3.1.-12.}. It is noted 

that these expressions are identical, save for the sign of the term 

KI 2 (<P 11 - <P 22 ); all attempts to transform the forms, in order to 

eliminate the differences, fail. 

Furthermore, it is known that GOL'DENVEIZER's and NOVOZHILOV's 

results do agree, except for the fact that NOVOZHILOV considers the 
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parametric coordinates to be coincident with the lines of principal 

curvature; i.e., the results of GOL 1 DENVEIZER simplify to those 

of NOVOZHILOV for K12= 0 = K21 • 

It is therefore concluded that the kinematic compatibility 

equations and the SAINT -VENANT compatibility equations do not 

agree with the equations as obtained by REISSNER. It is speculated 

that since these two former results agree with each other and with 

GOL 1 DENVEIZER 1 s results, there may well be typographical errors in 

REISSNER 1s paper. 

5.3.4. The Compatibility Equations of VLASOV 

VLASOV, in 1949, obtained a set of compatibility equations 

by a method analogous to that as employed by NOVOZHILOV. That is, 

VLASOV 11 eliminates the displacement terms 11 from the expressions for 

the longitudinal strain and detrusion terms, by differentiation and 

grouping to obtain similar quantities. (His results are not shown 

here for that reason). Furthermore, as VLASOV considers (very 

thoroughly) only the case that the parametric lines are coincident 

with the lines of principal curvature*, his results and NOVOZHILOV•s 

are therefore exactly equivalent. 

VLASOV noted that his results did not agree with GOL 1 DENVEIZER•s 

1939 results, as 11 the quantities •••• that we [VLASOV] have determined 

* In the supplement to the English edition of VLASov•s work, the 
author considers the equations of compatibility on the basis of the 
vanishing RIEMANN-CHRISTOFFEL Curvature Tensor for EUCLIDIAN space. 
Such a discussion is beyond the intended scope of this work. 
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have a different geometrical sense and differ from the analogous 

quantities derived by A. L. GOL'DENVEIZER ••• ". However, if the 

transformation identities, as enumerated for NOVOZHILOV's equations, 

were invoked, then VLASOV's results could be shown to become 

identical with GOL'DENVEIZER's (for the case that the latter's 

equations are reduced by setting K12 = 0 = K21 , of course). 

It is therefore concluded that the compatibility equations, 

as obtained by the kinematic approach, the SAINT-VENANT method, 

GOL'DENVEIZER, NOVOZHILOV and VLASOV all agree, even though the 

agreement must be obtained through a multiplicity of transformations 

in which all conceptual significance is destroyed. The equations 

of REISSNER evidently agree with none of the above-mentioned results, 

and attempts to rectify the situation fail -- leaving only the 

conclusion that REISSNER's paper must be plagued by typographical 

errors. 



CHAPTER 6 

The General Force and Moment Equilibrium Equations 

6. 1. THE FUNDAMENTAL SYSTEM 

In order to obtain the criteria for equilibrium, a 

genera 1 form of CAUCHY • s analysis is- pursued, as fo 11 ows. 

e z 

e A 
y l 

Fig. 6. 1. -1. 

cr n 

With reference to Fig. 6.1.-1., it will be observed that 

the elemental section of the continuum is considered to be in a 

state of dynamic equilibrium if 

-1 dmr + r rdv + r a dA = 0 m c Jv JA n n 
n 
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This may be expressed, through the use of the transformation 

dm=pdv, as: 

1 (1 - p r }dv + 1 7i dA = 0 
V c ~ n n 

By virtue of CAUCHY's Relation, 

VIZ: 

(where en is any surface normal, not generally 

identical with e3) 

then {6. 1.-l.}may be given in the form 

1 (f - p~ )dv + r e ·~d~ = 0 
v c jA n 

n 

..... 
where f = f 1e 1 + f2e2 + f 3e3 represents the body 

force intensity, 

p = 1v denot:s the mass density 

.u d2-
r = ~ designates the absolute acceleration 
c dt2 

of the centre of mass, 
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'{6.1.-1.} 

. {6.1.-2.} 

and cr = lelO'l + ezcrz + e3cr3] = eicri (sum on i = 1 ,2,3) 

cr11e1e1 + cr12e1e2 + cr13e1e3 

= +cr21e2e1 + crz2e2e2 + crz3e2e3 = cr1jeiej 

+cr 31 ~3e 1 + cr32e3e2 + 0'33e3e3 (sum on i,j=l,2,3) 



represents the ~tn~~ t~n6o~ which specifies 

the state of stress acting on the elemental 

section of the continuum under consideration 

(given arbitrarily in terms of the coordinates 

el, e2, e3). 

Equation {6.1.-2.} can be re-arranged somewhat, to give 

J. (f - o'Y. c}dv + 1 (endA.,Hi = o 
n 

or, as e dA = dA n n n 

then Jl(f- P~c)dv + 

v J d~ .c; = o 
A n 

..... 

Employing the GAUSS Divergence Theorem, which in operator form, 

is given by (among other forms) 

[ d7\, • ( l = L a: • ( ) dv 

·n 

then equation {6 1 -3 } becomes · ·L· cr _ p ~ ) dv + I a. cr dv = o 

or 

c ar 
v v 

I (1 - p ~ + a • 0 
) dv = 0 

c ar 
v 

..... 
(This equation will be presently employed as the basis of the 

Force Equilibrium Equations.) 
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{6.1.-3.} 

'{6.1.-4.} 



Returning to ~quatio~ {6.1.-1.}, 

i.e., -Jdm·~c+ Jtdv+ Jand\=0 
m v An 

and employing EULER's Law of Dynamic Equilibrium, it may be said 

that (with reference to Fig. 6.1.-1.): 

-J r X dm'~ + J r X fdv + J r X crndll = 0 C c . c · n 'h 
m v \ 

Introducing dm = pdv as before, then 

(f -P~ )dv +j r X o dA = 0 c · n n 'h 

An 

or (f • p~ )dv - fo X r dA = 0 c n n 'h 

An 

which, as e •cr = a , becomes n n 

J r x (7 - p; ) dv - J e . a x r dA = o c ·C n n n 
v . ~ 

or J rC X (T - P ~ ) dv - J (e dA ) • (a X r ) = 0 . c n n n 
v . ~ 

so ..... 
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{6.1.-5.} 

Once this form {{6.1.-5.}) has been obtained, the GAUSS Divergence 

Theorem becomes applicable and equation {6.1.-5.} becomes 
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J rC X (T • f)r )dV - 1 1._ • (~ X r)dv = 0 
c ar 

v v 

or ..... .{6.1.-6.} 

(This equation forms the basis of the Moment Equilibrium Equation.) 

Now having obtained equations· {6.1.-4.} and {6.1.-6.}, the 

specification is made that the problem to be considered, will be 

a .t>:ta.:ti.c. prob 1 em. This causes· {6. L ~4.} to reduce to 

1(f + a·~ .)dv = 0 ..... . {6.1.-7.} 
v ar 

and· {6.1.-6.} to reduce to 

1 a -rr: x r - - · (Ci x r) ]dv = o 
c ar 

v 
..... 

Finally, for 11 engineering 11 problems, the body force 

(self-weight) will be neglected for the present, and considered 

as an applied boundary load, after a solution has been obtained. 

This forces a further reduction of' {6.1.-7.} and· {6.1.-.8.}, 

respectively, to: 

and 

1 a:_~ dv = 0 
v ar 

1 a -- -= · (a x r) dv = o 
v ar . 

••••• 

••••• 

{6.1.-8.} 

{6.1.-9.} 

{6. 1.-10.} 



Thus, equatio~ {6.1.-9.}, above, prescribes the conditions 

necessarily existing in the continuum for the equilibrium of 

stress resultants and will therefore yield the "Force Equili

brium Equations 11
• Equation· {6.1.-10.}, above, prescribes the 

conditions necessarily existing in the continuum for the equili

brium of the stress couples about some (anb~y) point and 

therefore wi 11 supply the 11 Moment Equil i bri urn Equati ons 11
• 

6.2. THE FORCE EQUILIBRIUM EQUATIONS 

A segment of the shell with boundaries a 1 , (a 1 + d6 2 ), 

( 
J, ) h h . . d d . a2 , a 2 + uo1 , a 3 = 2 , a3 =- 2 1s now cons1 ere , as 1n 
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Fig. 6.2.-1. Since the volume integration has only one integral, 

the limits of which are definite (the integration over the 

thickness, h, in the a 3-direction), then equation· {6.1.-9.} 

may be given in the following convenient form. 

J i J
a30~0h/2 * * 

ar da3d62d61 = 0 

.6 * .6 * a3=-h/2 1 2 

..... {6.2.-1.} 

It is to be noted that the shell segment itself (Fig. 6.2.-1.) is 

infinitesimal in two dimensions and small but finite in the third; 

the element of this segment which is under consideration is, of 

course, infinitesimal in all three dimensions. 
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Equation· {6.2.-1.}, upon substitution of {4.6.-7.} then becomes 
· a3=h/2 

.)(" .)(" .)(". :~~ (1 + a3<11)(l+ a3<22lda,do2do1 = 0 {6.2.-2.) 

.6 1 .6 2 a3=-h/2 

And, as stated above, since this integration takes place over 

indefinite limits of 11.6 1
11 and 11.6 2

11 --which are not functions 

of a 3-- then the integrand of the 11 area integral .. 

VIZ: ~ ~ ( •••• )d6zd61 = 0 
.61 4z 

must vanish separately, in order that' {6.2.-2.} ·be satisfied. 

This requires that 
a3=h/2 

This will be written, in the following discussion as 

{6.2.-3.} 

l a•~ (1 + a3K11)(l + <X3Kzz}da3 = 0 . {6.2.-4.} 
a 3 ar 

the limits of the integration being understood to be a 3 = - h/2 

to a3 = + h/2. 



Having previously established (§ 4.6.) that for surfaces 

other than the middle surface, the directed derivative is given 

as 
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"({4.6.-6.}) 

then with the aid of this expression, {6.2.-4.} appears as 

da,·· I G;•~·~l lela! + e2a2 + e;o,] 
a3 
- a -- -- --+ n1e2·a42 [e1o1 + e2o2 + e3o3] 

+ nln2e3·a!3 [elol + e2o2 + e3o3~da3 = 0 ·····{6.2.-5.} 

where the short-form notation 

n1 = (1 + a 3Kll), n2 = (1 + a 3K22) 

· has been employed for conveni'ence. 

' The CESARO-BURALI-FORTI Vectors will be required for the 

vector differentiations in the expansion of {6.2.-5.}: 
ae

6 
__ 

(recall) a.&r.- Cr x e6 (no sum. r = 1,2; s = 1,2,3) 

where C1 = K12 e1 + K11e2 + K13e3 

C2 = -Kzzel + K21e2 + K23e3 

for the case of orthogonal parametric lines. 
ae

6 NOTE: Obviously, an expression such as aa
3 

= 0, 

as a 3 is a straight-line coordinate, and its 

DARBOUX Vector {§ 1.7.) is consequently zero. 
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' Expanding· { 6. 2. -5.} with the aid of the CESARO-BURALI-FORTI Vectors 

then yields 

= I (rr2 [ ::: - "13°2 + <1103] 
3 

[ Clo2 J + ~1 K23o1+ a~ 2 + K22°3 

+ "1"2 [ ::: J]d., = 0 
Further expansion into the component form of the tensor a is 

accomplished by expanding os as 

os = oSy ey (sum on y = 1,2,3) 

and performing the requisite differentiations. Grouping terms 

as coefficients of the vector directions, e1, e2, e3, yields 

dO 21 
+ K22o31~1 + K21o32~1 + a~ 2 ~1 + 

[ 
ao12 

+ K13(o11 - o22)~2 + K11o32~2 + ~ ~2 + K23(o12 + o21)~1 

Clo22 Cl032 ] -
+ Kzz(oz3 + o32)~1 - K12o13~2 + a42 ~1 + aas- ~1~2 ez 

+ [K11(o33 - o11)~2 + K22(o33 - a22 )~1 - K13o23~2 + K23o13~1 
aol3 ao23 Clo33 J-} 

+ K12o12~2 - Kz1o21~1 + ~ ~2 + a42 1T1 + aa3 ~1~2 e 3 d a3= 0 

..... {6.2.-6.} 



Now, as the vectors themselves are not functions of a 3 , 

and the integration is distributive to each term; and since all 

three vector directions are unique, then· {6.2.-6.} reveals three 

scalar expressions (the coefficients of the vectors) which must 

each vanish separately, after integration over a 3 • 

The integration of these coefficients is straightforward, 

except for those terms which contain derivatives of the stresses. 

Consider, for example, the integration of a term such as 

This expands to 

From the e1 - direction 

dK22 J J - "[61 o11 a3da3 .r Kll . o 13 (1 

a3 a3 

+ a3Kll)da3- K23Joz2(1.+ a3Kll)da3 

+ a3K11)da3 + a!
2
J0 21(1 + a3K11}da3 

a3 
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+ a3K11) ( 1 + a 3 K 2~da3 = 0 ••••• .{6.2.-7J 
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From the e2 -direction 

a J aK22 J J a¢1 012(1 + .a3K22)da3-~ o12a3da3+ K13 011(1 + a3K22)da3 

a3 a3 a3 

- K131 o22(l + a3K22)da3 + 2K231 o21(l + a3K 11 )da3 
a3 a3 

+ K22~ o23(1 + a3K11)da3 - K12J 013(1 + a3K22)da3 
a3 

+ a!
2 
J 022Cl + a3Kll)da3 

a3 

+ a!
3 
J 032(1 + a3K11)(l 

a3 

From the e3-direction 

- aKll J 
(l¢2 

a3 

+ a 3K22 )da3 = 0 ..... . {6.2.-8.} 

a3K22}da3 - K21j o21(l + a3K22}da3 

a3 

+ a!2 J 
a3 

+ a!3J ..... . {6.2.-9.} 
a3 

The use of the MAINARDI-CODAZZI equations ({3.2.-10.}, 

{3.2.-11.}) permits these three equations above to be written in a 

{

more convenient form, as follows. 

a! J onCl + a3K22)da3 + a! J 
1 . 2 

a3 a3 

o21 (1 + a3K11)da 3 + K11f o 13 (1 + a 3K22 }da3 

a3 
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- K23j a22(1 + a3Ku)da3 + K21j 0'23(1+ a3K11)da3 + K23 J au(l + C£3K22)da3 

a3 a3 a3 

- <13 j o 12 (1 + a3<22 )da, - <131
3
o21 (1+ a3<ulda3 + (::

2 
+ 2K 21K13)j oua3da3 

(:~~
3

+ 2K21K23)J., o12a3da3 + o, 1(1+ a3<n)(1+ a3<22l L,}= 0 {6.2~~10.} 

+ a3K22}da3 + J2 J a22(1 + a3Ku}da3 + K13j au(l+a3K22}da3 

a3 a3 

+ a3K11)da3 + K22J( 0'23(1 + a3K11)da3 - K12J( a13(1+a3K22)da3 
a3 a3 

+ a3K11}da3 + K231 0'12(1 + a3K22)da3 
a3 

+ (:~2 
+ 2K21<13)L

3
o12a3dc.3 - (:~ 1 

+ 2<21<23) L, o22a3dc.3 

+ o32 (1 + a 3K11 )(1 + a3<22lla,} = 0 

{ a! 1 j 013(1 + a3<22lda3 + a!2 J.,o23(1 
a3 

. {6.2.-11.} 

+ a3Ku}da3 + K12 J 0'12(1 + C£3K22}da3 -

a3 

+ a3K22)da3- K13~ 0'23(1 + a3K11)da3 

a3 

+ (::
12 

+ 2K21K13)1 a13a3da3- (::
21 

+ 
2 a3 1 

+ o33(1 + a 3<u)(1 + a3<22l Ia, }· 0 ..... . {6.2.-12.} 

These three equations, {6.2.-10.}, {6.2.-11.}, {6.2.-12.} above, 

are the equations of "Force Equilibrium" for any general shell. 
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Now, the quantities which appear in these equations admit 

physical interpretation, for the most part. With reference to 

·Fig. 6.1.-1., it will be observed that for a unit width of section 

at the middle surface (as considered), then a term such as 

J . au (1 +. a3K 22 )da3 

a3 

represents the integration of the stress o11 over the elemental area 

of the section. Hence, this integral represents the ¢~eh¢ nehultant 

for the stress o11 , taken over the cross-section. Referring to 

this integral as F11 (o), then the remainder of the quantities 

follows, to give the result: 

F11 (o) -1 o11 {1 + a3K22 )da3 
a3 

Flz{o) = J( olz(l + a3Kzz)da3 
a3 

F13(o) = J[ 0'13(1 + a3Kzz)da3 
a3 ..... . {6.2.-13'.} 

F22 (o) = J( o22 (1 + a3K11 )da3 
a3 

Fz3(o) = J( Oz3(1 + a3Kll)da3 
a3 

Furthermore, there is a physical interpretation for terms such 

as +h/2 

-h/2 
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Such terms are seen to be the boundany 6once6 acting on the shell. 

This is easily seen by the interpretation of o3i itself -- the 

stress on the surface of the element, the normal to which is e3, 

and acting in the i -direction. Then, as the quantity [ ( 1 + a3K 11 ) x 

(1 + a3K22 )] represents the surface areas (when a3 = h/2, a3 = - h/2 

are inserted as limits), the entire quantity o3i (1 + a3Ku)(l + a3K22) I . 
"3 

becomes the 11 algebraic sum of the boundary forces .. , or the net 

boundany 6once6. Referring to such terms asP;, then 

+ a3K22) I 
"3 

+ a3K22) I 
"3 

•• .'.{6.2.-14.} 

P3 = o33(l + a3K11)(l + a3K22) I 
"3 

Hence,· {6.2.-13.} and· {6.2.-14.} allow the equations of Force 

Equilibrium to be written in final form as: 

{
aF 11 (o) aF21 (o) [ 1 ] 

a~l + a~2 + KllF13(o)-K13 Fl2(o) + F2l(o) - 2K21 'a3011a3da3 

[ r J ClK12l + K23 Fn(o)- F22(o)- 2K24_3012a3da3 + K21F23(o) + a~2 a3crlla3da3 

- ::~ 1 J o12a3da3 · + P1}. = 0 ••••• . {6.2.-15.} 

"3 

{
aF 12 (o) aF22 (o) [ J ] 

a~l + a~2 + K13 Fu(o) - F22(o) + 2K21 ol2a3da3 
. a3 

+ <23 [ Fzt(o) + Ftz(o) - 2<zt~ oz2a3&.3 ] + <22F23(o) - <t2F13(o) 

"3 



..... 

{

aF13 (cr) + aF23 (cr) 
(3.61 . (3.62 

a3 

+ <2 3 [F13 (o) - 2<21j a23a3da3 ] ~ <11 F11 (a) - <22F22 (a) 

a3 

+ K12[F12(cr) + F21(cr)] 

A comparison of the form of these three equations with 

the kinematic compatibility equations '({5.1.-15.},· {5.1.-16.}, 
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{6.2.-16.} 

{6.2.-17.} 

· {5.1.-17.}) shows that the two forms display an exceptional similarity. 

TIU..6 -i.-6 w.,ua.Uy JtefieM.ed ~o a..6 :the -<S.ta.;U.co-geomwuca..t anai.ogy 

..<.n .6 hill ~heoJty. 

The similarity is even more pronounced in the case that the 

orthogonal parametric lines are coincident with the lines of principal 

curvature. In this case, the geodesic torsions,~< 12 and ~< 21 , vanish 

and the reduced form of the kinematic compatibility equations 

({5.1.-18.}, {5.1.-19.},· {5.1.-20.}) may be compared to the reduced 

form of the force equilibrium equations, below. 

+ 

..... {6.2.-18.} 
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aF12 (o) aF22 (a) 
+ Kl3(Fu(o} - F22(o}] + K23(F12(o} + F21(o)] + a.6 1 a.6 2 

+ K22F23(o} + p2 = 0 ••••• {6.2.-19.} 

aF13 (o) aF23(o) 
- K13F23(o} + K23F13(o} + 

a.61 Cl.6 2 

- ~c:uF11 (o) - K22F22(a) + P3 = 0 ••••• {6.2.-20.} 

6.3. THE MOMENT EQUILIBRIUM EQUATIONS 

Commencing with the previously-developed relationship 

1 a -- -::: ·(a x r)dv = o '({6.1.-10.}} 
v ar 

this may be expanded immediately as 

1 [ a·a - a = - J - -=- x r + -::: •a x !. dv = 0 
v ar ar 

. {6.3.-1.} 

where the underscored quantity indicates that the directed deriva

tive operates only on that quantity. 

However, 

usual. 

a=-= axr - •a x r =a • ..-.....;.~ ar - c ar 
where the subscr1pt c denotes the conjugate tensor, as 

The symmetry of the stress tensor requires that 

= = a= a 
c 



and so, a = a x r - •a X r = a • 
c ar 

= a x r =a,._..........._ 
ar 

However, the term a x r is the vector invariant of the 
ar 

identity tensor, ar = i, and is consequently equal to zero. 
ar 

There~ore,.{6.3.-1.} reduces to 

or 

1 .!:£. X r dy = 0 
ar 

1-. a•cr rx-
v ar 

dv = 0 ..... 
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. {6.3.-2.} 

Now, the position vector r to a parallel surface may be 

considered to be the sum of two other vectors: r~ which locates a 

point in the middle surface, plus the normal vector, a 3e3, from 

the middle surface to the parallel surface. Thus, 

Equation {6.3.-2.} then becomes 

I ..... {6.3.-3.} 

By precisely the same argument that was advanced for the Force 

Equilibrium equation, i.e., since the integration is definite only 

over the limits of a 3 , then· {6.3.-3.} reduces to (see §6.2.) 

1. I I I I I {6.3.-4.} 
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Since, however, r 0 ~ r 0 (a3) then {6.3.-4.} may be given as 

The first term of this equation vanishes, as the integral itself 

vanishes, being the "Force Equilibrium Equation" (see· {6.2.-5.}). 

This reveals the Moment Equilibrium equation in its most succinct 

form, as 

.... {6.3.-5.} 

Considerable effort in the expansion of this expression 

is saved, by considering that the quantity a•a ~1~2 has been 
ar 

expanded in the course of obtaining the Force Equilibrium equations. 

Thus, taking the cross-product of a3e3 with the expanded form of 

a•a ~ 1 ~2 (i.e., equation· {6.2.-6.}), and retaining the result as ar . 
the integrand of 1 ( )da3 , then {6.3.-5.} appears as 

1 { [ a3 ao 12 
a
3

- a3 K13(o11 - o22h2 + Kuo32~2 + ~ ~2 + K23(o12 + o21)~1 

d0"22 d0"32 ] -
+ K22(o23 + o32)~1 - K12o13~2 + 0~ 2 ~1 + aa;- ~1~2 e1 

[
.aoll . · 

+ a3 ~ ~2 - K13( 0 12 - 021)~2 + K11(o13 + 0 31)~2 + K23(cr11 - 022)~1 

00"21 00"31 ] - } 
+ K220"31tt1 + K210"23~1 + 0~ 2 tt1 + oa

3 
n1~2 ;e2 = Q {6.3.-6.} 

The third term originally found in the expansion of a·ott 1 ~2 , naturally 
ar 

vanishes as it was in the e3-direction, and the cross-product is 

taken wi·th e3• 



Since the vector directions e1 and e2 are independent 

of a 3 (and of each other), then for {6.3.-6.} to vanish, the 

coefficients of e1 and e2 must vanish individually. Therefore, 

performing the integration of these coefficients and setting 
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the results equal to zero (as for the Force Equilibium equations} 

reveals the ~wo following equations. 

- {a! 1 a3al2(1 + a3K22)da3 +a! 1 a3022(1+ a3Kll)da3 
1 a3 2 a3 

+ K13 f a3o11 (1 + a3K22)da3 . 
a3 

+ <23 1 a3a21(l + a3<u)da3 -I a23(l + a3<u)da3 - <12 Ja3"13(1 + a3<22)da3 
a3 a3 a3 

- K13~ a3o22(l + a3K11)da3 + K23J[ a3o12Cl + a3K22)da3 
a3 a3 

{6.3.-7.} 

••••• {6.3.-8.} 



where the form of these equations has been altered, by means of 

the MAINARDI-CODAZZI Equations ({3.2.-10.}, {3.2.-11.}), as was 

done for the Force Equilibrium equations. 

Now, just as the quantities£oij(l + a 3Krr}da 3 were 
3 . 
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observed to bear physical interpretation as stress resultants for 

the case of the Force Equilibrium equations; so the quantities 

in the two Moment Equilibrium equations above, allow a similar 

interpretation. 

Consider Fig. 6.3.-1., below. Here, the infinitesimal 

element of the shell is shown removed from the 11 Semi-infinitesimal" 

segment of the shell, as shown in Fig. 6.1.-1. The stress vectors 

o; are shown applied tothe element, although· only 01 = cruel + 

o12e2 + o13e3 is shown in detail, to avoid confusion. 

Fig. 6.3.-1. 



With reference to the system of Fig. 6.3.-1., it is observed 

that a quantity such as 

may be considered as 

This quantity is thus observed to be a 4tAe44 couple, as it is 

a moment, a11 (1 + a3K22 ) being multiplied by a distance (a3) and 

integrated over the region of action of au. A similar inter

pretation is possible for the remaining integrals of the same 

form; referring to such stress couples as Mij(a)~ and retaining 

consistent vector notation for the subscripts, then 

M11(a)e1 = -J[ a3a12(1 + a3K22)da3 e1 
a3 

M12 (a)e2 =~ a3a11 (1 +a3K22 )da3 e2 

M13(a)e3 =1 a3a13(1 + a3K22)da3 e3 a3 
M2l{a)e1 .= -1 a3a22{1 + a3Ku)da3 e1 
. a3 

~2 {a)ez = J[ a3a~1(l + a3K11)da3 e2 
a3 

Mz3{a)e3 = r a3a23(1 + a3Ku)da3 e3' Ja3 
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{6.3.-9.} 



There also exist quantities which have the form 

a3 o3i(l + a3K11 )(1 + a3K22 ) 
a3 

(i = 1,2) 

Such quantites are seen to represent the algebraic sum of the 

moments caused directly by the boundary forces (when the limits, 

a3 = h/2, a3 = -h/2 are inserted). This is quite obvious, since 

the term o3; represents the components of the vector o3 = o31e1 

+ o32e2 + o 3~3 in the tangent plane at the boundary (for i=l,2 

as above), while the quantity (1 + a3K 11 )(1 +_ a3K22 ) represents 

the area of the surface at the boundary (for a unit element of 

area at the middle surface). Denoting such terms as this by the 

symbolism, M;, then 

written as follows. 

equations {6.3.-7.} and {6.3.-8.} may be 

aM 11 (o) aM21 (o) [. 1 2 ] 
o-6 1 + ---:o::-.6-2-- "13 M12(o) + M21(o) + 2"21 a

3 
a3o12da3 
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••••• - . {6.3.-10.} 

[ M12(a) + M21(a) - 2<21 J a!a12da3] 
a3 

2 
a3o12da3 + M1 II 0 ••••• . {6.3.-11.} 



The close similarity between the form of these two 

equations and that of the kinematic compatibility equations 

is another illustration of the statico-geometrical analogy. 

As was noted for the Force Equilibrium equations, the analogy 

is even more pronounced for the case that the orthogonal 

parametric lines are coincident with the lines of principal 

curvature. In such a .case, the Moment Equilibrium equations, 

. {6.3.-10.} and {6.3.-11.} above, reduce to the following 

equations. 

aM 11 (a) aM21 (a) . J 
a~ 1 + a~ 2 - Jd 1 3 [ ~~ 12 (a ) + M2 1 (a ) 

NOTE: The conventional symbolism for the stress 

couples,. as used in many works on shell theory* 

VIZ: MaB(a) =JC3a3aaB (1 +a3Kii)da3 

has the inherent disadvantage that physical 

interpretation of such terms is exceptionally 

difficult. The direct notation, as employed 

in this work, permits immediate recognition 

of the physical significance of these terms. 

*See page 187. 
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6.4. THE CONSTITUTIVE COMPATIBILITY CONDITIONS 
-Since the expression for the strain tensor, £, showed 

the tensor to be two-dimensional (§4.6.1.), it becomes evident 

that a contradiction exists between this tensor and the stress 

resultant tensor 
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f(a) = f:.(cr) e.e.·=l 0" •• (1 + a3K )da3 e.e. (sum: i=l,2; j=l,2,3) 
~J ~ J ~J rr ~ J a3 

where all F .. (a) are as given by {6.2.-13.}. This 
~J 

contradiction arises over two terms, F13 (cr) and F23 (a} -- or 

in reality, over the two terms which form the basis of F13 (cr) and 

F23 (cr), namely a 13 and a23 • The strain tensor, as given by {4.6.1.-10} 

implies that such terms should not exist; the equilibrium equations, 

as given by {6.2.-15}, {6.2.-16.} and {6.2.:..17.} contend that 

such terms must exist for equilibrium to be satisfied. 

The most convenient resolution of this dilemma would appear 

to be as follows. Since the introduction of a three-dimensional 

strain tensor would contradict KIRCHHOFF 1 s Hypothesis, then assume 

that the strain tensor is two-dimensional, and that the kinematic 

KIRCHHOFF Hypothesis remains valid. On the other hand, a 13and a23 

will continue to exist, for satisfaction of the equilibriu~ equations. 

Thus, the appropriate solution to the contridiction is simply to 

admit that it exists and to say that the strain tensor is a good 

(linear) approximation to the true state of strain -- and that the 

terms neglected are small in comparison to the terms retained. 

This is, naturally, justified by the fact that the transverse strains 

would always be much less than the surface strains. 
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The Constitutive Compatibility Conditions, or the stress 

resultants and stress couples in terms of the strain parameter 

relations, can then be found in the following way: si nee e: .. 
l.J 

(i,j=l,2) is known, then F .. (a) and rt.(a) (i,j=l,2) can be found 
l.J l.J 

directly, Once these are known, Fi 3 (a) (i=l,2) may be determined, 

using the Equilibrium Equations as the vehicle of evaluation. 

Proceeding in accordance with the above, the expression 

for F11 (a) is obtained as follows. 

By definition: F1 1(a) =J[ a11(l + a3K22) da3 . {6.4.-1.} 
a3 

From the stress-strain relation for an isotropic, homogeneous 

HOOKEAN (linearly elastic) material, 

VIZ: 

or a . . e.e. = 2~e: .. e.e. + A(~:T)o .. e.e. 
l.J l. ) l.) l. ) l.) l. ) 

/ 

where ~ and A are the usual CAUCHY-LAt~E elastic 

constants 

then 

This introduces another unknown, e: 33 • This problem is quickly 

overcome, however, by making the assumption that a33 = 0, an 

assumption consistent with the discussion of the contradiction 

(above). That is, for surface structures, the cross-sectional 

surface stresses are much larger than the stresses normal to the 

middle surface. 

{6.4.-2.} 
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Thus a33 · = 0 = 2~e 33 + "(e11 + e22 + e33) 

A(e:u + e:zz) 
or 

or, as vE A = ........---.. ......... -:--..-(1 +v )( l-2v) 
• . - E 
' ~ - 2(l+v) 

where v 1 s POISSON • s Ratio 

then e33 = - ( 1 ~" )(eu + e22) ••••• {6.4.-3.} 

Consequently, from {6.4.-2.} and {6.4.-3.}, 

E vE ( + £22) = 1 £11 + £11 .. \) 

1 - v2 

so E + vezz] au = [eu 
1 .. \)2 

..... . {6.4.-4.} 

Equation· {6.4.-4.}, in conjunction with. {6.4.-1.}, gives 

. {6.4.-5.} 

strain tensor ({4.6.1.-10.}) 

VIZ: 
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into equation {6.4.-5.} above, reveals 

• { 1 ~ v2 L 1 + (13"11 
F11 (a) (4>11 + a3cSK11} 1 + Cl3"22 

da3 

+ vE f (<j>Z2 + «36<22ldc.3} 
1 - v2 

Cl3 

Carrying out the integration, and evaluating between the limits 

of a3 (+ h/2, - h/2) produces 

F11 (o) = 
/ 

Eh 
1 - v2 

[ <ll(<u<l>ll - <22<1>22 ) + 6<11 (<22 - <ul]} 

By a similar procedure, the other tenns, F12 (o}, F21 (o) and F22 (o) 

are evaluated as 
2 

F12(a) = ph [(•12 + •21) + 
h2 

- "22) + 
h4K11 

OK12'"11 - "22)] T2 OK12(Kll 80 

F 21( a) ph [<<1>12 + <1>21) + 
h2 

Kzz) + 
h 4K~ 2 

OKzl("n - <22) ] = T2 oKzl (Ku 80 

and without any essential difference in procedure, the stress couples 

appear as 



M12 (a) = 
{ 

Eh3 
12(1-v2 ) 

+ 
80(1-v2 ) 

h4K •• 
~~ Considering the insignificance of such tenms as 80 

186 

in the expressions for Fij(a) and of such terms as ~~~ or 

Eh 5 K •• 

_ __...JJ.._ in the expressions forM .. (a) (with respect to the other 
80( 1 - v2 ) ~J 

terms in these expressions) and considering also, for the case of 

F .. (a), that K11• 11 = Ki 2 • 22 ({5.2.-11.}), then these expressions 
~] 

above reduce to the following. 
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The remaining stress resultants, F13 (o) and F23 (o) may 

be obtained, if desired, by the substitution of the expressions 

for F .. (o) and M .. (o) above, into Equilibrium equations {6.2.-15.} 
~J ~J 

and {6.2.-16.} or {6.3.-10.} and {6.3.-11.}. 

NOTE: Often, in the literature of the subject, 

the indirect approach leads to the naming· of 

the stress couples in the following manner. 

M .. (o) = J <l 3o .. (1 + <l3K )d<l 3 
~J ~J rr <l3 

Thus, the following correspondence exists: 

This Work Other Authors 

+ M11(o) - r~l2(o) 

+ M12 (o) + M11(o) 

+ Ml3(o) + ~~r:;(o) 

+ ~·121(o) ;.. M22(o) 
I 

+ M22(o) + M21Co-) 

+ t42a(o) + M23(o) 



CHAPTER 7 

Conclusions 

The development of the general theory of thin elastic 

shells via the direct kinematic method provides the foundation 

for the derivation of the equations of local compatibility of 

middle-surface strains. This method is seen to provide a set 

of conceptually-motivated compatibility equations which do not 

require the use of special techniques or a p~o~ knowledge in 

their formulation. Thus, the "synthetic" approach to the 

development of such equations is eliminated and the general 

theory of shells benefits from increased coherence as a result. 

To the author•s knowledge, such equations have not been derived 

by the kinematic approach before this time. Some difficulty 

was originally encountered in the development of these equations, 

in the form of extraneous terms, the existence of which was 

not justifiable. However, subsequent analysis showed that these 

terms arose from the use of expressions which were too accurate; 

that is, expressions had been employed which were accurate beyond 

the limits of the original basic assumption that the lin~ 

shell theory would be employed as the foundation of the work. 

Such expressions were then corrected so as to conform to the 

"linear theory" hypothesis. 

- 188 -
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In order to compare the kinematic compatibility equations 

with the equations developed by other authors, two things were 

necessary. First, a 11 Standard of comparison 11 which was independent 

of the kinematic method and the method of another author was 

required. Second, it was necessary to have available a set of 

transformation identities which would relate the various quantities 

employed in the equations of compatibility. The Saint-Venant 

approach to compatibility provided both these requisites. Although 

it is a formal technique, it was nevertheless, invaluable for the 

information produced. It was noted that the Saint-Venant approach 

yielded results which contained the Mainardi-Codazzi equations 

of surfaces implicitly. To the author's knowledge, the equations 

of compatiblity of strains in the middle surface of a thin elastic 

shell have never been developed by the Saint-Venant approach 

before. 

Using the identities provided by the Saint-Venant method 

{and others), the compatibility equations as developed by 

Gol'denveizer, Novozhilov, Reissner and Vlasov were compared to the 

,kinematic equations, the Saint-Venant equations, and therefore, 

to each other. It was seen that after a multitude of transformations, 

1n which all conceptual significance was destroyed, all the 

different sets of equations of compatibility agreed {within the 

scope of the linear th.~ory), except the equations as given by Reissner. 

The difference being one of algebraic signs, however, it was concluded 

that Reissner's equations must contain typographical errors (of signs). 



A general comparison of the kinematic method with other 

methods of shell analysis was undertaken and was appended 

(Appendix B) to the main discussion. This was thought to be 

of value to those who are not at all familiar with the kinematic 

approach. It was shown in this discussion, that the kinematic 

method maintained at least as high a standard of accuracy (or, 

in many cases, a higher one) as did any of the other methods 

considered. The 1959 paper of Koiter was employed as the 

vehicle, by means of which the comparison was carried out. 
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APPENDIX A 

A. 1. THE FUNDAMENTAL DEFINITIONS 

The Continuum 

A continuum represents a continuous distribution of 

structureless matter. The very concept is, therefore, a 

Homogeneity of Continua 

A continuum is homogeneous if the physical properties 

(or physical constitution) thereof are independent of position, 

r. 

Isotropy of Continua 

A continuum is isotropic at any point, r, if the physical 

properties are independent of direction (orientation) at this 

point. A continuum, the physical properties of which ane 

dependent upon direction at any point, is referred to as a "non-

isotropic", 11 aelotropic", or "anisotropic" continuum. 

Stress 

If a very small force, AF, acts on a very small area, AA, 

then the state of stress experienced by the element of area is 

defined to be 

-a = 1im 
AA-+ 0 

- Al -

dF 
=dA 



The stress distribution, i.e., the way in which the stress 

vector a is distributed, over infinitesimal distances, da, 

is assumed to be essentially lin~. This disallows the 

existence of any discontinuous functions. Then, 

c£r (a ) = a (rc)da a a 

[or in words] if the stress vector at the centre of mass is· 

multiplied by the differential area of the face upon which 

the stress is acting, the stress resultant for that face is 

produced. 

A.2. THE GENERAL NATURE OF TENSORS 

A tensor of any order is a multilinear vector form 

which remains invariant under a rotation of coordinates. 

It is observed that a tensor is thus defined in terms 

of vectors (i.e., a tensor is a "vector form"). No attempt 

will be made to define a vector in more primitive terms. 

Since tensors are multiply-directed quantities, this 

gives rise to the following 11 classification 11
• 

SCALAR: a tensor of the oth order 

VECTOR: a tensor of the 1st order' 

DYADIC: a tensor of the 2nd order 

TRIADIC: a tensor-of the 3rd order 

• • 
POLYADIC: a tensor of the nth order 

A2 



Employing the EINSTEINIAN Summation Convention for 

repeated indices, these forms are represented in direct notation 

as follows: 

SCALAR: T 

VECTOR: T=Te 
a a 

DYADIC: T = T Qe eQ 
_ a'"' a '"' 

TRIADIC: r=T=T eee aSy a S y 

n 
POLYADIC: T = T eeee aSyc •••• aS y 8 

The subject of elasticity in general (and shell theory 

in particular) deals with tensors which are primarily of the 

second order, i.e., dyadics. Accordingly, the following section 

deals exclusively with such quantities. 

A.3. PARTICULAR DYADICS OF INTEREST 

A.3.1. The Identity Tensor 

The identity tensor (11 idemfactor11
, or 11 eigentensor") is 

defined as 

This definition naturally arises, since the identity tensor must 

be a tensor, the fundamental property of which is to reproduce 

any quantity taken in (dot) product with it. For example, any 

vector v could be written as 

A3 



v = v e = (v•e ) e a a a a 

= v•e e 
a a 

= v· ce- e ) = v·1 = -v a a 

thus, T = e1e1 + e2 e2 + e3e3 for the summation over three 

directions in C~~£an space. Unless otherwise specified, 

repeated indices in this discussion will be assumed to sum 

oyer three directions. 

The identity tensor reproduces also, any dyadic 

taken in dot product with it, 
= = = - - = 
T = T•l .= l•T = T 

thus, 1 = e.e.o .. =e. e. 
~ J ~] ~ ~ 

where 0 .• 
~] 

is the (simplified) KRONECKER DELTA,defined 

0 .• = 0, i t- j 
~] 

0 •. = 1, i = j 
~] 

A.3.2. Conjugate Dyadics 

If a dyadic, T, is given as 

r = r.:e.e. 
~] ~ J 

then the conjugate dyadic is defined as 

r = T .. e.e. 
c ]~ ~ J 

oR r = T .• e. e. 
c ~] J ~ 

as: 

A4 

The conjugate of a dyadic is thus precisely analogous to the 11 transpose .. 

of a matrix. It follows obviously that 

(r ) = (T .. e. e.) = T .. e. e. = r 
c c ]~ ~ J c ~] ~ J 



A.3.3. Symmetric Dyadics 

A dyadic is defined to be symmetric iff 

r = T c 

or, as T = T .. e.e. and T = T .. e.e. 
~J ~ J c J~ ~ J 

then for symmetry, 

f- f = 0 = (T .. - T .. ) i.i. 
c ~J J ~ ~ J 

which requires that the components, T .. and T .. , be equal. 
~J J~ 

A.3.4. Antisymmetric Dyadics 

A dyadic is defined to be antisymmetric iff 

t = - t c 

or, r+r =O=(T .. +T .. )e.e. 
c ~J J~ ~ J 

which requires that the components, (+Tij) and (-Tji) be equal. 

It is to be observed that in the case that i = j, the above 

requirement is that (+T .. ) must be equal to (-T .. ). This is 
~~ ~~ 

possible only forT .. = 0; therefore the principal diagonal of 
~~ . 

the nonien form of an antisymmetric tensor vanishes. 
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The "nonion form" of a dyadic is simply its representation 

in fully-expanded form, written as an array for convenient use of 

such familiar matrix terms as "principal diagonal", etc.; the 

nonien form of a general tensor, T, is as follows. 



T 11e1e1 + T 12 e1e2 + T 13e1e3 

f = + T21e2e1 + T22e2e2 + T23e2e3 

+ T31e3e1 + T32e3e2 + T33e3e3 

A.3.5. Resolution of a Dyadic 

Any dyadic may be resolved into two other dyadics of 

particular interest, namely a symmetric and an antisymmetric 

dyadic. Denoting the symmetric part of T as T (.o) and the 

antisymmetric part as T(a), then consider the identity 
= 1= = 1= = 
T = 2 [T + Tc] + 2 [T ·- Tc] 

as [r + r J = [T + rJ = [T + r J c c c c 

then this part of the tensor is symmetric. Similarly, as 

[T - r J = [T - TJ c c c 

is antisymmetric. 

Then 

where 

[T - Tc] then this part of the tensor 

r = fC.o) +rCa) 

f(.o) = l [T + r J 
2 c 

r (a) = l [T - T J 
2 c 

A.4. THE ALGEBRA OF DVADICS 
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Any dyadic, 0, may be considered to be the sum of the juxta

position of vector pairs, say ~.i. = 6. (This holds as long as 
~ ~ 

the dyadic 0 is real, as the real number system is closed under 

multiplication and is, in fact, a field.) This representation affords 



one explanation for the various products, while the summation 

notation provides another. The two are, naturally, equivalent-

but one or the other may be more useful for some particular 

purpose; accordingly, both are discussed here. 

A.4.1. Single Products of Dyadics 

A.4. 1.1. Dot Product 

a) with a vector 

V-Ur.e.c:t: 

Swrrna.:Uon.: D· v = D .. e. e .. vkek 
l.J l. J 

V-Ur.e.c:t: 

= D .. vke.('e.·ek) 
l.J l. J 

= o .. v.e. 
l.J J l. 

b) with a dyadic 

= D .. vke.o.k 
l.J l. J 

RESULT: A vector 

n.f = (mn)·Cilv = m(n·P}Ci= Cn·P}m Ci 
S umna.t..i.on.: D .. e.e.·T e e 

l.J l. J rs r s 

= D •. T e. (e. ·e re- = D •. T e.e o. 
l.J rs l. J r s l.J rs l. s Jr 

= D .. T. e.e RESULT: A dyadic 
l.J JS l. S 

.A.4~1.2. Cross Product 

a) with a vector 

V-Ur.e.c:t: o x v = (m n) x v = m(n x V) 

Swrrna.:Uon.: D x v = D .. e.e. X vkek 
l.J l. J 

= D .. vke.(e. x ek) = D .. vke.E.k e l.J l. J l.J l. J r r 

= D .. vkE.k e.e RESULT: A dyadic 
l.J J r l. r 
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V-Ute.ct: 

NOTE: The symbol E a is used here to denote a..,y 

the LEVI-CIVITA Three-Index Density Function 

It is defined as: 

E = 0 for a = S or S = y or a = y 
aey 

= + 1 for a 1 S, $ 1 y, a 1 y, and 

cyclic order is maintained 

= -1 for a 1 S, S 1 y, a 1 y, and 

cyclic order is not maintained. 

b) with a dyadic 

D X r = (m i1) X CP" q) = m Cn X p)q 

Surrma.U.on.: D x T = Dijeiej x Trseres 

= D .. T e. (e. x e ) e = D .. T e. E . e e 
~J rs ~ J r s ~J rs ~ Jr>U u s 

= D .. T E. e.ee RESULT: A Triadic 
~J rs Jr>U ~ u s 

A.4.2. Double Products of Dyadics 

A.4.2~1. Double Dot Produc~ 

V-Ute.ct: o:f = (m iiJ: CP" v = (m·P') Cn·v 
S~on.: o:r = D .. e.e.:r ee 

~J ~ J rs r s 
= D .. r (e .• e )(e .• e ) = 

~J rs ~ r J s D •• T c. c. 
~J rs ~r JS 

= D .• T •• 
~J ~J 

RESULT: A Scalar 

A.4.2.2. Double Cross Product 

Vhz.e.c:t: B ~ 1 ~ (m rn .~ Cii q) • (m x p; (n x v 
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Swrma.t-Lon.: o xx r = o .. e. e. x T e e 
~J ~ J X rs r s 

= D .. T (e. x e ) (e. x e ) = D •. T E. e E. e 
~J rs ~ r J s ~J rs ~ru u JSV v 

= D •. T E. E. e e 
~J rs ~ru JSV u v 

iru--
= D .. T cS. e e 

~J rs JSV u v RESULT: A Dyadic 

where oaSy is the Generalized KRONECKER DELTA 
f.I\17T 

(see any standard work on Tensor analysis) 

A.4.2.3. Mixed Dot and Cross Product 

Vbte.c;t: 0 X T = (m n) x(p v = (m· p)(n X q) 
Swrma.t-Lo n.: o .. e. e. x T e e 

~J ~ J rs r s 

= D .• T (e.·e )(e. 
~J rs l. r J 

= D .. T. E. e 
l.J l.S JSU U 

Similarly, 

x e
5

) = D .. T o. E. e 
l.J rs l.r' JSU u 

RESULT: A Vector 

Vbte.c;t: D ~ T = (m n):(p v = (m X p) (n·q) = Cn·Cj) (m X p) 
Swrrna.t-Lon.: 

- X -o f = --X --D .. e.e. T e e 
l.J l. J• rs r s . 

= D .. T (e. x e )(e.·e) = D .. T E. eo. 
l.J rs l. r J s l.J rs l.r'V JS 

= D .. T .E. e RESULT: A Vector 
~J r>J ~rv v 

NOTE: From the above discussion, it is evident 

that the double products are commutative, 

i.e. D:T = '=~ 
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A.5. DYADIC INVARIANTS 

A.5. 1. The First Scalar Invariant 
= (1) 

The first scalar invariant, D s , of a dyadic, D, is 

defined to be 

Thus 
= (1) 
D s 

= (1) = -
0 = D:l 

s 

= o .. e. e. :e e = D .. (e. ·e )(e .. e ) lJ l J r r lJ l r J ~ 

= D •. o. o. = D lJ lr Jr ~r 

( 011 + D22 + 03 3 ) in expanded form. '0 (1) = or 
s In 

ma.tJL.i..c. form, oC 1) is equal 
s to the sum of the elements of the 

principal diagonal, and is known as the tnac.e of the matrix. 

A.5.2. The Second Scalar Invariant 
- (2) 

The second scalar invariant, D 
8 

, of a dyadic, D, 

is defined to be 

or 
= (2) 
D = s 

= (2) _ 1 = X = = 
0 s - 21 D X D:l 

022 D23 011 
+ 

032 033 031 

012 Dll Dl2 
+ 

033 021 022 

In matric 
= (2) 

form, D s represents the sum of the ~no~ of.the 

matrix, expanded about the ptU.nupai. diagonal.. 

A.5.3. The Third Scalar Invariant 
= (3) 

The third scalar invariant, 0 , of a dyadic, D, is 

defined to be 
= (3) 1 = X = = 
0 s = Jl 0 X 0:0 

s 
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or, 
- (3) 
o s 

All 

= 

- (3) 
In matric form, D s represents the null deterominant of the matrix. 

A.5.4. The Vector Invariant 

The vector invariant, nv (sometimes, Dx), of a dyadic, 

n, is defined as 
= X= 

(=- D • l) 

dyadic), then, 

D = 1 X e.o. = e·X o. v ~ ~ ~ ~ 

or 

It is observed that if the dyadic were expressed as the juxta

position of two vectors 

(say) ·o = m n as before 

then D = 1 x m n v 

= 1 X [} (m n + n m) + } (m n -n m)] 

= } (m X n + n X m) + ~ (m X n - n X m) 

The first term vanishes as n x m = - m x n 
= , c- ·- - ) 1 c _ ::;"\ ,- _) so Dv = 2 m x n - n x m = 2 2m x n1 = m x n 

Thus, the vector invariant is obtained solely from the an~~etnic 

part of the dyadic. Thus, this is a criterion for dyadic symmetry -

if the tensor is symmetric, the antisymmetric part does not exist 

and consequently, nOit. .61jYYme.:t:JUc dya.cU.C6, .the vec.tolt. btva.M..a.nt. va.rz..L6hU. 



By a similar argument, it is easily seen that no4 an 

an.fu ymrrwuc dyadi..c, the. n-i..!L6t .0 ca1.a.tt .LnvcvU.a.n..:t van.L.ohe..o. 

A.6. THE LAGRANGIAN FORM OF TAYLOR'S SERIES EXPANSION FOR A 

POINT -FUNCTION 
. 
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In the differential calculus, the TAYLOR's Series expansion 

is usually developed as 

[ 
1 d 1 d2 ~ 

F(x + fix) = 1 + T! Tx (fix) + 2! dx
2 

(fiX) + ••• 

However, there is a direct one-to-one correspondence bet\'teen this 

representation and 

ez = 1 + ft z + 11 zz + •••• + ~ 1 zn 

(where e is the base of natural logarithms) 

such that if z = %x (fix) 

and [f.- (Ax} J n is understood to signify ~n (Ax}" 

[d fix] [. 
then e dx = 1 + 1, d (fix) + 1, E:_ (flx)2 + 

T. ax 2. dx2 • • • 

and therefore, it may be said ~hat 

[d 6Xl 

.F(x + fiX) = e ax j F(x) 

or, as %K is non-operative re: Ax, this might be written, to 

avoid ambiguity, as 
[fix fx] 

J F(x) 

F(x + fix) = e F(x) {A.6.-l.} 
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A.6. 1. The Expansion for a Scalar Point-Function 

Given a scalar point-function, F(x,y,z) and any parametric 

variable, t, such that 

a= a(t), a= {x,y,z}, then 
[~t ~] 

F(t + ~t) = e F(t) 

Now, since 

d dx a &__ a. dz a 
dt = ([£ ax + a£ ay + ([£ az 

So t _cL At dx 2.., + ~t ~ ~- + At dz a 
~ dt = ~..~ ([£ ax a£ ay at az 

With reference to the usual concepts of EUCLIDIAN three-space, 
~x dx it may be concluded that ~Y = d.Y ,as a 11 pseudo-geometric (or affine) 

proportionality11
• 

d a a a a 
Then ~t ([£ :: ~X ax + ~y ay + AZ az :: r• 

ar 

where r = xe + ye + ze 
X y Z 

Therefore, for any~~ point-function, F(t) 

..... {A.6.1.-1.} 

A.6.2. The Expansion for a Vector Point-Function 

Having established {A.6.1.-l.} for scalar point-functions, 

then it is but a simple step to specify that scalar point-function 

in terms of a constant vector in dot-product with a vector point-

function. 



VIZ: (say) F(t) = a·FT(t) 

From this, it follows that 

r _ 31 
!t.r·-! 

= a· [g. 3-rJ F' ( t) J 

Therefore, the TAYLOR's Series expansion for a vecto~ point-

function appears as ft. r• 3 J 
F'(t+t.t)=e[ 3rj F'(t) 

A. 7. THE LINEAR THEORY OF STRAIN 

It is assumed that the deformation of a continuous 

medium is homogeneous; i.e., infinitesimal vectors, dr, may 

deform to infinitesimal vectors, dR, but not to infinitesimal 

(or finite) curves (see Fig. A.7.-l.). 

In Fig. A.7.-1., the quantities (dr·~) and (dr·¢) are 

the components of du, parallel to and perpendicular to dR, 

respectively. 

From Fig. A.7.-l •• it is seen that 

Expanding u(r + dr) as a TAYLOR's S~e:Jexpansion: 

u (r + dr) = J. 3r u(r) 

Al4 



e z Fig. A.7.-1. 

Assuming a first-order approximation to be sufficiently accurate 

for the linear theory, then 

Therefore, 

i.e. : 

u- cr- + dr) = 'u (r) + cir· ~ 
ar 

ciU = CUCr + dr) - u(r) J = dr· au 
ar 

Al5 



which represents the total relative displacement of dr. 
- au Referring to u = -- as the deno~~o~ ten6on 

Clr 
(sometimes: ~placeme~ gna~e~), then by allowing u to 

be decomposed into its symmetric and antisymmetric parts 

(see sA.3.5.), then the total relative displacement is composed 

ar· au = ar· l 1 au + u-a ! 
of two parts: { 1 1 

ar 2 Lar ar:J 
i.e., the relative straining displacement is given by 

l ar• ClU + ua I -
[ 

l 

2 ar ar J 
where £ is the ~tnai~ ten6on and the relative 

(rigid-body) rotational displacement is given 

by 

where ~ is the notatio~ ten6on. 

Recognizing that the form of the rotation tensor is analogous 

to 

then 

A X (B X C) = (A· C)B- (A·B)C 

ar . ~ = l [ c1r x (u x 2. ) J 
2 Clr 

thus, the relative rotation of ar, i.e., ar· ~, may be given 

Al6 



Then, in summa t'Y, 

..r.: = 1 a X U ..r.:' u.r• ~ = 2 _ x ar 
ar 

a) the relative rigid-body rotation of err during deformation is 

given by 

= 1 ax u 
err-~ = 2 -- x err ar 

b) the relative straining displacement of c1r during deformation 

is given by 

r ] = 1 au u-a ar· e = - err- I._ + -= 2 Lar ar 

= df"• au _ ~ a X U X cJi 
ar ar 

A.B. THE SEGNER EIGENVALUE EQUATION FOR DYADICS 

Consider first, the development for a vector rather than 

a dyadic. Although somewhat trivial, this serves to clarify the 

basic conceptions. 
y 

-v 

X 

z Fig. A.B.-1. 
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In Fig. A.B.-1., the vector v may be given as 

v = v e a a 
(sum on a = x,y,z) 

It is desired to represent this vector (v) in such a form that 

it will have its components ma~zed in one direction and 

minimized in the others. Hence, a new coordinate system (say, 

A18 

the el, e2, e3 system) is sought which is different from the present 

(e ' e ' e ) system. 
X y Z 

This is a minimum-maximum or extn0mum problem, since v 

has its maximum along el (arbitrarily chosen from el, e2 and e3) 
and therefore, its minimum components along e2 and e3. 
Now, v = v e = Cv· e ) e a a a a 

(for Cartesian-base unit vectors) 

For an extremum value of v • 
a 

so 

or 

ov = 0 a 

o (v·e ) = o 
a 

ov·e + v•oe = 0 a a 

However, the whole vector, v, is an invariant quantity, so 

ov = 0 

Thus, v·oe = o a ...... .{A.B.-1.} 

The constraint condition enforced for the variation is 

(e + oe ) . (e + oe ) = e ·e a a a a a a 

or, neglecting second-order variations, 

..... { A.8.-2.} 



In words, this could be stated as: the variation of e must not a 

change its length; this implies a rotational variation. Thus, 

from {A.8.-2.}, 

so e •oe = 0 
a a 

Such a constraint condition would be formally referred to as the 

c.on.t:dJudn.:t c.onc:U:tf_on on the va/t)_a:Uon o-Q the a.x).).. o-Q ne-QeJtenc.e. 

The rotational nature of the variation would allow oe to be 
a 
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{A.8.-3.} 

expressed as o~ X e , if desired -- thus indicating that oe has 
a a 

no component in the direction of e. a 

Examining {A.8.-l.} and{A.8.-3.}, it is seen that these 

are proportional equations. 

Therefore, 

where the surplus scalar factor, A , is called 
a 

the eigenvalue (or 11 characteristic value 11
). 

Then (v = A e ) • oe = 0 a a a 

and for nontrivial variations, oe , then a 

so 

v - A e a a 
-v = A e a a 

(no sum on a now) 

(no sum) 

The eigenvalue A thus prescribes the extremum for the direction e . 
a a 

Having thus described the underlying basis of the extremizing 

process, this procedure will be now employed for a second-order tensor; 

in this case the result will not be so obvious as for the above. 



Any dyadic can be given as 

r = T .. e. e. 
~] ~ J 

and the trace of its matrix form, as 

T .. =-e. ·l·e. 
~~ ~ ~ 

A20 

(as before) 

According to EULER 1 s Extremal Property for the Principal Directions 

of Tensors, the main diagonal terms assume extremal values. 

i.e. , T = extremum, so oT = 0 aa ·aa 

It is noted that oT = 0 is a necessary, but not a sufficient a a 

condition for an extremal value. It may then be said that the 

necessary condition for the extremal value of T is the stationary a a 

value: oT = o(e ·f·e) = o aa a a 

or oe ·T·e + e ·oT·e + e ·T·oe = o a a a a a a 

or, as f vanishes (T itself being invariant) then 

oe ·T·e + e ·T·oe = o a a a a 

Iff the tensor is symmetric (T = T ), then {A.B.-4.} becomes c 

2e ·T·oe = o a a 

or e ·T·oe = o a a 

The constraint condition on the variation is again given as the 

11 restriction to variation of rotation 11 

i.e. e • oe = 0 
a a ..... 

. {A.B.-4.} 

. {A.B.-5.} 

{1\.8.-6.} 

Now, as {A.B.-5.} and· {A.B.-6.} are proportional equations, then 

e ·T·oe = A Ce ·oe) a a aa a a 

where A is the eigenvalue, as before. a a 



Then Ce·T- A e)·oe = o a. a.a. a. a. 

and consequently, for nontrivial oe ' a. 

e .r - A e = o a. a.a. a. 

Now, it is always possible to say 

so, {A.8.-7.} becomes 

e·T-A e·'i=O a. a.a. a. 

or e • [T - A 1] = 0 a. a.a. 

..... 

where (T - A 1) may be referred to as the eigentenoo4. a. a. 
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{A.8.-7.} 

{A.8.-8.} 

It is now desired to solve for both e and A , but one more 
a. a.a. 

relationship is required in order that the number of equations be 

equal to the number of unknowns (determinate form). This relationship 

is actually available from the criterion e ·e = 1. Then, proceeding, 
a. a. 

e . r = e . (e r + e r + e T ) 
a. a. X X y y Z Z 

where t 8 is the cosine obtained from the product 
a. 

e •e = Cos ~ = t 8 
e a. a. 

Accordingly, {A.S.-8.} becomes 

(e ·T - A e ) = [lxT + tY'f + lzT - A (lxe + tYe + l 2e )] 
a. a.a. a. a. X a. y a. Z a.a. a. X a. y a. Z 

= [lx(T - A e ) + tY(T - A e ) + l 2 (T - A e )] a. x a.a. x a. y a.a. y a z aa z 

= (lxA + tYA + lzA ) = 0 ax ay az ..... {A.8.-9.} 

where A. = (T. - A e.) 
l. l. aa l. 
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From this ({A.B.-9.}), it is observed that for the three vectors, 

Ai, to sum to zero, then they must satisfy the physical interpretation 

of a closed, spatial triangle. Hence, these are three coplanar 

vectors, and for such a case, the relationship (expressing zero 

volume) 

A ·A X A = 0 
X y Z 

is valid. In original form, this appears as 

(r - " e ) . cr - " e ) x (r - " e ) = o x aa x y aa y z aa z 

or, expanding, 

[T •T X T - I. (e •T X T + T •e x T + T •T X e) 
X y Z aa X y z· X y Z X y Z 

+ I. 2 (e • e X T + e • e X T + e • e X T ) aa X y Z y Z X Z X y 

- 1.
3 (e ·e x e- )J = o aa x y z . 

{A.8.-10.} 

For the Cartesian unit vectors, e ·e X e = 1 and if e be represented 
X y Z X 

by ey X ez (etc.) in the COefficient Of "aa' and allowing ex X ey to be 
2 

represented by ez (etc.) in the coefficient of "aa' the A.B.-10. 

becomes 

C->. 3 +>.2 ~·T +e·T +e·f] aa aa x x y y z z 

+ " c (e x e ) . (f x r ) + (e x e- ) • ("F x r ) aa y z y z z x z x 

+ (e x e- ) • ("f x r ) J + rr · r x · r J \ = o ..... 
X y X y X y Z ~ {A.B.-11.} 

However, the coefficients of "~a are seen to be the expanded form 

of the scalar invariants of the tensor, T. 
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That is; 
- - - - - - - - = (1) e •T + e •T + e •T = 1:T = T 

X X y y Z Z S 

ce- x e ) . ( T x r ) + (e x e ) . ( T x T ) + (e x e ) . ( T x T ) 
y Z y Z Z X Z X X y X y 

1 = X = = = (2) 
= 2! T x T : 1 = T s 

T • T T = 311 T X T. T = T (3
) 

X y X z X • S 

Therefore, equation {A.B.-11.} may be written as 

3 = (1) 2 = (2) 
A -T A +T A aa s aa · s 

= (3) 
- T = () s 

- (i) 
which is the SEGNER Eigenvalue Equation. Hence, T s are referred 

to as the invariants of the Eignevalue Equation, and ea are the 

invariant directions. 

NOTE: The quantity xaa is sometimes referred to 

as th.e EULER-LAGRANGE Multiplier. Generally, 

in the literature, the above development is 

presented as: 

if F = extremum, then oF*= 0 

where F* = F + A~ ; the A being defined as above, 

and~ being the constraint condition(s). In this 

case, the constraint condition would be 

~ = 0 = (1 - i ·i) a a 

or e •e = 1 a a 



APPENDIX B 

B.l. NOTATION TRANSFORMATIONS 

B.l. 1. GOL I DENVEIZER 

(1) 
w 

(2) 
w 

w 

X1 

X2 

(1) 

(2) 

z;;1 

1 
R' 

Ct 

vs. 

.......... 

.......... 

.......... 

.......... 

.......... 

.......... 

.......... 

.......... 

.......... 

_ Bl _ 

This Author 

1 (<h2 + ¢2!} = 

-1 (¢12 + ¢21)= 

¢13 

¢23 

(¢12 + ¢21) 
1 2 (¢21 - ¢12) 

¢aa (:: e:~a) 

1 
8K11 + 2 K12C¢12 + ¢21) 

1 
CK22 - 2 K21(¢12 + ¢z1) 

1 
-CK12 + 2 K11(¢12 + ¢21) 

1 
-8Kz1 - 2 K2z(¢12 + ¢z1) 

1 3(¢12 + ¢zl) 
-CK13 + z 

1 
-CK23 - 2 



B. 1 .2. 

B2 

NOVOZHILOV vs. This Author 

e;l .................... <hd= eh) 

e;2 .................... <P22 ( = e;~2) 

WI .................... 912 

w2. .................... 921 

w .................... (912. + hd - 2e:l2 

Kl .................... CKll 

K2 .................... CK22. 

1"1 .................... ..:.cK12 + 

1"2. .................... oK2.1 + 

{either ...... -oK 12 ....... 
or •••••••••• OK2.1 , 

R .................... K 
a a a 

e .................... e a a 

e' .................... E a a 

NOTE: These two expressions for 1: are identical 

for the case (as considered by NOVOZHILOVj that 

K12 = 0 = K21 • See equation {5.2.-3.} when 

Kn¢12 

K22 <1>21 

+ K11 ( h2 + 

+ K22(¢12 + 

<1>21) }* <P21) 
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8.1.3. REISSNER vs. This Jl.uthor 

e:u ................. 4>n(= eh) 

e:12 ................. 1 
+ 4>21) = eh 2 (h2 

e:21 ................. 1 
+ 4>21) = 0 2 (h2 e:12 

e:22 ................. 4>22 ( = e22) 

s1 ................. - h3 

62 ................. - 4>23 

Kll .................. 1 
4>21) OKll + 2 K12Ch2 + 

K12 ................. 1 
4>21) -oK12 +zKu(h2 + 

K21 ................. 1 
4>21) OK21 + 2 K22Ch2 + 

K22 ................. 1 
4>21) CK22 - 2 K21Ch2 + 

a1 ................. 
a2 ................. 

..Lc ) '1 a1 
................. a 

a.o 1 ( ) 

..Lc ) '2 a2 
................. a . ) 

a.o 2 ( 

1 r· 
aS 

................. 
w ................. 1 2 (h2 - 4>21) 

Y1 and y2 ................. Zerot 

t NOTE: Yl and y 2 are set equal to zero by REISSNER for comparison 

with other works. When y 1 and y2 are not equal to zero, they 

have no counterpart in this work. 



B. 1.4. KOITER vs. This Author 

e:l .............. <Pu (= 

e:2 .............. <P22 (= 

ljJ .............. (<Pr2 + 

h .............. - h3 

<P2 .............. - <P2 3 

11 
1 

(h2 .............. 2 
1 
~ 

.............. Ku 

1 
R;- .............. K22 

T .............. - K12 

u .............. uy 

v .............. U2 

w .............. -u~ 

NOTE: KOITER•s quantities K 1 , K2 and T 

represent the 11 change of curvature11 of 
1 1 . 
~, ~ and T, respectively. This is 

1 2 . 

thoroughly discussed in §8.2. 

e:h) 

e:22) 

<P21) = 

- hl) 

84 

2e:l2 
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8.2. A GENERAL COMPARISON OF THE RESULTS PRODUCED BY THE DIRECT 

KINEt~TIC METHOD WITH THE RESULTS OBTAINED BY THE NONKINEMATIC 

METHODS OF OTHER AUTHORS 

The classic paper of KOITER, in 1959, discussed the results 

obtained in some thirteen different books and papers, with respect 

to (primarily) the expressions for the changes of curvature. KOITER 

noted that no less than ten different expressions had been put 

forth by the thirteen papers -- each set of results having been 

derived under the assumptions of the same (linear) theory. His 

object in the paper was, as the title specifies, to provide 11 a 

con6~tent first approximation in the general theory of thin elastic 

shells" [italics mine]; the expressions for the curvature changes 

simply provide a convenient vehicle which facilitates the comparison 

with other authors. 

This author has taken.the liberty of reproducing KOlTER's 

tabulated results in Table 8.2.1., and appending his results to the 

list (at the end of the original list). The table is given in 

KOITERls notation, in deference to that author, but it may be 

re-converted to the notation employed in this work, through the use 

of §8.1.4. above. 

In a note above the table, KOITER explains the meaning of 

the tabulated quantities by the following statement: 

11 The entrances in .this table indicate the corrections ~K 1 , 

6K 2 , 6T which must be added to our expressions for K1 , K2,T in 

order to obtain the expressions in the cited references. Where 



necessary, adjustments for sign and/or a numerical factor 2 have 

been made to achieve conformity with our notation.· Essential 

differences in the sense of paras. 2.5. and 3.5. are marked by 

an asterisk. References employing the lines of curvature as 

parametric curves are marked by a small circle". 
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It can be observed, from Table 8.2. 1., that the corresponding 

results of this present work.differ from KOlTER's results for all 

"curvature change" expressions by a multiple (which is a numerical 

factor times a curvature) of the shear strain between the orthogonal 

parametric curves (i.e.,~). KOITER has shown that such a difference 

is not an "essential difference", for as he states in §2.5. of his. 

paper: 

"In particular, it is therefore permissible ••••• to 

add to the expressions for the physical components of 

the changes of curvature and torsion (K 1 , K2 and T) 

terms of the type e/R (where e is any of the middle 

surface strains e1 , e2 or~ , and R is any radius 

of curvature or torsion of the middle surface R1 , 

R2 or T), multiplied by a numerical factor, provided 

this factor is not large compared to unity.". 

Such a conclusion, as given by KOITER, is implicit in the 

kinematic development of the deformation parameters (Chapter 4.), 

although with (admittedly) less stringent mathematical criteria 

as a basis. Consider §4.4.; the variations of the unit vectors 



AUTHORS AND REFERENCES 6K1 

0 

LOVE, 1888 -
LA~1B, 1891 o 

REISSNER, 1942 o e:1 
WLASSOW [VLASOV], 1949 o - if; OSGOOD and JOSEPH, 1950 o 

HAYWOOD and WILSON, 1958 o 

REISSNER, 1941 ~ -
2e:1 + e:z 

KOlTER, 1945 ° + R1 

GOLDENVEIZER, 1953 -
COHEN, 1955 

e: 1 1/1 
- Rl + 2T 

COHEN, 1959 
e:1 1/1 

.. Rl + 2T 

n (*) KNO\-JLES and REISSNER, 1957 - f 

e:1 
KNOWLES and REISSNER, 1958 

___ _j_ 

R1 2T 

+ _j_ NcLEAN, 1966 2T 

TABLE 8.2.-1. 

6K 2 

-

e:z 
- Rz 

-
e:l + 2e:2 

+ R2 

-
e: 2 1/1 

- -+-Rz 2T 

e:2 1/1 
- R2 + 2T 

+Q {*) 
T 
e:z 1/1 

- Rz - 2T 

1/1 
+ 2T 

6T 

+ ~ ( 1 3 ) R2- Rl 

1 ( 1 1 ) 
- 41/1 Rl + R2 

+ l n (-1- - 1 ) { *) 
2 R1 "ft2 

+ 1 1/1 (-1 + _1 ) 4 R1 R2 
e: 1 + £2 

+ ll/l (-1 + _1 ) + 'f' 4 R1 R2 

e:l.+e:z 
1~1 1) w(1 1) - 2T + 41/IR!~ + f~ R2 

e: 1 + £2 
1 ( 1 1 ) - 2T -41/IR}+R;-

1 ( 1 1 ) + 2n R1 - R2 
{ *) . 

e:1 + e:z 
1 ( 1 1 ) - 2T - 41/1 Rl + Rz 

- ~ (-1 + _1) Rl Rz 

1:0 
"'-.J 
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e1, e2, e3, as a consequence of the process of deformation, were 

developed and given by the following relations. 

eel = m1 ( <P 12 2,_ + <P13e3) 

oe2 = m2 (<P2lel + <P23e3) 

oe3 = -m1<1>13e1 - ffi2</>23e2 

0~ = 
* - m1<PI2e2 + m2<P23e3 

oe'2 = 
* ~<P21e2 

1 where m1 = ...---;---
1 + <Pn 

and 1 
~ = -::-1-+-:---<P-2 2 -

- m1 <PI 3e3 

1 

1 

(as before) 

It was then noted that since, for the Oll.:thogonai. triad {ell e2, e3}, 

e1 =- ~ 
* 

and e2 = el 
* 

then consequently, 

oel = -o~ 
* 

and oe2 ·= oe1 
* 

Either one of these two equalities was then seen to reduce to 

••••• . {8.2.-l.} 



This result was not pursued further in §4.4., for the reason that 

when it is carried to its logical conclusion, it allows a 11 free

choice11 to be made for the forms of the terms in the quantities 

oK .. -- a choice which was not desired at that time, if the 
1J 

kinematical forms were to be obtained with no a p4£o~ prejudice. 

89 

Now, however, .if equation {8.2.-1.} is subjected to close 

scrutiny, in the light of the procedures employed in Chapter 4., 

the following ensues. 

From 

it is observed that the approximations which were subsequently 

employed in Chapter 4 

i.e., that 

and 

produce the relationship 

...... 
Before proceeding further in this discussion, it is 

important to note that such approximations as m1 = 1, etc., are 

{8.2.-2.} 

not additional approximations to the linear theory but are rather 

necessary ones, required for the purpose of maintaining all 

expressions at the required level of accuracy. That is, if such 

approximations were not made, the mathematical operations would 

accumulate terms in the various expressions which would be far 

beyond the level of accuracy warranted (or allowed!) by the initial 

restrictions of the linear theory. 



Returning to equation {8.2.-2.1, it is seen that this 

result affords two "physical" interpretations. The first is 

that, although ~ 12 and ~2 1 are separately non-negligible, the 

combination of the two as (~ 12 + ~21 ) may be considered as 

negligible. This approach has the inherent disadvantage that 

the resulting forms of various expressions would not reveal 

the position occupied by the quantity (~ 12 + ~21 ), thereby 

destroying (in part) the conceptual unity. The second approach 

is to consider {8.2.-2.} literally in the form in which it is 

shown above. That is,. consider {B.2.-2.} to specify the fact 

that ~ 12 may be replaced, at any time, by -~21 with negligible 

error resulting from the substitution. This, then, implies 

which explains why a "free-choice" for the form of terms would 

then be possible. 

If this result ({B.2.-3.}, above) were employed in the 

expressions for oKij' then all such expressions would agree in 

form with the corresponding results obtained by KOlTER. 

BlO 

{B.2.-3.} 



BIBLIOGRAPHY 

1743 CLAIRAUT, A.C. 
"The-orie de la figure de la terre", 1743. 

1755 SEGNER , J. A. von 
"Specimen theorae turbinum11

, Halae Typis Gebavarianis, 
April, 1755. 

1760 EULER, L. 
"Recherches sur la courbure des surfaces .. , Memoires 
de l'academie des Sciences de Berlin, Vol. 16, 1761, 
pg. 119-143. 

1776 MEUSNIER, J.B. 
"Memoire sur la courbure des surfaces .. , t1emoires des 
savans etrangers, Vol. 10, 1785, pg. 477-510. 

1813 DUPIN, C. 
11 Developpements de geometrie 11

, Paris, 1813. 

1815 RODRIGUES, O~ 

"Recherches sur la theorie analytique des lignes .••• }', 
Correspondance sur 1 'ecole Polytechnique, 3, 1815. 

1827 GAUSS, C.F. 
11 0isquisitones generales circa superficies curvas" 
Translated as 11 General Investigations on Curved 
Surfaces", Princeton, 1902. 

1831 GERttlAIN, S. 
11 Sur la courbure des Surfaces 11

, Journal fur reine 
und angewandte t1athemati k, Vo 1. 7. 

1847 FRENET, F. 
"Sur 1es courbes a double courbure", Journal de t~athem., 
Vol. 17, 1852, pg. 437-447. 

1851 SERRET, J.A. 
A paper given in Journal de Mathern., Vol. 16, pg. 193-
207. 

1853 HAMILTON, W.R. 
"Lectures on Quaternions 11

, Dublin, 1853. 

Bll 



1853 PETERSON, K. 
Candidate's Dissertation, July 23, 1853., University 
of Tartu (Dorpat), Estonia. 

1856 BONNET, 0. 
A paper in Paris Comptes Rendus, Vol. 42, 1856. 

MAINARDI, G. 
Giornale Istituto Lombardo, Vol. 9, 1856. 

1859 CAYLEY, A. 
"A Note on the Theory of Matrices", Phil. Trans. Royal 
Soc. London, Vol. 148, pg. 24. 

1860 CODAZZI, D. 
M" • " , emo1res presentes a 1 •academie, Vol. 27, 1880. 

1866 HAMILTON, W.R. 
"Elements of Quaternions", London, 1866 (pg. 443) 

1867 BONNET, 0. 
Journal de 1'eco1e Polytechnique, Vol. 42, 1867. 

1874 ARON, H. 
"Das Gleichgewicht und die Bewegun~ einer unendlich 
dunnen, beliebig gekrummten elastischen Schale" 
Journal fur die reine und angewandte Mathematik, 
Vol. 78, 1874, No. 2, pp. 136-174. 

' 1896 CESARO, E. 
"Lezione di geometria intrinsica", Alvano, Napoli 

' 1901 CESARO, E. 

1902 

"Vor1esi.mgen tiber NatUrliche Geometrie" 1st Ed. 
1901, 2nd Ed. 1925. B.G. Teubner, Leipzig. 

"Enzyklopidie der Mathematischen Wissenschaften 
mit Einschluss ihrer Anwendungen", Vol. III, 
Geometrie, 3 Teil, D., Differentialgeometrie. 
(1902-1927), B. G. Teubner, Leipzig. 

812 



1904 VOSS, A. 
"Beitrage zur Theorie der unendlich kleinen Deformationen 
einer Flache", Sitzungsberichte der Koniglichen 
Bayeri schen Akademi e der Hi ssenschaften zu t~unchen, 
Mathematisch - Physikalische Klasse, Vol. 34, pg. 141-
199. 

1905 MARCOLONGO, R. 
"Meccanica Razionale 11

, Ulrica Hoepli, t~ilano. German 
Trans. by H. E. Timerding, 11 Theoretiche Mechanik", 
2 volumes, 1911, B. G. Teubner, Leipzig. 

1909 COSSERAT, E. & COSSERAT, F. 
"Theorie des Corps Deformables", Hermann, Paris. 

EISENHART, L. P. 
"A Treatise on the Differential Geometry of Curves 
and Surfaces 11

, Reprinted 1960, Dover Publications, 
New York. 

WILSON, E. B. 
"Vector Analysis 11 (Founded upon the lectures of J. 
Willard GIBBS, Ph.D., LL.D.) Reprinted 1960 by 
Dover Publications, New York. 

1910 BIANCHI, L. 
"Vorlesung uber Differentialgeometrie", 2nd Ed. 
(Translated from Italian by M. LUKAT), B. G. 
Teubner, Leipzig & Berlin. --

1912 BURALI-FORTI, C. 
"Fundamenti per la Geometria Differentiali Su di una 
Superficie col ~~etodo Vettoriale Generale 11

, 

Rendiconti del Circolo Mathematico di Palermo, 
Vol. 33, 1st Semana, ~g. 1-40. 

HAMEL, G. 
11 Elementare Mechanik", B.G. Teubner, Leipzig 
(2nd Ed., 1922) 

1913 KNOBLAUCH, J. 

"Grundlagen der Differentialgeometrie11
, .§.:.§.:. 

Teubner, Leipzig. 

1915 OARBOUX, G. 
11 Le~ons sur la theorie gen~rale des Surfaces", 
2nd Ed., 4 Volumes, Paris, 1915. 

813 



1918 BURGATTI, P. 

"La teoria del triedro mohile in rapporto all'analisi 
vettori ale", ~1emorie delle Scienze dell' Istituto 
di Bologna, Serie 7, Vol. 6, p. 193-201. 

1921 BURGATTI, P. 

"Lezioni di t~eccanica Razionale", N. Zanichelli, 
Bologna. 

NEVILLE, E.H. 
"t~ultilinear Functions of Direction and Their Uses 
in Differential Geometry", Cambridge University 
Press, Cambridge. 

WESTERGAARD, H.M. & SLATER, W.A. 

"t~oments and Stresses in Slabs", Proc. A.C.I., 
Detroit t~i ch. 

1922 SCHEFFERS, G. 
"AmJendung der Differentia1-und Integralrechnung auf 
Geometrie", 3rd Ed., 2 Volumes, Walter de (;ruyter, 
Berlin, Leipzig. 

STRUIK, D.J. 

"Grundzuge der Mehrdimensiona1en Differentialgeometrie 
in Direkter Oarstellung , J. Springer, Berlin 

1923 LEVI-CIVITA, T. & At~ALDI, U. 
"Lezioni di Meccanica Razionali", (3 volumes), 
N. Zanichelli, Bologna, (1923-1927) 

1924 LAGALLY, M. 
"Dber Spannungen und e1astiche Deformation von 
unebenen t~embranen", Zei tschri ft fur angewandte 
Mathematik und Mechanik, Vol. 4, pg. 379-

SCHOUTEN, J.A. 
"Der Ricci- Ka1kU1", 1st Ed., J. Springer, Berlin. 

1925 HESSENBERG, G. 
"Bei spie 1e zur Ri chtungs ubertra9ung", Jahresberi chte 

· der Deutschen Mathemati ker - Verei ni guog, Vol. 33. 
{2nd Abteilung). 

Bl4 



1925-7 HEATHERBURN, C.E. 
"On Differential Invariants in Geometry of Surfaces, 
with some application to Mathematical Physics", 
On Small Deformation of Surfaces and of Thin Elastic 
Shells", Quarterly Journal of Pure and Applied 
Mathematics, Vol. 50, 1925/1927, pg. 230-269, 
272-296. 

1926 von IGNATOWSKY, W. 
"Die Vektoranalysis 11

, 2 Volumes, 3rd Ed., B. G. 
Teubner, Berlin-Leipzig. 

LEVI-CIVITA, T. 
"The Absolute Differential Calculus .. , Blackie & 
Son, Glasgow. 

SPIELREIN, J. 
11 Lehrbuch der Vektorrechnung", Verlag von Konrad 
~Jittwer, Stuttgart. 

1927 LAGALLY, M. 
11 Die Verwendung des begleitenden Dreibeins fur 
die Aufbau der naturl i chen Geometri e11

, Si tzungs
beri chte der Bayeri schen Akademi e der ~/i ssenschaften 
zu MUnchen, Math.-Naturwiss. Abteilung, pg. 5-16. 

LOBELL, F. 
11 Ein Beitrag zur Bestimmung der Deformationen 
einer elastischen Membran unter den Einfluss 
gegebener ausserer Krafte, 11 Zeitschrift fur 
angewandte Mathematik und Mechanik, Vol. 7, 
pg. 463-469. 

LOVE, A.E.H. 
"A Treatise on the t~athematical Theory of Elasticity" 
4th Ed., Reprinted 1944 by Dover Publications, New 
York. 

11 Handbuch der Physik" (Edited by R. GRAf~t~EL), Vol. 5; 
11 Grundlagen der Mechanik", 1927, Vol. 6; 11 t~echanik 

der Elastichen Korper 11
, 1928., J. Springer, Berlin. 

1928 LAGALLV, M. 
11 Vor1esungen uber Vektorrechnung", Akademische 
Ver1agsgese11schaft,Leipzig. (7th Ed. edited by 
W. FRANZ, 1964). . 

B15 



1928 SAUER, R. 
11 Geometrische Uber1egungen zu den Grundg1eichungen 
der Flichentheorie 11

, Sitz. der Bayer. Akad. der Wiss. 
zu t~Unchen, Math. - Naturwiss. Abteilung, pg. 97-104. 

VOSS, A. 
11 Uber die Grundgleichungen der FHichentheorie" t 

Si tz. der Bayer. Akad. der ~~; ss. zu Munch en", 
Math.-Naturwiss Abteilung, pg. 1-3. 

1929 AUERBACH, F. & HORT, H. 
11 Handbuch der Physikalischen und Technischen 
Mechanik", Vol. I, III, IV, J.A. Barth, Leipzig. 

BURALI-FORTI, C. & MARCOLONGO, R. 

"Analisi Vettoriale Generale e Applicazione", 
Vol. 1: "Transformazioni Lineari", N. Zanichelli, 
Bologna. 

LOTZE, A. 
"Punkt-und Vektor-Rechnung", ~!alter de Gruyter, 
Berlin & Leipzig. 

LOBELL, F. 

"Die Grundgleichungen Flachentheorie und ihre Ausdruck 
durch Integralsatze. Sitz. der Bayer. Akad. der Wiss. 
zu t1unchen, Math.-Naturwiss. Klasse, pg. 165-173. 

1930 DUSCHEK, A. & MAYER, W. 
11 Lehrbuch der Differentialgeometrie 11

, (2 volumes), 
B. G. Teubner, Leipzig and Berlin. 

1931 BURGATTI, P. 

"Analisi Vettoriale Generale e Applicazione", Vol 3: 
11Teoria Matematica della Elasticita 11

, N. Zanichelli, 
Bologna. 

Kot~MERELL, V. and KOMt1ERELL, K. 

"Theorie der Raumkurven und krummen Fll:ichen", (2 volumes) 
Walter de Gruyter, Ber11n and Leipzig. · 

1932 BIEB£RBACH, L. 

B16 

"Differentialgeometrie", B.G. Teubner, Leipzig and Berlin. 



1932 LAGALLY, M. 
11 Dreifach- Orthoqonalen Kurvenkongruenzen", 
Sitz. der Bayer. Akad. der Vliss. zu t1Unchen, 
t1ath.-Naturwiss Klasse, pg. 133-143. 

" 1935 CARATHEOOORY, C. 
"Variationsrechnung und Partielle Differentialglei
chungen Erste Ordnung", B.G. Teubner, Berlin 
Translated as "Calculus orVariations and Partial 
Differential Equations of the First Order, Vol. 1, 
Holden-Day, San Francisco, 1965. 

TREFFTZ, E. 
"i\bleitung der Schalenbiegungsgleichungen mit 
dem Castiglianoschen Prinzip 11

, Zeitschrift fur 
angewandte Mathematik und Mechanik, Vol. 15, 1935 
No. 1/2, February, pp. 101-108. 

1936 McCONNELL, A.J. 
11 Applications of the Absolute Differential 
Calculus", Reprinted as 11 Applications of Tensor 
Analysis", Dover Publications, New York, 1957. 

1938 MARGUERRE, K. 
11 Zur Theori e der gekrummten Platte grosser 
Formanderung", Proc. 5th Int. Cong. of Aopl. 
f·4ech., Cambridge, t1ass. Translated as 11 0n the 
Large-Deformation Theory of the Curved Plate" 
by M. Szamossi, and edited by J. C. Yao, 
Structures and Auxiliary Systems, Northrop 
Norai r, 1964. ... 

1939 GOL'DENVEIZER, A.L. 
11 Additions and Corrections to the Love Theory' of 
Thin Shells 11

, in "Plastinki i Obolochki", 
Gosstroiizdat, Moscow-Leningrad. , 
HLAVATY, V. 
"Differentialgeometrie der Kurven und F1achen und 
Tensor-rechnung", Noordhoff, Groningen. 

1940 LANE, E.P. 
"Metric Differential Geometry of Curves and Surfaces", 
Chicago University Press, Chicago. 

B17 



1941 NOVOZHILOV, V. 
11 General Theory of Stability of Thin Shells", 
Comptes Rendus (Doklady) de l'academie des 
Sciences de l'URSS, Vol. 32, 1941, No. 5, 
pg. 316-319. 

1943 LEIBENZON, L.S. 
"Variatsionnye Metody Resheniya Zadach, Teorie 
Uprugosti", Ogiz-Gostekhizdat, t~oscow-Leningrad. 
Translated as "Variational t~ethods For the 
Solution of Problems in Elasticity", Private 
Translation, John Crerar Library, (RT-967), 
Chicago. 

MERCIER, A. 
"~e~ons et Problemes sur la th~orie des Corps 
Deformables", F. Rouge, Lausanne. 

NOVOZHILOV, V.V. 
"On the Solution of Thin Shell Theory Problems 
in Stresses and Moments", Comptes Rendus (Doklady) 
de l'Academie des Sciences de l'URSS, Vol. 38, 
1943, No. 9, pp. 294-297. 

NOVOJILOV, V.V. 
11 0n an Error in a Hypothesis of the Theory of 
Shells", Comptes Rendus (Doklady) de l'Academie 
des Sciences de l 1URSS, Vol. 38, 1943, No. 5-6, 
pp. 160-164. 

1944 EVRNE, R., Jr. 
11 Theory of Small Deformations of a Thin Elastic 
Shell", Seminar Reports in Mathematics, University 
of California Publications in Mathematics, No. 2, 
1944, pp. 103-152. 

1945 BLASCHKE, W. 
11 Vorlesungen uber Differentialgeometrie", Vol. I. 

. "Elementare Differentialgeometrie", Springer-Verlag, 
Berlin. 

• I 

1947 BASCHLIN, C.F. 
11 Einfuhrung in die Kurven - und Flachentheorie auf 
Vektorieller Grundlage", Orell FUssli Verlag, ZUrich. 

BRAND, L. 

"Vector and Tensor Analysis", John Wiley & Sons, Inc. 
New York. 

B18 



1947 EISENHART, L.P. 
"An Introduction to Differential Geometry with the 
Use of Tensor Calculus, 2nd Ed., Princeton University 
Press, Princeton. 

GOL'DENVEIZER, A.L. & LUR'E, A.I. 
"0 matematicheskoi Teorii ravenovesiya uprugkikh 
obolochek", P.~t & tt, Vol. 11, pg. 565-592. English 
Translation, 11 The t~athematical Theory of the Equilibrium 
of Elastic Shells 11

: Trans. Series 1, Vol. 11, Probability 
and Physical Theory, Am. t~ath. Soc., 1962. 

HILDEBRAND, F.B., REISSNER, E. & TH0t·1AS, G.B. 
"Notes on the Foundations of the Theory of Sma 11 
Displacements of Orthotropic Shells", N.A.C.A. 
Tech. Note No. 1833 

1948 HAACK, H. 
"Differential-geometrie", 2 Volumes, WolfenbUttler 
Verlagsanstalt, Wolfenbuttel - Hannover 

NOVOZHILOV, V. V. 
"Osnovy nelineinoi teorii uprugosti 11

, Gostekhizdat, 
Moscow-Leningrad, Translated as "Foundations of the 
Nonlinear Theory of Elasticity", Graylock Press, 
Rochester; N.Y •• 1953. 

1949 BEHNKE, H. 
"Vorlesungen Qber nifferentialgeometrieh, 2nd. Ed., 
Aschendorffsche Verlagsbuchhandlung, Munster in 
Westfalen. 

HAMEL, G. 
"Theoretische Mechanik", Springer-Verlag, Berlin
Heidelberg. 

KRUTKOV, Yu.A. 
"Tenzer Funktsii Napryazhenii i Obschie Resheniya 
v Statike Teorii Uprugosti'', Izdat. Akad. Nauk. S.S.R. 

LANGHAAR, H. L. 

"A Strain Energy Expression for Thin Elastic Shells11 

Journal of Applied Mechanics, A.S.M.E. Transactions, 
Vol. 71, 1949, pp. 183-189. 

SYNGE, J.L. & SCHILD, A. 
"Tensor Calculus", University of Toronto Press, Toronto. 

819 



1949 VLASOV, V.Z. 
11 0bshchaya teoriya obolochek i yeye prilozheniya 
v tekhnike 11

, Gos. Izd. Tekh.-Theor. Lit., t~oscow
Leningrad. Translated as 11 General Theory of Shells 
and its Applications in Engineering", N.A.S.A. 
Tech. Trans. TTF-99, Washington, D.C., 1964. 

1950 GREEN,A.E. and ZERNA, l~i. 

"The Equilibrium of Thin Elastic Shells", Quart. 
Journ. of Mech. and Appl. Math., Vol. III, pt. 1. 

LOHR, E. 
"Vektor-und Dyadenrechnung fur Phys i ker und Techni ker", 
2nd Ed., Walter de Gruyter, Berlin. 

LOTZE, A. 
"Vektor-und Affinor-Analysis", Verlag von R. 
Oldenbourg, Munchen. 

OSGOOD, W.R. & JOSEPH, J.A. 
11 0n the General Theory of Thin Shells", Annual 
Conference of A 1. Mech. Div. (Purdue University, 
afayette, Ind. of A.S.M.E., Paper No. 50-APM-14. 

1951 NOVOZHILOV, V.V. 
11 Teoriya Tonkikh Obolochek", 1st Ed. 1951, 2nd Ed. 
1962, Gos. Soyuz. Izd. Sud. Prom., Leningrad. 
Translated as 11Thin Shell Theory11

, 2nd Ed., 1964 
Noordhoff, Groningen. 

1952 KUHELJ, A. 
11 Beitrag zur Elastizitatstheorie der Schalen" 
Preliminary Report of Fourth International Congress 
for Bridge and Structural Engineering, Cambridge 
and London, 1952 AIIl, pp. 199-212. 

REISSNER, E. 
11 Stress-Strain Relations in the Theory of Thin 
Elastic Shells", Journal of Mathematics and Physics, 
Vol. 31, 1952, pp. 109-119. 

1953 COURANT, R. & HILBERT, D. 
"Methods of Mathematical Physics 11

, 2 volumes, 
Interscience Pubs., New York. 

GOL'DENVEIZER, A.L. 
"Teoriya uprugykh tonkikh obolochek11

, Gostekhtheoretizdat 
Moscow, Translated as 11 Theory of Elastic Thin Shells 11

, 

Pergamon Press, 1961, Oxford. 

B20 



1953 MORSE, P. & FESHBACH, H. 
"Methods of Theoretical Physics", (2 volumes), 
McGraw-Hill, New York. 

HANG, C.-T. 
"Applied Elasticity", McGraw-Hill, New York. 

YOKOWO, Y. & MATSUOKA, 0. 
"Approximation of the Bending Theory of a Shell", 
Proceedings of the 3rd Japan National Congress for 
Applied Mechanics, 1953, pp. 43-46. 

1954 PLATRIER, C. 
"Mecanique Rationelle", 2 volumes, Dunod, Paris 

SCHOUTEN, J.A. 
"Ricci-Calculus", Springer-Verlag, Berlin, Heidelberg. 

SCHOUTEN, J.A. 
"Tensor Analysis for Physicists", 2nd Ed., Clarendon 
Press, Oxford. 

YOKOWO, Y. & MATSUOKA, 0. 
11 /\pproximation of the Bending Theory of a Spherical 
Shell", Proceedings of the 4th Japan National Congress 
for Applied Mechanics, 1954, pp. 177-181~ 

1955 COBURN, N. 
"Vector and Tensor Analysis", MacMillan, New York. 

HAACK, W. 
"Elementare Differentialgeometrie", Verlag Birkhausen, 
Basel & Stuttgart. 

STRUBECKER, K. 
· "Differentialgeometrte", (3 volumes), Walter de Gruyter, 
Berlin. 

t~EATHERBURN, C. E. 
"Differential Geometry of Three Dimensions", Vol. I., 
Cambridge University Press, Cambridge. 

1956 HWANG, K-C. 
11 General Elastic Theory of Thin Plates and Shells vlith 
Small Deflection", Science Record, Vol. 5, No. 1-4, 
1956, pp. 88-124. 

821 



1956 KNOWLES, J.K. & REISSNER, E. 
11 A Derivation of the Equations of Shell Theory for 
General Orthogonal Coordinates 11

, Journal of rAathematics 
and Physics, Vol. 35, 1956, pp. 351-358. 

SOKOLNIKOFF, I.S. 
11 Mathematical Theory of Elasticity11

, McGraw-Hill, 
New York. 

VOL'MIR, A.S. 
11 Gibkie Plastinki i Obolochki 11

, Gos. Izd. Tekh.-Teor. 
Lit., Moscow. German Translation: 11 Biegsame Platten 
U'iid'Schalen 11

, VEB Verlag fUr Bauwesen, Berlin, 1962. 

1957 MUSHTARI, Kh.M. and GALIMOV, K.Z. 
11 Nelineinya teoriya uprugikh obolochek11

, Tatknigoizdat, 
Kazan, Translated as 11 Nonlinear Theory of Thin Elastic 
Shells 11

, by The Israel Program for Scientific Translations, 
Jerusalem, 1961. 

PARSZEWSKI, Z. 
11 Equations of the Engineer's Non-Linear Theory of Thin 
Shells 11

, Proc. 9th Int. Cong. Appl. t~ech., {Sept. 1956, 
Bruxe1les) Bruxelles University Press, 1957. 

REICHARDT, H. · 
11 Vorlesungen uber Vektor-und Tensorrechnung 11

, VEB 
Deutscher Verlag der Wissenschaften, Berlin. ----

WEATHERBURN, C.E. 
11 Advanced.Vector Analysis With Application to Mathematical 
Physics 11

, G. Bel1 & Sons, London 

1958 DECKERT, A. 

822 

11 Vektoren und Tensoren 11
, C. F. Winter' sche Verl agshandl ungen, 

Fi.issen. 

HAYWOOD, J.H. & WILSON, L.B. 
11 The Strain-Energy Expression for Thin Elastic Shells 11

, 

Journal of Applied Mechanics, Vol. 25, 1958, December, 
pp. 546-552. 

KNOWLES, J.K. & REISSNER, E. 
11 Note on Stress-Strain Relations for Thin Elastic 
Shells 11

, Journal of Mathematics and Physics, Vol. 37. 
1958, pp. 269-282. 



1958 
.. 

KRONER, E. 
11 Kontinuumstheorie der Versetzungen und 
Eigenspannungen 11

, Springer-Verlag, Berlin
Heidelberg. 

MAX\~ELL, E.A. 
11 Coordinate Geometry with Vectors and Tensors 11

, 

Clarendon Press, Oxford. 

NOVOZHILOV, V.V. 
11 Teoriya Uprugosti 11

, Sudpromgi z, Leningrad. 
English Translation, 11 Theory of Elasticity .. , 
Pergamon Press, 1961, New York. 

1959 KOITER, W.T. 
11 A Consistent First Approximation in the General 
Theory of Thin Elastic Shells 11

, Part I, Foundations 
and Linear Theory. Unpublished Manuscript (forming 
the basis of a paper of the same title, Proc. I.U. 
T.A.M. Symposium on the Theory of Thin Shells Delft, 
1959, North-Holland Publ. Co., 1960.) 

KREYSZIG, E. 
11 Differential Geometry11

, University of Toronto 
Press, To ron to. 

POGORELOV, A.V. 
11 Differential Geometry .. , Noordhoff, Groningen. 

TIMOSHENKO, S.P. & ~JOINOVJSKY-KRIEGER, S. 
11 Theory of Plates and Shells 11

, McGraw-Hill, New York. 

WILLMORE, T. J. 
11 An Introduction to Differential Geometry .. , Clarendon 
Press, Oxford. 

1960 BLASCHKE, W. & REICHARDT, H. 
11 Einfuhrung in die Differentialgeometrie11

, 2nd Ed., 
Springer-Verlag, Berlin-Heidelberg. 

DUSCHEK, A. & HOCHRAINER, A. 
11 Grundzuge der Tensorrechnung in Analyticher Darstellung11

, 

(3 volumes), Springer-Verlag, Vienna. 

MILNE-THOMSON, L.M. 
11 Plane Elastic Systems .. , Academic Press, New York. 

B23 



1960 REISSNER, E. 
11 0n Some Problems in Shell Theory11

, Proc. 1st Sym. 
on Naval Str. Mech. (Stanford University, Cal., 1958) 
Pergamon Press, 1960. 

SCHHARTZ, M., G_REEN, S. & RUTLEDGE, H.A. 
11 Vector Analysis with Applications to Geometry and 
Physics .. , Harper and Brothers, New York. 

SPAIN, B. 
11 Tensor Calculus 11

, 3rd Ed., Oliver & Boyd, Edinburgh. 

TRUESDELL, C. & TOUPIN, R. 
11 The Classical Field Theories 11

, in 11 Encyclopedia of 
Physics .. (Edited by s. Flugge), Vol. III/1, Springer
Verlag, Berlin-Heidelberg 

1961 DIL~, E.H. 
11 General Theory of Large Deflections of Thin Shel1s 11

, 

N.A.S.A. Technical Note D-826, March 1961, Washington, 
D.C. 

DREW, T.B. 
11 Handbook of Vector and Polyadic Analysis .. , Reinhold 
Pub. Corp., New York. 

ELSGOLC, L. E. 
"Calculus of Variations .. , Pergamon Press, London. 

FERRAN DON, J. 
11 Cours de Me'canique 11

, Editions Eyerolles, Paris. 

FINZI, B. & PASTORI, M. 
"Calcolo Tensoriale e Applicazione 11

, 2nd Ed., li.:_ 

Zanichelli, Bologna 

KOITER, W.T. 
"A Systematic Simplification of the General Equations 
in the Linear Theory of Thin She1ls 11

, Proceedings, 
Nederlandsche Akademie von Wetenschappen, Amsterdam, 
Vol. 104,.1961, Series B,pp. 612-619. 

ST~UIK. D.J. 
11 Lectures on Classical Differential Geometry11

, 2nd Ed. 
Addison-~lesley, Reading, Mass. 

824 



1962 BLOCK, H.D. 
11 An Introduction to Tensor Analysis 11

, Charles E. t~errill, 
Columbus, Ohio. 

BUDIANSKY, B. & SANDERS, J.L. 

"On the •Best• First-Order Linear Shell Theory 11
, in 

11 Progress in Applied Mechanics .. , (Prager Anniversary 
Volume), MacMillan, New York. 

CHERNYKH, K. F. 
11 L i nei nay a Teoriya Obo 1 ochek11 

, 2 Vo 1 umes, I zd. 
Leningradskogo Universiteda, Leningrad. 

CICALA, P. 
11 Consistent Approximations in Shell Theory 11

, Proc. 
A.S.C.E. (Eng. Mech. Div.), Paper 3241. 

FLUGGE, w. 
11 Stresses in Shel1s 11

, Springer-Verlag, Berlin. 

FUNK, P. 
11 Variationsrechnung und ihre Anwendung in Physik 
und Teknik 11

, Springer-Verlag, Berlin-GHttingen. 

GER~1AIN, P. 
11 M~canique des Milieux Continus 11

, Masson et Cie, 
Paris. 

GERRETSEN, J.C.H. 
11 Lectures on Tensor Calculus and Differential Geometry11

, 

Noordhoff, Groningen. 

GREEN, A.E. 
11 0n the Linear Theory of Thin Elastic Shel1s 11

, Vol. 
266 A (March 6., 1962) pp. 143-160, Proc. Royal Soc. 

GREEN, A.E. 
11 Boundary-Layer Equations in the Linear Theory of Thin 
Elastic Shells .. , Vol. 269, 1962, pp. 481-491, Proceedings 
of the Royal Society. 

LANGHAAR, H.L. 
11 Energy Methods in Applied Mechanics 11

, John Wiley & Sons, 
Inc., New York. 

825 



1962 MILNE-THOMSON, L.M. 
11 Antiplane Elastic Systems 11

, Academic Press, New 
York. 

REISSNER, E. 
11 Note on Axially Symmetric Stress Distributions in 
Helicoidal Shells .. , M. Schafer (Editor), Miszellaneen 
der Angewandten Mechanik - Festschrift Walter Tollmien 
Akademie Verlag, Berlin, 1962, pp. 257-266. 

REISSNER, E • 
.. Variational Considerations for Elastic Beams and 
Shells 11

, Proc. Am. Soc. Civ. Eng. {Eng. Mech. Div.) 
Vol. 88. 

FOX, C. 
11 An Introduction to the Calculus of Variations 11

, Oxford 
University Press, Oxford. 

1963 GELFAND, I.M. & FOMIN, S.V. 
11 Calculus of Variations .. , Prentice-Hall, Englewood 
Cliffs, N.J. 

GREEN, A.E. & ZERNA, W. 
11 Theoretical Elasticity11

, Clarendon Press, Oxford. 

826 



1964 f-1ASUR, E.F. 
"On the Consistency of Linear Structural Shell 
Theory", Journal de Mechani gue, Vol. 3, No. 1. 
(r~ars). 

NADEAU, G. 
"Introduction to Elasticity", Holt, Reinhart & 
Winston, Inc., New York. 

PACH, K. & FREY, T. 
"Vector and Tensor Analysis", Terra, Budapest. 

SCHROEDER, J. 
"Direct Kinematic Theory of Deformation for 
Small Displacements of Thin Shells", Trans. E.I.C.; 
(E.I.C. - 64- BR & STR 13), Vol. 7, No. A-9. 

SOKOLNIKOFF, I.S. 
"Tensor Analysis. Theory and Applications to Geometry 
and Mechanics of Continua", 2nd Ed., John Wiley, 
New York. 

1965 ABRAM, J. 
"Tensor Calculus Through Differential Geometry", 
Butterworth, London. 

BAULE, B. 
"Die Mathematik des Naturforschers und Ingenieurs". 
Vol. 7, "Differentialgeometrie", 6th Ed., S. Hirzel 
Verlag, Leipzig. 

LAUGWITZ, D. 
"Differential and Riemannian Geometry", Academic 
Press, New York. 

ORA VAS, G. AE. 
"Direct Tensor Analysis", Unpublished ~1anuscript, 
McMaster University, Hamilton. 

REISSNER, E. 
"A Note on Stress Functions and Compatibility Equations 
in Shell Theory", in "Topics in Applied ~~echanics", 
(Abir, Ollendorff, Reiner editors), Elsevier, Amsterdam. 

SPAIN, B. 
"Vector Analysis", D. Van Nostrand Co., London. 

827 



1965 THm~AS, T. Y. 
11 Concepts from Tensor Analysis and Differential Geometry .. , 
2nd Ed., Academic Press, New York. 

TURNER, C. E • 
.. Introduction to Plate and. Shell Theory 11

, Longmans, 
Green & Co., London. 

TRUESDELL, C. & NOLL, W. 
11 The Nonlinear. Field Theories of t~echaniq, 11 , 
Encyclopedia of Physics, (Edited by S. FLUGGE) 
Vol. III/3, Springer-Verlag, Berlin-Heidelberg. 

WARDLE, K.L. 
11 Differential Geometry11

, Routledge and Keagan Paul, 
London. 

1966 ORAVAS, G. AE. 
11 Elastomechanics 11

, Unpublished Lecture Notes, 
McMaster University, Hamilton. 

ORAVAS, G. AE. 
11 Theory of Surface Structures 11

, Unpub 1 i shed Lecture 
Notes, Mcr~aster University, Hamilton. 

SEDOV, L.I. 
11 Foundations of the Non-Linear Mechanics of Continua .. , 
Pergamon Press, Oxford. 

TRUESDELL, C. 
11 Continuum Mechanics I: The Mechanical Foundations of 
Elasticity and Fluid Dynamics 11

, Gordon & Breach, 
New York, London, Paris. 

828 



INDEX 

A 

analogy, statico-geometric 173 
angle, between vector 19 

- deformed 126 
- detrusi on 97 

asymptotic line 46 

.B 

base vectors 14 
-deformed surface ·g4 

Bernoulli, N. 24, 74 
bibliography Bll(f) 
binormal vector 7, 42 
Bonnet's theorem 72, 78, 87 
boundary forces 172, 180 

c 
Cauchy's analysis 158 
centre of curvature 38 
Cesaro-Burali-Forti vector 4l(f), 63, 77 

- for deformed middle surface 103 
- variations of 104 
- modified 123 

changes of curvature 105, 107, B5(f) 
characteristic value (see 11 Segner11

) 

Clairaut's integrability condition 74 
constitutive compatibility conditions 182 
compatibility, equations of, 

-by Gol'denveizer 146 (f) 
- by Novozhilov 149 (f) 
- by Reissner 152 (f) 
- by Vlasov 156 (f) 
-kinematic 122 (f), 130 
- identities of 143 
- Saint-Venant 132 (f) 

condition of integrability 73 
conjugate directions 35 
conjugate systems 36, 39, 40 
continuum Al 
coordinates, orthogonal 13 

, parametric 50 
cross product (dyadic) A7 



curvature 4 (f), 9, 11, 12 
- centre of 38 
-changes of 105, 107, BS {f) 
- Gaussian 34, 69 
- geodesic 20, 44, 65 
- lines of 38, 39 
- mean 34 
-normal 20, 44, 51, 65 
- principal 30 
- pure 44 
- Sophie Germain 34 
- surface 20 
- total 34, 69 
-variations of' 105, 107, BS {f) 

curves, space 1 {f) 

D 

Darboux• vector 11, 43 
deformation 93, A16 

- of parallel surface 108 
- tensor 115, Al6 

degenerate equations 30 
density symbol A8 
detrusion angles 97 
differential surface area 15 
differentiation of unit vector 46 
dilation, longitudinal 97 
direction derivative 55 

- for parallel surfaces 112 
directions, conjugate 35 

, of principal curvature 30, 33 
displacement gradient 115, Al6 
displacement tensor 118 
divergence theorem 160 
double cross product (dyadic} A8 
double dot product (dyadic} A8 
dot product (dyadic) A7 
Dupin•s indicatrix 54 
dyadic (see also 11 tensor) A2 (f) 

- algebra of A6 
- antisymmetric AS 
- conjugate A4 
- invariants of AlO (f) 
- products of A7 (f) 
• resolution of A6 
- symmetric AS 

dynamic equilibrium 161 



E 

eigenvalue equation (see "Segner") 
equation (see listing under specific equation) 
equilibrium equations 158 (f) 

- of forces 172 
- of moments 180 

equilibrium of continuum 158 
Euler•s law of dynamic equilibrium 161 
Euler•s theorem 51 (f), 54 
extremum Al8 (f) 

• of normal curvature 27, 29, 31 

F 

first fundamental form 15 (f), 25, 58 
first scalar invariant AlO 
force equilibrium equations 158(f), 172 
forces, boundary 172, 180 
Frenet-Serret formulas 10 
Frenet triad 8, 12, 42 
fundamental form, first 15 (f), 25, 58 

, second 22, 26, 58 
, third 60 

fundamental metric form 16 

G 

Gauss equation 
- orthogonal parametric lines 77, 82 
- non-orthogonal parametric lines 83, 92 
- re: compatibility 123 

Gauss theorem (divergence theorem) 160 
Gaussian curvature 34, 69 
geodesic 45 

- curvature 20, 44, 65 
- torsion 44, 65 

H 

Hamilton-Cayley equation 62, 68 
Hessenberg postulate. 83, 124 
homogeneity of continua Al 

I 

idemfactor 57, A3 
identities of compatibility 143 
identity tensor 57, A3 
integrability condition 73 (f) 
integrable linear transfer 83 



invariants 
- of dyadics AlO 
- of surface tensor 60 

isotropy of continua Al 

K 

kinematic 
-compatibility equations 122(f), 130 
- method; comparison of 85 
- theory of deformation A14 

Kirchhoff • s hypothesis 98, 114, 182 
Kronecker delta, simplified 56 

, general A9 

L 

Lagrangian form of Taylor's series A12 
Levi-Civita 

- parallel displacement of 83 
- density symbol A8 

linear theory of shells 98 
linear transfer, integrable 83 
lines of curvature 38 

- as parametric coordinates 49 
Love•s first approximation 113 

M 

Mainardi-Codazzi equations 
-orthogonal parametric lines 77, 82 
- non-orthogonal parametric lines 83, 92 
- re: compatibility 123 

mean curvature 34 
metric form, fundamental 16 
metric measure in parallel surface 110 
Meusnier•s theorem 20, 54 
middle surface 93 

- strains in 97 
mixed products (dyadics) A9 
moment equilibrium equations 158(f), 180 

N 

norm (of tensor) 67 
normal curvature 20, 44, 51, 65 

- extremal 27 
- principal 27 

normal, principal 21 



N Cont'd 

normal radius 21 
normal section 21, 27 
normal vector 3, 4, 15 
notation 

-of Gol'denveizer Bl 
- of Novozhilov B2 
- of Reissner B3 
- of Keiter B4 

0 

orthogonal coordinates 50 
orthogonal systems 36 
orthogonality of principal curvatures 33 
osculating circle 6 
osculating plane 6 

p 

parallel surface 108 
- directed derivative in 112 

parametric coordinates 13 
- as lines of curvature 49 

parametric lines 40 
- orthogonal 41 

permutation symbol AS 
position vector 1, 13 
positive definite form 16, 18, 25 
postulate 

- of Hessenberg 83, 124 
- of Kirchhoff 98 

principal coordinates 41 
principal curvatures 33, 45, 46 

- of equations of 29 
principal normal curvature 27 

- directions of 27, 30 
- equations of 29 

principal radius of curvature 38 
products of dyadics A7(f} 
pure curvature 44 

R 

radius of curvature, principal 38 
radius, normal 21 
rectifying plane 11 
resultant, stress 171 

, moment 179 



R Cont'd 

Ribaucour triad 42 
Rodrigues' equation 38, 45 
rotational strains 97 
rotation tensor 102, A16 
rotation vector 6, 11, 44, 46, 102 

s 

Saint-Venant compatibility equations 132(f), 139 
scalar invariants (dyadics) AlO(f) 
Schroeder's strain tensor 121 
second fundamental form 22, 23, 26, 58 
second scalar invariant (dyadics) AlO 
Segner eigenvalue equation 68, Al7(f) 
Serret formulas (see Frenet-Serret formulas) 
S'lell 93 
Sophie Germain curvature 34 
space curves l(f) 
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