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o

Flows in channels or estuaries ma& exhibit variations in density
arising from differences-in- temperatdre , salinity or suspended solids.
In the absence of significant vertical mixing, stable, discrete layers
may form with distinct density interfaces.

This thesis presents a computational approach for the analysis of
two-layer, vertically str;atified, one-dimensional horizontal flows in
open channels. A variety of such problems are identified -and ‘a-eritical
survey-of the existing literature-is. presented... A framework is.defined
‘a'gain'st“”which these‘ problems are classified and decomposed into
analytical problems of the simplest possible scope. Based on the
conditions that lead to changes in flow characteristics, four research
areas are exémined. These are energy balance, interfacial hydraulic
Jump, lock exchange f‘lowg, and long transitions. Although restfieted to
essentially one-dimensional flows, the analytical study of these four
‘areas is extended -to-:allow:for non-uniform velocity distribution: by the...
introduction of boundary-layer displacement thicknesses and correction
factprs for kinetic energy and momentum. Also, a significant f‘eature of
the study is the ability ﬁo handle channels of arbitrary. cross-sectional
geometry.

The basic philosophy of the approach followed in this study is to
develop a relatively simple and computationally economical procedure.

which is applicable to a wide variety of problems involving channels
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systems of arbitrary geometry and boundary conditions. A library of
computer subroutines provides a convenient means of developing an
open-ended system of computational techniques for the solution of a wide
range of problems. Such a library of computational algorithms may also
promote cooperation and collaboration among researchers and engineers
concerned with stratified flow hydraulics. Such algorithms should
provide solutions for frequently recurring problems, should be mutually
compatible and allow the conspruction of relatively complex analytical
models in a modular fashién. A comprehensive library of routines is
developed which consists of fourty-four subroutines and functions. This
evolves as a well-defined hierarchy of algorithms in which the most
basic algorithms are nested within the more sophisticated ones to the
sixth or seventh level.

The computational algorithms are tested for theoretical and
computational performance. Numerical predictions are compared with
available experimental and field data. Moreover, an experimental
program is described which is designed and carried out to verify the
numerical predictions obtained for the first of the above-mentioned four
topics.

An important aspect of the study is the illustration of the
application of the routines in the solution of typical practical
problems such as selective withdrawal from stratified water bodies and
recirculation of cooling water from power plants. In addition, to
facilitate utilization of the programs by others, complete documentation

and listings are provided.
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CHAPTER 1

SCOPE AND OBJECTIVES OF THE STUDY

1.1 INTRODUCTION

| In a large body éf water, the density may vary vértically
because of the variations in temperature, dissolved salts (e.g.
salinity), or suspended. sediment load. The vdensity may vafy
continuously throughout the depth to form a continuous density
gradient, or, stable, discrete-layers with diStinet density
interfaces may form. Horizontal gradients may also exist. In
many applications of stratified-fiow theory to natural phenomena,
it has been assumed that a fluid system with continuous density
gradieﬁt may be approximated by a layered system. - Multi-layered
systems have been found in the oceans, where observations suggest
that it is typical to find fluid consisting of well-mixed layers
separated by sharp interfaces. It therefore seems that
multi-layer systems may occur more frequently than previously
thought and an inves;igatidn into the flow of multi-layer systems
is of Qeneral importance. Homogeneous flows are special cases of
stratified systems, where the free surface marks the boundary
betweén one fluid and another of negligible inertia and viscosity;
its pfesence implies the presence of non-homogeneity, and, in

fact, non-homogeneity in an extreme form, Therefore, the methods



used in the analysis of homogeneous flows can be extended to some
simple cases of the flow of mulﬁi-layer systems.

Although fluid motion in a stratified system was
investigated by many researchers more than a century ago, it is
only during recent years that it has attracted the serious
»attention of! oceanographers, meteorologists, and hydraulicians.
Individual cases of stratified flows have received considerable
attention. However, what is lacking is a unified approach to

study the phenomena as a whole,

1.2 OBJECTIVES AND SUMM

This study identifies a wide range of stratified flow
problems and presents a critical survey of the existing
literafure. Generally, changes in flow characteristics result
from one (or more) of the following conditions:

(1) Variations in boundary geometry with negligible change in
total energy.

(2) Variations in flow characteristics due to discontinuities in
the boundary and/or the interface accompanied by significant
energy losses,

(3) Energy losses due to boundary and/or interfacial friction
(long transitions).

(4) Time-dependent boundary conditions,

Methods of analysis generally involve application of one or

more of the three principles of conservation, i.e.



(i) conservation of mass
(ii) conservation of energy
(iii) conservation of momentum

‘This study seeks to define a framework against which a wide
variety of problems may be classified and decomposed into
analytical problems of the simplest possible»scope. For each of
these, a computational module (i.e. a subroutine) is developed
which may find frequent application in a wide variety of different
solution types.

Areas of research contributions are examined which tend to
focus on only one of the four conditions defined above in the hope
that this may serve to identify computational algorithms which
represent implementation of one or more of the three conservation
prineiples. Such algorithms should provide solutiomns for
frequently recurring problems, should be mutually compatible and
allow the construction of rélatively complex analytical models in
a modular fashion,

Existing programs frequently do not provide aniappropriate
solution method for practicing engineers either because of:

(i) the size and computational cost of programs,
or (ii) the difficulty of introducing practical (i.e. real)
boundary conditions,
or (iif) the effort necessary to comprehend the background
research contributions in the literature on which the

programs are based.



Among the numerical techniques currently applied to
stratified flow problems are Finite Difference methods (Stigter
and Siemons (1967), Thatcher and Harleman (1972), and Apelt, Gout
and Szewczyk (1973)), Marker-and-Cell (Hwang and Slotta (1968),
Slotta (1969) and Williams and Holmes (1974)) and Finite Element
methods (King, Norton and Orlob (1973), Adey and Brebbia (1973),
Gallagher (1975), Pearce and Christodoulou (1975), Futagami
(1975), Liggett (1975) and Farraday, O'Connor and Smith (1975)).

The basic philosophy of the approach followed in this study
is to develop a relatively simple and computationally economicai
procedure which is applicable to a wide range of problems
involving systems of arbitrary geometry and boundary conditions,

The library approach is a natural one for an open-ended
approaéh. A library (or framework) of computational algorithms
may provide a means of promoting cooperation and collaboration
among researchers and engineers concerned with stratified flow
hydraulics. Whereas the improvement or augmentation of a large
"all-embracing" program is a task of some magnitude, it should be
possible and reasonably easy to incorporate in a properly designed
library package, a new or modified routine concerned with a
relatively elementary problem type or solution technique.

. An important aspect of the study is the illustration of the
application of the routines in the solution of typical practical
‘problems. In addition, to facilitate utilization of the programs

by others, complete documentation is provided.



As a firét step in the development of such a library of
elementary routines, four research areas are examined, each of
which ~involves only one of the four conditions defined above.
This should serve to focus aﬁtention on the major computational
problems and aid in the identification of the necessary algorithms
for their solution. The four topics considered are defined below.
1 Steady stratified flow through a streamlined transition.

Negligible energy losses allow the use of energy balance
techniques in this case.

(2) Interfacial hydraulic jump. This is probably one of the more
well-researched areas of\steady stratified flow in the
vicinity of boundary and/qr interfacial discontinuities.

(3) Determinatioh of surface profiles in long transitiohs.
Present knowledge is restricted mainly to laminar flows

- which, however, are of greater significance in densimetric
pheﬂbmena than in homogeneous flow resistance problems.

(4) Lock exchange flow. ~The classic case of unsteady lock
exchange flow may\frequently find application in the analysis
of quasi-steady phenomena such as the arrested wedge.

Each of these problems is developed as a computational
algorithm and tested for theoretical and computational
performance. Where possible the numerical predictions are
compared with available experimental and field data. An
experimental program is described ﬁhich was designed and carried

out to verify the theoretiéal pfedictions obtained for the first



of the above-mentioned four topics.

The development of each of the four solution algorithms
involves a number of subroutines and it is found that a
significant degree of computational interaction occurs. For
example:-

(a) The shape of the interface during lock exchange flow
represents a condition of unsteady gradually varied flow
in which one of the dominant force actions occurs as

interfacial shear. .

(b) The selection of real solutions in the analysis of
conjugate depths involves the estimation of energy
losses,

(c) Situations of two-dimensional velocity distribution in a
wide range of stratified flow problems may be reduced to
one-dimensional approximations by means of the concept of
boundary layer displacement thickness.

(d) The application of momentum balance in the analysis of
abrupt discontinuities may require evaluation of force
actions arising from interfacial shear.

The analytical study is intended to deal with two-layer
systems using a one-dimensional approach with improvements to
allow for non-unifqrm velocity distributions (e.g. boundary layer
displacement thicknesses, energy and momentum correction factors).
As stated earlier one of the basic advantages of this study is the

ability to handle channels or arbitrary geometry.



With reference to the previously-mentioned conditions that
lead to variations in the flow characteristics, a classification
of stratified flow regimes is suggested which is illustrated in

Figure 1.1,

1.3 ORGANIZATION OF SOLUTION ALGORITHMS

In attempting to set up a library of computational
algorithms for the solution of the probleﬁs defined earlier, it is
useful to consider a relatively small number of situations which
correspond approximately to the basic reasons for changes in flow
characteristics and which are outlined in Section 1.2

In each of these solution algorithms, a number of
independent variables are involved many of which may be selected
as the dependent variable. Consequently there may be several
forms of the same basic solution algorithm depending on the
formulation of the problem. In the case of two-layer systems this
results in a substantial increase in the number of computational
routines required to handle the various forms of a solution
algorithm,

Typically it is found that the selection of a particular
~ dependent variable in a functional relation allows an expliecit -
or at least a less complex - solution. The subroutine developed
for this particular solution may then frequently be used to

facilitate an iterative solution of another dependent variable,



Classification of

Conditions leading

flow phenomena to variations in flow

characteristics

Uniform - . Boundary and
interfacial shear

 Steady Gradually

Varied -

Streamlined
Non-Uniform transitions

(Varied)

Rapidly ~

Varied

Abrupt

Stratified transitions

Flow

Time-dependent
Unsteady ' | boundary conditions

Fig. 1.1 - Classification of Stratified Flow Phenomena



For many problems it is possible to identify and separate out
certain basic problems concerning the definition of systenm
geometry, processing of cross-section properties, solution of
simultaneous non-linear equationsvand the 1like. Some ofbthese
draw in turn from subroutines already available in a library of
sub-programs for homogeneous flow problems (C.E.P.L.). Thus the
development of a comprehensive library of routines evolves as a
well-defined hierarchy of algorithms in which the most basic
algorithms are nested withinvthe more sophisticated ones to the
sixth or seventh level.

In general, the organization of a repository or library of
complete programs or sub-programs has become one of the most
frequently voiced proposals for the dissemination of progranm
information in various research fields.

In the following chapters, a general literature review of
the subject is presented which concludes with a problem
classification (Chapter 2). The next four chapters include
presentation, analysis and development of the four topics
discussed earlier. Chapter 7 illustrates the application of the
developed computer library in the solution of typical practical

problems.



CHAPTER 2
CLASSIFICATION AND BIBLIOGRAPHIC STUDY OF

STRATIFIED FLOW PHENOMENA

2.1 INTRODUCTION

In this chapter, a wide range of stratified flow problems
are identified with a review of the existing literature. These
problems are then classified within the flow regimes defined in
Chapter 1 accompanied by the corresponding references. Some of
the problems may be included in more than one division depending

on the flow conditions and the theoretical considerations.

2.2 PROBLEM IDENT CATION

In this sub-section seven classes of problems are
conéidered. These are:

a) Selective withdrawal

b) Interfacial resistance

e¢) Internal hydraulics of a stratified flow system

d) Density wedges

e) Submerged jets and plumes

f) Stratified flow in circular pipes

g) Wind effect on a stable density interface.

For all but the last two topics - which are treated only

very briefly - the problem is considered under the headings of (i)

10
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Introduction, (ii) Literature Review, and (iii) Discussion.

2.2.1 Selective Withdrawal
2.2.1.1 Introduction

Significant efforts have been directed towards improving
the quality of water abspracted from lakes and reservoirs.
Selective withdrawal from stratified reservoirs is a means of
providing water of desired quality for downstream municipal,
agricultural, and recreational use. When discrete layers of
distinct density differences exist, it is possible to withdraw
from only one, or from several, of these layers, and the term
"selective withdrawal" is used to describe_this process.

One practical application of this and similar problems is
encountered in the cooling of thermo-electric generating stations.
In certain of such installations it has been observed that the
coolant discharge water, by virtue of its lower density (i.e.
higher temperature), flowed into the proximity of the coolant
inlet from where it was subseqﬁently recirculated thfough the
cooling system with an attendant loss in operating efficiency.
Other.examples in which stratification phenomena are present are
in the drawing off of crude petroleum from underground reservoirs,
and the removal of salt water that has encroached upon a supply of
fresh water. This latter problem has assumed considerable

importance in the agriculture of many countries.
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- 2.2.1.,2 Literature Review

Analytical research was originally motivated by the need
for a basic understanding of density-stratifiéd flow as related to
selective withdrawal from lakes and reservoirs for water quality
control. Most of the work has dealt with the case of withdrawal
from a reservoir containing a stable density gradient. In
power-station cooling ponds, control structures are designed so
that only the coolest water is used. Iﬁ this case the pond most
frequently consists of two distinct layers and it is therefore not
surprising that some investigations are for the withdrawal of one
layer from a two-layer system.

Yih (1958) investigates the problem of a two-dimensional
flow of an inviscid, non-diffusive, density stratified fluid into
a botéom line sink. He assumes that the density gradient far
upstream is linear and that the velocity distribution far upstream
is given by

pl/zU =A=constant 2.1
where p is the density of the fluid and U is its horizontal
velocity, both functions of the vertical coordinate y. He points
out that equation (2.1) is valid when the flow issues horizontally
from a large reservoir, With this boundary condition a complete
solution is obtained. It is shown that this solution ceases to be

valid for densimetric Froude numbers (F) equal to or less than a



13

eritical value of 1/7(=0.32)., F is defined as:

A U

= .- 202
dvgB Ygdhe/p

F

with reference to Figure 2.1(b), d is the depth of the fluid,
B:(po-ol)/d is the density gradient, where #, is the density at
the bottom, O‘ is the density at the top (i.e. free surface) and
80 35 the density difference. Yih's thedretical results show that
there is no tendency for flow separation (i.e. discharge of the
heavier fluid to the exclusion of the lighter portions) for Froude
numbers greater than /. Any separation will be expected to
occur when the Froude number is equal to or less than ¢this
critical wvalue. Debler (1959) investigates the problem
experimentally. He demonstrates that, when F is near 1/v, the
flow is characterized by the presence of a stagnant layer which is
separated from the flow region by a line of velocity discontinuity
(see Figure 2.1(a)). Kao (1965) extended Yih's solution to
include the case where F is 1less than 1/7 by introducing a
fictitious ﬁniform»sink distribution on the vertical wall at the
outlet,

Koh (1966) considers  the effect of viscosity in
stratified flow towards a sink, He develops a viscous diffusive
model to describe selective withdrawal at an intermediate depth
(see figure 2.,2(a)). A boundary-layer-type assumption is made and
a perturbation method is used to solve the governing differential

equations. The analytical solutions obtained are applicable for
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very small discharges. The results obtained agree closely with
laboratory resﬁlts of ‘experiments carried out within the range of
applicability of the analytical solution.

A more recent contribution is a study by Walesh and
Monkmeyer (1973) on viscous, non-diffusive, bottom selective
withdrawal (see Figure 2,2(b)). No particular density structure,
e.g., linear, is specified. Their analysis applies to that portion
of the withdrawal layer sufficiently far from the sink so that the
withdrawal layer thickness is small compared to that distance.
This stipulation facilitates thé neglect of inertial effects, and
is also the basis for application of a boundary-layer-type
simplification of the governing equations. They provide
mathematical eipressions for horizontal and vertical velocities,
horizontalkshear, withdrawal layer thickness, and the distribution
of flow within the withdrawal layer. It is confirmed that
normalized profiles of vertical velocity, horizontal velocity, and
horizontal shear are similar; i.e. each has a form independent of
distance from the sink, density gradient, viscosity, and
volumetric discharge. Previous experimental investigation
indicates that the creeping flow assumption made in this study is
valid for Reynolds number less than 1.0, where the Reynolds number
is given by (u.x/“o).(slx)z, in which u is the maximum horizontal
velocity component at a distance x from the  sink, 8§ jis the
withdrawal layer thickness at the same point, and VO is the

kinematic viscosity of the fluid at the channel bottom which is
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assumed together with its dehsity 00 to be constant along the
bottom (see Figure 2.2(b)).

Ho and Monkmeyer (1975) investigated the problem of bottom
withdrawal from a linearly-stratified reservoir. They consider a
two-dimensional, viscous, non-diffusive flow. Inertial effects
are considered although fluid flow, as in previous literature, is
assumed to be laminar, The theoretical results obtained are
confirmed by laboratory experiments for the withdrawal layer
thickness and the maximum horizontal velocity.

The problem of selective withdrawal of a viscous,
non-diffusive linearly-stratified fluid is extended to cover the
axisymmetric case with the withdrawl being at the bottom of the
impoundment (Ho, Monkmeyer and Clark (1976)) br at an intermediate
depth (Clark, Monkmeyer, Ho and Hoopes (1976)). In the bottom
withdrawal case, laminar flow is considered and inertial effects
are retained so that non-creeping flows can be studied. In
withdrawal from an intermediate depth, inertial effects are
neglected. In both cases, experimental data are provided for
velocity profiles in the withdrawal layer.

Wood (1968) considered a reservoir connected through a
horizontal contraction to a channel., Both the reservoir and the
channel are assumed to contain a stable, multi-layerbsystem of
fluids (see Figure 2.3(b)). When there is flow in only one layer,
the volume discharge calculations are carried out at a single

section (the section of minimum width). Where there are
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velocities in only two layers, the theory involves computations at
two sections in the flow., These are the section of minimum width
and a section upstream of the position of minimum width (the
virtual point of control). It is shown that the depths of the
layers at the point of maximum contraction are twb-thirds of those
far upstream. Similar results are shown for any stable continuous
or discrete density stratification in the reservoir., Theoretical
predictions are confirmed by experimental work carried out with a
contraction in a flume for the withdrawal of two discrete layers
from a three-layer system and the withdrawal from a fluid with a
linear density gradient. Wood and Lai (1972) and Lai and Wood
(1975) extended this work to show the variations of flow profiles
in the withdrawal from a reservoir of two layers.

Hwang and Slotta (1968) applied an extension of the
Marker-and-Cell method (MACE) for density stratified flow to
problems of optimum selective withdrawal concerning
two-dimensional, unsteady, non-diffusive, viscous, laminar,
two-layered stratified fluid flow involving free surfaces., Cases
of multi-layered fluids, continuous density stratification,
obstacles introduced into the flow region are not included in the
method adopted. No experimental evidence is provided.

Elder and Wunderlich (1969) proposed empirical relations
for the withdrawal layer thickness and its internal velocity
distribution based on field measurements made by the Tennessee

Valley Authority in two of its large reservoirs. A more recent
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investigation by the same authors (1972) has dealt with density
currents caused by inflows in three different TVA reservoirs.
Brooks and Koh (1969) presented a review of analyses and
experiments for withdrawal layer flows from linearly stratified
fluids. They include a brief revieﬁ of discrete layer systems and

propose an extension to turbulent flow.

2.2.1.3 Discussion
In reviewing the previous literature, the following points

may be made:

1- In dealing witﬁ stratified flows towards a sink, the basic
assumptions involve viscosity, diffusion, and inertial effects.
In thé region near the sink, the velocities are suffficiently
large that inertia and gravity are the dominant 'factors, with
viscous and diffusive‘effects being secondary. However, if all
variations in density AP are very much smaller than any reference

density P_. (Boussinesq assumption), the density variations are

0
significant only in the gravity force terms in the equations of
motion, involving Ap; and have negligible effect in inertial terms
(involving 90+°°*°0). On the other hand, if the analysis is
applied to that portion of the withdrawal layer sufficiently far
from ﬁhe sink, inertial effects hay be neglected. Also, under the

assumption of small density differences which implies small

temperature or concentration gradient, heat and mass diffusion may
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be ignored. 1In the experiments carried out by Koh (1966) with
salt as the stratifying agent, the ratio of viscosity to
diffusivity is 760. Therefore, it is appropriate to seek a
solution which includes viscosity while ignoring diffusion. For
the thermal stratification cases, where the ratio is about 5, the
diffusion may probably not be neglected. Yih (1958) and Kao
(1965) do not show the flow characteristics when it is dominated
by viscous effects. The analysis of Koh (1966) and Walesh and
Monkmeyer (1972) in which viscous effects are considered, predicts
- and laboratory experiments verify - the existence of a
withdrawal 1layer characterized by a principal current moving
towards the sink bounded by small reverse currents. The critical
Froude number determined experimentally by Debler (1959) (=~0.28),
is somewhat less than the theoretical value of 1/ determined by
Yih (1958) fdr flow separation which is based upon the assumption
of an inviscid fluid. This is apparently due partly to the
neglect of viscous effects which will tend to make the depth of

the stagnant zone much smaller.

2- Most of the work deals with steady flows. In selective
withdrawal downstream of a contraction, it is assumed that the
reservoir is sufficiently large so that the time of travel of a
partiele through the contraction is short compared to the time for
the streamline patterns to change due to the withdrawal of fluid

from the reservoir. For an unsteady inviscid non-diffusive flow
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towards a sink in a 1linearly stratified fluid, Koh (19664),
(summarized by Brooks and Koh (1969)), presents solutions for a
sink flow of infinite extent which starts suddenly at a constant
rate at time t=0. He derives mathematical expressions for the
withdrawal layer thickness and the horizontal and vertical
velocities as functions of space and time, A similar problem is
studied by Kao, Pao and Wei (1972) of the unsteady inviscid
non-diffusive flow of stratified fluid in a channel of finite
depth towards a line sink, The flow is assumed to start from rest
and the fluid to be lineérly-stratified. The flow and density
fields are determined as a function of space and time. Their
linearized theory is invalidated when the velocity away from the
sink becomes excessively large. = Their experimentally-determined
velocity profiles are found to be in good agreement with theory.
The attempt by Hwang and Slotta (1968) to use the MACE numerical
technique for unsteady stratified flows has several severe
limitations which are described in the pfevious section, It is
foreseen that the programming codes would become more complex and
lengthy with added features and layers which would make the use of

this method impractical.

3- In all previous work, the flow is assumed to be laminar
-except for the attémpt by Brooks and Koh (1969) to modify Koh's
-viscous diffusive results by using turbulent exchange coefficients

for momentum and mass (or heat) in place of the corresponding
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molecular quantities. Yet, there is a need to define a transition
eriterion between laminar and turbulent flows. In reservoirs, it
is expected that the flows associated with selective withdrawal
are turbulent because of the large scale or large Reynolds
numbers. For example, typical TVA field measurements, (Elder and
" Wunderlich (1969)), are givenlin Table 2.1. The test results are
from two reservoirs of different geometry and operation
conditions. The measurements are taken 3170 ft (970 m) and 8980
ft (2740 m) upstream from the dam in Fontana and Cherokee
Reservoirs respectively. By almost any definition of Reynolds
number for the abstracted layer, it is clear that turbulent flow

is more or less assured.

Reservoir Withdrawal layer Max. velocity
thickness
Fontana 105 ft (32.0 m) 0.10 ft/sec (3.05 cm/sec)
Cherokee ' 100 £t (30.5 m) 0.18 ft/sec (5.49 cm/sec)
Table 2.1 - Typical Field Measurements in Two TVA Reservoirs

4~ In several works, the flow is assumed to be either one- or
two-dimensional. In selective withdrawal downstream of a
contraction, it is further assumed that the contraction is
sufficiéntly gradual for the curvature of the streamlines to be

small enough for the one-dimensional assumption to be used., For
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viscous diffusive flow towards a point sink, Koh (1966) has
derived a solution for the axisymmetric flow of a 1linearly
stratified fluid. Qualitatively, the flow field is similar to the
two—dimensibnal case. However, reservoirs are usually irregular in
shape and conform to neither the purely two-dimensional nor
axisymmeiric flow assumptions. However, in a general sense,
reservoirs following a river valley more ﬁearly approximate to a
two-dimensionél strip than a radial space about a pbint. Near an
outlet in a dam the flow is locally radial, but at a distance
upstream, the flow is expected to be reasonably well distributed
across the reservoir., For some reservoirs where the plan geometry

is very complex, a three-dimensional solution may be desirable.

5- In addition to the different approximations described
above, there is an additional fact that may account in part for
the discrepancies observed when comparing theoretical predictions
with experimental observations. In one-dimensional analyses, the
effect of the boundary layers at the bottom of the channel and at
the interfaces for discrete layer systems, is neglected. Also, in
both one- and two-dimensional analyses, the side-wall boundary

layer is ignored.

6~ 'No mention is made in the available 1literature of

non-linear stratification which may be of practical importance.
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7- In stratified flow towards a sink, if the vertical
dimension of the outlet opening is comparable to the predicted
thickness of the withdrawal layer or even larger, then clearly the

analyses based on the line sink or point sink do not apply.

8- Following personal communictions with engineers of H.G.
Acres (Niagara Falls), it is felt that.there is a practical need
to analyze theoretically cases when the density‘gradient is not
continuous. This is encountered in composite thermal-salt density
differences whigh lead to a step-like variation of density. There
is also a need for three-dimensional analysis of the problem to

account for the complex geometry of real reservoirs.

2.2.2 Interfacial Resistance
2.2.2.1 ntro ion

When a fluid flows into another fluid of different density,
stratification may occur and a distinet interface may be formed.
One of the major uncertainties in practical cases lies in the
explanation of the phenomena located near the interface. The
problem of interfacial shear has been treated both theoretically
and experimentally by several authors and from different aspects.
The question in practical problems is chiefly in the determination
of the interfacial resistance if one layer intrudes into another

and stratification occurs.
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2.2.2.2 Literature Review

In two-layer stratified flow systems, a boundary layer is
developed in both layers along the interface starting from the
point of contact of the two fluids. Depending upon the depths of
both layers, the boundary layers will eventually expand over the
whole cross-section of flow, if the region is long enough, and the
flow may be said to be established.

Keulegan (1944) considers laminar flow at the interface of
ﬁwo liquids which have semi-infinite depths, i.e. the flow is non-
established in both layers. He determines the shear stress at the
interface based on Prandtl's boundary-layer theory. The
evaluation 1is carried out by a method of successive
approximations. Lock (1951) considers the same case and gives a
method for obtaining the solution of the laminar boun&ary layer
equations. An approximate solution ié also obtained by means of
the momentum equation. Both Keulegan (1944) and Lock (1951) in
independent works show that the solution depends on the ratio of
the velocities of the two streams and on the product of the
corresponding density and viscosity ratios;‘ Their results are
found by the author to be approximately the same; Lock's solution
however, is more general.

The theory presented by Lock (1951) is examined
experimentally by Wang (1975). The measured shear stress
coefficient is shown to have highef values than those predicted

theoretically. The slight variation of the interfacial velocity
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in the horizontal direction is described as a probable reason
since - this velocity 1is assumed to be independent of x in the
theory.

Bata (1959) analyzes the case of a moving lower layer where
the flow in this 1layer is assumed to be both 1laminar and
established. He applies the methods of boundary-layer theory and,
using numerical integration, shows that the intensity of the shear

on the interface T4 in dimensionless form, is given by:

Ti ; -0.4435 2.3
2 T |
where
u; = interfacial velocity
p = density of the lower (moving) layer
Rx = Reynolds number = ui.x/v
X = distance along the interface measured from the point
of initial contact of both layers
v = kinematic viscosity of the lower layer

To determine the total resistance in the moving layer, he

obtains the form

(38&-;Re)3/2 31.2
= 2.4
1Re—38u /ﬁeM
where
A = the usual total resistance coefficient in the Darcy-

Weissbach equation
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Re = Reynolds number = 4uh/v

U = mean velocity of the moving lower layer
h = depth of the lower layer

Moo= (/L)W (R /0)

L = total length of the lower layer

u = dynamic viscosity of the lower layer

Subscript 1 denotes the upper layer

For established laminar flow in both layers (uniform flow),

the following expression holds: (Bata (1957))

A= 38y 3 1 2.5
3+UN R
e
where
h
N=_'L B
h u1

Abraham and Eysink (1971) express the interfacial shear in

stratified flows as

Ty = é-lipuiel 2.6
where
Ty o= interfacial shear
Xi = dimensionless interfacial shear stress coefficient
P = mean density of both fluids involved
Yol = relative velocity between both layers (algebraic

difference of mean velocities).
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They show that, for laminar flow, the shear stress
coefficient is inversely proportional td Reynolds number. In the
case of turbulent flow it is shown using energy consideratons that
the coefficient depends on the internal Froude number (equation
2,9) as well., This is illustrated in Figure 2.4. Reynolds number

R is defined as

R = E . __-—..___h‘B B ) 2‘7
v  2(h+B) '
where h.B
'~ _ = hydraulic radius of the lower layer
2(h+B)

B = width of flume

" In the laminar range, Harleman and Ippen (1952) derive the
‘following relationship both analytically and experimentally

(referred to by Abraham and Eysink (1971):

A.. = 2.8

In the turbulent range, Figure 2;& show that a unique
relationship between the interfacial shear stress coefficient and
Reynolds number may be expected in a stratified flow phenomena
characterized by a constant value of the internal Froude number.
For this reason, the study of Abraham and Eysink (1971) is
‘restricted to loék exchange flows which approximately satisfy this

requirement. They consider initial flow conditions where the



30

internal Froude number Fr is equal to about 0.8. Fr is defined

i i
as
2
: u
Fr - rel 2.9
i (ap/p)gh '

where

Ap = density difference

g = gravitational acceleration

h = total water depth

They dérive'an experimental relationship between Ai and
R on the basis of energy considerations. This relationship shows
that li does not depend upon R for R greater than about 10,000,
Dick and Marsalek (1973) present a review of various
methods for the estimation of the interfacial shear stress
coefficient in density wedges. Based on previous experimental
data, they recommend that the shear stress coefficient be
estimated from the Moody diagram for pipe flow assuming the

relative roughness as "smooth" and defining the Reynolds number as

For the arrested salt wedge where the mean velocity u = o,
they étate that the upper layer can be treated in the same way.
They suggest that the Froude number is not a dominant parameter
and may for practical purposes be safely ignored. - They provide a

useful 1list of previous studies concerning interfacial shear
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stress coefficient. This list is reproduced in Table 2.2 and the
corresponding references which are not included in the primary
.réference list are given with the Secondary References.

Lepetit and Rogan (1970) provide a wuseful bibliographic
study of salt wedges which include a review of studies in

interfacial -shear.

2,2.2.3 Piscussion

1- 1In a two—layer system, the question of flow establishment
as described earlier depends upon the depths of both layers and
the length of ;he flow region. For small depths, the flow in both
layers is expected to be established sufficieﬁﬁly far downstream
from the point of contact (Bata (1957)). When the depths are
large, the boundary layers do not occupy the whole region of flow
for some distance downstream from the point of contact and then
the flow is non-established in both layers (Keulegan (1944) and
Lock (1951)). On the other hand, if, for instance, the depth of
the lower layer is much smaller than the depth of thé upper layer,
the flow is established in the lower fluid but not in the upper
one. This is nearly always the case in laboratory flume
investigations (e.g., Bata (1959)). This can be an important
factor in the discrepancy between the laboratory flume results by
Wang (1975) and the theory developed by Lock (1951) in which the
liquids involved are assumed to have semi-infinite depths.

Moreover, solutions given for cases when the flow is established
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Table 2.2 - List of Studies Dealing with Interfacial

Shear Stress

(after Dick and Marsalek (1973))

AUTHORS

TYPE OF A
DINSITY CURRENT

MiTIOD FOR
ESTIMATING '}

RANCGE
OF Re

RA\GE OF|
¥riens

COLENTS

Abraham and
Eysink, 1971

Barr, 1963 .

Hata, 1957

Bata and
Knezevich, 1953

Cross and Hoult,
1971

pick and Marsalek,
1972

Dick and Marsalek)
1973 -

tendrikse, 1908

Keulegan, 1957
Lofquist, 1990

Macugno and Rouse
1962

Polk, Benedict §
Parker, 1971

TVA, 1966

Lock exchange flow ana-
logous td the weldge
with counter currents

Lock exc}nnge flow ~

Arrestuad thermal wedge
Arrested salt walge
wedge with counter-
currents § co-currents

Silr luden under-flow
in a pool of lighter
f1luid

0il slick arrested by &
boom in river

Thermal
counter

wedge with
currents

wedge with
currents

Thermul
counter

Arrested salt wedge

Lock exchange flow ‘

Saline under-flow in &
pool of fresh water

Counter flow in a
closed cross-section

Arrested thenaal wedge

Arrested thermul wedge

Culculating from
equations (1) - 1)

Culculating from egs.
(1)-(3) ({Analyzcd by
Abraham § Lysink}

Assuming hydraulically
smooth interface §
using Moody diugram

Using tlarcy - Weisbuch
cquation

Fitting eqs. of motion
to experimental data

Assuning hydruulically
smooth interfuace und
using Moody diagram

Fitting eqs. of motion
to experimental data

Fitting egys. of motion
to experinental data

Calculuted from egs.

(1)-(4) by Abruham §
Eysink

Using an equation for
shear stress

Culculuted from motion
equutions

Assuming hydroulically
smpoth interfuce &
using Moody diagrum

Assuming hydraulically
smooth interface §
using Moody diagran

1,000
40,000

14,000

~104

104
‘105
~10%

't-lO6

+106

s

~.8

Not
Known

~.5
(Deduced)

~.5

«.,Sl

~.8

.
j=]
it

l

.
(¥
(74

>.5

Not
Known

Laboratory
Study

Laboratory
Study :

Laboratory
Study

Laburatory
Study

Laboratory
Study

Fiela
St.dy

Field
Study .

Laboratory
Study

Laboratory
Study *

Laboratory
Study

Laboratory
Stuldy

Field
Study

Field
Study
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in one or both layers must be strictly applied for long canals,
i.e. for prototype conditions, where the zone of establishment is
negligible in comparison with the total 1length. For short
laboratory flumes, a combination of solutions wnu1d give a better

~agreement of the experimental results with the,theory.

2-  All the previous‘literature is concerned with laminar flows
near the interface., For the determination of the interfacial
resistance in turbulent flows, Bata (1959) referred to Schijf and
Schonfeld (1953) and Bata and Knezevich (1953) (see Secondary
' References). He comments that "however, this problem is still far
from the definite solution",

In the experimental investigation of Wang (1975), the case
6f a turbulent interface is contrasted photographically with a
laminar interface., It is apparent that the interfacial stress for
the turbulent case needs new definition because there is no
~clearly defined interface observable from the photographic
evidence presented. Moreover, there is uneértéinty regarding the

definition of the laminar/turbulent transition.

3- The normal hydraulic one-dimensional approach to the
problem of interfacial resistance.in density ﬁedges is not
entirely satisfactory. Improveménts of the various theoretical
approaches towards the two- or three-dimensional consideration

would be usef‘ul.
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4~ The conclusion by Dick and Marsalek (1973) that the
internal Froude number 1is not a significant parameter in
determining the interfacial shear stress coefficient in density
wedges, khich contradicts the idea of Abraham and Eysink (1971),
seems to be weakly supported and is based on an entirely

arbitrary procedure.

5- If the results of different authors are compared for the
case of a flowing layer with non-established flow in both layers,

the general relation is:

where Rx = ux/v, K is a constant and Ai is defined by equation
(1.6).
If the product of the density and viscosity ratios of both

layers is assumed to be unity, the calculated results are as

follows:

(a) Keulegan (1944) K = 1.5668

{(b) Lock (1951) K = 1.5968

(c) Bata (1959) K = 1.5997 using equation (2.3)

and substituting an average value for
the interfacial velocity (0.588u)

obtained from Keulegan and Lock.
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2.2.3 Internal Hydraulics of a Stratified Flow System
2.2.3.1 Introduction

Several studies describe the analogy between the flow in an
open - channel and either internal or surface currents in large
bodies of stratified fluid and show that the methods of analysis
.may -be extended to some simple cases of thevflow of‘multi—layer
systems. In spite of the encouraging advance of recent years in
the studies of fluid motion in a stratified system, much has still
to be learned about the. subject and many questions at issue are
yet to be settled., Among these is the application of the energy
and momentum principles and the validity of the concept of the
critical regime. This is re;evant to problems such-as the inter-
facial hydraulic jump and multi-layer flow through a contraction.
Nature is"replete with examples of stfatified flows that are
controlled by a horizontal or a vertical contraction in the
boundary geometry. Among the more important ones are flows in
river estuaries (horizontal contraction) and mountain winds
(vertical contraction).

In this section, the application of eonservatidn theorems
to stratified flow systems is discussed and the concept of a
critical regime is analyzed. Following this, the problems of
stratified flow through a transition and the interfacial hydraulic

Jjump are presented.
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2.2.3.2 Literature Review

A, lication of Conservation Theorems to Stratified Flow.

Mass, energy and momentum conservation theorems may be
applied to stratified flow systems in a similar way to homogeneous
flows. = Several authors have applied Bernoulli's equation for
energy balance to multi-layer flows where one equation is written
for each individual layer on the interfacial streamline,

Yih (1965, pp.122-124) considers the simple case of a
single moving 1ayer in a two-fluid system assuming a hydrostatic
pressure distribution in the stagnant layer. Long (1954) studies
a two-layer system with both layers flowing over a barrier with
the same approach velocities. He draws a hydréulic analongy
between the flow of a single fluid over a barrier and that of a
two-fluid system. He obtains c¢ritical cﬁrves which, for given
upstream conditions, give the possible regimes of motion. His
analysis is based on the idea of minimizing the total energy
transport with respect to the horizontal distance assuming that
the conditions at the top of the barrier are just critical.

Wood (1968) considers two layers flowing through a
horizontal (i.e. lateral) contraction with stationary fluids above
and below these layers. He shows that two control points eccur,
one at the minimum width and the other at a position upstream of
the minimum width (the virtual point of control).

Wood (1969) extends the study to the flow of two layers

either in the same direction or in opposite directions (lock
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exchange flow) under a third stagnant layer through a horizontal
contraction (a channel connecting two reservoirs).

Cases of multi-layer flows through contractions as applied
to selective withdrawal from stratified reservoirs are further
invesigated by Wood and Lai (1972 and 19728) and Lai and Wood
(1975) . |

Yih and Guha (1955) consider the internal hydraulic jump in
a fluid system of two layers and apply the momentum principle to
each layer neglecting the shear and assuming hydrostatic
distribution of pressure. |

The question of a critical regime in a stratified system is
discussed in some studies, It is evident that the téansition from
the one degree of freedom of open-channel homogeneous flows to the
many dégrees of freedom of stratified flows introduces unavoidable
difficulties and obscurities.,

In open channel flow,-the critical condition is defined as

the condition at which:

dE dM dQ
3} Q=const., Toer E; Q=const., o a;Ezcanst. "0
where
Q? - &
E=y + 2gA2’ M = Ay +‘EE
Q = discharge

‘depth of flow

<
"

depth of the centroid of the flow section below the

<
"
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free surface

A = cross-sectional area

If this definition is applied to simple cases of a single-
layer flow in a two-fluid system (Pedersen (1972) and Elsayed
(1975)), the condition for a critical section in a rectangular

channel is

where Fi is the densimetric Froude number defined as

2 e?
Fi - f 2012
gy
where
q = discharge per unit width

"y = depth of the flowing layer
g = reduced gravitational acceleration = g . Ap/p2
g = gravitational acceleration
Ap = density difference between both fluids

p, = density of the lower fluid

Other workers - e.g. Barr - have employed the notation FA to
describe the Froude number with respect to reduced gravitational
acceleration g'.

" The same relationship is obtained by Hamada (1969) using
smallvamplitude theory (interfacial linear long wave) which states
that in any channel transition which acts as a control, a long

wave of infinitesimal amplitude is stationary at the critical
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sectiqn.
| Equation (2,11) is simiiar tovthét for open-channel
homogeneous flow except for the reduction in gravitational
adceleration due to buoyancy effect. |
Stommel and Farmer (1952) determine the eritical condition
for the more general case of two flowing layers using long wave
theory. For a stationary interfacial wave, they derive the

following approximate relationship (AD/D2 << 1),

2

2 -
FS, + F{, = 2.13

where the subscript indices 1 and 2 refer to the upper and lower
layers respectively and the definition of g* in botﬁ terms is the
same as previously defined (2.12). They provide experimental
resulté for the case of flow in the upper layer which show
agreement with the theory within the accuracy of measufement.

Equation (2.13) without approximation is:

BF 1 F12 - Fil - F12 + 1 =0 2.14
where
Ap
8 =—
#5

Mehrotra (1973) studies boundary contractions as controls
in twb—layer flows with the upper fluid either bounded by a rigid
wall or having a free isurface. Using long wave theory, he
détermiﬁes the critical conditions. For a free upper layer, the

relationship obtained for either horizontal or vertical
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contractions is the same as equation (2,14) but in a different
form. For a bounded upper layer, the critical condition in a

modified form is

2 _
PFi! + Fi2 -1 =0 2.15
where '
°y
r=——— .
°2

In a two-layer flow through a contraction with an upper
free surface, Wood (1968), Wood (1969), Wood and Lai (1972), Wood
and Lai (1972A) and Lai and Wood (1975) obtain equation (2.,14) in
another form by assuming that the slopes of the interfaces of the
two flowing layers are continuous. This equation applies at the
section of minimum width. They also show that there exists
anothér control point upstream of the position of minimum width
which is called "the point of virtual control", At this point,

the following conditions, after some modifications, hold

2 2 2 2

Fi@v Yy~ Fip ¥, -8y, Fjy Fi,=0 2.16
and

2 2 > 2

Fil y, r- F12 ¥, + 8 ¥, Fil F12 =0 2,17

Armi {1975) shows that in the plane of Froude numbers (Ff‘,
Fiz),ithere are two lines along which equation (2. 14) holds.

For B = AO/02 << 1, the first line is given by equation
(2.13) which represents critical conditions with respect to the

internal long wave, The second line represents critical flow with
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respect to the free surface long wave and is given by
2

(l-Fal)(l-Fg)=1, -Ffl=—3 n=1,2 2.18

’ gY,

Numerical verification of these cpnclusions obtained by the writer
are presented in Chapter 3. |

In all the previously-mentioned studies, the flow is
assumed to be frictionless. Hsu and Stolzenbach (1975) consider
bottom and interfacial friction in a two-layer gradually-varied
stratified flow through a contréction. They show that a critical
condition (dn/dx * =) exists when equation (2.13) is satisfied,
where n = y2/H and H is the total depth. -

For the flow of one layer in a two-layer system, Craya
(l951f shows that the critical condition given by equation (2.11)
may be obtained in terms of either the energy principle (minimum
energy flux) or the momentum prinéiple (minimum force plus
momentum) .

The flow of a continuously-stratified fluid bounded above
and below by rigid surfaces is analyzed by Long (1953) using long
wave theory. He assumes a uniform velocity U and a density
distribution given by p = Py ¢ exp(-Blyo). He shows that the
critical internal Froude number is

U 1

F, s————7=— 2.19
i (SB]HZ)I/Z w
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where H is the total depth.
He also shows that for (n+1) layers of equal depth and a
constant and very small density difference from one layer to the

next, the critical Froude number is given by:

u2 1 nm

2 2
« sec” SO

i gHAo/o, " Un(n+1)

F 2.20

where
Ap = the overall density difference from top to bottom

the density at the bottom

b

For small density gradients (B]H ] Ap/ab), equation (2.20)
reduces to equation (2.19) as'n > «», Also, equation (2.20) agrees
with equation (2.15) when the density difference is very small
(01/92‘= 1) and n=1.

It should be noted that the equations presented or
mentioned in this sub-section have been modified by the author
from the forms originally presented in order to obtain some

consistency in notation and presentation.

B. Stratified Flow Through a Transition

In the previous sub-section, the question of a critiecal
regime in stratified flows is discussed. This is an essential
feature when considering multi-layer flows through horizontal or
vertical transitions which act as control points. In this sub-

section, previous studies dealing with stratified flow through
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transitions are described and the general conclusions are
presented. This problem is related to the problem of selective
withdrawal from stratified reservoirs which is discussed in
Section 2,2.1,

Stommel and Farmer (1952) show both theoretically and
experiméntally that an abrupt widening in a channel can act as a
control on the regime of two-layer flow immediately upstream. - The
 case of an upper layér flow is chosen for the experiments and
equation (2.11) is used to calculate the critical depth of the
flowing layer., They also consider the case of an abrupt
contraction where the channel transition doéé' not act as a
control. In this case, they use the Bernoulli's_ principle to
analyze the flow in the upper layer assuming uniform velocity
distributions and a hydrostatic pressure distribution. In
comparison with experiments, the energy losses are‘neglected.

Long (1953, 1954 and 1955) provides theoretical and
experimental evidence for the problem of stratified flow over an
obstacle. He describes an experimental investigation of a
two-layer flow over a barrier. The obstacle is drawn by a motor
drive at a uniform speed along the bottom of the channel. Three
regimes of motion are observed. If the velocities of the fluids
are sufficiently small, the interface is little disturbed except
for a slight depression over the barrier. If the velocities are
sufficiently high, the interface swells symmetrically over the

obstacle. At intermediate speeds, a hydraulic jump occurs in the
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lee of the barrier and the lower layer increases in depth
upstream. If the obstacle is small compared to the depth of the
lower layer, weak lee waves appear at low speeds. When the speed
of the fluid is moderately high, the obstacle large and the upper
fluid relatively thin, a hydraulic "“drop" appears in the lee.
Long (1954) presents a theoretical discussion which provides an
explanation of the observed behaviour.

Wood (1968) considers a multi-layer flow from a reservoir
connected through a horizontal contraction to a channel. Wood
(1969) studies a two-layer flow through a horizontal contraction
(a channel connecting two reservoirs) with both layérs flowing
either in the same direction or in opposite direétions. This
problem of a two-layer flow through a contraction is also analyzed
by Wood and Lai (1972) and Lai and Wood (1975). All these studies
are described earlier in Sections 2.2.1.2 and A. They consider
rectangular channels and use the critical conditions at the
minimum width as well as at the virtual point of control to
determine the discharges in the flowing layers. They also show
that the depths of the layers at the point of maximum contraction
are two-thirds of those far upstream. Wood and Lai (1972A) apply
the same principle to the flow of a layered fluid over a broad-
crested weir, They assume that the fluid flows from a reservoir
through a gradually contracting channel in which there is a
definite minimum width and that the crest of the round-crested

weir is at this minimum width.
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Mehrotra (1973) describes a two-layer flow controlled by
horizontal or vertiéal contractions with the upper fluid either
bounded by a rigid wall or having a free surface, He shows that
for both forms of contractions with bounded upper layer, only the
section at the maximum contraction can act as a cbntrol. When the
ubper layer is free, this is true only with regard'to vertical
obstructions. Two-layer flows past horizontal contractions with
free upper layer can be controlled at two sections - ope at the
throat and the other away from it. However, when the flow
throughout is subcritical, vertical and horizontal contractions
are equivalent, the only control being at the maximum contraction.

Armi (1975) presents theoretical and experiﬁental results
for cases of a two-layer flow through a horizontal contraction- and
flow d&er a broad-crested weir, He demonstrates the existence of
two unique solutions for flow through a contraction, the actual
solution observed being determined by the downstream state.

Smith and Elsayed (1976) describe an analytical and
experimental study of a lower moving layér in a two-layer system
over a broad-crested weir., The analysis employs the notion of
boundary layer displacement thicknesses to construct a model in
which the flow is essentially one-dimensional at the critical
section, At fixed boundaries, such as the weir crest and side
walls, both laminar and turbulent boundary layers are included,
but at the density interface ohly laminar boundary layers are

considered.
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King, Norton and Iceman (1975) apply their two-dimensional
finite element model to the flow of a two-layer system over a

broad-crested weir.

- C. Interfacial Hydraulic Jump

The occurrence of internal hydraulic jumps and their
different forms. are described by Long (1954) for a two-fluid
system. The question of determining the state downstream from a
hydraulic jump for a completely specified state wupstream is
analyzed for a two-layer system by Yih and Guha (1955) and by Yih
(1965, pp.130-133). They apply the momentum principle to each
layer neglecting the shear and assuming hydrostatié distribution
of pressure. They show that the momentum equations can have at
most nine real solutions, one of which is obviously the given
upstream state. But of these nine solutions five are not entirely
positive (i.e. one or both of the depths is negative). Hence
there can be at most only four positive solutions representing
four mutually conjugate states. 1If the conjugate state is unique,
energy considerations are used to decide whether or not a
hydraulic jump can occur. If there are more than one conjugate
states, it may not be possible to determine uniquely the
downstream state merely from momentum and energy considerations.
The uniqueness of the downstream state is demonstrated
theoretically and verified experimentally for three special cases.

These are a stagnant upper layer, a stagnant lower layer and equal
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>downstream velocities in bothvlayers.

FMghrotra ané‘Kelly (1972) extend the previous work and show
that the conjugate state to a given state is uniquely determinable
for a two-fluid system for both the cases when the upper fluid is
bounded by a rigid top and when it has a free surface, purely}
internal shocks being considered in the latter caseQ

Macagno and Macagno (1975) extend the analysis of Yih and
Guha (1955) to includg mixing at the interface. They assume that
the lower layer entrains fluid from the upper layer at the foot of
the jump., Their idea is to determine the drop in energy for the
ideal hydraulic .jump. without mixing, and supﬁose then that a
certain fraction of this energy is the energy available for
entrainment., A model is then introduced to determine the change
that the entraimment induces in the entering flow. This leads to
new inlet values for depths, dischérges and densities, which are
used for a calculation of the final conjugate quantities, A

comparison with laboratory measurements is made.

2.2.3.3 Discussion 7

In general, most of the previous studies dealing with the‘v
internal hydraulics of a stratified system are based on the
assumption of one-dimensional flows. Uniform velocity profiles
are assumed at vertical sections as well as a hydrosiatic
distribution of pressures, Only Long (1953, 195# and 1955) and

Pedersen (1972) consider a two-dimensional model.
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Of the general assumptions that are common. among all
researchers are those of negligible frictional forces at the rigid
boﬁndaries as well as at the intérfaces. Hamada (1969) incor-
porates the effects of bottom and interfacial resistance by using
>friction_coefficients. Smith and Elsayed (1976) take into
consideration the éffect of the boundary layers >formed at the
rigid boundaries as well as at the interface.

The assumptions of one-dimensional frictionless flow
probably account for some of the discrepancies between theoretical
predictions and 1laboratory experimental observations where the
effect of boundary layers is normally significant.

Steady-state flows are also assumed in all theoretical
approaches.

The approach of Macagno and Macagno (1975) to consider
mixing at the interface of an internal hydraulic jump is discussed

and criticized in chapter U4 (Sections 4.2,3 and 4.,3.2).

2.2.4 Density Wedges

2.2.4,1 Introduction
When a fluid flows into another fluid of different density,

stratification may occur and a distinct interface may be formed.
As the interface is usually sloping the phenomenon is often called
a density wedge. There are many examples of density wedges that
occur frequently in nature. One form may occur when a lock gate

or other such division separates bodies of still water which
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differ slightly in density. While the opening of the gate may
result in local disturbances, the predominant effect will be a
continuing exchange pattern of flow which is caused by the density
difference, This phenomenon is calied "lock exchange flow"
(Figure 2.5(a)). Density wedges of either overflow or underflow
type arise from "lock exchange" phenomena which are fundamentally
unsteady. When salt water enters a fresh water estuary, salt
wedges are fofmed (Figure 2.5(b)). The need for water for irriga-
tion, hydropower, municipai and industrial use results in
increased abstraction of fresh water from rivers; in addition, the
demand for increased food production necessitates the utilisation
of cultivable land even in the estuarial region. These two
requirements are contradictory in the sensevthat increased
abstraction of fresh water draws salt water further inland, thus
damaging fertile soil that could otherwise be used for
cultivation,

Another example of density wedges occur when heated
effluents enter colder bodies of water (thermal wedges, Figure
2.5(c)). When cooling water from power plants is discharged into
rivers and lakes, a surface density layer may be created upstream
of the poinﬁ of discharge. This wedge of warm watér may extend
upstream beyond the cooling water intake point and thus the chance
of recirculation has always been an important consideration in the
design and location of coonling water inlet and outlet structures.

Increased concern during recent years about the thermal pollution

Ve
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Fig. 2.5 - Diagrammatic Illustrations of Some Types of Density Wedges
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of streams has focused additional attenﬁion upon the effects of
thermal wedges on the temperature regime of the receiving stream.
When either the salt wedge or the thermal wedge bénetrates
an opposing current, the moving frame of reference may result in a
stagnant wedge (i.e. no net flow) being fbfmed. This phenomenon
is often called the "arrested wedge" (Figures 2.5(d) and (e)).
Other forms of density wedges may occur when oil spills are

retained by booms and when a silt-laden river enters a reservoir.

2.2.4.2 Literature Review

Theories of density wedges have been defeloped by a number
of investigators and verified experimentally mainly by means of
laboratory experiments., . In density wedge 'circumstances, the
capacity of the one body of liquid to extend relative to the other
depends to some considerable extent on interfacial friction which
is discussed in section 2.2.2. Also, density wedges in general
are characterized by the unsteadiness of flow except for the
arrested-wedge~type flows.

Salt water intrusion in estuaries takes a variety of
different forms, ranging from fully-stratified to well-mixed.
Stigter and Siemons (1967) present a one-dimensional numerical
model to calculate the 1longitudinal salt-distribution in
'well-mixed. estuaries as a function of time using the finite-
difference method. The model is calibrated and verified using

--both flume and field data. Thatcher and Harleman (1972) also
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present. a one-dimensional numerical model for the prediction of
unsteady salinity intrusion in partially-mixed estuaries as well
as the well-mixed ones as the limiting case by formulating the
problem in finite-difference terms. The model is also verified
using both flume and field data. Dazzi and Tomasino (1975)
consider fully-stratified estuaries and develop a two-layer,
one-dimensional numerical model using a finite-difference scheme.
Mixing at the wedge front is introduced as an entrainment process
coupled with the Richardson number as stability criterion, The

lower layer overall Richardson number is defined as

g 7Y,
R12 = 2::t::—;§ 2.21
1 72
where
g' = reduced gravitational acceleration
y2 = thickness of the lower layer
u;,u, = mean current velocities of the upper and lower layers

respectively

Several authors have investigated the problem of steady
(arrested) density wedges. Keulegan (1966), using dimensional
reasoning, analyses a large number of data from experiments in
laboratory flumes, He formulates expressions for the length of
intrusion and shape of arrested saline wedges in rectangular
channels, Concerning the shape of the wedge, he concludes that

the ratio hs/hsc depends solely on the realtive distance x/Li,
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where
| 'hs = thickness of wédge at‘a distance x from the river mouth
se = thickness at the river mouth
Li = length of the wedge.

That is, he asserts that the wedge shape is geometrically
similar when normalized with respect to hSc and Li‘ He defines a
criterion for mixing in the form of a critical velocity of the
fresh water current. He also provides an expression for the tctgl
amount of salt transported to the sea by fresh water. Expressions
are also provided for the average interfacial and bottom stresses
along the wedge.

Shi-Igai and Sawamoto (1969) study saline wedges in
stratified'estuaries. The intrusion length and the shape of an
arrested salt wedge in a rectangular channel are formulated based
on previous studies which assume critical conditions at the river
mouth. Semi—empifical formulae for- the interfacial resistance
cdefficient, which is a factor in their relationships, are
presented as a function of the Reynolds number and the densimetric
Froude number of the fresh water flow and also of a parameter
which is assumed to be a characteristic of each‘river. They also
recommend and provide guidelines for a labofatory model in the
case of moderate or strong mixing conditions,

Similar  results for the arrested salt wedge length and
shape are discussed by Lepetit and Rogan (1970) in their useful

bibliographie study of salt wedges, They show general agreement
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among different authors.

Partheniades, Dermisis and Mehta (1975), referring to the
experimental study of Keulegan (1966), show analytically that x/Li
must be a function of both (hS/hsc) aﬁd the densimetric Froude

number FO which is given by

Vs
Fo = 7§§:Tf§737 2.22
where
Vo = the fresh water velocity upstream of the wedge
P = the fresh water density
ho = the total depth of flow (assumed to be constant).

They obtain a relationship relating these parameters and
use it to modify Keulegan's experimental relationship for the
total rate of salt entrainment over the entire wedge. Accordingly
too, they provide ﬁodified expressions for the average interfaciél
and bottom stresses.

Studies concerning the disposal of heated circulating water
from thermal power-stations has stimulated interest in the problem
of correctly simulating the rate of spread, extent and shape of
thermal wedges. This increased concern is demonstrated by the
large-scale physical model studies carried out by Ontario Hydro
for the proposed nuclear generating stations (e.g. Bruce and

Darlington) where no field measurements are available due to the
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huge costs involved.* The thermal wedge phenomena is very similar
to the salt wedge and is characterized by the transfer of heat
~ (nonconservative) at the interface and the free surface rather
than the transfer of sait (conservative) at the interface as in
the case of a salt wedge. Another effect which may frequently be
of importahce is the interaction of the wedge front with the mass
transport at the surface resulting ffom wave action. This effect
is studied experimentally by Smith (1965) where the overflow front

is produced by means of a simple  two-dimensional lock exchange.

He shows that for a moderate wave action, the front continues as a
discrete body of water as iong as the mass ﬁransport acting in
opposition to the front does not excged a certain c¢ritical value.
As soon as this value is passed, the mechanism of the front
undergoes a dramatic change and a plunging roller develops which
effectively mixes and breaks down the foremost section of the
front. The coupling effect of the overflow and underflow front
movements is not discussed. |

Sharp (1971) investiéates the overall characteristics of
the unsteady spread of a buoyant surface discharge. Using
dimensional analysis, he develops similarity criteria for the rate
of spread, concentration and shape. Experimental work is
described and data are presented to illustrate the re;ationship

among the relevant parameters., Again, fresh water is used as an

* Personal communications with Dr. C.K. Jonys (Hydraulic Model
Laboratory-Ontario Hydro-Toronto.
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effluent discharged from a circular nozzle and salt water as the
receiving fluid. It is shown that viscous effects become
important as the spread moves away from the source. The author
expects that his results can be applied to thermal spreads with
little error,

Stefan (1972) describes an experimental study of heatéd
water discharge from a channel into a deep lake or reservoir
wihtout allowing for lateral spread due to the presence of side
walls. He introduces an overall entrainment ratio which is the
ratio of volumetric flow rates measured respectively downstream
and upstream from the outlet mixing region. Mixing can be
produced either by a turbulent-jet type flow or by an internal
hydraulic jump. The amount of entrainment produced is foundrto
depend on the depth of the heated water layer in the reservoir and
also on the densimetric Froude number of the heated layer.

Polk, Benedict and Parker (1971) study arrested thermal
wedges. They provide an analytical relationship for the wedge
length and show that the most critical parameter is the
densimetric Froude number, F' = u/[(Ap/DZ)gH]‘/z, where u is the
ambient stream velocity and H is the total depth. The initial
mixing of the heated discharge prior to wedge development is shown
to have a significant effect. Temperature reductions of 30% to
75% are observed in the field and are concluded to be the result
of mixing of the warmer and colder layers, with cooling to the

atmosphere playing a significant role. In the field observations,
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the velocity and temperature profiles do not exhibit a sharp
interfacg. Therefore, the stipulation of zero average velocity in
the upper layer is utilized ﬁo define the interface between the
two layers.

Koh (1971) studies the mixing and dispersion of a two-
vdiﬁensionailysurface buoyant jet discharged horizontally into a
stagnant environment. He analyzes the interplay of source
buoyancy, source momentum, entrainment, interfacial shear, and
surface heat exchange. The analysis presented allows the
determination of the flow field given phe'source characteristics
and Ehe ambient heat exchange. It is found that the relative
magnitudes of source Froude number'Fo, source Reyholds number R,
and the dimensionless heat exchange coefficient k play an
importaht role not only in the detailed -quantitative description
of the flow field but also in determining the type of flow field.
Fo’ R, and k are defined by

Yo Uo Bo

K
F k:gﬁ“ 2,23

s ’ = ’
0 g(Ap/po)ho €

where

U = discharge velocity

P, = density of the ambient fluid

ho = initial thickness of surface jet
Ap = source density difference

€ = shear coefficient

K = surface heat exchange coefficient
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An experimental study of a two-dimensional turbulent jet of
buoyant fluid spreading horizdntally on the free surface of a
stationary ambieﬁt fluid is presented by Chu, Baddour and Vanvari
(1975). The experiments are performed using salt water and fresh
water,  Different types of flow field noted by Koh (1971) are
observed in the experiments including the "density jump" formed at
tﬁe interface.

‘Waldrop and Farmer (1975) present a three-dimensional
finite-. difference model to describe the fluid dynamics of a
heated effluent discharging into a flowing river., The model may
be applied to either steady or unsteady flows; The isétherms and
velocity vectors predicted by the model agree reasonably well with
measured field data.

The problem of lock exchange flow, being the classical case
of unsteady non-uniform flow in the field of small density
difference phenomena, has been investigated by many authors. Barr
(1963) discusses the significance of the densimetric Froude-
Reynolds number FZE defined by

H3/2 ry/2

— g
FRz:77—"7 2.24
A v :

where H is the total depth. It has been customary to compare lock
exchange flows on the basis of K.ﬁ;ﬁ where K is the initial

velocity (vo) coefficient:
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K=/g—|-§=r 2.25

[

The results are usually shown on a diagram relating K‘§;§ to L/H
where L is the horizontal extent of the front measured from the
barrier (see Figure 2.5(a)) with /v, being‘ a third parameter
wheré V is the front velocity. '
| Barr (19634) and Barr and Hassan (1963) show experimentally
that the initial velocities of the fronts of the underflow and
overflow appear uniform for a greater or lesser relative distance
depending on the scale of the experiment,:and are unaffected by
the channel width to depth ratio (B/H) except for extreme cases
where (B/H) is well under 0.5.

The results of such investigations have been applied- to
large scale prototype spreads (Frazer, Barr and Smith (1967),
1968)) in order to estimate the appropriate degree of vertical
scale exaggeration which is required to simulate surface spread
correctly. New diagrams for lock exchaﬁge flow are utilized
(plots of L/H against EZﬁ for different values of the
non-dimensional time t/Tp where T, = (H/g')‘/z). It is noted by
P. Ackers in the discussion of the latter paper that when
considering the implications of the separate zones in the
diagrams, there are three zones analogous to the laminar,
transition and turbulent zones in flow resistance tests. In the

turbulent zone, the phenomena is independent of viscosity, and the

data .confirm, within the 1limits of experimental accuracy, the
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expected relationship between the velocity of spread and the

density difference and depth, namely,

/é'—H- = constant 2126

where for underflow the constant is about 0.5 and for overflow it
is about 0.6. The limit to the "turbulent" zone, using the word
turbulent to denote independence of viscosity, can be represented

approximately by the equation

H il H5/2
FAR s T E —-;—E—-—_z 150 2.27

Wood (1969 and 1970) considers theoretically and
experimentally the interchange between two reservoirs connected by
a contraction and contaihing fluid of different densities., The
theory is described in Sections 2.2.1.2 and A, It is shown that
there are two points of control, one aﬁ the position of minimum
width and one (the virtual point of control) away from this
position of minimum width. The theory is based on the assumptions
of one-dimensional, steady flow, inviscid fluids and hydrostatic
distribution of pressure,

The problem of interfacial shear in lock exchange flows is
presented by Abraham and Eysink (1971) and discussed in Section

2.2.2.2.

Vasiliev and Chernyshova (1975) consider the unsteady
problem of lock exchange flow, in a horizontal channel of

rectangular section. The flow is assumed two-dimensional and the
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pressure distribution hydrostatic over the depth. A numerical
algorithm is suggested using fihite-differenee approximations to
the governing differential equations. Calculated velocity and
density profiles are compared with experimental obseryations.
2.2.4.3 Discussion

1- In summary, it can be said that analytical work, hydraulic
model stddies, and the collection of field data ha#e served to
produce a good working knowledge of the principal physical
phendmena of density wedges. Predictions of protdtype behaviour
can be made with some success using a combination of physical and
mathematical modelling. However, the accuracy which can be
obtained in predicting prototype behaviour is not really known in
many cases. Uncertainty results both from the assumptions that
have to be made in the modelling and the difficulty in obtaining
field data which correspond to model assumptions. Relatively
little informaiiod has been published comparing the predictions of
any wedge model to actual field data although Barr's (1967) large

scale flume experiments certainly approach prototype dimensions.

2; Wedge shape must be dependent to some degree on the
existence of boundary 1layers in the receiving _wéter. These
boundary layers, while non-existing in lock exchange flows, (where
the fluids are initially stagnant) are expected to have a

significant effect on the shape of arrested wedges.



62

3- In personal communications with engineers of H.G. Acres
(Niagara Falls), a practical problem related to irrigation systems
is mentioned. This problem occurs at the withdrawl of fresh water
from several points along the length of an estuary which is fed
from an upstream reservoir and the corresponding formation of a
salt wedge at the downstream end. A study is needed to demon-
strate the sensitivity of the salt wedge to the rate of fresﬁ
water withdrawal as a means of controlling the water quality.
Also, a description is sought for the effect of changes in the

hydrological input on the geometry of the salt wedge.

4o Table 2.2 in Section 2.2.2.2 (reproduced after Dick and
Marsalek (1973)) provides a useful list of additional studies
dealing with density wedges. The corresponding references which
are not included in the primary reference list are given with the

Secondary,Referencés.

2,2.5 Submerged Jets and Plumes
2.2.5.1 Introduction

The increase in the production of electric power has
resulted in the attendant generation of 1argevquantities of waste
heat, This waste heat is usually disposed of either in the
atmésphere through cooling towers or ponds or to adjacent bodies
of water. For the latter case, two limiting schemes can be

envisioned for the method of discharge of heated water., First, to
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flqat the warm water on the surface, resulting in a minimum of
initial dilution while maximizing the rate of heat loss to the
atmosphere. This case 1is discussed in the previous section.
Alternatively, the other extreme would be to employ diffusers
submerged at some depth to promote much initial dilution such as
is doné for sewage. This technique is expected to be used more in
the future because of the environmental considerations.* This is
the subject of this section.

In this survey, ail jet-flows are referred to as _jets. If
the initial momentum of the jet has a negligible effect upon its
diffusion pattern, it is referred to as a plume.
2.2.5.2 Literature Review

When heated water from the cooling system of a power
station is discharged from an outfall into a calm sea, it rises to
the surface mainly because it is less dense than the surrounding
sea water (buoyaht jets). Previous literature dealing with
buoyant jets have usually simulate; the motion in the rising
column by a convectional plume above a point source.  The motion
in the rising plume can be turbulent or laminar. Anwar (1972)
examines the theory of a turbulent vertical plume in stagnant
ambient fluid and determines theoretically the region below which

the flow in the plume is laminar. He shows that a turbulent plume

* personal communication with Dr. C.K. Jonys (Hydraulic Model
Laboratory - Ontario Hydro - Toronto).
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exists when the source densimetric Froude number FS 2 51/2/2

(=1.12), where Fs is defined by

a1 a 172
Fs = [;E'.‘g; . g‘Apo} . Uo 2.28
where
a = entrainment coefficient
A = ratio of lateral spread between velocity and density
profiles

b, = characteristic radius of finite source
oa = mass density of ambient fluid
o, =Py =%
Py = mass density of fluid in nozzle
g = gravitational acceleration
Uo = mean velocity in nozzle

When FS < 5'/2/2 a real solution for the turbulent plume can not
be obtained. This is examined expé}imentally where it is found

that the motion in the plume is laminar and becomes unstable at a
certain distance above the nozzle where a turbuient plume
develops. It is found that the height of the laminar plume above

the nozzle depends very much upon the jet Reynolds number defined

by

R=— 2,29
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where

o
1]

diameter of nozzle

kinematic viscosity of fluid at nozzle exit.

<
n

Anwar (1972A) extends this work to study the radial
spreading of the rising plume when it impinges‘on the free surface
of the stagnant ambient fluid. He defines three different zones
in the surface layer. Initially, an "entrainment zonei where the
surface layer entrains fhe:hnderlying fluid. He shows that the
entrainment decreases with the increasing distance from the point
where the rising column impinges on the free surface and also that
the radius of the entrainment zone dépends on the initial buoyancy
flux from the noizle and also on submergence height. The surface
layer passes through a "transition zone" and then reaches a final
~stage within which its density and its thickness remain unchanged
- the so-called “ione of homogenequs flow". The ultimate
thickness of the surface layer, and the radius at which this final
stage ' is reached are -shown to depend upon the depth of
submergence. The theoretical results are compared with
experimental observations. Fair agreement is obtained. |

A numerical solution is presented By Trent and Weltj (1973)
of steady-flow, turbulent, free momentum Jets (similar jet and
ambient fluids) and forced plumesr(buoyant driving forces
involved) issuing vertically into a éiagnant receivihg medium.
The problem is solved in axisymmetric coordinates using

finite-difference techniques. In comparison with experiments, it
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is found that although a constaﬂt value of diffusivity will permit
accurate computation in the case of a momentum jet, a variable
coefficient is needed for buoyant plumes or large errors will
result,

If a buoyant jet issues verticaily into stratified
surroundings, its mean density increases as it rises and mixes
with the enviromment until at a certain distance above the point
of discharge the dehéity idifference between the jet and the
ambient fluid is reduced to zero "equilibrium level"™. Above this
level, the jet fluid is heavier than the’ ambient fluid.
Accordingly, the jet fluid é;n penetrate above this level only if
it has sufficient kinetic energy to do so when reaching this
level., During the penetration the jet fluid gradually loses the
kinetic energy, and so cannot penetrate in a vertical direction
beyond a certain "ceiling level", Jet fluid which has reached the
ceiling level descends, In this respect, distinction must be made
between the case of stagnant receiving fluid and that of receiving
fluid flowing in a horizontal direction. This problem is-analyzed
theorétically by Abraham (1972) where he considers three-
dimensional axisymmetical jets issuing vertically upwards into a
density gradient considering both cases of a stagnant and moving
ambient fluid, |

Maxworthy (1972) studies the unsteady spread of a
horizontal jet in a stratified fluid. The problem is investigated

experimentally by injecting a constant density salt solution at
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its equilibrium level into a long, linearly-stratified water tank.
Length and width of the jet flow are measﬁred as a function of
Eime and compared with those obtained theoretically assuming that
the wave speed of internal waves is much greater than the flow
speed., Good agreement is observed for sufficiently small rates of
effluént inflow.

Hecker and Médeiros (1976) discuss physical scale models
that are frequentiy used to develop diffusers for thermal
discharges, and to predict temperature rise pattern which will
exist in the field. Such models are typically designed and
operated according to the principles of Froude scaling due to the
predominance of gravity and inertial forces in free surface and
density flows. The influence of the reduction in Reynolds number
on scaling of jet entrainment or dilution is assumed to be small
once the jet is turbulent from its origin. Their experimental
study is aimed at investigating the effects of turbulent flow
Reynolds number on single buoyant jet dilution., Heated water is
discharged horizontally from a single jet into a large tank. The
densimetric Froude number (Fi) is held constant and the Reynolds

number (R) is varied. These numbers are defined by

U U,D
F s MG 0 Rt 2.30

If is found that close to the jet, lower turbulent flow
Reynolds numbers produce lower centreline concentrations than at

higher Reynolds numbers, for the same densimetic Froude number,
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2.2.5.3 Discussion

1= Previous theoretical and eiperimental investigations have
always been directed to the simple case of a single jet. The
outlined results and conclusions cannot be translated directly to
multi-jet discharges such as in a diffuser since other factors,
notably geometric constraints, jet interference and the available
flow path of entrained water, may dominate diffuser induced

dilution.

2- No information has been found comparing the predictions of

any jet model to actual field data.

3- In practical situations, as mentioned by engineers of H.G.
Acres (Niagara Falls) in personal communications, the available
theoretical predictions proved to be of limited validity. The
effects of solid boundaries, Jjet interference and spacing of
diffusers seem to be significant and need to be investigated.
Also, the behaviour of buoyant 1liquid jets under the action of
wind shear (at the surface of the receiving water) appears to be
of practical importance. Their present approach is mainly

empirical based on dimensional analysis and laboratory data.

2.2.6 tratifie

Gemmell and Epstein (1962) consider stratified laminar flow

of two immiscible Newtonian liquids in a circular pipe. They use
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é two- dimensional finite difference method to determine the velo-
city profiles. The theoreticél results for laminar flow are
compared with experimental data in the literature for the hori-
zdntal flow of a mineral oil and water in a circular pipe. Good
agreement is obtained when the flow of both water and oil is
laminar, |

The most common practical example is the pipeline pumping

of petroleum oils laden with water.

2.2.7 Mind Effect on a Stable Density Interface
An experimental study is presented by Wu (1975) with two

layers of stably stratified fluids in a wind-wave tank. The slope
of the density interface is related to the wind stress, the

density difference of the fluids, and the depth of the interface.

2.3 (e} lassificatio
| It is shown from the previous'identification and review of
several stratified flow problems that considerabie attention has
been given by different researchers to individual cases of
stratified flows, It is also apparent that there exists some kind
of hydraulic analogy betweén stratified flows and‘ eonventional
homogeneous flows.
Therefore, an attempt is made in this section to classify
~and relate a wide range of stratified flow problems in a manner

similar to the classification of homogenous flow regimes. This is
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a neceésary and possibly significant step towards a unified
approach to study stratified flow phenomena.

The suggested classification is presented in Table 2.3 with
the relevant reference numbers attached to each problem., Table
2.4 identifies these references, Some of the problems may be
included in more than one division depénding on the flow
conditions and the theoretical considerations. It should be noted
that the judgement of whether the non-uniform flows are rapidly-
varied or gradually-varied is in some cases arbitrary and depends
on the rate of variation and the scale of the problem under

consideration.



Stratified Flows

Steady

Uniform

* Stratified flow in
a circular pipe (1)

Non-Uniform
(varied)

Gradually Varied

* Flow into a line sink
(Selective withdrawal)

(2) (3) (4) (5) (6) (7) (8)

(9) (10) (11) (29)

wind effect (35)

Flow through a transition

(13) (14) (1) (16) (17) (23)
Density wedges (17) (39) (40) (41)
(42) (43) (47) (48) (56) (57)
Slope of density interface under

Rapidly Varied

Flow through a transition
(18) (19) (20) (21) (24) (25)
(26) (27) (29) (32)

Internal hydraulic jumps

(20) (22) (29) (30) (31) (65)
Density wedges

(46) (49) (50)

Submerged jets and plumes
(59) (60) (61) (63) (64)

Table 2.3 - Classification of Stratified Flow Problems

(references are indicated by numbers and identified in Table 2.4) -

Unsteady

Flow into a line sink
(Selective withdrawal)
(12) (33) (34)

Flow through a transition
(28)

Density wedges

(36) (37) (38) (44) (45)
(48) (51) (52) (53) (54)
(55) (58)

Submerged jets and
plumes (62) '

Ll
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Ref. Author(s) Year | Ref. Author(s) Year
No. No.
1 Gemmell and Epstein | 1962 | 36 Stigter and Siemons 1967
2 Yih 1958 | 37 Thatcher and Harleman 1972
3 Debler 1959 | 38 Dazzi and Tomasino 1975
4 Kao 1965 | 39 Keulegan 1966
5 Koh 1966 | 40 Shi-Igai and Sawamoto 1969
6 Walesh and Monkmeyer | 1973 | M1 Lepetit and Rogan 1970
7 Ho and Monkmeyer 1975 | 42 Dick and Marsalek 1973
8 Clark, Monkmeyer, Ho | 1976 | 43 Partheniades, Dermisis | 1975
and Hooper and Mehta
9 Ho, Monkmeyer and 1976 | 44 Smith 1965
10 | Elder and Wunderlich | 1969 | 45 Sharp 1971
11 | Brooks and Koh 1969 | u46 Stefan 1972
12 | Hwang and Slotta 1968 | u7 Polk,Benedict and Parker| 1971
13 | Wood 1968 | u8 Waldrop and Farmer 1975
14 | Wood and Lai 1972 | 49 Koh 1971
15 {Wood and Lai 197241 50 Chu, Baddour and Vanvari| 1975
16 |Lai and Wood 1975 | 51 Barr 1963
17 | Wood 1969 | 52 Barr 1963A
18 | Stommel and Farmer 1952 | 53 Barr and Hassan 1963
19 jLong 1953 | 54 Frazer, Barr and Smith 1967
20 |Long 1954 | 55 Frazer, Barr and Smith | 1968
21 |Long 1955 | 56 Wood 1970
22 |Yinh and Guha 1955 57 Abraham and Eysink 1971
23 |Pedersen 1972 | 58 Vasiliev and Chernyshoval 1975
24 |Smith and Elsayed 1976 | 59 Anwar 1972
25 |[Mehrotra 1973 | 60 Anwar 1972A
26 jArmi 1975 | 61 Abraham 1972
27 |Hsu and Stolzenbach | 1975 | 62 Maxworth 1972
28 |King, Norton and 1975 | 63 Trent and Welty 1973
Iceman 64 Hecker and Medeiros 1976
29 |Yih 1965 | 65 Hayakawa 1970
30 |[Mehrotra and Kelly 1972
31 Macagno and Macagno 1975
32 {Hamada 1969
33  }Koh 19664
34 |Kao, Pao and Wei 1972
35 Wu 1975

Table 2.4

- Reference Identification




CHAPTER 3

ENERGY BALANCE IN STREAMLINED TRANSITIONS

3.1 JINTRODUCTION

This chapter describes the analysis of transitional two-
layer flow problems involving negligible energy losses.
Theoretical analysis of the problem is presented followed by a
description of the computer routinés developed and the numefical
techniques employed. A combination of literéture search and
experimental investigation are employed to provide data and thus

check the validity of the results obtained by the routines.

3.2 JHEORY

Solutions méy be obtained by application of the principles
of conservation of energy and mass. Two important subdivisions of
these solutions must be treated, viz:

| a) Transitional flows which are subcritical throughout.
b) Transitional flows which involve a critical flow
section or control at some point in the system.

It should be noted that in the latter class of solutions eritical
flow may occur in one or both layers. The rather rare situation

of transitional flow which is supercritical throughout has not

73



Fig. 3.1 - Two~Layer Transitional Flow

til
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been considered here since in practice the very high velocity
gradients give rise to interfacial instabilities and transverse
mixing ﬁhich is difficult to quantify.

With reference to the definition sketch of Figure 3.1 and
assuming hydrostatic pressure distribution, Bernoulli's equations
may be applied to each layer between sections 1 and 2 as follows

For the upper layer

&
918("“-'1'WL2)+D13(WL2'Z)+0132+01 91——5"’
, 2A1
3.1
%
1 | | 1 L}
Py 8 (WL1 - WLZ) + 0, 8 (WL2 -2z ) + p; B Z + a; P NE
1
where
g = acceleration due to gravity
@, = kinetic energy correction factor for the uppef layer-

flow
Subscripts 1 and 2 are used for the upper and lower layers
respectively. Non-primed and primed quantities refer to sections

1 and 2 fespectively.

Dividing equation 3.1 by 91 g yields
2 2
9 : Q
WL, + @ = WL, + @ . 3.2
1 1 2gA2 1 1 2gA 2

For the lower layer
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%G

P - p - p a p — -
18 (WL1 WL2) + 0,8 (WL2 zZ) + , 82+ % P, —
: 2A
2

3.3

Q2

0 ] 1 0 1 1 ] p L o p 2

1 8 (WL1 - WL2) + 008 (WL2 -z ) + 58z + % P, 2A'2

2

where

@, = kinetic energy correction factor for the lower layer
flow

Dividing equation 3.3 by 92 g yields

°1 sp G . Mo %
E; WL, + ;; WL, + 9, 2gA§ =z ;; WL, + ;; WL, + %, ZgA'Z 3.4
2
where
bp - p_ - P_ = density difference

2 1

If the critical flow section is defined as the section at which

d(HL,) d(WL,)
— P OO —— e P OO
ax and/or ax ,

and with reference to equations 6.16 and 6.18 (Chapter 6), the

eritical condition is shown to be

2 2 B e 2 _
Fi1 + F12 - Fi1 . F12 -1=0 3.5
where
F§1 = densimetric Froude number of the upper layer at the

critical section
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Q1 T1
=«
=% T3
g Ay
Fiz = densimetric Froude number of the lower layer at the
¢critical section
2
LT
= az f
3
g A
g = reduced gravitational acceleration = g.B
= A
8 p/p2
T = top width of the layer

subscripts 1 and 2 refer to the upper and lower layers
respectively.

Equations 3.2 and 3.4 apply to the case where transitioﬁal
flows are subcritical throughout. If the flows involve a critical
section at some point of the system, equation 3.5 may be applied
at that section.

It is clear that these equations reduce to the well-known
equations for homogeneous flow (air-water interface) wh;n 01 = 0.

It should be noted that equations 3.2, 3.4 and 3.5 may be
reduced to the same equatioﬁs developed by other authors {e.g.
Wood (1968), Lai and Wood (1975), Stommel and Farmer (1952) and
Armi (1975)], if they are subjected to the same assumptions made
by these researchers, namely

a) rectangular cross-sectional strip
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b) | horizontal channel bottom
c) uniform velocity distributions
d) small density differences
None of these assumptions are used in the present analysis
and the more generalized version of the energy equations presented

here have not been treated before.

3.3 \') 0 MP ROUTINE

Complete documentation and listings of the devgloped
subroutines are contained in Appendix (2). Table 3.1 describes
briefly the energy balance routines under different conditions.

Considering the six variables shown in Table 3.1 for the
transitional suberitical flow, equations 3.2 and 3.4 may be solved
for two of these variables as unknowns. This results in a large
number (15) of permutations. Also, for transitional flow with a
critical section, 20 different problems may be idenified.
However, some of these problems may not be practically significant
and those presented in Table 3.1 are chosen accordingly.

In the following section, the numerical methods employed in
three of these routines (BERNWL2, WLCRIT1 AND WLCRIT) are
described. As shown in Table 3.1, the methods used for the other
seven routines are either explicit solutions of the dorresponding
equations (e.g. BERNQ2 AND QCRIT) or iterative procedures using
the other routines. - Problem formulation and convergence criteria

are discussed for all routines in Appendix (2).




CONDITION SUBROUTINE | Q QZ HL1 HLZ HL' HL2 EQNS. USED METHOD
Transitional| BERNQ2 * + * . * # 3.2 & 3.4 explicit
Subcritical I:: & # + * * . 3.2 & 3.4 Newton-Raphson
Flow BERNWL2 * & * & + +
Critical QCRIT PO | - - ] v | 3.5 explicit
Section g * + - - L .
. WLCRIT & & - - + L] 3.5 secant method
WLCRIT1 . . - - - + 3.5 Newton-Raphson
Transitional| WLUCR # L] + + + L] 3.2,3.4%3.5 | using WLCRIT & BERNWL2 :
Flow with a | WLQCR - + . ® * + +* 3.2,3.4&3.5 | ZSYSTMY (Brown's Method)
Critical L + * . + +
Section QCRIT1 -[:: + * + + L] bd 3.2,3.8%3.5 | using QCRIT & BERNWL2
] + + + 1 #
QCRIT12 + + * * + & 3.2,3.4%3.5 | iterative using BERNQ2 & WLCRIT
QCRIT22 + + * * . + 3.2,3.443.5 | iterative using BERNQ2 & WLCRIT?Y
“Lpys Par G4y Gy, geometry of cross-sections are given in all cases)
% given o
+ computed

# see documentation (Appendix 2)

Table 3.1 Energy Balance Subroutines

6L
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3.3-1 Subroutine BERNWL2

This routine analyzes two-layer stratified subecritical flow
in a streamlined transition and determines the free surface and
interface elevations at one section in terms of those at the other
section (see Table 3.1, p. 79 and documentation Appendix 2, p.
289). The two-dimensional Newton-Raphson method is used to solve
equations 3.2 and 3.4 for the unknowns WL1, WL2 (or’WL; and WL;).

These equations may be written in the form

2
o %
¢(WL1, WL,) = (WL1 - WLy + e 2 - A,z] =0 3.6
1 1
and
‘ 2
® Y 2% 1
V(WL ,WL,) = 2= (WL, - WL.) + 2~ (WL, - WL,) + 22 | 2" T2° 0
2 2 L

3.7
Using the Newton-Raphson method [Scarborough (1962)], the

successive approximations are given by

(WL1) = (WL1)I' + h 3.8

r+1

and (WLZ)r+1 (WL2) k - 3.9

r ¥t
where the corrections h and k are given by
A c
h:B, k:B

and where A, B and C are defined in matrix form as follows.




81

3¢
-oL(WL,), (WL,) ] [a(WLz)]b
A= , 3.10
¢
=o)L (L) 1 e
2
3¢
[;(WL1)]P -¢[(“L1)r’ (WLz)r]
C = 3.11
ay
[a(WL1)]r ~VLGWL ), (WLy) ]
¢ 2
i s
and B = 3.12
Y oy -
[;(WL1)Jr [3(WL2)]r

From equations 3.6 and 3.7,

| 2

39 % Qroo A

a(WL ) T+ T 3 a(WL,)
1

It should be pointed out that the term 9,/3(WL.) 1, j = 1 or 2,

J

may take different values depending on the cofreéponding
subsecripts.

Substituting 3A1/8(WL1) = T1 where T1 is the top width of

the upper layer yields

36 % Q Ty

a(WL ) 1- 3 3.13
:

g A

Also,
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2
; 2
3¢ % °1[-2 By }
3 : =3 - WL
(WLZ) 2g A? (WL2)
substituting aA1/3(WL2) = -T2 where T2 is the top width of the

lower layer (or the "bottom width" of the upper layer) yields

2

3¢ % T
= 3.14
a(WLz) 2 A%
Similarly,
2
3v P % Qz[-z 94, J
= """ + T .
a(w1.1) o, 2g Ag 8(WL1)
aA2
Substituting = 0 gives
a(WL1) .
ap P4
— i — 3.15
a(WL1) 0y
2
2y e %% [-2 34,
and = T+ - .
a(WLZ) e, 2g Ag B(WLZ)
8A2
substituting -/ = T, gives
B(WLz) 2
2
2 e % BT,
- — 3.16
a(WLZ) o, " A3
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Equations 3.6 to 3.16 form the basis of the solution method used
in subroutine BERNWLZ2. | |

Subroutine BERNWL2 is used later in this chapter to make
comparison with the experimental observations described in Section
3.4, A detailed illustration of the use of the routine is

contained in the documentation (Appendix 2, p- 289).

3.3.2 Subroutine WLCRIT1
Both the routines WLCRIT1 and WLCRIT (see 3.3.3) are

concerned with the analysis of.critical flow at a single section

containing two-layer stratified flow. The problem may be stated

in general terms as

t

1 ]
¢ [Q, Q,, WL,, WL,] = O,

other factors such as section and fluid properties being
essentially constant. Subroutine WLCRIT1 is concerned with the

solution in which WL;

whereas WLCRIT is designed to solve for an unknown free surface

is the dependent (i.e. unknown) quantity

WL;. Both methods are based on solution of equation 3.5. Special
properties of the solution are discussed in Section 3.3.5(d).

With reference to Figure 3.1 (p. T4), section 2 is assumed
to contain critical flow where the free surface elevation WL; is
given.

The Newton-Raphson method is used to solve equation 3.5 for

1
the unknown WLZ‘ Equation 3.5 may be written in the form
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1 2 1 2 ] 2 |
Lo 9T QT 4T 0T
f(WL ) =TT . - ; - - + 1 = 0
2 p 1 '3 1 '3 L |3 1 ] '3
2 8 A g A, g A, g A 3.17

Using the Newton-Raphson method, the successive

approximations are given by

£L(WL,) ] ar
(WL‘) = (WL') - ——————— uhere f = ; 3.18
2'r+1 2T e a(iL,)

For more rapid convergence with reasonable linearity, equation

3.17 may be expressed as

1

t
f(WLz) = 1/3 + 1 =20 3.19
Y
where
2 1 . 2 1 2 t 2 t
pe QT R GT e T QT
Y=—. . - - 3.20
p 1 ’3 3 1 '3 1 '3
2 g A1 g A2 g A1 g A2
Therefore,
- ]
R VR St .y
f (WL,) = where ¥ =
2 y 2/3 d(WL;)

A}

1 X

= - 3.21
3 Y1&/3
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is dT2. ' " da,
2. 2 & - Tye34, '
. se QT <a202 d(WLa) d(WL2)>
Y =— - +
p ] l3 t '6
21 g A1 g AZ
dr. dA.
|3 1 [} |2 1
2.1 2 M - T34, '
02Q2T2(r61Q1 d(WLz) d(WLz)
[] |3 ) - 6 -
g A, g Ay
] L]
dT1 dA
'3 | |2 1
2 M oo Ty . 3k
a1Q1 d(WLZ) d(WLz)
t d 6 =
g A
dT. daa,
|3 2 L I2 A2
2 AZ - ] - Ta » 3 Az 1 4
Q5 d(WLZ) d(WLZ)
] hd 16
g A,

a Q2 T'Tl 2T'
C Y 3T, map R8T,
Y = r - f} -
)_'_ Tt
g A, > g A,
2 L}
a0 %1 9 T

L}
de -
A - 3T
2 2 ' 2
a202 d(WLZ)
1 hd lu
g A,

3.22
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The term dT;/d(WL;) depends on the cross-sectional geometry and is
approximated in the subroutine as AT;/A(WLé) [ see Appendix (2), p-.
359]. Eqﬁations 3.18 to 3.22 are the basis of the solution method
used in subroutine WLCRIT1.

3.3.3 Subroutine WLCRIT

As mentioned in the previous section, subroutine WLCRIT is

designed to obtain solutions of the general form

WL' - ¢ [Q1, Q y WL']

1 2

With reference to Figure 3.1, section 2 is assumed to
contain critical flow where the interface elevation WL; is given,

The secant method is used to solve equation 3.5 for the
unknown WL;. This method requires that the function be real,
continuous and single—vaiued within the interval defined‘by two
initial values of the argument [Smith (1970) and James, Smith and
Wolford (1977)). If the solution lies outside the range of the
initial values, it is further required that no turning value
exists between the solution and the initial va;ueg. With

reference to Fig. 3.2, and if the equation to be solved is F(Y) =

C,the successive approximations may be described by the equation

Voo s+ (Y, -Y ). [C-FOIIIF(,) - F(Y,_ )] 3.23
Alternatively
Yo - Y=, -x ) [C-FOIVIFY)) - F(Y,_ )] 3.2h

Equation 3.5 may be expressed as
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i
- : /
/
Y 3 /"j,”
g2 7 s/
720V
Y, 2 7 {
Ve N
7
- A
s
|, 7
. F(Y)
0 ) C FY,,)

Fig. 3.2 - The Secant Method [after Smith (1970)]
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2 \j
Ap Q2T2
Q= -1
1 p ] 13 1] l3
' 2 g A2 g A1
F(WLT) = > = T 3.25
% T T
-1
] '3
g A2
Equation 3.25 in a simpler form will be
B 2 - \j I3
, Fio =1 , & A
F(WL,) = @ Q = ; 3.26
1 F2 1 T T
i2 ~ 1
where
Ap
B = —
®2
2 ?
. 02 Q2 T2
F2 =
1 1 1
i2 g A 3

For computational efficiency a more linear functional form is

adopted for F, given by

1/2 to1'3_1/2
B F2. - 1 A3
' i2 > 1
F(WL,) = a, Q = . 3.27
1 2 T 1
F.. -1 T
i2 1

Equations 3.24 and 3.27 are used in the solution method in
subroutine WLCRIT.
Different numerical methods are used in subroutines WLCRIT

and WLCRIT1 in order to demonstrate that different possibilities
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exist in the choice of a numerical technique used for a specific

purpose.
3.3.4 Q9é2éBi§Qn_Ei&h_E2Qliﬂhgﬂ_ﬁznﬂrimﬁnﬁél_ﬂéié

In order to check the validity of the results obtained by
the routines, a combination of literature search and experimental
investigation is employed. In this section, experimental results
published by Keulegan (1966) regarding arrested salt wedges are
examined quantitatively and compared with predictions using
subroutine WLCRIT1. |

Keulegan (1966) performed a> number of laboratory
experiments on arrested saline wedges. Fig; 3.3 shows Keulegan's
experimental measurements for the salt water depth at the river
mouth compared with the computed results, assuming critical
condition at the river mouth [Stommel and Farmer (1952)], and
using subroutine WLCRIT1 to compute the critical interface
elevation for a given free surface level. Referring to equation
3.5, the relationship between 2Fo and hZC/H for the conditions of
Keulegan's experiments (rectangular cross-section and Q2 = 0), may
be derived as follows. “

With the simplifying assumptions of a rectangular cross-

section and zero net flow within the wedge, equation 3.5 reduces

to
a q2
) 1 94
F2, = —————— = 1 3.28
17 g (Hen, )3
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where q1 is the discharge of the upper layer per unit width of the
flume.
This results in
q‘l:UOH

which gives

hye3/2

or » /E-.2F0=2[-T:, 3.29

which is the same relationship derived by Keulegan using the
principle of internal waves except'that he neglected the effect of
the non-uniformity of the velocity distribution (i.e. 31). Using
a typical velocity profile measured by Keulegan, the Author
estimated the value of 01 to be about 1.10. This value is used in
the computations of Fig. 3.3.

3.3.5 Comments

a) Equation 3.5 may be written in the from

2
5 1‘F12
F¢, s ————— 3.30
1y e
i2
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In order that Fi be real, either

1

2 < 1 and B F2 < 1 which gives Fiz < 1 because B is

1) Fi, i2

always less than one.

T e : 2 . .
or ii) Fiz > 1 and 8 FiZ > 1 which gives
, ) f2
Fi2 >‘§ i.e. Fi2 >'X;

Similarly the same conditions may be shown to apply for Fiz

to be real.

It may further be shown from equation 3.30 that if Fiz is

2 2 2
i1 must also be less than one because 8 F12 < Fi2.

Therefore, it may be concluded that for eguation 3.5 to

less than one, F

have real solutions, one of the following sets of conditions must

be satisfied

2 2 .
Fi1 < 1 and F12 < 1 3.31
) 2 ) 2
or Fi1 >‘Z; and F12 >'Z; 3.32
b) Referring to the previous section, similar conditions are

examined at the "point of virtual control". When two layers flow
through a lateral contraction with an upper free surface, Wood
(1968, 1969), Wood and Lai (1972, 1972A) and Lai and Wood (1975)
show that there exists another control point upstream of the
position of minimum width which they‘called "the point of virtual
control". They show that at this point the following conditions

hold
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2 2 2 2

Fiq ¥y - Fp ¥, - By, Fi, Fi, =0 3-33
°
2 ' 2 2 2 _
and Fi1 ¥y 0 - Fiz Y, + é ¥, Fi1 Fi2 =0 3.34

where Y, and y, are the depths of the upper layer and the lower
layer respectively.

Equations 3.33 and 3.34 may be solved for Ff and F? which

1 i2
yields
Y2
F§1= v.(p./p )+ ¥ 3.35
1°P1/ P ¥,
Y4
and F§2 = ';-j:7;- 3.36
1 2
It may easily be seen from equations 3.35 and 3.36 that Ff1 <1
2
and Fi2 < 1.

By substituting equations 3.35 and 3.36 in equation 3.5, it
can be shown that equation 3.5 also applies at the point of

virtual control.

c) In this section, the question of the solution uniqueness of
equation 3.5 is discussed. From the above discussion, it is shown
that equation 3.5 may have two solutions corresponding to
conditions 3.3i and 3.32. Following is a typical example that

shows this possibility.
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(15,13)
(0,11} (15,11)

(0,5) €6.165)
g 4151y

(12,2) (c,0) (12,0)

2 oo -
Py = 1.00 p, = 1.02 g = 9.81 m/sec a, = 1.10 a, = 1.20

ngQu;gg
solution I : Q, = 10.000 m3/sec Q,

5.000 m3/sec WL, . = 6.162 m

solution II: Q 69.202 m3/sec WL. = 5.042 m

= 48.962 m3/sec Q,

1 ier

Solution II is obtained using subroutine QCRIT12. Solution I is
obtained iteratively using subroutine WLUCR.

Although the solutions are independent of the directions of
flows, a typical example would be from the right cross-section to
the left cross-section (into the critical section). By examining

these two solutions it may be shown that

2 2

i1 i2 ° 0.418

i) For solution I: F5, = 0.587, F

i.e. both are less than one

2 2
11 = 138.760, F7, = 80.056

ii) For solution II: F
i.e. both are greater than p,/Ap (= 51 in this example)
These results confirm those of Armi (1975) who shows that

equation 3.5 has two solutions. The first is given by F§1 + F§2 =

1 which represents critical conditions with respect to the
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internal long wave. The second is given by (1 - F§1 (Ap/pz))
(1 - F5, . (ap/p,)) = 1, which represents critical conditions with

respect to the free surface long wave.

) Consider the solution of equation 3.5 in which both
densimetric “Froude numbers are less than unity. For the problem
analyzed by subroutine WLCRIT1, in which the critical interface
elevation is computed for given discharges and free surface level,
it may be shown that equation 3;5 may yield two positive roots.
Each of these roots is related to the critical condition in one of
the two layers. For the special cases of one‘stagnant layer, the
solution to this problem is unique. The following example of
Figure 3.22 1illustrates the general case for different flow
conditions. Subroutine WLCRIT1 is designed to obtain both roots
by starting the search once near the free surface and the other
time near the bottom of the cross-section,

In the following section, it is shown that the root
observed in the experimental investigatioﬁs when both layers are
flowing is the one which is closer to the flume bottom”(refer to
‘Figures 3.22 p. 96 and 3.23 p. 128). This is because of the
experimental set-up and the way in which the flows are started and

is discussed in sub-section 3.4.7.
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91 = 1.0, pz = 1.02, oy =.1.10, oy = 1.20, discharges in m3/sec.

Point Q1(m3/sec) Q2(m3/seé) F§1 Fiz
A 2 18 0.969 0.032
B 18 2 0.999 - 0.001
C 18 18 0.930 0.071
D 18 18 0.063 0.938
E 2 18 0.001 0.999
F 18. 2 0.028 0.973

Fig. 3.22 - A Typical Example of Alternative Solutions

for Equation 3.5
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3.3.6 Higher Order Routines

With reference to Table 3.1 (p. 79), the last group of
subroutiﬁes is concerned with the anlysis of a two-layer
stratified flow in a streamlined transition. The pransition is
defined by two cross-sections, one of which is assumed to contain

eritical flow. The problem may be stated in general terms as
' ; l] '
¢ [Q1’ 02, WL1’ WL2, WL1’ WLZ - 0

where

Q1, Q2 = discharges in the upper and lower layers respectively.
' | B
WL WL, = free surface and in;erface elevations respectively at

1? 2

the critical section.

WL

1? 2 free surface and interface elevations respectively at

WL

the other section,
bther factors such as section and fluid properties being
essentially constant.

The energy balance relationships (equations 3.2 and 3.4) as
well as the critical condition (equation 3.5) allow the
introduction of three dependent (i.e.vunknown) quantities-in each
of these subroutines. Solutions are obtained eithér by explicit
use of the lower order routines (e.g. WLUCR and QCRIT1), by
iterative use of the lower order routines (e.g. QCRIT12 and
QCRIT22), or by using a numerical technique for the solution of
non-linear simultaneous equations (e.g. WLQCR). ' Listings and

documentation of these routines are included in Appendix (2).
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3.4 EXPERIMENTAL APPARATUS AND PROCEDURE
3.4.1 biectives of Experimen

An<experimental programme was designed and carried out to
verify the numerical computations of the energy balance routines.
This experimental work is concerned with the study of the flow
characteristics of a two-layer system passing through a stream-
lined contraction, It is convenient to consider four separate
sets of experiments as described below.

A) Lower layer moving - upper layer stagnant (Set I).

B) Upper layer moving - lower layer stagnant (Set II).

C) Both layers moving in the same direction (Set III).

D) Both layers moving in opposite directions (Set IV).
3.4.2 Scope and L;mi;a;;qn of Apparatus

The recirculating flume used for the experiments is
sketched in Figure 3.4 (see also the photographs of Figures A1.1
and A1.2 (Appendix 1})). It is about 35 feet (10.67 m) long with a
working cross-section 23 5/16" inches (59.2 cm) wide by 18 inches
(45.7 cm) deep.

A discharge of fresh water may be introduced f;om either
end of the flume through an entry box of plexiglass with a front
screen to promote uniform flow acroés the width of the flume.
This box is designed so +that it may be wused as either a
discharging box or a receiving box. One of these boxes is fixed
to the sides of the flume at each end and at one of three

different possible levels. These boxes may also be tilted around
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the side openings whennlocated at any of these levels in order to
adjust the edge of the box to the desired elevation. These boxes
are shown in the photographs of Figures A1.3 and A1.4 (Appendix
1). The fresh water discharge may be measured at both the entry
and the exit points using calibrated rotameters (rotameters 1 and
II - Figure 3.4) which have a capacity of about 0.05 cfs (1416
cm3/sec).

The salt water flow is pumped from a long sump using a 0.5
H.P. pump (pump I ~ Figure 3.4) where it can be measured using a
third calibrated rotameter (rotameter III - Figure 3.4). This
sump is sufficiently long [about 27 feet (8.23 m)] and is provided
with vertical baffles to allow for a complete mixing of diluted
return flow. The contents of the sump can be passed through a
sand filter to remove any suspended impurities. At the other end
of the flume, the salt water flow may be measured using a
volumetric tank 30" x 30" (76.2 x 76.2 cm) in cross-section and
with a working height of about 3 feet (91.4 cm), so that it has a
capacity of about 18 ft3 (0.510 m3). The salt water is directed'
from the flume by a flow collecting box of aluminium‘énd thence
through a 3" (7.6 cm) diameter flexible pipe to the tank. This
box is designed for a capacity of about 0.25 cfs (7079 0m3/sec).
Before flowing into the aluminium box, the salt wéter passes
underneath gate I and then spills over gate II into the box
(Figure 3.4). Gate I is made of aluminium with rubber sides and

is adjusted manually. Gate II is connected to a 0.25 H.P.
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reversible motor so that it can be adjusted mechanically during
the experiment. This arrangement is shown by the photograph of
Figure A1;4 (Appendix 1).

The contraction used consists of two plastic streamlined
inserts, one of them being fixed to the bottom of the flume to
form a vertical contraction and the other is fixed to one side of
the flume to form a horizontal (lateral) contraction. The
dimensions of these inserts are shown on the sketch of Figure 3.5
(see also the photograph of Figure A1.5, Appendix 1).

In all the experiments, the two-layer system consists of a
fresh water layer and a salt water layer which is dyed with
Uranine that gives to it a green colour with a flourescent surface
to help distinguish the interface clearly. While the colour is
green with reflected light, it appears to change to yellow with
transmitted light (See the photographs of Appendix (1)). The salt
water density may be adjusted by adding common fine salt to the
sump and circulating salt water using a 15 H.P. pump (pump II -
Figure 3.4).

Densities (or specific gravities) are measured using a
hydrometer of 0.0005 division. Levels are measured using a point
gauge of 0.0t inch (0.025 cm) division, For discharge
measurements, fresh water flow is measured at both inlet and exit
points using two rotameters with an accuracy of about 0.0001 cfs
(2.83 cm3/sec). The exit rotameter (rotameter II in Figure 3.4)

is mounted on a moveable stand which can be moved from one end of
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the flume to the other. Salt water discharge is measured at the
inlet point using a rotameter with an accuracy of 0.0001 cfs (2.83
cm3/sec). At the exit, salt water flow 1is measured using a
volumetric tank which has a scale of 0.05 £t3 division and a stop
watch of 0.1 second division.

Free- surface and interface levels are measured at three
stations along the flume. Station (1) is about 10 ft (3 m)
upstream of the centre of the flume where the flume bed level is
-0,19 inches (-0;48 cm). Station (2) is at the centre of the
flume and also in the middle of tﬁe contraction. The bed level at
station (2) is 3.91 inches (9.93 cm). Station (3) is about 10 ft
(3 m) downstream of station (2) where the. bed 1e§el is -0.19
inches (-0.48 cm). Upétreamvand downétream directions are defined
with respect to the direction of salt water flow which is the same

for all experiments.

3.4.3 Description and Results of Experimental §e§ I
3.4.3.1 Procedure

The experimental arrangement for this set 15; shown in
Figure 3.6 and the sequence of operations to establish steady flow
is illustrated in Figure 3.7. The flow pattern of salt water
through the contraction is shqwn by the photograph of Figure A1.6
(Appendix 1). Salt water discharge i; measured at the inlet using
rotameter III (Figure 3.4) and at the outlet using the volumetric

tank.
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Flow for Set I.

entry tank filled with salt water.

flume filled with fresh water up to crest of downstream weir.
salt water pool established upstream of transition.

salt water underflow established.
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3.4.3.2 Results
The results of this set which consists of four experiments
are presented in Table 3.2.
The measured quantities are:
" a) specific gravaity of fresh water (01)
b) specific gravity of salt water (02)
¢) salt water discharge at inlet in cfs (QZ)
d) salt water discharge at exit in cfs (Q;)
e) free surface elevation at stations 1, 2 and 3 (WL11, WL,
WLB)

- f) 1interface elevation at stations 1, 2, and 3 (WL21, LI WL23)

Table 3.2 also shows the computed values of WL11, WL21 and WL22
using subroutines WLCRIT1 and BERNWLZ given the flume cross-
section geometry at stations (1) and (2), Q1 =0, Q2, WL12, Py 92
and e, where @, is the kinetic energy correction factor for the
salt water flow. Figures 3.8 and 3.9 show the comparison between
measured and computed values of WL,, and WL,, for values of 1.00
and 1.70 for a, respectively. The choice of the 1.70 valué>for @,

is discussed in Section 3.4.4.

3.4.4 Description and Results of Experimental Set II
3.4.4.1 Procedure |

The experimental arrangement for this set is shown 1in
Figure 3.10 and the sequence of operations to establish steady
flow is illustrated in Figure 3.11. A long view of the flow

pattern is shown in the photograph of Figure A1.9 (Appendix 1).
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Expt. 1 2 3 y
Gate I 1.00 1.00 1.00 1.00
opening (in)
Gate II 9.00 9.00 9.00 9.00
height (in) ’
0, 0.9982 | 0.9982 | 0.9982 | 0.9982
0, 1.0137 | 1.0130 | 1.0262 | 1.0262
Q, (cfs) 0.0100 | 0.0200 | 0.0350 | 0.04%0
v, (£83) 1.07 2.00 4.12 412
T v, (e} 2.00 3.97 1.23 7.27
8 |t (sec.) 92.80 | 98.70 | 82.55 | 71.60
2 Q; (cfs) 0.0100 | 0.0200 | 0.0350 | 0.0440
WL, (in) 9.12 9.18 9.30 9.36
WL,, (in) 9.12 9.18 9.30 9.36
WL, (in) 9.12 9.18 9.30 9.36
WL,, (in) 4.93 5.56 5.96 6.19
WL, (in) 4.60 5.02 5.20 5.61
WL,y (in) 1.70 3.74 3.87 4.98
I WL, (in) 9.12 9.18 9.30 9.36
B [ Wy () 4.77 5.29 5.54 5.80
8§ & | WLy, (in) 4,48 4.84 5.00 5.18
gg WL, (in) 9.12 | 9.18 9.30 9.36
B | WLy (1) 4.94 5.56 5.85 6.17
S & | WLy, (in) 4.60 5.02 5.21 5.43

collection time

<
]
"

Q2 = (Vf - Vi)/t

initial volume in volumetric tank

final volume in volumetric tank

Table 3.2 Measured and Computed Results of Experimental Set I
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(d) fresh water overflow established.
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The photograph of Figure A1.10 (Appendix 1) shows the entry box
where fresh water flow enters the flume.

Frésh water discharge is measured at the inletb using
rotameter I (Figure 3.4) and at the exit using the volumetric
tank.
3.4.4.2 Results

The results of this set which consists of four experiments
are presented in Table. 3.3.

The measured quantities are:

a) specific gravity of fresh water (p1)
b) specific gravity of salt water (02)
¢) fresh water discharge at inlet in cfs (Q1)
d) fresh water discharge at exit in efs (Q;)

e) free surface elevations at stations 1, 2 and 3 (WL11, WLTZ’
WL13)

f) interface elevations at stations 1, 2 and 3 (WL21, WL22, WL23)

Table 3.3 also shows the computed values of WL11, WL21 and WL22
using subroutines WLCRIT1 and BERNWL2 given the flume cross-
section geometry at stations (1) and (2), Q, =0, Q, WL,,, P, e,

and ¢1 where 01 is the kinetic energy correction factor for the

fresh water flow. Figures 3.12 and 3.13 show the comparison
between measured and computed values of WL21 and WL22 for values

of 1.00 and 1.30 for o  respectively. The choice of the 1.30

2

value for “1 is discussed in Section 3.4.4.
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3.4.5 escription and Res s of Experimental Se
3.4.5.1 Procedure

Thé experimental arrangement for this set is shown in
Figure 3.14 and the sequence of operations to establish steady
flow is illustrated in Figure 3.15. A long view of the flow
pattern is shown in the photograph of Figure A1.11 (Appendix 1).
The flow profile at the contraction is shown in the photograph of
Figure A1.12 (Appendix 1). Conditions at both the entry box and
the exit box are shown in Figures A1.15 and A1.16 (Appendix 1)
respectively.

Fresh water discharge is measured at the inlet wusing
rotameter I and at the exit using rotameter II (Figure 3.4). Salt
water flow is measured at'the inlet using rotameter III and at the
outlet using the volumetric tank. |
3.4.5.2 Results

The results of this set which consists of five experiments
are presented in Table 3.4.

The measured quantities are:

a) specific gravity of fresh water (01)

b) specific gravity of salt water (pz)

c¢) fresh water discharge at inlet in cfs (Q1)
d) fresh water discharge at exit in cfs (Q;)
e) salt water discharge at inlet in cfs (Q,)

]
f) salt water discharge at exit in cfs (Qz)
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Expt. 1 2 3 Y
Gate II 6 9716 | 6 9/16 | 6 9/16 6 9/16
height (in.)
% 0.9992 | 0.9992 0.9990 | 0.9990
o, 1.0210 | 1.0210 1.0155 1.0155
Qy (efs) 0.0196 | 0.0490 0.0290 0.0359
vy (££3) 1.02 2.83 1.87 3.12
Ve (£t3) 2.83 5.96 3.12 5.46
'§ t (sec) 94.20 | 63.80 43.15 65.25
3 Q) (efs) 0.0192 | 0.0491 | 0.0290 | 0.0359
= WLyp (in.) 6.64 | 6.72 6.66 6.71
WL,5 (in.) 6.64 6.72 6.66 6.71
WLyt (in.) 5.45 4.49 5.13 4.64
WLopy (in.) 5.77 5.09 5.41 5.18
WL,3 (in.) 5.89 4.93 5.45 5.25
?‘. . WLqq (ine) 6.65 | 6.73 6.67 6.72
é o WL, (in.) 5.55 4.70 5.10 4.91
S 4 WLoo (in.) 5.84 5.24 5.52 5.39
§ ° WL,y (in.) 6.65 6.73 6.67 6.72
§ ;} WLpq (i) 5.45 4.52 4.96 4.75
S & | WLy (dnl) 5.77 5.10 5.41 5.27
used in computations
(cfs) 0.0194 | 0.0490 0.0290 0.0359
Table 3.3 Measured and Computed Results of Experimental Set II




{exp.)

water level (in.)

113

70

6.0

i ko

+
+
5.0
o)

| o © WL,,
40 : L5 1 { ! | L :
A 50 60 7.0

water level (in.) (comp.)

W22

Wil -—@,

Fig. 3.12 - Comparison of Measured and Computed Water Levels

for Set II (x; = 1.00)



(exp.)

water level {in.)

114

7.0
60 -
+
o
50
[c]
B ©® WL,y
+ WL,,

L0 f¢5 L 1 1 | i
- 4O 50 . - 60 7.0

water level (in.) (comp.)

Fig. 3.13 - Comparison of Measured and Computed Water Levels
for Set II (o¢q = 1.30)



115

E{_motm- S gatel

fresh water
ya

. 7
) 11
([ DA A s e
¥ Lo vi A ..",‘77/ / A qh-!&t‘t:v-

bl 2l Ll 2L L L L L Ll

(d)

Steady Flow for Set III
(a) entry tank filled with salt water.
(b) flume filled with fresh water up to crest of downstream
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g) free surface elevations at stations 1, 2 andd 3 (WL11, WL12,
WL13)

h) interface elevations at stations 1, 2 and 3 (WL21, WLZZ' WL23)

Table 3.4 also shows the computed values of WL,,, WL,, and WL,,
using subroutines WLCRIT1 and BERNWL2 given the flume cross-
section geometry at stations (1) and (2), Qq, Q) WLys, P4y Py, @
and GZ. Figure 3.16 and 3.17 show the comparison between measured
and computed values of WL21 and WL22 for 01 = 02 = 1.00 and for a1
= 1.30, “2 = 1.70 respectively.

3.4.6 Description and Results of Exerimental Set IV
3.4.6.1 Procedure

The experimental arrangement for this set is shown in
Figure 3.18 and the sequence of operations to establish steady
flow is illustrated in Figure 3.19. A long view of the flow
pattern is shown in the photograph of Figure A1.17 (Appendix 1).
The flow profile at the contraction is shown in the photograph of
Figure A1.18 and the velocity profile at that section is
illustrated in Figure A1.19 (Appendix 1) using‘~Pdtassium
Permanganate crystals. Conditions at both the downstream box and
the upstream box are shown in Figures A1.20 and A1.21 (Appendix 1)
respectively. |

Fresh water discharge is measured at the inlet wusing
rotameter I and at the exit using rotameter II (Figure 3.4). Salt
water flow is measured at the inlet using rotameter III and at the

outlet using the volumetric tank.
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tations (efs)

Expt. 1 2 3 y 5
Gate II
height (in) 8.0 7 19732 | 8.0 8.0 8.0
2 0.9982 0.9980 0.9980 0.9988 | 0.9990
Py 1.0193 1.0205 1.0197 1.0190 1.0157
qp (efs) 0.0200 0.0101 0.0508 0.0300 0.0401
Q{ (efs) 0.0200 0.0100 0.0508 0.0300 0.0401
Q (cfs) 0.0199 0.0407 0.0100 0.0%00 | 0.0300
Ve (£t3) 3.52 5.22 2.00 3.05 3.50
'§ t (sec) 107.00 91.90 118.00 48.80 57..70
§ Q, (efs) 0.0199 | o.0407 | 0.0100 | 0.0400 | 0.0300
2 |WL,y (in) 8.24 7.91 8.15 8.35 8.26
WL12 (in) 8.24 7.91 8.15 8.35 8.26
WLy3 (in) 8.24 7.91 8.15 8.35 8.26
WLpy (in) 5.30 6.13 4.75 6.20 5.90
WLoo (in) 4.86 5.49 4.58 5.51 5.36
WL23 (in) 2.23 4.00 1.51 2.63 2.19
o
5 S WLy (in) 8.24 7.91 8.15 8.35 8.26
D~
2_2?' WLpq (in) 5.13 5.84 4.62 5.87 5.61
§ :r‘ WLos (in) B.T4 5.21 5.4 5.26 5.11
éﬂé'ﬁ WLy (in) 5.36 6.21 4.75 6.25 5.93
8 TS WLos (in) 4.90 5.46 4.55 5-54 , 5.38
Q1 used jin compu- ‘
tations (efs) 0.0200 0.0101 0.0508 0.0300 0.0401
ﬁsed in compu- :
0.0199 0.0407 0.0100 0.0400 0.0300

Table 3.4 Measured and Computed Results of Experimental Set III
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water underflow established.
fresh water overflow established in opposite direction.
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3.4.6.2 Results
The results of this set which consists of five experiments

are presented in Table 3.5.
The measured quantities are the same as those of set III

(Section 3.4.5.2).

| Table 3.5 also shows the computed values of WL11, WL21 and

WL22 using subroutines WLCRIT1 and BERNWL2 given the flume cross-

section geometry at stations (1) and (2), Q Qs WLyss Pqy Poy Oy

and a,. Figures 3.20 and 3.21 show the compariéon between

measured and computed values of WL21 and WL22 for @, =@, = 1.00

and for a1 = 1.30 and a2 = 1.70 respectively.

3.4.7 Discussion

T In the experimen§a1 sets I, III and IV, due to the

relatively high velocity of the salt water layer at the
downstream part of the vertical contraction, entrainment of
the fresh water by thé salt water flow occurs. This is
illustrated in the photographs of Figures A1.7 and A1.8
(Appendix 1). Subsequently the depth of the salt water
layer downstream of thé contraction increasesh gradually
until the interface elevation downstream gets closer to the
interface elevation in the contraction. At this stage it
starts to affect the upstream conditions and the control
does not exist anymore. However, this process is very slow
due to the relatively low flows used in these experiments

which makes it possible to obtain all measurements for a
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Expt. 1 2 3 y 5
Gate I .
opening (in) [ 1.0 1.0 1.0 1.0 1.0
Gate II
height (in) 8 11/31 | 7.5 8 5/16 | 8.0 8.0
°, 0.9982 | 0.9985 | 0.9985 | 0.9982 | 0.9982
Py 1.0140 1.0200 1.0198 1.0178 1.0135
Qq (cfs) 0.0200 | 0.0101 | 0.0508 | 0.0301 | 0.0401
Q) (efs) 0.0200 | 0.0101 | 0.0508 | 0.0299 | 0.0401
qp (cfs) 0.0200 | 0.0410 | 0.0100 | 0.0400 | 0.0300
v (et 1.25 1.43 1.06 1.29 1.87
o |ve (ft3) 3.02 5.15 3.73 2.76 3.53
g t (sec) 88.50 90.75 267.00 | 36.80 55.30
§ Qé (cfs) 0.0200 | 0.0410 | 0.0100 | 0.0399 | 0.0300
= WLy, (in) 8.36 7.89 8.6 8.30 8.31
WLip (in) 8.36 7.89 8.46 8.30 8.31
WLy3 (in) 8.36 7.89 8.46 8.30 8.31
WLy (in) 5.53 6.26 4.82 6.29 6.05
WLos (in) 5.01 5.50 4.58 5.57 5.43
WLp3 (in) 3.25 3.76 1.53 3.48 2.20
w8 Wy (in) 8.3  |7.89 | 8.46 | 8.30 | 8.31
éﬁﬁ“ WLpp (in) 5.25 5.88 4.64 5.89 5.65
8 i; WL,o (in) 4.82 5.2 .40 5.27 5.15
§9,,9 WLqq (i) 8.36 7.89 8.46 8.30 8.31
éuﬁ.é WLy (in) 5.51 6.26 .77 6.28 5.99
8 55 {wLy, (in) 5.00 5.50 .54 5.56 5.43
Qy used in compu- .
tations (cfs) 0.0200 | 0.0101 0.0508 | 0.0300 | 0.0401
used in compu-
tations (cfs) 0.0200 | 0.0410 | 0.0100 | 0.0400 | 0.0300

Table 3.5 Measured

and Computed Results of Experimental Set IV
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particular experiment (and sometimes: fof two successive
experiments) before the control is submerged.

In- set II, the variations of the interface elevation
between the upstream section (station 1) and the control
section (station 2) are very small because the fresh water
flow in this case is not affected by the vertical
contraction and is only subject to the effect of the
lateral contraction. However, these small variations are
easy to measure due to the extremely clear and sharp
interface. In this set, some disturbances are noted at the
free surface and at the interface close to the discharging
box [Figure A1.10 - Appendix 1]. These disturbances vanish
at station (1) which is about 5 feet from the edge of the
box. These disturbances are not noticed in the other séts
[Figure A1.15 and A1.21] due to the relatively larger depth
of the fresh water layer;

The measured interface levels at station (3) are not
accurate because of the previouslj—mentioned entrainment in
the downstream half of the flume. Due to the.?ontinuous
erosion of the fresh water layer as well as mixing at the
interface, the interface becomes unsteady and unclear at
station (3). The measurements given at that station are
approximate and are taken at ithe time when steady-state

conditions are reached at stations (1) and (2).

‘ The non-uniformity of the velocity distributions across the



126

flume 1is shown to have a considerable effect on the
computed water levels through the use of the kinetic energy
correction factors a1 and 62 for the upper and lower layers
respectively. The values of 1.30 and 1.70 for a, and o,
respectively are chosen arbitrarily but shown to give
reasonable agreement with the measured water levels for all
experiments. These factors are not expected to vary
significantly from one experiment to the other or from one
station to the other for the range of discharges used.

Velocity profiles were not measured due to the lack of
the appropriate instruments that can be used for such low
flows.

The lower layer is surrounded by solid boundaries at the
bottom and sides as well as a moveable boundary (interface)
at the top. Therefore, u2 is expected to have a relatively
large value. Harleman, Gooch and Ippen (1958) report

values for o, up to 2.00 in experiments similar to Set I.

2
The upper layer has solid boundaries at the sides, the
interface at the bottom and a free surface’ a; the top.
Therefore, 01 may be expected to be close to unity.
However, it is noticed throughout the experiments that a
thin layer of dust forms at the free surface and causes a
boundary layer to exist at the top. This significantly
affects the velocity profiles in the upper layer which

tends to increase the value of o, considerably. This is

1
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illustrated in the photographs of Figures A1.13 and A1.14
(Appendix 1) which show the progress of a dye streak
showing the veiocity profile Just wupstream of the
contraction in one of the set III experiments.

As described in section 3.3.5, when both layers are
flowing, equation 3.5 indicates two possible positions for
the interface at the critical section. One of them is
closer to the free surface while the other is closer to the
bottom. In the experimental sets III and IV, the one
observed 15 the position which is near the bottom. The
experimental set-up and procedure described prev;ously for
these sets of experiments show that the flows start from a
position when the interface is at the weir crest level
(bottom level at the criticai section). Also, the salt
water flow isvwithdréwn at the flume bottom .in the
downstream end of the flume. Because of this procedure the
interface position observed is the one which is closer to

the weir crest. Accordingly, the measured elevations are

compared to the ones computed for that position. To

illustrate the other‘possibility, consider experiment 4 in
set III and experiment U4 in set IV (refer to Tables 3.4 and
3.5). Using the other root obtained from subroutiné
WLCRIT1 in subroutine BERNWLZ, the following water levels
are obtained for a, = 1.30 and @

1
Experiment Y4 - Set III:

5 = 1.70:
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= 6.95, WL_, = 7.10

WL., = 8.36, WL 22

11 21
Experiment 4 - Set IV:
WL11 = 8.31, WL21 = 6.90, WL22 = 7.03
No attempts have been made to obtain this solution due to

the difficulties involved in the experimental procedure.

——— ,~— 2nd solution

— ——— — ——
T e i i, e S s e W .

____../"‘““‘/m ~— —1st solution

Fig. 3.23 - Alternative Interface Profiles

3.5  CONCLUSIONS

This chapter presents a generalized forﬁulation of the
energy equations considering channels of arbitrary geometry and
accounting for the non-uniformity of velocity distributions.
Critical condition also is defined in the general sense. Based on
this theoretical analysis, a number of computer routines  are
developed for problems that have practical significance. These
routines are tested for theoretical and computational performance
using data from a specially designed experimental investigation as
well as from published literature. The comparison shows good
agreement for different flow conditions and illustrates the
sensitivity of the results to the non-uniformity of» velocity
distributions. More applications of the energy equations are

shown in Chapter (7).



CHAPTER 4

INTERFACIAL HYDRAULIC JUMP

‘4.1 INTRODUCTION

This chapter includes the analysis of a hydraulic jump (or
dpop) in a fluid system of two layers. Theoretical and numerical
analysis is aimed at considering a channel of arbitrary geometry
and determining the state at one end of a hydraulic jump for a
completely specified state atbthe other end taking miking at the
interface into consideration. The question of the uniqueness of
solution is discussed by means of the momentum and energy
principles. Solutions which are peculiar to a two-layer system
are presented. This chapter also includes description of the
developed computational model followed by typical examples and
discussion.

Literature review and background of the subject is

contained in Section 2.2.3.2 - part C - Chapter 2.

4.2  THEQORY
4.2.1 Momentum Principle

With reference to the definition sketch of Figure 4.1, the
momentum principle may be applied to each layer between sections 1

anq 2 neglecting the shear and assuming hydrostatic distribution

129



section 1 ~ | section 2

Fig. 4.1 - Definition Sketch of the Interfacial Hydraulic Jump
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of pressure.
Lower Layer

Figure 4.2 shows the forces acting on the lower layer
between sections 1 and 2. The momentum equation for this layer
may be written as follows by equating the rate of change of
momentum in the direction of flow to the algebraic sum of the
components of all the external forces acting in_the same direction
(refer also to Figure 4.1)

12 2

L% % |
Bpleg TR |TF T Epr Py By W
2

where
82 = momentum correction factor of the lower layer
F = hydrostatic pressure force on section 1 at the
lower layer
=P 8hy A+ 84,7,
F, = hydrostatic pressure force on section 2 at the

lower layer

1 t L]

=0, &h, A; + pé g4, 7,
4 = gravitational acceleration
?2, ?; = centroidal depths of the areas A2 and A;
respectively (Figure 4.1) below the interface
F3 = hydrostatic pressure force on the interface (area

A, in Figure 4.2)

pTaverage - 8- Ab : yc,

F3 may be negative if the jump is inverted.



Fig. 4.2 - Forces Acting on the Lower Layer between Sections 1 and 2
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where ¢ is the centroid of the area Ab.

]

* 04

01

p1average 2

Yc1 * yeZ

c 2

<
4

Ab is a function of the top widths of the interface
at sections 1 and 2 as well as the difference in
the interface elevations at both sections.

FH = hydrostatic pressure force exerted on the lower

layer by the solid boundaries (area Aa in Figure

4.,2).
1,[F1 Fp
==l —|. 1
2 |a, " ']‘ a
2 A,

1]
Aa = A2 - A2 - Ab

FM méy be positive or negative depending on whether the
lower layer area is expanding or contracting in the flow direction
respectively.

It should be noted that the discharges Q; and Q; may not be
equal to Q, and Q, respectively either due to entrainment or
because of abstraction or augmentation. In the case of
entrainment the density at the downstream séctipn of the
entraining layer will also be different from that at the upstream

' ] .
section (e.g. s # p, or 92 # 02).
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Upper Layer

Figure 4.3 shows the forces acting on the upper layer
between sections 1 and 2. - The momentum equation for this layer
may be written as follows (refer also to Figure 4.1) in which as
before the components along the direction of flow are used.

'2

2
C Q
B P — ~p, —} = - - .
111 14 Fg - Fg - F3 + Fy 4.2
‘ A 1
1
where
31 = momentum correction factor of the upper layer.
F3 = as in equation 4.1
F5 = hydrostatic pressure force on section 1 at the
upper layer
=P8 ALY,
F6 = hydrostatic pressure force on section 2 at the
upper layer
1 t
=P8Ry |
- L t
Yi2 ¥q = centroidal depths of the areas A1 and A1
respectively (Figure U4.1) below the free surface.
F7 = hydrostatic pressure force exerted on the upper
layer by the solid boundaries (area Ad in Figure
1‘03).
1[F5 Fs}
i+ 5. A
2 A1 A d
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Ad is a function of the top widths of the free surface at sections
1 and 2, the difference in the free surface elevations at both

] ]
sections (WL1 - WL1) and the areas 4., Ab and A1.

4.2.2 Epergy Principle

In addition to the momentum equations, it is necessary to
develop an expression for the change in energy AE between the two
sections. This quantity is used later to check on the validity of
alternative solutions of the momentum equations and also as a
measure of the energy available for the mechanism of entraiﬁment
at the interface.

The drop in mechanical energy from one side of the Jjump to

the other may be expressed as follows with reference to Figure 4.1

2
°, 8 Q

AE = —— -
E Q1 [p1 g h1 +0.8 h2 + 0 > . AZ +0.8 z]
1

] '2

1 1 t

1 L]
o —— P
Q1 [91 g h1 + 01 g h2 + % s *Pigz ]+

+
1+
+
©

(1]
N
s

|

Q2 [91 gh +P_gh

1 2 2 2 2 2

t t 4 t ] 2 4
0
02 [01 g hy + 02 g h, + 2 o tPgz ] 4.3

Equation 4.3 may be rewritten as
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2 k ~12
; %4 Q1 . s . 01 Q1
AE = Q. p, g[WL, +——=] ~Q, ¢, g [WL, + — 3] +
1 1 1 2 g A2 11 1 2 g A’Z
1 1
2
o Ap %2 %
Q, P, g [ WL, + T WL, + ] -
2 2 02 1 02 2 2g Ag
! '2
! 1 4 p1 ] Ap' ? 02 Q2
P — — —_— .
Q, P8 [p, WL, + X WL, + , A,2] 4.3a
2 2 g A2
where

“1 and “2 are the kinetic energy correction factors for the upper
and lower layers respectively.
Ap = 92 - 01 = density difference at section 1

* ' ] .
4 =P, - P, = density difference at section 2

4.2.3 Mixing at the Interface

For a rectangular, prismatic channel, Macagno and Macagno
(1975) investigate thermechaﬁisms of entrainment and mixing at the
interface of an internal hydraulic Jjump in a two-layer system.
‘They apply the criterion that in an interfacial jump practically
all the entrainment is accomplished over a short portion of the
interface at the foot of the jump. They assume that the lower
layer entrains fluid from the upper layer at the foot of the jump
(refer to Figure 4.4). This assumption is discussed in Section

4.3.2.

Their approach is to determine the drop in energy (AE) for
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the ideal hyaraulic jump without mixing, and suppose then that a
certain fraction of this energy (®.2E) is the power available for
entrainment. A model is then introduced to determine the change
that the entrainment induces in the flow. This leads to new
values of depths, discharges and densities, which are used for a
calculation of the final conjugate quantities. No consideration
is given to second-order changes in AE.

They also show experimentally that the ratio @ varies from
0.30 to 0.22 as the ratio of conjugate depths of the lower layer
goes from 2.4 to 8.

This approach of Macagno and Macagno is used in this study
and generalized to consider channels of arbitrary geomefry.

Figure 4.4 shows a sketch of the idealized scheme of
entrainment énd mixing assuming a regular jump in which the lower
layer is initially supercritical -~ i.e. the interface is below the
lower critical level for the specified discharges. A fraction BQ1
of the discharge of the upper layer is assumed to be rapidly
entrained by the lower layer and form a modified stream with a new
" "

2 and a new depth h2.

We can set

density f

BQ1 +Q, = Q, 4.y

" B
Q2 is the discharge of the modified lower stream, the density of

which can be determined by the conservation of mass equation:

”n n
P 8 =
1° QP =°,0Q,
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n
thus Py (01 B 01 + P, Qg)/QZ 4.5

1" " "

-8B p_ =P =
(1 ) Q1, 1 1? h1 h1 + h2

Also, Q - n; 4.6

The coefficient P used in equation U4.4 should not be confused with
the momentum correction factors 31 and 32 defined in equations 4.1
and 4.2,

To determine the depth h; one can neglect the possible

change in total depth and in total area between sections 1 and 3,

and write the momentum equation:

2 2
° 9 °2 Q _ 3
B8 B p p
174, T2, *ET2 By vy +Prg (A yy + A, hy)
p" Q"2 p“ Q"2
B 1 1 B 2 2 " 1" —un " " -—n 1" "
A, A,

1"
In Figure 4.4, the double primes refer to section 3; h1 and thus

A: are determined by the assumed condition that hy + h, = h: + h;.
Equation 4.7 may be replﬁced by two similar equations (one for
each layer) if one does not want to assume a constant total depth.
For different values of B one can determine with equations
4.4, 4.5, 4.6 and 4.7 the values of Q;, 0;, Q:, 9:, h; and h:
(equation 4.7 is solved for the unknown h;)-
Once the double-primed quantities are known, their

conjugates (primed quantities) can be calculated using the

momentum balance equations 4.1 and 4.2, but with the double-primed
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quantities replacing the non-primed ones.
n
Using these calculated quantities, the energy drop AE
between sections 3 and 2 (Figure 4.4) can be computed.

We have

AE

IE—=1-G. 4.8

For a given value of @, the value of B may be. obtained which
satisfies equatidn ll8 -. As mentioned previoﬁsly-, o may be
selected in terms of the ratio of conjugate depths. The fraction
o is distinet from the kinetic energy correction factors G1 and 0t2
(equation 4.3).

One of the shortcomings of the approach taken by Macagno
and Macagno is that only one special case of interfacial hydraulic
jump is considered. This is the situation illustrated in Figube
4.4 in 'which‘ flow in the lower layer is initially supercritical
and in which. entrainment occurs from the upper slower layer into
the lower faster lay-/'er. In such a case, the interfacial hydraulic
Jump is manifested by an increase in the elevation of the
interface. As diseussed later, the case of the inverted
' ini:ert‘acial hydraulic jump may also be considered, as long as
assumptions concerning the direction of entbaiment and change of
interface elevation are reVersed. Therefore, in the present
study, equations 4.4, 4.5 and 4.6 are "applied only in the former
case (lower layer entraining). 1In the latter case (upper layer

entraining), the corresponding equations are:
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B .Q2 + Q1 = Q:; 4,9

n it

P BQ +P,.Q. =0_0Q 4,10

n B p" o " 1 ],' 11

Q= (1 -5)Qy, Py =P, by =hy +hy - hy :
Other reservations concerning the approach followed by
Macagno and Macagno are discussed in Section 4.3.2. Also,
numerical examples of different possible solutions in a two-layer

system are presented in Section 4.3.1.

4.2.4 Solution Uniqueness of Equations 4.1 and 4.2

Yih and Guha (1955) and Yih (1965, pp. 130-133) discuss the
question of determining the state downstream from a hydraulic jump
in a two-layer system for a completely specified state upstream.
They show that the momentum equations can have at most nine real
solutions, one of which is obviously the given upstream state.
But of these nine solutions five are not entirely positive. Hence
there can be at most only four positive solutions representing
four mutually conjugate states..

Mehrotra and Kelly (1972) demonstrate that of these four
solutions, only one solution is possible for purely internal
shocks. With reference to Figure 4.1, excluding the solution
h;/h1 = 1 and h;/h2 = 1 (the given state), there are three
solutions one of which is characterized'by h;/h1 < 1 and h;/h2 <1

]
(i.e. in both layers the computed conjugate depth h is less than

the given depth h). Hayakawa (1970) shows that this solution is
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always unacceptable from energy consideration. Mehrotra and Kelly
(1972) demonstrate that of the remaining two admissible conjugate
states, only the one which is closer to the given state is
physically realizable. They also bring. up certain features that
are peculiar to a two-fluid system such as the existence of "drép"
solutions (see Section 4.3.1 - example C). A1l the above
mentioned studies consider the case in which the upstream state is
given and the downstream state calculated. In the opposite
situation the energy consideration is reversed, so that the

] ]
solution h1/h1 < 1 and h2/h2 < 1 may be acceptable.

4.3 DEVELOPMENT OF COMPUTER ROUTINES

A computer model is developed to determine the state down-
stream (or upstream) from a hydraulic jump (or drop) at the .
interface and/or the free surface of a two-layer system for a
completely specified state upstream (or downstream). The state is
taken to mean the free surface and interface elevations.
The numerical model is characterized by the following
features: |
a) The model is designed for channels of arbitrary cross-
sections. Each of the upstream and downstream sections is
defined by a series of straight lines between points, the
coordinates of which are referred to some arbitrary vertical
and horizontal axes. This'feature requires not only

extensive modifications to the momentum and energy equations,




b)

e)

d)

e)
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but also special considerations in the numerical procedure.
The model allows the discharge and the density of each layer
to vary from one cross-section to the other. This feature
allows the analysis of abrupt transitions in the vicinity of
lateral inflows or abstractions.

Mixing at the interface is accounted for and may be taken
into consideration at the option of the user. The approach
of Macagno and Macagno (1975) is used and generalized with
respect to channel geometry and specification of the
entraining layer. However, this approach does not apply to
the special cases when one of the layers is stagnant. In
such cases, due to entrainment of the stagnant layer at the
interface, the hydraulic jump is expected to move in the
upstream direction.

Although the solution is one-dimensional, the non-uniformity
of velocity distributions in a vertical section within each
layer 1is accounted for by applying momentum and energy
correction factors to the governing equations.

The occurrence of a hydraulic Jjump (or drop) and the
uniqueness of the solution of the momentum equations are
decided from energy considerations. If more than one
conjugate state appears to be possible from consideration of
the momentum and energy equations, only the closest solution
to the given state is considered. In addition, a diagnostic

message is printed if the occurrence of a hydraulic jump is
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not possible.

The computational model takes the form of an organizational
. sub-program INTJMP which uses an additional eight subroutines and
functions. Complete documentation and listings of the developed

subroutines and functions are contained in Appendix (2).

4.3.1 Typical Results

4) The model results‘are compared to the theoretical results
presented by Yih and Guha (1955) for the special cases of one

moving layer in a channel of rectangular section.

= " ey ——
f ' -P hl ql hl '
]
ql-_-'h' 1’ ? P' i
8 hy a,~h,
2 . f? —
qz—-b-hz h:
(1) normal jump (2) inverted jump
h1, h2 - given depths
1 ] |
h1, h 5 - computed depths
(1) qq = 0 (stagnant upper layer-normal jump)
q, = 50,cm3/sec/cm, 91 = 1.00, g = 981.0'om/sec2
2
9
F2 =
3 ]
i2 g h3
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Given Computed
1 4 1 t
h, (cm) h, (em) Py h, (cm) b, (cm) h,/h, FiZ
3.00 1.47 1.25 0.98 3.49 2.37 2.00
4.00 1.12 1.25 0.88 4. 24 3.79 3.01
5.00 0.927 1.25 1.13 4,80 5.18 4.00
6.00 0.799 1.26 1.54 5.26 6.58 5.00
3.00 1.62 1177 0.78 3.84 2.37 2.00
4.00 1.24 1.177 0.60 4. 64 3.74 2.99
h, - h; = h; - h, (level free surface)
(2) a9, =0 (stagnant lower layer-inverted jump)
qq = 50 cm3/sec/cm, 01 = 1.00, g = 981.0 cm/sec2
q2
F2 = 1
i1 g' h?
Given Computed
T L \
h, (cm) h2 (em) 02 h, (em) h, (em) h1/h F.q
1.042 5.00 1.333 3.93 2.83 3.77 3.00
0.860 6.00 1.333 4.46 3.30 5.19 4,00
0.742 7.00 1.333 4,89 3.89 6.59 5.00
0.657 8.00 1.333. 5.25 4,55 7.99 6.00
0.593 9.00 1.333 5.58 5.26 9.41 6.99
1.236 5.00 1.177 b,65 2.10 3.76 3.00
1.020 6.00 1.177 5.28 2.38 5.18 4.00
0.879 7.00 1.177 5.79 2.83 6.59 5.00
0.779 8.00 1.177 6.22 3.38 7.98 5.99
0.703 9.00 1.177 6.60 3.99 9.39 6.99
1.782 5.00 1.053 6.70 0.33 3.76 3.00
1.471 6.00 1.053 7.59 0.19 5.16 4.00
1.268 7.00 1.053 8.32 0.30 6.56 5.00
p
1 1 1
o (h1 - h1) =h, - h (free surface is not
2 level)
These results obtained by INTJMP are identical to those

presented by Yih and Guha.

It is confirmed that in these
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special cases the solution is unique and dependent on the
densimetric Froude number of the moving layer. Also, the
condition of a 1level free surface in case (1) - (i.e.
stagnant upper léyer, regular jump) - is confirmed within
close 1limits of accuracy, whereas in case (2) the free
surface is clearly not level.
With reference to Section 3.3.5, part (d) - (Chapter 3), it
is shown that when both layers are flowing, and for given
flows and free surface elevation, there are two possible
positions for the interface for which a critical condition
exists at a cross—section (equatibn 3.5).T This, as related
to the interfacial hydraulic Jjump, is illustrated by the
following example: |

A prismatic rectangular channel is considered which is 10
cm wide and 20 cm deep and has a bottom elevationbofVO.O cm,

Refer to Figure 4.5 for definition of notation.

Given
o 3
Q1 = Q1 = 100 cm~/sec.
1
02 = Q2 = 100 cm3/see.
1]
91 = 91 = 1.00
]
Pz p. =
2 p2 1.02

g = 981 cm3/see.
WL1 = 15.0 em
1=%=F =8,=1.00

no mixing considered
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Given Computed Comments
] 1]
WL, (cm) WL, (cm) : WL2 (em)

0.4 15.0 4.9 Jump

1.5 15.0 2.0 Jump

1.7 15.0 1.8 Jump

1.8 - - No solution
13.2 - - No solution
13.5 15.0 13.0 Inverted jump
4.0 . 15.0 12.3 Inverted jump

It should be noted that the two critical interface levels,
computed using subroutine WLCRIT1 are 1.73 cm and 13.27 cm.
A stretch of a channel is defined by the two end cross-
sections shown in Figure 4.5. Each cross-section is defined
by a series of straight lines between points, the coordinates
of which are referred to some arbitrary vertical and
horizontal axes. The following examples illustrate the
effect of the different parameters on the flow
characteristics. Reference is made to Figure 4.5 for

definition of notation.

General Input

! 3

01 = Q1 = 430 m”/sec
! 3

Q, =Q, = 23 m /sec
L

01 = 91 = 1.00

P, = p' = 1.02

WL1 = 15.00 n




: Q4 : ‘
(4,18) 1 &-WL. /:‘5’ (0,13) JWLu (?3,18)

(4,9)

(20,9)

TR TeYTL

(7,0.25) (20,0.25)

Fig. 4.5 - Typical Example - Interfacial Hydraulic Jump

641
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WLé =5.00m
@, =0, = 81 = 82 = 1.00
where
@y @5 = kinetic energy correction factors for the upper and
| lower layers respectively.
31, 32_= momentum correction factors for the upper and lower

layers respectively.

These factors are defined as:

1 3 1 2
i [ e g [G)

where

local velocity

=
"

<
1

average velocity

=
1]

cross-sectional area

No mixing is considered in this example.

Qutput
WLy = 14.81 m
L]
WL2 = 9.42 m
Exam 2
Input
WL1 = 15.00 m
WL2 = 5.00m

a, = 1.1, a, = 1.2
B, = 1.05, 32 = 1.07

No mixing considered
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Output
WL1 = 14.81 m
.
WL2 =9.39 m
Example (3)
Input
WL1 = 15.00 m
WL2 = 5.00m
01 = 02 = B1 - 82 = 1.0

Mixing is considered (¢ = 0.22) where ® is the fraction of

energy used for entrainment.

Output
WL; = 14,78 m
WL; = 10.3% m
B - 0.098

where B is the fraction of the lower layer flow entrained by

the upper layer.

Example (4)
Input
The same as example (3) but with @ = 0.30
Output

WL; = 14,78 m

WL, = 10.55 m

B =0.125

Example (5)
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WL; = 14.81 m
'
WL2 = 9,42 m
01 = a2 = 31 = 32 = 1.0

No mixing considered

Qutput
Two solutions are obtained
i) WL1 = 15.00 m
WL2 = 5.00m
ii) WL1 = 1.73 n
WLZ = 0.25m

Referring to the results obtained in the previous examples,

the following points may be made:

1 -

the effect of mixing at the interface is demonstrated in
examples 3 and 4. In example 3, it is assumed that 22% of
the energy losses are available for entrainmentf This
changes the conjugate depths of the upper and lower layers
by -17.63% and +9.77% respectively. 9.8% of the lower
layer discharge 1s entrained by the upper layer. In
example 4, 30% of the energy losses are assumed to be
available for entrainment. The changes 1in depths are
-21.52% and +12.00% respectively. In this case 12.5% of
the lower layer flow is entrained by the upper layer.

The effect of the non-uniformity of velocity distributions
in vertical sections is examihed in example 2. Fixing all

other parameters and assuming values of “1 = 1.1, 02 = 1.2,
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81 = 1.05, 82 = 1,07, the conjugate depths of the upper and
lower layers 'show a .change of +0.56% and -0.32%
respectively, relative to the values obtained in example 1.
Example 5 raises the question of non-uniqueness of
solution. In solution (ii), the computed conjugate depths
are both less than the given depths. Hayakawa (1970)
demonstrates that this solution is always unacceptable from
énergy consideration. However, he only considered the case
where the downstream state is determined for a specified
upstream state. This conclusion does not apply to this
example in which the upstream state is computed as a
function of a given downstream state. In other words,
solution (ii) is theoretically possible in this case from
energy consideration. However, this solution does not seem
to be practically possible because the interfacg would
break down in the presence of a éurface jump.

Subroutine WLCRIT1 is used in an attempt to determine the
critical interface elevations for the conditions defined in
example 1 (i.e. discharges, specific gravities, free
surface levels and kinetic energy correction factors) at
both the upstream and downstream sections. In fact, it was
found that no solutions could be obtained either at the
upstream or the downstream sections. This indicates that
at either section the flow is‘supercritical at any position

of the interface. Thus the interfacial jump analyzed in
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these examples (1 to 5) show an abrupt interfacial
transition from an initially supercritical state to another
supercritical state downstream (e.g. for the solution of
example 1 the evaluation of equation 3.5 (Chapter 3) is
approximately 8.6 - a solution well within the
supercritical regime).

In order to illustrate the different possible and
theoretically acceptable solutions of the momentum
equations, the discharges of the upper and lower layers are

3/sec in each layer keeping all the other

changed to 65 m
parameters unchanged. Mixing is not considered and the
kinetic energy and momentum correction factors are assumed
to be unity. The following diagrams of Figure 4.6
illustrate the different possibilities for different
interface elevations. The dotted 1lines represent the
eritical interface elevations at each cross-section. 1In
two cases the existance of a hydraulic drop or an inverted
hydraulic drop is shown to be mathematically possible. 1In
both cases the transition occurs entirely within the
supercritical zone. In this respect the unusual

circumstances of the previous illustration (example 1) is

parallelled by the case of the inverted drop shown here.
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sup . sup sup sub
1(1500) (1692 )J 1(1500) (1L,88) |
L T s | —— i
065 _____ === S 4971
| — - |
ks @68 | haser—-——=L ______ i
000 47 | l(azs) = (000);
Hydraulic Drop | Hydraulic Jump
sup | - sub sup sup
(15.00) — (1488) B 1(1500) — — (16.79) | L2
(12000 — T Y= el
[ s ———— 4 e————————
. . |
| T o
Inverted Jumi: Inverted Drop

Fig. 4.6 ~ Different Possible Forms of Interfacial Discontinuity

sup=supercritical flow
sub=subcritical flow
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Discussion

In this section the approach followed by Macagno and

Macagno (1975) to consider mixing at the interface of an internal

jump is discussed in more detail. With reference to the procedure

described in Section 4.2.3, the following points may be presented:

1)

2)

3)

)

The entrainment process is assumed by Macagno and Macagno
to be uni-directional, the upper layer fluid being always
entrained by the lower layer. As described previously in
Section 4.2.3, this is modified in the computer model to be
dependent on the velocities of flow.

With reference to Figure U4.4, Macagno and Macagno calculate
the modified discharges, densities and depths at section 3
and use these values to calculate the final conjugate
quantities at section 2 using the momentum equations. In
applying the momentum balance between sections 2 and 3,
they apparently neglect the variations in the discharges
and the densities at section 2 due to entrainment. In
other words, they use the original quantities at section 2.
The energy drop between sections 1 and 2 (%) and thus
(*.AE) is assumed by Macgno and Macagno to be constant. In
other words, the second-order changes in AE, due to the
changes caused by entrainment at section 2, are not
considered.

The effect of the entrainment process on the total energy

at section 2 and 3 may be illustrated using the following



157

example.

A rectangular prismatic channel is considered which is
10 m wide and 20 m deep has a»horizontal bed elevation of
0.0 m. With reference to Figure 4.4 for the definition of
notation, the free surface and interface elevations at
section 1 are assumed to be 15 and 2 m respectively.
Specific gravities of the upper and lower layers are 1.00
and 1.02 respectively. The discharge is assumed tq be 40
m3/sec in each layer. The computed conjugate elevations at
section 3 without allowing for mixing are 14.99 and 8.68 m
for the free surface and interface respectivély. The
corresponding power drop 2E is 29499 Kg;m/sec.‘ If 5% of
the upper layer discharge is assumed to be entrained by the
lower layer (i.e. B = 0.05), the calculated lower layer
depth at section 3 using equationvu.7 is 2.15 m. This
results in an increase in the total power at section 3 so
that the power drop between sections 1 and 3 becomes
negative (-290 Kg.m/sec) which seems unreasonable. For the
same case, if the discharges and densities,at_section 2 are

)

t n 3 ] " 3
adjusted (i.e. Q1 = Q1 = 38 m’/sec, Q2 = Q2 = 42 m”/sec, o,

t ”
= P, = 1.00, p, = py = 1.01905), the solution of the
momentum equations between sections 3 and 2 yields values
of 14.99 and 8.99 m for the free surface and interfaeev

"
elevations respectively at section 2. The power drop (AE )

between sections 3 and 2 is found to be 28231 Kg.m/sec.
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The rather odd result of a negative energy drop between
sections 1 and 3 may be due to one or more of the following
reasons:

The total energy at a certain cross-section is defined as
the sum of the potential and kinetie energies. The
conversion of energy due to turbulence is not taken into
consideration since it is difficult to quantify. Rouse,
Siao and Nagaratnam (1971) discuss the process of energy
conversion through turbulence for a hydraulic Jjump in a
homogeneous flow. However, no attempt has been made for a
similar anlaysis in a stratified system. Rouse and Dodﬁ
(1971) suggest that a certain percentage of the power of
the turbulence generated by a mixing device would be used
in increasing the potential energy of a density-stratified
fluid. Therefore, the increase of energy from section 1 to
section 3 may be due to the conversion of turbulence energy
available at section 1 to additional potential eneréy at
section 3.

The assumption of constant total depth between sections 1
and 3 is examined. Equation 4.7 is replaced by two
equations to check the possible variation in the free
surface elevation between the two sections. It is found
that the computed free surface drop at section 3 (0.001 m)
does not affect the total energy at that section signifi-

cantly.



iii)

159

In the previous calculations, the momentum and energy
correction factors are assumed to be unity. However, fbr
the purpose of illustration, if the kinetic energy correc-
tion factor of the lower layer at section 1 is increased to
1.3 keeping that at éection 3 equal to unity, the energy
drogﬂbetween seqtions 1 and 3 is sigﬁificantly affected and
becomes about +24480 Kg.m/sec (compared to -290 Kg.m/sec).
This shows that the energy difference in a stratified
system is very sensitive to the values of these correction
factors. = However, it is difficult to incorporate in the
numerical model values for these factors which are dif-
ferent for each layer and also different from one cross-
section to the othér since there is no experimental basis
available. Therefore, experimental investigations are
certainly needed to further check the theory and to deter-
mine the variation of velocity profiles between different

sections of the jump.



CHAPTER 5

LOCK EXCHANGE FLOW

5.1 INTRODUCTION

This chapter deals with the phenomena of lock ;exchange
flow, being the classical case of unsteady non-uniform flow in the
field of small density difference hydraulics. This phenomena
occurs when a lock gate or other such division separates bodies of
still water with the same surface elevation but which differ
slightly in density. While the opening of the gate may result in
local distrurbances, the predominent effect will be a continuing
exchange pattern of flow which is c¢aused by the density
diffefence. Reference is made to the definition sketch of Figure
5.1.

This chapter includes theoretical analysis of the problem
with reference to the experimental investigations by different
authors. It also describes the computer subroutine designed to

simulate this phenomena.

5.2 THEORY AND BACKGROUND

A detailed literature review of the subject is presented in
Chapter 2. It is shown that various experimental investigations
indicate that the expected realtionship between the velocity of
spread V of either the overflow front or the underflow front and

160
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the densimetric velocity VA is:
V. Li/t

1

V 1

>
1)
o o]

where ' Ap

g = gravitational acceleration
4p = density difference
P = mean density

= constant 1 = 1, 2

5.1

This constant is found experimentally by Barr (1963A) and reported

by Frazer, Barr and Smith (1967 and 1968) to be about 0.5 for

underflow and 0.6 for overflow. Equation 5.1 is found to be true

in the "turbulent" =zone, using the word turbulent to denote

independence of viscosity. The limit to the turbulent zone is

represented approximately by the equation

FAR - L= ——“—L-.-—-z 150
i i
where
E;ﬁ = densimetric Froude-Reynolds number
H3/2 . 8'1/2
= v
v = kinematic viscosity

5.2

Condition 5.2 is expected to be satisfied in most practical

situations. For example, if the total depth is

1.0 m,

the

specific gravities of the two fluids are 1.00 and 1.02 (e.g. fresh
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5 2

and salt waters), the kinematic viscosity is 0.116 x 10~ ° m“/sec,

the condition 5.2 is valid for a distance from the barrier < 2533
m.

The previously-mentioned experimental studies are performed
in rectangular flumes. However, Barr (1964) studies the effect of
the channel cross-sectional geometry on overflow and underflow
velocities. Based on an experimental study using channels of
different cross-séctional shapes, he shows that for an open
trapezoidal section, the constant of equation 5.1 depends on the

ratio A/H.

A |

A e
T A
T

He illustrates that for large A/H (> 10), which is the case in
most actual water courses, the values of the constant approach
those of an open rectangular section, namely, 0.465 for underflow
and 0.590 for overflow. Barr concludes that the fact that in a
rectangular section the overflow front moves at 1.27 times the
speed of the underflow front may be of greater practical
- significance. Consequently, with reference to Figube 5.1,

L1 L2

L—. - 0-559, r = 0.”‘41 5.3
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Bache (1976) derives the following relationship on the

basis of inviscid flow theory:

dL at 1
V=t~ a2y 172 * T2 i 5.4
where
V = relative velocity of overflow and underflow fronts.
dL
= at

With reference to equation 5.4, for small times, V

increases linearly with time and at large times (t2 >> H2/a):
1
v=a’2:0.711 f'H 5.5
Based on a following discussion of that paper (Journal of

Hydraulic Research 14, No. 8, 1976, pp. 251-254), and personal

communications with Dr. D.H. Bache, equation 5.4 is corrected to

dL 2 ot
V== 5'6
dt (H2+23t2)1/2

which for large times will reduce to

V()2 : [g'H 5.7

If the overflow and underflow velocities are assumed to be equal,

then

35— = 0.5 for large t, i = 1, 2 - 5.8

which is in accordance with the result obtained using the energy

approach [O'Brien and Cherno (1934)].
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5.3 DEVELOPMENT OF COMPUTER ROUTINE

Subroutine LKEXFL computes the overflow and underflow front
velocities of a lock exchange flow at any specified time after the
removal of the barrier as well as the distances travelled by both
fronts from the barrier. These are computed as functions of
densities and total depth as well as a specified timé increﬁent.

Equation 5.6 is used to compute for any specified time the
relative velocity V by direct substitution as well as the total
frontal distance L using the Runge-Kutta-Merson method (a
differential equation solver algorithm) as follows:

Equation 5.6 may be expressed in the fornm

dL

Fral FUNC(t)

If La is the frontal distancé at time t and Lb is the distance at
time t+At, then

L. =L + (F,I + 4F2 + F3) . At/2

a b
where
F1 = FUNC(t)/3
F2 = FUNC(t + At/2)/3
F3 = FUNC(t + At)/3

The truncation error is estimated by
ERROR = (2F1 - 9Fu + 8F2 - F3).At/10
where
Fy = FUNC(t + At/3)/3

This error is not a correction term but merely a measure of the
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truncation error.

If this error is greater than a certain allowable
tolerénce, then At is halved and the process repeated. On the
other hand, if the error is less than 1/32 of the allowable
tolerence, At is doubled for the next step.

The relative velocity is uéed to compute both the overflow .
and underflow front velocities using the ratio 1.27 suggested by
Barr as mentioned eariler. Also, the frontal distances from the
barrier are estimated from the total distance using the
relationships 5.3.

Complete documentation and listing of the subroutine

together with an example are contained in Appendix (2).

5.4 DISCUSSION
Lock exchange flows as described in this chapter form the
general case of unsteady non-uniform density flows. The
theoretical analysis available is limited to the idealized problem
of prismatic horizontal channels containing fluids that have zero
initial velocities and equal initial depths. However, the
computer routine developed for these conditions serves as a
starting point to analyze other problems of practical significance
such as the following.
a) Non-equal depths of fluids (e.g. thermal and saline

wedges).
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b) Non-zero velocity of the ambient fluid. The ambient fluid
may be flowing in the longitudinal direction (with or
against the density flow) or in the transverse direction

(see sketch below).
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Special cases of steady density flows aré also frequently
encountered in practical situations. Density wedges of either the
overflow type (thermal wedges) or the underflow type (salt wedges)
arise from the "lock exchange" phenomena. These cases ‘are

analyzed and discussed in the following chapter.



CHAPTER 6
LONG TRANSITIONS

[INTERFACIAL RESISTANCE]

6.1 INTRODUCTION

This chapter deals with gradually-varied flows in a two-layer
system where significant energy losses are due to boundary and/or
interfaciai friction. Relationships are derived for the energy
gradients and surface slopes of the upper and lower layers, in terms of
the shear stresses at the solid boundaries as well as at the interface.
Evaluation of these stresses requires an estimation of the corresponding
friction factors. The determination of these factors under different
flow and boundary conditions is also discussed in this chapter.

The present version of the algorithms does not include for any
shear stress at the free surface (e.g. wind stress). This additional
factor might be included wihtout any major difficulty, as long as some
appropriate means of defining the magnitude and direction of the stress
is available.

The computer routines developed for this area are presented
accompanied by comparison of the computations with published laboratory
and field measurements.

Reference is made to Chapter 2 for detailed literature review of

the subject. Also, complete documentation and listings of the developed
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routines with illustrative examples are included in Appendix 2.

6.2

in the

6.2.1

energy

where

THEORY
The strategy adopted by the author in this study may be descfibed
following procedure:
i) define energy and surface slopes and relate them.
ii) relate energy slopes and shear stresses.
iii) define shear stresses in terms of shear stress coeffici-
ents and discuss the evaluation of these coefficients as

presented in a variety of other contributions.

E Gradients and Surface S es
With reference to the definition sketch of Fig. 6.1, the total

for each layer may be expressed as follows:

2
Q
H, = WL, + a , 6.1
1 1 1 28A?
2
p1 Ap %
H, = — (WL,) + — (WL,) + « 6.2
2 0 1 P 2 2gA§

= total energy of the upper and lower layers respectively.

= cross-sectional areas of the upper and lower layers
respectively.

= discharges in the upper and lower layers respectively.

= densities of the upper and lower fluids respectively.
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Ap = pp = pp = density difference

agr op = kinetic energy correction factors of the upper and lower layers
respectively.

g = gravitational acceleration.

The energy gradient of the upper layer in the x-direction is then

dwL 1/dx and dWL2/dx

' 2 )
dH, H,  dWL, %M, dA,
ax - S1e T WL, " dx t o, * dx 6.3

1 -

are: the free surface and interface slopes

respectively and are subsequently denoted by S1 and 82 respectively.

It should be noted that the positive x-coordinate is taken

opposite to the flow direction to avoid complication with the signs of

energy and surface slopes. . In homogeneous flows, the reverse convention

is normally adopted i.e. x is positive in the flow direction and the

sustaining slopes are positive (e.g. Se = - dH/dx).

From equation 6.1

and

M,
?H-L_.— =1 6.4
1
. 2
%H, Q, |
9 =" % T3 6.5
A, 13A2

dA1/dx may be expressed as
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dA1 3Al dWL1 3A1 dWL2

ax % WL, * ax * aWL, = dx 6.6

With reference to Fig. 6.1, 8A1/8WL1 and aAl/aWL2 may be replaced by T1

and —T2 respectively.

Equation 6.3 may therefore be rewritten as
2
49,

S]e = 31 - 3 (T1Sl - Tzsz) 6.7
y g A3

Similarly, for the lower layer

dH 8H2 dWL1 8H2 dWL2 3H2 dA2
ax " Spe T WL, * Tax * WL, © dx * A * ax 6.8
3H2 01 3H2 Ap
S — —_— — 6.9
2
8WL1 02 3WL2 92
2
o, 02
— =z -, = 6.10
3A2 2 gA3
2 .
dA2 3A2 dWL2 8A2 dWLO
= . + . 6.11
dx aWL2 dx aWLO dx

where 3A2/aWL2 and aAz/BWL may be replaced by T2 and --T2 respectively.

0

Therefore,

2
T,

S = S1 + ;_ S, - —— (52 - SO) 6.12
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where SO is the bottom slope in the x-direction.

For simplieity, the following notation are used:

2 2 2
| *4Q,T, *4Q,T; %75
P2 2 2 o2
17 » Py ® v Fip =73 0
g A? g A% g A

]
where g =g Ap/pa.

Equations 6.7 and 6.12 may then be rewritten as:

- 2 2
S1e = (1 -F 8 +Fy S
o)
1 A
S =— S, + "E'(I'- F2 ) S, + F2 S
2e " p 17 o i2’ =2 20
2 2
From equation 6.13
2
Ste ~F11 52
5. =
1 2
1 - F1
Substituting 6.15 into 6.14 yields
2
P1751e ~F11 53] ao ) )
S, =— +— (1 -F_.) S, + S
SN 0, 12 52+ B S
Rearranging terms, 82 may be expressed as follows
p p Py - :
1 2 2
m— S, 4+ (1-F) S, -—F (1-F)s
Ap Tle " Ap 1 2e bp "2 1 0
S, = -
2 . G

2y
12)

2
(-F) O -F5) -5, Fyy

6.15

6.16
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The denominator of the right-hand side of equation 6.16 may be
rearranged as follows:

P

2 2 —_— 2 2 2 2 2
(1 - F1) (1 - Fi2) = Ao F1l = B Fi1 . Fi2 - Fi1 Fi2 + 1 6.17
where
2
) a1Q1T1 bp
F.;, = and B = 7
i1 g A? 92

The right-hand side of equation 6.17 may be called Y for convenience.
Substituting equation 6.16 into equation 6.15, Sl’may be

expressed as

) )
(1 -F°.)S. -—F°.S. +—F2, F2 8
i2? Ste “ 0 F1152e * 10 P11 F2 50
S1 = Y 6.18

From equations 6.16 and 6.18,

S1 and 82 + ® when Y =0

which is shown previously to be the critical flow condition (Chapter 3,
equation 3.5).

Equations 6.13 and 6.14 relate the energy gradients to the
surface slopes while equations 6.16 and 6.18 define the slopes of the
interface and free surface respectively in terms of the energy gradients
of the two layers.

For uniform flow (i.e. dA,/dx = dA,/dx = 0, Q, and Q, # 0), the

following relationships may be derived:
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Ta
from equation 6.7 S1e = S1 , S1 = S2 E:
from equation 6.12 82 = S0
pl Ap pl Ap
also from equation 6. 12 S2e = ;; S1 + ;;'82 = S1 (;; + ;;‘.

if T, = T, (e.g. rectangular section), 8; =8, = Ste = S

=S

6.19
6.20
T
;2-) 6.21
0"

In the special case when the lower layer is moving and the upper

layer is stagnant, the uniform flow condition is dA2/dx = 0 which gives

the following relations:

from equation 6.7 and for Ql = 0; Sle = SI
from equation 6.12: S, = SO
also from equation 6.12:
P Ap
S =— S, +—3S
2e Py 1 Py 2

6.2.2 Equations of Motion

Considering the fluid element shown in Fig. 6.1, the
motion for each layer may be written as follows.

For the upper layer

Ax - 1 P

o1 Fq - Ax = -p_ A, . Ax .

1 8 A1 . Ax . S1 -1, T 1 &

i“2°

6.19a

6.20a

6.21a

equation of

av

V, /™ 6.22
1 dx
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where

shear stress at the interface

L]
]

shear stress at the solid boundary for the upper layer

<3
H

mean velocity of the upper layer.

Equation 6.22 may be rewritten as

d V?
Tor Pp+ T T = Py 84y [sl * Ix (E-g_)]
=P, g8 A .S, 6.23
Thus,
o1 Prt T To
S, = 6.24

Similarly for the lower layer

(02-01) gA, . Ax .S, +0,8A, . 8x .S+, T, . 8x -1, Py . A

av,
= -0, A, L 8x LV, L T 6.25
where
162 = shear stress at the solid boundary for the lower layer
V2 = mean velocity of the lower layer.

The second term on the left-hand side of equation 6.25 represents the
differential hydrostatic force exerted by the upper layer on the fluid
element of the lower layer.

Equation 6.25 may be expressed as
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2
Ap p1 d V2
T2 Pa - Ty Tp=r 84, {3; 2 %, S+ & !
= 02 g A2 . Sze _ 6.26
Therefore,
T2 Fam i T
S = 6.27
2e P, & A2
6.2.3 Shear Stresses and Shear Stress Coefficients
The shear stresses To1r To2 and T4 are given by
: P
P2
Too = f02 Ef'lvzl V2 6.29
) . Pytep
Ty E fi §'|V1-V2| (V1-V2) : P =T 6.30
where
fo1 = s0lid boundary shear stress coefficient for the upper layer
f02 = solid boundary shear stress coefficient for the lower layer
fi = interfacial shear stress coefficient.

With reference to the literature review presented in Chapter 2, the
following relationships are used to calculate the shear stress
coefficients:
6.2.3.1 Boundary Coefficients

The case is considered when one layer is flowing while the other

layer is stagnant. The moving layer is treated as a homogeneous flow

case.
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The Reynolds number is defined by

where

v

R

)
\Y

1]

mean velocity of flow

hydraulic radius of the moving layer

kinematic viscosity of the moving layer

With reference to Streeter (1971):

for laminar flow (Re £ 2000)

for turbulent flow (Re > 2000):

a) smooth boundary

b) rough boundary (D#0)

where D
r

D

It should be noted that,

roughness height

64
=%
e
0.316
f =
0 7 20.25
e
1 D, 251

7 = -0.86 1n [T + /—-]
fo 3.7 Re fo

relative roughness = D/4R

6.31

6.32

6.33

6.34

for turbulent flow, three different

conditions may be defined with respect to the boundary:

i) smooth
ii) transitional

and 1ii)

£y ¢(Re)

f

0 ¢(Re’ Dr)

fully-developed rough f ¢(Dr)

The three conditions are adequately described by Colebrook

equation (6.34%). The Blasius formula (6.33) is interpreted by many as

an approximation to 6.34 for Re

< 100,000.
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6.2.3.2 Interfacial Coefficient

In the following sub-sections, transition criteria are presented
which definé the types of flow and interfacial boundary layers. Then,
based on previous contributions, several relationships are presented to
describe the interfacial shear stress coefficient under different flow

and boundary layer conditions.

Iransition Criteria (Keulegan - 1949)

The case is considered when one léyer is flowing while the other
layer is stagnant. ® is a parameter that determines the type of the

interfacial boundary layer (i.e. laminar or turbulent) and is defined

by:
3 vg(ap/p)
8- = 3 6.35
v
where
vV = kinematic viscosity of the stagnant layer
p = density of the moving layer
Also, the Reynolds number R1 is defined by
V.R
RI == , | 6.36
ec = 0.178 for R‘ > 450 (turbulent flow)
6, = 0.127 for R, L 450 (laminar flow)

If 6 < 9,» the boundary layers are turbulent.
Iif ¢ 2_90, the boundary layers are laminar.
In order to evaluate the interfacial shear stress coefficient fi,

the following cases are considered:
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a) laminar flow/iaminar boundary layers
b) turbulent flow/laminar boundary layers
-i) flow established in one layer
ii) flow established in both layers
iii) flow non-established in both layers
¢) turbulent flow/turbulent boundary layers
a) Laminar Flow/Laminar Boundary Layers
[Ippen and Harleman (1952) referenced by Abraham and Eysink
(1971)1

For the case of a flowing lower layer:

fi = Rz 6.37
where
R, = hr.V/v and h, = A/ (P+T)
A = cross-sectional area of the lower layer
P = wetted perimeter of the lower layer
T = top width of the lower layer

b) Turbulent Flow/Laminar Boundary Layers

In a two-layer stratified flow system, a boundary layer is
developed in both layers along the interface starting from the point of
contact of the two fluids. Depending upon the depths of both layers,
sooner or later the boundary layers will expand over the whole region of
flow, if the region is long enough, and the flow will be established.

In this part, the case is considered where one layer is flowing

and the other layer is stagnant under the following conditions:
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i) Flow established in the flowing layer [Bata - 1959]

The interfacial shear stress coefficient is given by:

372
(384 - fi . R1)

31.2
M ;- R, - 384 = 7ﬁ7ﬁ?§ ‘ ‘ 6.38
where
M = (h/L) . (vy/0) . (py/0)
h = depth of the moving layer
L = total length of the moving layer from the ponit of contact
of the two fluids. |
By = dynamic viscosity of the stagnant layer
¥ = dynamic viscosity of the moving layer
Py = density of the stagnant.layer
p = density of the moving layer
R, = Reynolds number = MVh/v'
ii) Flow established in both lavers (uniform flow) [Bata - 1959]
3+N 1
f; = 384 ITOIN - E: | 6.39
where
N = (h1/h) . (u/u1)
hl = depth of the stagnant layer
1ii) Flow non-established in both lavers [Keulegan - 1944, Lock - 1951]

K
f. = ol 6.40
X
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where
K = coefficient
Rx = Reynolds number = V.x/v'
X = distance from the point of contact of the two fluids.

The coefficient K as well as the thicknesses of the interfacial
boundary layers which determine the type of flow establishment are
calculated using the method of successive approximations developed by
Keulegan (1944) based on Prandtl's boundary-layer theory. This method
is also described by Elsayed (1975).

c) Turbulent Flow/Turbulent Boundary Layers
[Dick and Marsalek (1973)]
In the case when the lower layer is flowing while the upper

layer is stagnant,

0.316
f, = 6.41
i R0.25
where
t )
R = 4vnh /v
L
h = hydraulic mean depth of the lower layer.

6.3 DEVELOPMENT OF COMPUTER_ROUTINES

Complete documentation and listings of the developed subroutines
are contained in Appendix (2). Figure 6.2 describes briefly the

functions of the basic routines.
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6.3.1 Subroutine FLPROE-

A stretch of a river containing stratified flow is described by a
sequence of’cross-sections; All sections are defined by the same number
of coordinate pairs. Subroutine FLPROF operates on the system thus
defined and for a selected reach calculates the free surface and the
interface elevations as well as energy levels for both layers at one end
of the reach as functions of specified discharges and water levels at
the other end with a specified incremental distance appropriately
signed. The subroutine is intended for successive applications working
in either the upstream or the downstream direction.

The surface slopes given by equation 6.16 and 6.18 are integrated
along an elementary reach of the river using the Runge—Kutta;Merson
technique. This differential equation solver algorithm is described as
follows.

Equations 6.16 and 6.18 may be expressed in the form

dWL1
ax = ¢‘ (WL'l’ WLZ, X) 6.42
dWL2
oot ¢2 (WL1, WL, x) 6.43

The unknown elevations WL1 and WL2 at section 2 which is distant
Ax from section 1 that has a chainage X4 are explicitly defined by the

following relationships.

(WL1)2 6.u4

(WL1)1 + (F11 + 4 FNI + F51) .

Ax
2
Ax
ry 6.45

+ F__) .

(WL.) u2 * Fep

2°2

H

(WL2)I + (F12 + 4 F



where

11

12

21

22

31

32

41

42

"

¢1 [xl,

¢, [xy,
o, [(x,
¢, [(x
¢, [x,
((WL,),
¢, [(x,
((m.g)‘1
[(x
((WL,)

¢ [(x1

((WL,)
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(WL,),, (WL,),1/3
(WLy) s (WL,),1/3

AX

Ax

+ 5‘0, ((WL), + Fyy

Ax i Ax
+30 (L) + Fyy o 3+ Fyy
Ax Ax
+Fyy o 5+ Fyy 2—')]/3
Ax : Ax
+‘3"), (L) +Fyy o 57 +Fyy e
Ax Ax
+ F22 . E‘ + F12 .'E—)]/3
Ax Ax .
+ 50 ((WL)y + 9 . Fay n 3 +3-
Ax Ax
+9.F32.§—+3.F12.'8—')]/3
Ay Ax
+ E‘), ((WL1)1 + 9. F3‘ -3 *+3
Ax Ax
+9.F32.§-+3.F12.8—)]/3

- 8x), ((WL,), + F,

. &x), ((WLZ)i + F

. Ax)1/3
. 4x)]1/3
Ax
. 5-),
Ax
7
Ax
Fl1 . -é—)r
Ax
- Fyq - g-),



by:

FS1 = ¢, [(x‘ + Ax), ((WL1)1 + 6 Fyy - Ax - 9 . F
Ax
3.Fy- E’), ((WL2)1 +6 . Fyp - 8x -9 . F
Ax
3.F,, - '2—')]/3
F52 =0, [(x1 + Ax), ((WL1)1 + 6 Fu1 . Ax -9 . F
Ax
3. Fiq - 5’), ((WLZ)1 + 6 Fy, - Ax -9 . F
Ax
3. F12 . ?)]/3
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Ax
31 * 2 *
Ax
322 *
Ax
31 "2 °
Ax
322 *

The method also yields a measure of the truncation errors given

]
~m
N
3

ERROR1

n
~
n

ERROR2

+ 8 F ~-F__1.

- F y2 ~ Fs2

32

Ax

10
Ax‘
10

These are not correction terms, but merely measures of the error.

If either error is greater than a certain allowable tolerence, then Ax

is halved and the surface elevations recalculated for this reduced step

size.

On the other hand,

if the error is 1less than

allowable tolerence, Ax is doubled for the next step.

1/32 of the
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6.3.2 Typical Examples

The following examples show typical results obtained from two of
the ihigh-level routines. Examples of the driver programs needed to
operate these and all the other routines are included in the
documentation (Appendix 2, p. 330 and 337).

a) Subroutine FLPROF
A prismatic channel has the cross-section shown in Fig. 6.3. It

consists. of three reaches (four sections) which have the following

characteristies.
Section - Chainage (m) rdughness height (m)
1 30 0.02
2 100 0.05
3 300 0.04
y 500 0.03

Upper layer characteristics:
discharge = 0.0, specific gravity = 1.00, kinematic
viscosity = 1 x 1070 m%/sec.

Lower layer characteristics:
discharge = 5.d'm3/s¢c., specific gravity = 1.05,
kinematic viscosity'= 1.1 x 10°° m2/sec], kinetic
energy correction factor = 1.20

Ax = =30.00 m
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Free‘surface and interface elevations at section 4 are 3.50 and 1.80 m
respectively.

The computed profiles are listed in Table 6.1 and shown in Fig.
6.3.

It should be noted that for WL1 = 3.50 m, the critical interface
elevation is 1.40 m (using WLCRIT1) which means that the flow is
~suberitical throughout. The free surface profile is nearly horizontal.
b) Subroutine ARSWDG

This subroutine computes the profiles for an arrested wedge
(either overflow or underflow) assuming critical condition at the river
mouth (or the warm water outlet).

i) Underflow Wedge (Salt Wedge)
A channel reach is defined by the two end cross-sections shown in

Fig. 6.4. These sections have the following characteristies.

Section chainage (m) roughness height (m)
1 6000 0.01
River mouth + 2 10000 0.01

Upper layer characteristics:

3/sec., specific gravity = 1.0,

kinematic viscosity = 1.02 x T mz/sec.,

discharge = 6.0 m

kinetic energy correction factor = 1.10
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Section Chainage (m) WL1 (m) WL2 (m)
4 500 3.5000 1.8000
470 3.4996 1.9100

4yo 3.4993 1.9944

410 3.4990 2.0644

350 3.4983 2.1781

3 300 3.4978 2.2565
3 300 3.4978 2.2565
270 3.4975 2.3011

210 3.4969 2.3813

2 100 3.4958 2.5069
2 100 3.4958 2.5069
70 3.4955 2.5361

1 30 3.4951 2.5735

Table 6.1 Results of Example (a) - Profile Computations
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Lower layer characteristics:
discharge = 0.0, specific gravity = 1.02
kinematic viscosity = 1.11 x 10-6 mz/sec.

Ax = =100 m, £, = 0.003
Free surface elevation at the river mouth (section 2) is 2.50 m.

The computed profiles are listed in Table 6.2 and shown in Fig.
6.4,

It should be noted that a value for £, has to be defined by the
user in this example since there is no theoretical basis available to
determine £y under these conditions (i.e. turbulent flow-turbulent
interfacial boundary layers - flowing upper layer - stagnant lower
layer).

ii) Overflow Wedge (Thermal Wedge)

A prismatic channel has the cross-section shown in Fig. 6.5.

Section chainage (m) roughness height (m)

1 6000 0.01

[—* 2 10000 0.01

Warm water outlet

Characteristics of both layers are the same as the previous
example except that the upper and lower layer discharges are 0.0 and 5.0
m3/sec. respectively.

Free surface elevation at section 2 is 2.50 m.

The computed profiles are listed in Table 6.3 and shown in Fig. 6.5.
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Section Chainage (m) WL, (m) WL, (m)
2 10000.00 2.5000 1.4219
9996.88 2.5004 1.3995
9993.75 2.5007 1.3828
- 9990.63 2.5010 1.3688
9984. 38 2.5015 1.3454
9978.13 2.5018 1.3258
9965.63 2.5024 1.2931
9953.13 2.5029 1.2655
9928.13 2.5037 1.2194
9903. 13 2.5044 1. 1805
9853.13 2.5055 1.1152
9803.13 2.5064 1.0601
9753.13 2.5071 1.0113
9653.13 2.5084 .9260
9553. 13 2.5095 .8512
9453.13 2.5105 .7833

9253.13 2.5121 6601 °
9053.13 2.5135 .5458
8853. 13 2.5146 L4324
8753.13 2.5152 .3730
8653. 13 2.5157 .3084
8603.13 2.5159 2721
8553. 13 2.5162 .2307
8528, 13 2.5163 .2064
8503.12 2.5165 LATTH
8490.63 2.5165 . 15687
8484, 37 2.5166 . 1475
8478, 13 2.5166 . 1335
8475.00 2.5166 . 1244
8473.44 2.5167 . 1187
8471.87 2.5167 .1110

Wedge length = 1529.69 m

fo1

Table 6.2 Results of Example (b-i) - Arrested Salt Wedge

= 0.0219, £, = 0.0030
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623.88 m.

Fig. 6.5 - Example (b-ii) Arrested Thermal Wedge
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Section Chainage (m) WL (m) WL, (m)
2 10000.00 2.5000 1. 1341
9999.94 2.5000 1.1410
9999.88 2.5000 1.1458
19999.75 2.5000 | 1.1533
9999.63 2.5000 1.1593
9999.38 2.5000 1.1688
9999. 13 2.5000 1.1767
9998.63 2.5000 1.1896
9996. 13 2.5000 1.2003
9997.13 2.5000 1.2180
9996. 12 2.5000 1.2327
9994, 13 2.4999 1.2570
9992. 13 2.4999 1.2773
9988. 13 2.4999 1.3109
9964.12 2.4998 1.3387
9976.13 2.4997 . 1.3848
9968. 13 2.4997 1.4229
9952. 13 2.4995 1.4858
9936. 12 - 2.4993 1.5378
9920. 13 2.4992 1.5831
9888. 13 2.4989 1.6605
9856.13 2.4986 1.7268
9792.13 2.4980 1.8393
9728. 13 2.4974 1.9363
9664.13 2.4967 2.0246
9536. 13 2.4951 2.1925
g472.13 2.4940 2.2821
9440.13 2.4934 2.3335
9408. 13 2.4924 2.3982

wedge length = 623.88 m

fop = 0.0220, £, = 0.0094

02

Table 6.3 Results of Example (b-ii) - Arrested Thermal Wedge
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It should be mentionea that in subroutine ARSWDG, the interface
profile computations start at either 0.999 Wchr or 1.001 WLZCr
depending on whether the stagnant layer is the lower or the upper
respectively (WL2cr is the critical interface elevation). It is shown
from the previous two examples that the interface profile moves such
that the conditions upstream of the control are subceritical. The
computation of the wedge profile is terminated when the depth of the

wedge is less than 4 x 1072,

6.3.3 Comparison with Published Experimental and Field Data

Figures 6.6 to 6.9 show comparisons between published laboratory-
flume data and computed results. Figure 6.10 shows a comparison with
measured field data from four different steam plant sites. Table 6.4
shows the basic data for these four sites.

It should be noted that the non-dimensional terms used in
plotting these measurements are those used in the original plots. While
some authors use these quantities to suggest some functional
relationships, it is shown that this may not be correct. For example,
in Fig. 6.10, it is shown that the relative length of the thermal wedge
is not solely a function of Froude number. It depends also on other
parameters such as the channel geometry. Therefore, in Figs. 6.6 to
6.10, the actual data given by the authors have been used for
computations rather than simply checking the validity of the suggested
functional relationships.

In plotting the experimental results of Fig. 6.8, Bata (1957)
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Table 6.4 Basic Data for Steam Plant Sites Surveyed
[after Polk, Benedict and Parker (1971)1]
Ste:;nm;;lant Gallatin Johnsonville Buil Run’ Green County
Ownership Tennessee | Tennessee Tennessee |Alabama &
Valley Valley Valley Mississippl
Authority Authority Authority Power & Light Co,
Location Gallatin New Johnsonville | Oak Ridge Demonpolis
Tennessee | Tennessee Tennessee Alabama
Stream Cumberland | Tennessee Clinch Warrior
River River River River
Plant loading,
in megawatts 500 1,210 . 900 560
Stream velocity, 0.43 0.43 0.16 0.32
in feet per
second
Stream depth, o
in feet 51.0 45.4 18.0 27.1
Stream width,
in feet 500 1,000 700 400
Temperature 12.6 11.0 18.8 15.0
rise across
condensers,
in degrees

Fahrenheit
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assumes that fo (the boundary shear stress coeffiéient) has a constant
value along the wedge. In the computed results, the calculated fo
varies along the wedge. Therefore, to plot the computed results, an
average value of fo is considered for each wedge. For example, for FO =
0.4, fo varies from 0.0293 at the critical section to (0.0281 at the

upstream leading edge.

6.4 DISCUSSION

1. The theoretical analysis presented in this chapter concerning
energy gradients and surface profiles considers channels of
arbitrary geometry with the purpose of possible application in
practical problems. Previous theoretical work [e.g. Bata (1957)
- Harleman (1961) - Partheniades, Dermisis and Mehta (1975)] is
based on several simplifying assumptions such as:
a) Very small density differenqes.
b) The variation in the total depth of flow is negligible.
c¢) Horizontal bottom. |
d) Idealized 'rectangular strip of the channel cross-section

(infinite width).

e) Uniform velocity distributions in the vertical direction.
None of these limiting assumptions are required in the present

treatment.

2. There 1is still some uncertainty in the evaluation of the shear

stress coefficients under some flow conditions, e.g. when both
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layers are flowing. In the present study, and under such
circumstances, estimated values for these coefficients have to be
supplied by the user. These could be based on laboratory or
field measurements. Also, the method adopted for the evaluation
of the interfacial shear stress coefficient when both the flow
and the interfacial boundary layers are turbulent is suggested by
Dick and Marsalek (1973). Their approach is completely arbitrary
and is supported only by experimental evidence. One of the
advantages of the modular nature of a computer library is the
possibility to incorporate in a properly-designed 1library
package, a new or modified routine concerned with a relatively
elementary problem t{ype or solution technique. For example,
subroutine FITURB may be modified or replaged by another ﬁhenever
a more Jjustifiable approach is available. Although it is
relatively simple to devise subroutines for the prediction of fi
in certain of these as yet undefined situations, these would of
necessity be based on assumptions which might be more ingeneous
than justifiable. This has not been done because of the danger
that any algorithm encoded as part of a library may be assumed by

the user to be theoretically or experimentally substantiated.

Good agreement is shown to exist between the computed results and
the published laboratory and field data. It is also shown that
the channel geometry is a significant parameter which makes the

assumptions of horizontal bottom and infinite width not
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justifiable. Also, the non-uniformity of the velocity
distributions in the vertical direction which is taken into
account through the use of kinetic energy correction factors is

shown to have a significant effect [Fig. 6.9].



CHAPTER 7

PRACTICAL APPLICATIONS

7.1  INTRODUCTION

This chapter includes some examples which illustrate the
applicability of the developed computer sub-programs to the solution and
analysis of typical practical problems. Each example is accompanied by
typical computations using»laboratory and field data when available,
These examples demonstrate that the computational modules (i.e.
subroutines) may provide solutions for frequently recurring problems,
are mutually compatible and allow the construction of relatively complex
analytical models in a modular fashion which may be used in the analysis

and design of large water resources projects.

7.2 EXAMPLE
7.2.1 Example (1

Selective withdrawal at an intermediate depth.

Selective withdrawal from a stratified body of water is a means
of providing water of desired quality for municipal, agricultural, or
recreational use. When discrete layers of distinct density difference
exist, it is possible to withdraw from only one, or from several, of
these layers, and the term "selective withdrawal" is used to déscribe

this process.

206
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In this example, a fluid is withdrawn from a two-layer system
with a horizontal intake located on a vertical boundary, (Fig. 7.1) as
in the case of the upstream face of a dam. The intake is located above
the initially horizontal interface. It is desired to determine an upper
limit to the rate of abstraction of the upper fluid at which flow the
interface will be raised to the level of the intake, thus resulting in
entrainment from the lower layer. With reference to Fig. 7.1,
subroutine FLPROF may be used to compute the surface elevations at
section I.I for a specified upper layer flow given the elevations at
section II-II. Thus, for a specified interface level at section I.I,
the limiting upper layer flow may be computed by trial using subroutine
FLPROF. In this problem, the abstraction is assumed to be along the
entire width of the downstream section (SectionII.II).

Given
¥ Geometry of the end cross-sections (Fig. 7.1). (More complex
geometry may be described by as many cross-sections as necessary)
* Water levels at section II.II (Fig. 7.1).
* Upper layer:
discharge = 100 m3/sec. (assumed trial value), specific gravity =

6 mz/sec., kinetic energy

1.00, kinematic viscosity = 1.02 x 10~
correction factor = 1,1,

* Lower layer:
discharge = 0.0, specific gravity = 1.05, kinematic viscosity =
1.1 x 1078 12/sec.

* Roughness height at both cross-sections is 0.02 m.
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* Interfacial shear stress coefficient = 0.006.
Computed (using subroutine FLPROF)
* Water levels at section I.I. (Fig. 7.1).

¥ Boundary shear stress coefficient for the upper layer = 0.0197.

It should be noted that in this problem,‘a slight reduction in
the initially-horizontal interface level at section I.I may be expected
if the stagnant layer is of finite volume. However, this reduction is
expected to be small since the "draﬁ-up" volume near section II.II is
relatively local. Also, this error gives a slightly lower value for the
iimiting upper layer flow which is on the conservative side. This cor-
rection may be computed either by modifying subroutine FLPROF or by

adding a new subroutine to calculate the volume of the stagnant layer.

7.2.2 Example (2)

Selective withdrawal at the bottom.

With reference to Fig. 7.2, if the fluids are at rest, the
interface will be horizontal. As the withdrawn discharge is increased,
the lower layer flows until at some limiting discharge, the interface is
drawn down to the bottom' intake and the upper fluid begins to be
entrained in the abstracted flow.

Given
* Geometry of the end cross-sections (Fig. 7.2).

* Water levels at section II.II (Fig. 7.2).
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Fig. 7.2 - Selective Withdrawal at the Bottom (Example 2)

oLe



211

* Upper layer:
discharge = 0.0, specific gravity = 1.00, kinematic viécosity =
1.02 x 10-6 m’/sec.

* Lower layer:
discharge = 0.5 m3/sec., specific gravity = 1.05, kinematic
viscosity = 1.11 x 10-6 m2/sec., kinetic energy correction factor
= 1.2,

* Roughness height at both cross-sections = 0.02 ﬁ.

Computed (using subroutine FLPROF)
* Water levels at section I.I (Fig. 7.2).
¥ Boundary shear stress coefficient for the lower layer = 0.0429.

* Interfacial shear stress coefficient = 0.0276.

For a specified interface level at section I.I, the required

lower layer flow may be computed iteratively using subroutine FLPROF.

7.2.3 Example (3)

In example (2), if the vertical height of the slot is large
relative to the lower layer depth, energy balance may be applied to
determine, for a given gate opening and interface elevation, the
limiting discharge of the lower layer.

Given
*

Gedmetry of cross-sections (Fig. 7.3).

* Water levels at both cross-sections (Fig. 7.3).
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* Upper layer:

specifie gravity = 1.00, discharge = 0.0.
¥ . Lower layer:

specific gravity 1.05, kinetic energy correction factor = 1.2.

Computed (using subroutine SWLBOT)

* The limitiﬁg’discharge of the lower layer = 16.7 m3/sec.

Also, givén, water levels at one section and the lower layer
discharge, water levels at the other section may be computed using
subroutine BERNWLZ2.

Examples 2 and 3 may be combined so that subroutine SWLBOT
(example 3) is used to compute to local draw-down near the skimmer wall
which will provide a starting point to compute the interface profile in

the upstream direction using subroutine FLPROF (example 2).

7.2.4 Example (4)

Recirculation of cooling water in rivers and canals.

The recirculation of water after it has been used as a coolant in
thermo-electric plants and returned to the river or canal from which it
is originally drawn is of great importance to the economy of operation
of such plants. Bata (1957) shows that the amount of recirculation is
directly and simply related to the areas occupied by the warm water and
the cool water, respectively, at the intake i.e. to the position of the
common interface of the warm and cool ‘layers. Thus, the problem of
recirculation reduces to the problem of determination of the form of the

warm wedge. The results can be used either for prediction of
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recirculation or for selection of the distance between the intake and
the outlet.r

Bata, in his analysis basedlon experimental work, divides the
flow into three zones: that upstream from the inﬁake, that between the
intake and the outlet, and that downstream from the outlet (see Fig.
T.4).

In the first zone thebwarm wedge is stagnant and the fluid in it
has no mean velocity. Bata shows that critical conditions occur at the
intake and outlet, thus providing the starting points needed for the
upstream and the middle zones, respectively. He assumes that the middle
zone has to end with the critical "depth" or with supercritical flow
(occurence of an interfacial jump). By using simplified momentum
equations, he suggests that the first assumption is more logical.
However, at the intake, the transition occurs in such a way that a
"supercritical flow of the lower layer" is established downstream from
the intake, followed by a Jjump. The depth of the 1lower layer
immediately upstream from the intake has to be critical, he concludes.
Bata also assumes that the amount of recirculation is proportional to
the mean value of the upstream and downstream depths at the intake. The

upstream depth, h is the critical depth for a stagnant upper layer.

2¢?
The downstream depth, t, is governed by the Jjump. He expresses the
amount of recirculation as:

(h-hzc) + (h-t)

2h
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Bata's experimental results are compared with the computer re-
sults in Figs. 6.8 and 6.9 (Chapter 6) for the length of the warm wedge
in the upstream zone and the shape of the wedge in the middle zone.

Following is an illustration of.the use of the availabie

subroutines to handle this problem using typical data from Bata's

experiments:

The flume cross-section is shown below (dimensions in feet)

(0,1.25) (5125)

(0,0) (5,0)

a) Downstream zone

outlet
LR
—= ;= S,
~P1 *—Qg Q’—’ P'
&_r;__ 1 Q’—-’ PI
3 Q.— 2 ?
FETT T IIIii i ii il 7777378777077 7777777777 -—-’x
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(using subroutine INTJMP)
Given

: 1
Q1 = =0.109 cfs Q1 = 0.091 cfs

02 = 0.159 efs Q2‘= 0.159 cfs
WL.| = 0.71 ft WL2 = 0.213 ft pq = 0.9936 Py = 0.9980
p; = 0.9936 p; = 0.9980 g = 32.2 ft/sec?

momentum correction factors for the upper and lower layers respectively
are B1 = 1.1, 82 = 1.5

kinetic energy correction factors for the upper and lower layers
respectively are @, = 1.3, ay = 1.7

Result No jump possible

Therefore, a critical condition is assuﬁed at the end of the middle
zone,

b) idd on

. WL,
intake 4Z;ouﬂet

———y
5

__-__1i~,_‘§*:::;gﬁi
C& — .fz éy’%r

U R AR R AR R R B R AR U AR R FerIvrTrjrry lf : x

(using subroutines WLCRIT1 and FLPROF)
Given

Qp = -0.109 efs  Q, = 0.159 efs WL, = 0.71 ft



0, 0.9941

*

1.3

Boundary shear stress coefficients for the upper and lower layers are

0.03 and 0.03.

Kinematic viscosities of the upper and lower layers are 0.739 x 10'5 and

0.930 x 1072

2

%
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0.9980 g = 32.2 ft/sec2

1.7

ft2/sec respectively.

Distance between the intake and the outlet = 30 ft

Results

The computed profiles are listed in Table 7.1

CHAINAGE FREE SURFACE LEVEL INTERFACE LEVEL
30.00 L7100 .245Y
29.98 .7100 .2478
29.97 L7100 .2493
29.95 .7100 .2506
29.92 .7100 .2526
29.86 L7100 .2556
29.80 .7100 .2581
29.67 L7100 .2621
29.55 .7100 .2654
29.30 .7100 .2708
29.05 .7100 .2754
28.55 .7100 .2830
28.05 L7100 .2894
27.05 .7100 .3002
26.05 .7100 .3094
24.05 L7100 .3251
22.05 .7099 .3386
20.05 .7099 .3508
16.05 .7099 .3731
12.05 .7099 .3938

4.05 .7098 L4351
.01 .7097 584

Table 7.1 - Interface Profile in the Middle Zone (Example 4)
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¢) Hydraulic jump at the intake

intake p
B & ‘;—VVL1 &T‘VVL,
— V4
= B -—q, WL,
WL,
==
4 o 8
TITTITTI T T T T TT I rrrerrrrerr e —w X

(using subroutine INTJMP)

Given
1] 1)

WL1 = 0.7097 ft WL2 = 0.4584 ft (from step b)
Q

"

1 -0.109 cfs Q2 = 0.159 cfs

0.9941

0, 0.9980

P2

g = 32.2 f‘t/sec2

31 = 1.1 82 = 1.5 ay = 1.3 a, = 1.7

Result

WL1 = 0.71 ft., WL2 = 0.10 ft
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d) Upstream zone

"I

772777777777 77I7TTT7797 7777777777707 7/7777

(using subroutine ARSWDG)

Given

Q1 = 0.0 Q,

WL1 = 0.7098 ft

= 0.25 cfs

01 = 0.9941 92 = 0.9980

g = 32.2 ft/se02

a, = 1.3 e,

= 1.7

Roughness height = 0.003 ft

Kinematic viscosities for the upper and lower layers are 0.739 x 10

and 0.930 x 10°

Results

Boundary shear stress coefficient for the lower layer is 0.0301.

5 ftz/sec respectively.

Interfacial shear stress coefficient is 0.0261.

The computed wedge profile is listed in Table 7.2.

5
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CHAINAGE FREE SURFACE LEVEL INTERFACE LEVEL
90.00 .7098 ) .3265
89.98 .7098 - .3288
89.97 .7098 .3304
89.94 .7098 L3329
89.91 .7098 .3348
89.84 .7098 | ~ -3379
89.78 .7098 .3404
89.66 .7098 .3446
89.53 .7098 .3481
89.28 .7098 .3538
89.03 .7098 | .3586
88.53 .7098 .3665
88.03 .7098 .3732
87.03 .7098 .3843
86.03 .7098 .3936
84.03 .7098 . .4090
82.03 .7098 4219
78.03 7097 L4436
74.03 o .7097 L4618
70.03 .7097 4779
62.03 .7097 | .5062
54.03 .7096 .5313
38.03 .7095 .5770
22.03 .T094 .6223
14.03 L7094 .6481
10.03 .7093 L6634

6.03 .7093 , .6839

DEPTH = 0.0 AT A CHAINAGE OF ABOUT 2.03

Table 7.2 - Interface Profile in the Upstream Zone (Example Y4)

Based on the previous results, when the distance between the
intake and the outlet is 30 ft., the amount of recirculation as defined
by Bata is:

(0.7098 - 0.3265) + (0.7098 - 0.100)
r= 2 x 0.7098

= 69.96%
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This amount may be reduced by increasing the distance between the intake

and the outlet.

7.2.5 Example (5)

Thermal density underflow diversion, Kingston Sﬁea Plant

This project is described by Elder and Dougherty (1958) and
concerns the design of the Tennessée Valley Authority's Kingston Steam
Plant. As shown in the general site plan of Fig. 7.5, the plant is
located on the neck of a peninsula formed by the Emory and the Clinch
Rivers. During warm weather, the flow in the Clinch River may be
vertically stratified due to the release of relatively cold water from a
dam some distance upstrean. In developing the design for the
circulating (cooling) water for the thermal plant it appeared to be
desirable to abstract the cold water underflow by causing it to be
diverted as a reversed underflow up the Emory River to a point where it
could be pumped through the plant. To ensure that a reasonably large
fraction of the cold water underflow may be diverted up the Emory River,
a submgrged dam had to be designed at a point in the Clinch River just
downstream of the confluence. In this way, a cold underflow current is
forced up the Emory River to a point some 2 miles upstream of the
confluence. From there to the pump intake, the flow has tolpass over
ground some 20 to 25 feet higher than the invert of the Emory River. By
constructing a skimmer wall at this position, only cold water is
admitted to a one mile reach of man-made canal which leads to the pump

intake of the power station. The entire system is represented schemati-
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cally in Figure 7.6 showing qualitatively the stratification in the
various channel reaches and the lbcation of the principle structures
such as the underwater dam and the skimmer wall.

During the summer months the only appreciable flows in the
reservoir occur as thermal density underflows in the Clinch River arm.
The source of these underflowing waters is TVA's Norris Reservoir Some
78 miles upstream. Because of stratification in this large storage
reservoir, relatively c¢old water is discharged through the Norris
hydro-electric turbines from spring until late fall. Over-all steam
plant considerations at the Kingston site required that the condensing
waters be drawn from the north or Swan Pond side of the peninsula and
discharged on the south or Clinch River side. Under normal conditions
the Emory River flows are negligible during the Summer months. As a
consequence the cold Clinch underflows push their way up the original
Emory River channel.

Figure 7.6 shows a section taken along the southern edge of Swan
Pond at section A.A of Fig. 7.5. This section is typical for Swan Pond
and shows that the water depth in this area is comparatively shallow and
the water is thus susceptible to stagnation and marked temperature
increases due to solar heating. 1In its natural state, the high bottom
elevation of this area in essence forms a dam which would block out the
cold underflowing Clinch River water. Under this condition, only the
hot surface waters could be drawn into the pumps.

The plant as originally conceived was to have a maximum condenser

water demand of 2470 cubic feet per second. Later changes reduced the
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maximum demand to 2310 cubic feet per second. There was no question
about the normal Clinch flowsr being sufficient and of the proper
temperature to meet the plant demand.

The problem was thus one of deveioping a design which would
economically make available to the pumps the cold underflowing Clinch
River waters by bringing these up the Emory River channel and across

Swan Pond to the condenser water pump intakes.

A) Proposed design

One obvious solution to the problem would have been to excavate a
channel across Swan Pond so that the cold Clinch waters could be
reached. This solution was not economical since over 1.5 million cubic
yards of material, a high percentage of which would have been rock,
would have had to be excavated under water. It was proposed, therefore,
to provide an intake canal across the high Swan Pond area and into the
original Emory River channel by means of dikes such as shown in Fig.
7.5. A wall structure, as shown on Figs. 7.5 and 7.6, would close the
east end of the canal except for openings along its bottom. These
openings would allow the cold bottom water to flow into the canal to
replace water pumped from the canal for condensing purposes. In effect
the wall would skim off the hot top waters and it was therefore termed a
skimmer wall.

In addition, it was desired to investigate the effectiveness of
an underwater dam located on the Clinch River just downstream from the

Emory River mouth. Since the releases from Norris Dam are subject to
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extreme regulation, especially during the summer'months, it appeared
that such a dam might be required to divert the Clinch flow into the
Emory channel at a high enough level to make full use of the available

cold water.

B) ilable field dat

Field data indicated a value of 0.016 for the boundary shear
stress coefficient (Elder and Dougherty, 1958). The average density
difference between the two layers for the mid-summer period is Ap/p =
0.0016 where Ap is the density difference due to temperature variation
and p is the average density.

In addition, more detailed field measurements were obtained
through personal correspondence with Dr. W.R. Waldrop (Water Systems
Development Branch - Tennessee Valley Authority). These included the
following:

1) A navigation chart shows the river bottom topography of the

Clinch and Emory Rivers in the vicinity of the-Kinéston Steam

Plant. This chart provides an estimate of the bottom topography

at locations where cross-sections are not available.

2) Cross-section surveys were obtained at Clinch River Mile 3.85
(underwater dam), 4.17, and 4.35 (sections 10.10, 9.9, and 8.8 -
Fig. 7.5) and Emory River Mile 0.1 (section 1.1 - Fig. 7.5).
These cross-sections are shown in Fig. 7.7. With sufficient

accuracy, all cross-sections are represented by thirteen points
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4)
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each, the coordinates of which are -shown. The other cross-
sections indicated in Figure 7.5 are estimated from the
navigation chart and are shown in Fig. 7.8. Section 7.7 at the

skimmer wall is based on the wall dimensions given by Elder and

Dougherty (1958).

The chainage of each cross-section is shown on the corresponding
figure. The cross-section chainages are referred to the
confluence point (Emory River Mile 0 in Fig. 7.5) and are taken
to be increasing positively in the direction of the cold
underflow - i.e. downstream in the Clinch River and "sttream" in

the Emory River.

Velocity and temperature profiles were obtained after the
construction of the underwater dam and the skimmer wall. These
data were recorded during a field study in May and June, 1973.
The corresponding Emory River discharges are also given and are
found to have an average value of about 2310 cubic feet per
second which is the maximum condenser water demand. This is
confirmed by the power plant operating conditions during this
period which show the condenser coding water flow rates in cubic

feet per second.

The free surface elevation at the skimmer wall is assumed to have

an average value of 738 feet above sea level. This is estimated
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Fig. 7.8(c) - Cross-Sections at Emory River
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from the provided velocity and temperature profiles.

Computer analysis

The developed subroutines are used to analyze this project. The

purpose of this analysis may be summarised under the following headings.

a)

b)

c)

Illustrate the use of these sub-programs in dealing with
relatively complex practical problems. It also shows the
possibility of constructing complex analytical models in a
modular fashion using the mutually-compatible subroutines.
Compare the computational results to the measured field data when
possible. |

Illustrate the feasibility and the effect of constructing the
underwater dam. The necessity of the skimmer wall is obvious

based on the previously-mentioned facts.

The computer analysis is performed in the folldwing steps using one

overall driving program.

1)

2)

Free surface and interface profiles are computed along the Emory
River starting at the skimmer wall and proceeding to the
confluence of the Emory and Clinch Rivers. Seven cross-sections
(six reaches) are used to represent this part of the River
(sections 1.1 to 7.7 inclusive - Figs. 7.5, 7.7, and 7.8). This

part is done using subroutine FLPROF.

It is assumed that the free surface and interface elevations at

the confluence of the two rivers (as computed in step 1) are



a)

b)
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coincident with the free surface and interface profiles which
obtain in the Clinch River. This provides a basis for the
estimation of the cold underflow discharge in the Clinch River

under different conditions. Two different cases are considered:

Without underwater dam: In this case the flow in the lower
Clinch river is obtained assuming the flow to be normal flow and
the computed interface'depth to be the normal depth. This part

is done using subroutine NORMQ2.

With underwater dam: Once again the problem is one of unknown
discharge and must be solved by successive trials. For an
assumed lower layer discharge, the critical interface elevation
over the crest of the dam is computed using subroutine WLCRITIT.
Thus, assuming thé dam crest to be a control section, the
computation may be started at this point and proceed upstream.
Then the local transition (drawdown) in the interface elevation
at the dam location is computed using subroutine BERNWL2. Having
obtained the free surface and interface elevations just upstream
of the dam for the assumed underflow, the free surface and
interface profiles are computed’along the Clinch River starting
at the dam location and proceeding upstream to the confluence of
the Emory and Clinch Rivers. Three cross-sections (two reaches)
are used to represent this part of the River (sections 8.8, 9.9,

and 10.10 - Figs. 7.5 and 7.7).
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4)
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This part is done using subroutine FLPROF.

Step (2.b) is repeated in an iterative fashion for different
values of the underflow in order to determine the lower layer
flow which would cause the free surface and interface elevations
at the confluence of the two rivers computed from step (1) along
the Emory River and from step (2.b) along the Clinch River to

match.

The sum of the underflow in the Emory River (given) and that in
the Clinch River (computed in either step (2.a) or (2.b)) gives
the required upper Clinch River underflow, i.e., the required
release from the Norris Dam to supply the maximum plant demand
from the cold underflowing waters. Thus, this release is
computed with and without the underwater dam, which determines

the effect of the dam.

The computed profiles from steps (1) and (2.b) allow the plotting
of the computed elevations on the measured velocity and
temperature profiles. These profiles are measured at one station
along the Clinch River (Clinch River Mile 3.85 - underwater dam)
and at two stations along the Emory River (Emory River Miles 0.26
and 1.19). The locations of these stations are estimated from
the maps provided by the TVA and are shown on Fig. 7.5 (Stations

I, II, and III respectively).
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mputer Resul

1) Profiles along the Emory River
Input data

Geometry of each of the seven cross-sections (Figs. 7.7 and 7.8).

- Chainage of each cross-section. In the computations, chainages

are referred to Norris Dam (i.e. a distance of 78 miles (411840
ft) is added to the chainages shown in Figs. 7.7 and 7.8). The
reason for this is tﬁat under certain conditions of flow the
horizontal distances have to be referred to the point of contact
of the two layers (e.g. when the flow is turbulent and the
interfacial boundary layers are laminar - see subsection 6.2.3.2
- Chapter 6).

Roughness height at each cross-section (assumed 0.03 feet).

Free surface and interface elevations at section 6.6 (skimmer
wall). These are 738 (observed free surface) and 715 (lower edge
of skimmer wall) respectively.

Upper layer:

discharge = 0.0, specific gravity = 1.0000, kinematic viscosity =

5

1.1 x 1072 £t%/sec.

Lower layer:
discharge = 2310 ecfs, specific gravity = 0.9984, kinematic

5

viscosity = 1.13 x 10~ ftz/sec., kinetic energy correction

factor = 1.10.

Output (subroutine FLPROF)

Computed profiles in the six reaches are shown in Table 7.3.
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CROSS- CHAINAGE FREE SURFACE LEVEL INTERFACE
SECTION LEVEL
7.7 - 421370.00 738.0000 715.0000
421360.00 738.0000 715.0623
421340.00 738.0000 715.1841
421300.00 738.0000 715.4183
421220.00 737.9999 715.8568
421060.00 737.9999 716.6534
.6 420840.00 737.9998 717.6474
.6 420840.00 737.9998 717.6474
420830.00 737.9998 717.6728
420810.00 737.9998 717.7210
420770.00 737.9998 717.8085
420690.00 747.9997 T17.9564
420530.00 737.9997 718.1826
420210.00 737.9996 718.4895
419570.00 737.9995 718.8598
5 419340.00 737.9995 718.95U6
5. 419340.00 737.9995 718.9546
%419330.00 737.9995 718.9593
419310.00 737.9995 718.9687
419270.00 737.9995 718.9873
419190.00 737.9994 719.0239
419030.00 737.9994 719.0947
418710.00 737.9994 719.2267
LA 418140.00 737.9993 719.4312
It 418140.00 737.9993 719.4312
418130.00 737.9993 719.4354
418110.00 737.9993 T719.4435
418070.00 737.9993 719.4593
417990.00 737.9993 719.4887
417830.00 737.9993 719.5402
417510.00 737.9993 719.6215
3.3 417040.00 737.9992 719.7067
3.3 417040.00 737.9992 719.7067
417030.00 737.9992 719.7080
417010.00 737.9992 719.7108
416970.00 737.9992 719.7163
416890.00 737.9992 719.72717
416730.00 737.9992 719.7516
416410.00 737.9992 719.8047
415770.00 737.9992 719.9385
414490.00 737.9991 720.4291
2.2 414440.00 737.9991 720.4600

Table 7.3 - Computed Profiles in the Emory River
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CROSS- CHAINAGE FREE SURFACE LEVEL INTERFACE LEVEL
SECTION
2.2 -414440.00 737.9991 720.4600
414430.00 - 737.9991 720.4729
414410.00 737.9991 720.4986
414370.00 737.9991 720.5495
414290.00 737.9991 720.6497
414130.00 737.9990 720.8443
413810.00 737.9990 721.2137
413170.00 737.9989 721.8963
1.1 412368.00 737.9988 722.6925

shown in Table T7.4.

Table 7.3 (cont.) - Computed Profiles in the Emory River

Computed shear stress coefficients at the end of each reach are

Cross-section f02 fi -
6.6 0.0174 0.0074
5.5 0.0174 0.0087
4.y 0.0175 0.0092
3.3 0.0186 0.0113
2.2 0.0179 0.0090
1.1 0.0168 0.0084

lg]
[}

lower layer

=
1]

upper layer = 0

]
1]

interfacial shear stress coefficient

boundary shear stress coefficient for the

boundary shear stress coefficient for the

Table 7.4 - Computed shear stress coefficients for the Emory River

2) Discharge in the Clinch River

a)

Without underwater dam:
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Input data

Geometry of section 8.8 (Figs. 7.5 and 7.7)

Free surface and interface elevations at section 8.8. These are
738.00 and 722.69 respectively (from step 1 - Table T7.3).
Boundary and interfacial shear stress coefficients (assumed to be
the same as those at section 1.1).

Bed slope of the Clinch River in the flow direction (estimated to
be -0.0004, where the negative sign indicates descending slope in
the flow direction).

Specific gravities of the upper and lower layers. These are
1.0000 and 0.9984 respectively.

There is assumed to be no flow in the upper layer.

Output (subroutine NORMQ2)

b)

Normal lower layer flow = 2559.75 cfs (2560 cfs)

With underwater dam (Clinch River)

ritical condition over the dam crest

Input data

Geometry of a cross-section across the body of the dam (the upper
part of section 10.10 - Pig. 7.7).

Free surface elevation above the dam crest is 738 ft.

Upper layer:

discharge = 0.0, specific gravity = 1.0000.

Lower layer:

specific gravity = 0.9984, kineetic energy correction factor =
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1.10.
Qutput (subroutine WLCRIT1)
- For a lower layer discharge of 55 cfs, the critical interface

elevation above the dam crest is 722.46 ft.

Input data

Geometry of two cross-sections, one across the body of the dam

(previous step) and the other is section 10.10 - Fig. 7.7 (just
upstreém of the dam). |

- Free surface and interface elevations over the dam crest (from
previous step).

- Upper layer:
discharge = 0.0, specific gravity = 1.0000.

- Lower layer:
discharge = 55 cfs, specific gravity = 0.9984, kinetic energy
correction factor = 1.10.

Output (subroutine BERNWL2) |
-~ Free surface and interface elevations jusﬁ upstream of the dam

are 738.00 and 722.69 respectively.

Profil long ¢ linch River
Input data
- Geometry of each of the three cross-sections (Fig. 7.7).

-  Chainage of each cross-section. In the computations, chainages



Qutput

2u2

are referred to Norris Dam {i.e. a distance of 78 miles (411840
ft) is added to the chainages shown in Fig. 7.7).

Roughness heigh at each cross-section (assumed 0.03 ft).

Free surface and interface elevations justb upstream of the
underwater dam (obtained in the previous step).

Upper layer:
discharge = 0.0, specific gravity = 1.0000, kinematic viscosity =
1.10 x 1072 £t%/sec.
Lower layer:
discharge = 55 cfs, specific gravity = 0.9984, kinematic
viscosity = 1.13 x ‘IO'IS ft2/sec., kinetic energy correction
factor = 1.10.

(subroutine FLPROF)
Computed profiles in the two reaches are shown in Table 7.5.
Computed shear stress coefficients at the end of each reach are

shown in Table 7.6

It should be noted that the lower layer discharge of 55 c¢fs is

obtained as a result of successive trials using different discharges in

this step. Within sufficient accuracy, a flow of 55 cfs gives free

surface and interface elevations at section 8.8 (Table 7.5) equal to

those at section 1.1 (Table 7.3). In these trials, the incremental

discharge used is 1 cfs.
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CROSS CHAINAGE FREE SURFACE LEVEL INTERFACE LEVEL
SECTION
10.10 414596.00 738.0000 722.6900
414586.00 738.0000 722.6900
414566.00 738.0000 722.6900
414526.00 738.0000 722.6900
414446.00 738.0000 722.6900
414286.00 738.0000 722.6901
413966.00 738.0000 722.6901
413326.00 738.0000 722.6903
9.9 412906.00 738.0000 722.6904
9.9 412906.00 738.0000 722.6904
1412896.00 738.0000 722.6904
412876.00 738.0000 722.6904
412836.00 738.0000 722.6904
412756.00 738.0000 722.690U
412596.00 738.0000 - 722.6904
412276.00 738.0000 722.6904
8.8 411956.00 738.0000 722.6904

Table 7.5 - Computed Profiles in the Clinch River.

Cross-Section f02 fi
9.9 0.0251 0.0047
8.8 0.0248 0.0054

f02 = boundary shear stress coefficient for the
lower layer

f01 = boundary shear stress coefficient for the
upper layer = (

f. = interfacial shear stress coefficient

Table 7.6 - Computed Shear Stress Coefficients for the Clinch River
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iscussion

From the previous computations, the release required from the
Norris Dam to supply the maximum plant demand from the cold
underflowing waters is as follows.
a) Without underwater dam:

release = 2310 + 2560 = 4870 cfs
b) With underwater dam:

release = 2310 + 55 = 2365 cfs
This shows the significance of constructing the underwater dam
based on the fact that the releases from Norris Dam are subject
to extreme regulation especially during the summer months for

which these computations are made.

The primary purpose of the previous analysis is to demonstrate
the applicability of the developed computational modules in the
analysis of complex practical problems which arise in the design
of such large-scale projects. The computed elevations at the
previously-mentioned three measuring stations are shown on the
measured velocity and temperature profiles in Figs. 7.9 and T.10.
Although the comparison shows good correspondence, this
comparison involves some uncertainty due to the following
reasons:
a) The number of cross-sections provided for the Emory and
Clinch Rivers is not sufficient. The other sections

estimated from the navigation chart are subject to some error



b)

c)

d)
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of approkimations due to the lack of sufficiently-accurate
information on the chart. Moreover, the provided
cross-sections were surveyed in the period 1960-1961 while
the temperature and velocity profiles were measured in 1973.
The charts provided indicate cross-sectional variations due
to sedimentation. For example, the bottom‘ elevations of
sections 8.8 (Clinch River) and 1.1 (Emory River) increased
by 4 feet and 3 feet respectively between October 1946 and
May 1961.

The time-histories of river discharges are provided in a
graphical form using a rather inaccurate scale (1 inch =
40,000 cfs) which causes the interpolated flow values to be
very approximate.

No information is available as to what the free surface
elevations are along both rivers. Therefore, the free
surface level has to be estimated roughly. However, this
parameter does not significantly affect the computations
since there is no flow in the upper layer.

The number of stations where the temperature and velocity
profiles are measured is not suffiecient andvthe locations of

these stations are not indicated accurately.

The shape of the measured velocity profiles confirm the

assumption  that there is no net flow in the upper layer.

Instead, circulation occurs in the upper layer due to the effect
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of the interfacial shear.

The value of 1.10 which is adopted in the computations for the
kinetic energy correction factor for the lower layer is an

average value estimated from the measured velocity profiles.

For the best over-all plant design it is desirable to set the
maximum allowable condenser water temperature at 75°F- Figs. 7.9

and 7.10 show that this condition is always satisfied.

If suffiecient information were to be made available, the computer
routines could be used to analyze the project in mbre detail
(e.g. alternative designs and locations of the skimmer wall and
the underwater dam). The example illustrates the feasibility of
analyzing a number of alternatives and bring into the design
quesitons of economic significance. In particular, the
sensitivity of the Norris Dam releases to variations in the
height (and thus the cost) of the underwater dam could be
explored. Similarly, the cost of lost power may be related to
the geometry of the skimmer wall as a result of varying the

temperature of the condensing water.
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CHAPTER 8

SUMMARY AND CONCLUSIONS

This chapter includes a brief summarj of this study with

reference to the general findings. It also includes a discussion as to

the extent to which the objectives of the thesis have been achieved and

the scope for future research.

Individual cases of gtratified flow have received considerable
attention by many researchers. However, what is lacking is a
unified approach to study the phenomena as a whole. Therefore,
the first step of the present study comprises an extensive
literature survey of the stratified flow phenomena which leads to
a general classification based on variations of flow
characteristics. A wide range of stratified flow problems are

classified within the previously-defined regimes.

Based on this classification, four research areas are examined,
each of which involves one of the ‘eonditions that 1lead to
variations of flow characteristics. The analytical study of
these four areas deals with two-layer systems using a one-
dimensional approach with improvements to allow for non-uniform

velocity distributions (e.g. boundary layer displacement

249
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thicknesses, energy and momentum corrections factors). One of

the basic advantages of the analytical study is that it considers

channels of arbitrary geometry. The four topics considered are

defined below.

a)

b)

c)

Steadv stratified flow through streamlined transitions.
Negligible energy losses allow the use of energy balance
techniques in this case. The analytical study includes two
subdivisions:

i) Transitional flows which are subcritical throughout.

ii) Transitional flow which involve a critical flow section

or control at some point in the system.

Interfacial hydraulic jumps. These represent steady

stratified flow in the vicinity of boundary and/or inter-
facial discontinuities. The analytical study is aimed at
determining the state at one end of a hydraulic jump (or
drop)} for a completely specified state at the other end
taking mixing ét the interface 1into consideration. The
question of the uniqueness of solution is discussed by means

of the momentum and energy principles.

Lock exchange flows. This is the classical case of unsteady

stratified flows which may frequently find application in the

analysis of quasi-steady phenomena such as the arrested
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wedge. The analytical study involves the determination of
the front velocities as a function of time and is designed to

be applicable in practical situations.

d) Long transitions. Gradually-varied flow involves significant
energy losses due to boundary and interfacial friction. The
analytical study is aimed at fhe determination of boundary
and interfacial shear stresses andb subsequently the
evaluation of energy gradients and surface slopes. This
allows the determination of the free surface and/or interface

profiles in a stratified two-layer system.

Thus, this study defines a framwork against which a variety of
stratified flow problems may be classified and decomposed into
analytical problems of the simplest possible scope. For each of
these, a computational module (i.e. subroutine) is developed
which may find frequent application in a wide variety of
different solution types. As a result, a library (ér framework)
of computational algorithms is developed which consists of Ui
subroutines and functions. Such algorithms provide solutions for
frequently-recurring practical problems, are mutually compatible
and allow the construction of relatively complex analytical
models in a modular fashion. Complete documentation and listings
of these subroutines and functions are provided in Appendix (2).

Each documentation is presented in identical format including
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purpose, method of solution, method of use, and an example.

These computational algorithms are tested for theoretical
characteristics and computational performance. The numerical
predictions are compared to available laboratory and field data.
These comparisons show excellent agreement. In addition, an
experimental programme is designed and carried out to verify the
numerical computations of the energy balance routines. Again,
comparison of the numerical predictions to the experimental

results show very good agreement.

An important aspect of this study is the illustration of the
application of the routines in the solution of typical practical
problems. Five examples are provided accompanied by typical
computations using laboratory and field data when available.
These examples demonstrate the capabilities of the computational

algorithms as well as the advantages of the library concept.

Throughout the thesis comparisons are drawn between laboratory
and field observations and numerical predictions for a number of
widely different situations. 1In addition, the examples used for
illustration of the method cover a variety of practical
circumstances. It is suggested therefore that the simplified
approach used here may be successfully applied to a wide range of

stratified flow problems of practical engineering significance.
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The approach éresented here is capable of solving relatively
complex practical problems with an accuracy and reliability that
is consistent with the assumptions and availability of data
commonly associated with engineering design. 1In contrast, a more
rigorous and complex approach to the solution of particular
problems is generally limited to idealized circumstances and is
therefore of little practiéal advantage.

Other existing programs frequently do not provide an
appropriate solution method for practicing engineers either
because of:

a) the size and computational cost of programs,

b) the difficulty of introducing practical (i.e. real) boundary
conditions, or

¢) the effort necessary to comprehend the background research
contributions in the 1literature on which the  programs are

based.

This study represents only the first step in the devélopment of a
computer library dealing with stratified flow problems. With
reference to the literature review presented at the beginning of
the thesis, many more stratified flow problems that are of
practical significance may be treated and analyzed in a similar
fashion to those presented in this study. However, the four
research areas chosen for this investigation cover a wide range

of the more significant and basic problems.
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Also, further- investigation is needed in some areas where
there is still some uncertainty. Examples of these are the
determination of shear stress coefficients when the two layers
are flowing and the evaluation of the interfacial shear stress
coefficient when both the flow and the inerfacial boundary layers
are turbulent. In the latter case, the approach used is
arbitrary and is supported only by experimental evidence. In
this area, present knowledge 1is restricted mainly to  laminar
flows which, however, are of greater significance in densimetric
phenomena than <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>